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Nonlinear Dimensionality Reduction via
Path-Based Isometric Mapping
Amir Najafi, Amir Joudaki, and Emad Fatemizadeh
Abstract—Nonlinear dimensionality reduction methods have demonstrated top-notch performance in many pattern recognition
and image classification tasks. Despite their popularity, they suffer from highly expensive time and memory requirements, which
render them inapplicable to large-scale datasets. To leverage such cases we propose a new method called “Path-Based Isomap”.
Similar to Isomap, we exploit geodesic paths to find the low-dimensional embedding. However, instead of preserving pairwise
geodesic distances, the low-dimensional embedding is computed via a path-mapping algorithm. Due to the much fewer number
of paths compared to number of data points, a significant improvement in time and memory complexity without any decline
in performance is achieved. The method demonstrates state-of-the-art performance on well-known synthetic and real-world
datasets, as well as in the presence of noise.
Index Terms—Nonlinear dimensionality reduction, manifold learning, geodesic path, optimization criteria.
✦
1 INTRODUCTION
ONE of the fundamental problems in machinelearning and pattern recognition is to discover
compact representations of high-dimensional data.
The need to analyze and visualize multivariate data
has yielded a surge of interest in dimensionality re-
duction research [1], [2], [3], [4]. In particular, man-
ifold learning techniques such as Isomap [5], Lo-
cally Linear Embedding (LLE) [6], and Laplacian
Eigenmaps [7] have outperformed classical methods
like Principal Component Analysis (PCA) and Multi-
Dimensional Scaling (MDS) [8] in harnessing non-
linear data structures [9], [10]. However, their high
time and memory complexity impose severe limi-
tations on their scalabality [11]. To overcome this
drawback, we set out to develop a method with lower
computational costs yet the same performance.
Throughout the paper it is assumed that data sam-
ples lie on a smooth low-dimensional manifold [12],
[13]. In the first stage, these data samples are covered
by a set of geodesic paths, resulting in a network of in-
tersecting routes. The main point is that data samples
that belong to a geodesic path approximately lie on a
straight line in the compact representation [14]. Thus
a mapping scheme is developed to compute the lines
in the destination space. The scheme is formulated
as an optimization problem that attempts to preserve
topology of the network of paths instead of pairwise
geodesic distances. This is a crucial difference between
our approach and Isomap that yields remarkable cost
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savings.
Experiments on commonly used synthetic and
real-world datasets substantiates superiority of our
method in terms of efficiency. They also demonstrate
that this achievement do not come at the cost of
performance, stability, or robustness of the algorithm.
Another advantage of this algorithm is that the afore-
mentioned optimization problem has an analytical so-
lution, that avoids local minima and has deterministic
time bounds.
Rest of the paper is organized as follows: Section 2
overviews the Isomap algorithm. Section 3 highlights
the main idea of the paper. Section 4 gives a stochastic
algorithm for covering the data samples with a set
of geodesic paths. Section 5 details the path-mapping
scheme. Section 6 is dedicated to complexity analysis
of the algorithm. Section 7 discusses experimental
results, and finally the conclusions are made in section
8.
2 ISOMETRIC MAPPING (ISOMAP)
This section briefly explains the Isomap algorithm.
Assume a cloud of high dimensional data points
{x1,x2, ...,xN} ,xi ∈ RM lie on a smooth K-
dimensional manifold. In most cases of practical in-
terest K is much smaller than the data dimension M
(K ≪ M ). Isomap builds upon MDS but attempts
to compute the low-dimensional representation by
estimating pairwise geodesic distances.
For sufficiently close pairs, referred to as neighbor-
ing points, the euclidean distance provides a good
approximation of geodesic distance [14], [15]. For
faraway points, one needs to walk through these
neighboring pairs in the shortest way possible to
evaluate the geodesic distance. That can be achieved
efficiently by applying a shortest path algorithm on
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a graph comprising edges that connect neighboring
points.
Here we introduce notations for these concepts.
The graph is represented as G = (V,E) in which
V = {x1,x2, ...,xN} denotes the set of nodes, and E
is the set of edges connecting neighboring samples.
Two ways determining the neighbors of a point are
K-nearest neighbors [16], or all points within a fixed
range ǫ. In this paper we utilize the former method.
For neighboring nodes xi and xj the weight is taken
to be wi,j = ||xi − xj ||2. If we take xi  xj to be the
shortest route between xi and xj , we could compute
geodesic distances as dG(xi,xj) = w(xi  xj) in
which w(.) denotes weight of the path.
Finally, we seek a set of low-dimensional points
denoted by {y1,y2, ...,yN} in RK that preserves pair-
wise geodesic distances. This can be accomplished via
a classical MDS approach.
3 A PATH-BASED APPROACH
Isomap discards the fact that a shortest path L will
be approximately mapped to a straight line in the
representational space. In this regard, if we enforce
each yi ∈ L to lie exactly on a straight line, degrees
of freedom will be reduced dramatically. Here is
the explanation behind this fact: assume xj to lie
on the shortest path between xi and xk denoted as
L = xi  xj  xk. It can be concluded that
dG(xi,xj)+d
G(xj ,xk) equals to d
G(xi,xk). Since MDS
tries to preserves these geodesic distances in the rep-
resentational space, it attempts to satisfy the equation
||yi−yj ||+||yj−yk|| = ||yi−yk||. This, in turn, implies
that the three points must lie on a straight line. Not to
mention this is the ideal case, without any noise and
in the limit of infinite samples. Regarding the fact that
points were chosen arbitrarily, it can be concluded that
all points on a shortest path must lie on a straight line.
Thus, assuming L to be the number of points in
xi  xk, the number of degrees of freedom drops
from LK , describing L points in RK , to 2K , describ-
ing the starting point and direction of a line in RK .
Suppose starting point xα ∈ L is mapped to yα ∈ RK
and the direction of the straight line, vˆ, is discovered.
Any other point on the path xβ ∈ L can be mapped
automatically:
yβ = yα + d
G(xα,xβ)vˆ (1)
which incorporates the fact that dG(xα,xβ) = ||yα −
yβ ||. This approach is sketched out in Fig.1. As can
be seen two geodesic paths on a manifold in R3 are
approximately mapped to straight lines in R2.
There still remains two issues to be addressed. First
is to find a set of shortest paths Ω = {L1, ...,LP } that
will cover all nodes of the graph, and second is to
develop a scheme that maps shortest paths in RM
to straight lines in RK . These issues are discussed
respectively in sections 4 and 5.
Direction Vectors
Intersection
Starting Points
Fig. 1: Graphical illustration of the scheme that maps
geodesic paths on the manifold to straight lines. Direction
and starting point of each line are tuned in a way that global
geometry of data points is preserved.
4 STOCHASTIC SHORTEST PATH COVER-
ING
This section presents an stochastic algorithm for cov-
ering the graph with a set of shortest paths called
”Stochastic Shortest Path Covering (SSPC)”.
The general problem of graph covering via shortest
paths is known to be NP-hard [17]. Thus we set out
to find a sub-optimal solution with a stochastic ap-
proach. In practice our sub-optimal algorithm yields
substantial time and space savings.
The general idea is to iteratively cover as many
nodes as possible. First we initialize the set of un-
covered points, denoted by R, to include all vertices
of V . In each step, a source node s ∈ R is selected
randomly. Among shortest paths starting from s, the
path L∗, which overlaps the most with R is chosen.
The nodes of L∗ are deducted from R. We repeat
this procedure until there is no point uncovered, i.e.
R = ∅. This results in a stable network of intersecting
paths. A pseudo-code of the method is presented.
Fig.2 shows an example of applying the SSPC on
Swiss-Roll dataset.
Algorithm: Stochastic Shortest Path Covering
(SSPC)
Data: R← V = {x1,x2, ...,xN}
Ω← ∅
while R 6= ∅ do
Choose a random node in R, denoted as
s ∈ R.
Compute all the shortest paths that start
from s and end to other members of R.
Find the path that overlaps the most with
R, denoted as L∗.
Ω← Ω ∪ L∗
R← R− L∗
end
Result: Ω = A sufficient set of shortest paths.
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(a) (b) (c)
Fig. 2: SSPC sample run on a Swiss-Roll dataset consisting of 1000 data points. The number of paths obtained by the
method in this example is P = 154. (a) The high-dimensional data in R3. (b) Result of the SSPC in R3. (c) The results
shown for the unfolded manifold.
As it is evident in Fig.2 the number of paths col-
lected by SSPC is significantly fewer than the number
of samples. We have empirically investigated the ex-
tent of complexity reduction by SSPC algorithm on a
number of datasets. It turns out that its contribution
to complexity reduction largely depends on the in-
herent manifold dimensionality. Fig.3 shows number
of optimization variables (degrees of freedom) versus
number of data points for three manifold dimension-
alities: K = 1, 2, and 3. For each K the number
of optimization variables are averaged over various
synthetic datasets. For the sake of comparison the
non-reduced number of variables is shown with a
slope of 1. The linear dependence in logarithmic scale
implies that there is a power-law relation between the
two variables:
P = αNγ (2)
where N and P are the number of data points and
the number of paths respectively.
The values that fit the data are given in TABLE
1. Experiments demonstrated that for a specific K
variations in the resulting α and γ were negligible
over a variety of datasets. The numbers in the table
suggest that for low-dimensional manifolds and large
scale datasets complexity reduction is remarkable,
whereas for high-dimensional small-scale ones, the
improvement gradually fades out. Surprisingly the
same exponent γ is obtained for K = 2 and K = 3.
However, it is possible that this observation is due
to the curse of dimesniaolity and might not hold for
much larger values of N .
TABLE 1: Experimental Parameters
❳
❳
❳
❳
❳
❳
❳
Parameters
K
1 2 3
α 10.8 1.35 2.40
γ 0.18 0.69 0.70
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Fig. 3:Number of optimization variables depicted as a func-
tion of number of data points in a log-log plot. Reduction
in complexity is shown for 3 manifold dimensionalities. The
original number of variables used in Isomap is also plotted
for comparison.
4.1 Covering Rate Analysis of SSPC
It turns out that number of data samples covered by
each iteration of SSPC gradually decreases during the
execution. Moreover, the rate of decay follows an ex-
ponential trend. We have seen that the decay exponent
is heavily dependent on the innate dimensionality
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Fig. 4: Number of the uncovered data samples shown
during execution of SSPC algorithm.
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TABLE 2: Experimental values for λ
K 1 2 3
λ 0.123 0.010 0.005
of dataset. Fig.4 shows the number of uncovered
samples during the execution of the algorithm for a
number of datasets. The linear decline in semi-log plot
reveals an exponential decline rate:
R(n) = Ne−λn (3)
where R(n) is the number of uncovered samples after
the nth iteration1. It is also elucidated by the figure
that as long as dimensinality is fixed, the rate of
decay is neither sensitive to the embedding geometry
nor the initial number of points. In other words,
we could express λ only in terms of K (manifold
dimensionality):
λ = λ(K) (4)
In TABLE 2 the exponent of decay (λ) has been
estimated for three values of K = 1, 2 and 3. In this
regard, SSPC could shed some light on the manifold
dimensioality. One could estimate λ for an arbitrary
dataset and compare it to these values to get a rough
estimate of the underlying embedding dimensionality.
The only remaining issue here is the uniqueness of
solution for a network of paths computed via SSPC. In
other words we should investigate that under which
circumstances the path sequences obtained from a
graph covering algorithm will uniquely represent a
low-dimensional embedding. This issue is addressed
in Appendix A, where sufficient conditions are de-
rived and a compensation strategy is proposed.
5 PARAMETER OPTIMIZATION
What remains to explain is the path-mapping scheme
that finds parameters of straight lines in RK . One
could attempt to estimate initial points and directions
of these lines. We approach this problem from an
optimization perspective. The cost function will arise
from the inherent constraints of the problem.
Fig.2 clearly shows that the paths resulting from the
SSPC algorithm would have numerous intersections.
Two paths that cross each other, share a common data
sample in a known position according to their starting
points and direction vectors. Hence the estimations
provided by each path should be close to each other.
This lays out the main idea for defining an optimiza-
tion criteria. This approach is depicted in Fig.1 for a
data sample shared between two paths.
In technical terms, assume that a particular data
sample yα is shared by D separate lines L1,L2, ...,LD .
1. The only exception is that (3) does not necessarily hold for
small values of R, such as when R(n) < 100.
Each line provides an estimation of the point denoted
by P 1,P 2, ...,PD via line equation (1). We have:

P 1 = ξ1 + l1vˆ1
P 2 = ξ2 + l2vˆ2
...
PD = ξD + lDvˆD
(5)
where ξd and vˆd are the starting point and the direc-
tion vector of the dth line respectively, and ld is the
geodesic distance between the starting sample and xα.
Ideally, these parameters are tuned in a way that all
the estimations become equal. In practice, we attempt
to minimize a difference measure among them. A
reasonable difference measure can be calculated as:
σ2α =
1
D
D∑
d=1
||P d − P¯ ||
2 (6)
P¯ indicates the average of P ds. It is clear that a
good candidate for cost function will be the sum of
difference measures of all shared data points.
Here we present definitions and terms that will
be used later in this section for formulation of cost
function:
ξp, vˆp ∈ R
K , p = 1, 2, ..., P (7)
where ξp and vˆp are the starting point and the direc-
tion of the pth line respectively, and P denotes the
total number of paths in Ω. We also designate the
kth component of the vectors ξp and vˆp by ξ
(k)
p and
vˆ
(k)
p respectively. The data samples that are shared
among more than one path are numbered by the
index q = 1, 2, ..., Q where Q is the total number
of shared samples in Ω. mq is the number of paths
that contain the qth shared data sample (mq ≥ 2).
η
(q)
i ∈ {1, 2, ..., P} is the index of the ith line (i ∈
{1, 2, ...,mq}) that contains the qth shared sample.
Finally, l
(q)
i is the geodesic distance of this data sample
from the starting point of its line.
The optimization problem is formulated as:
(ξ∗, vˆ∗) = argmin
(ξ,vˆ)
1
2
K∑
k=1
Q∑
q=1
[
1
mq
mq∑
i=1
(
ξ
(k)
η
(q)
i
+ l
(k)
η
(q)
i
vˆ
(k)
η
(q)
i
)2
−
(
1
mq
mq∑
i=1
(
ξ
(k)
η
(q)
i
+ l
(k)
η
(q)
i
vˆ
(k)
η
(q)
i
))2
subject to
K∑
k=1
(
vˆ(k)p
)2
= 1, p = 1, 2, ..., P (8)
where ξ and vˆ are P ×K matrices defined as:
ξ = [ξ1|ξ2| . . . |ξP ]
T
vˆ = [vˆ1|vˆ2| . . . |vˆP ]
T (9)
The constraints in (8) assure that the direction
vectors (rows of vˆ) have unit norms, keeping the
optimization procedure away from finding trivial so-
lutions.
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Both the objective function and the constraints in
(8) are quadratic and convex with respect to the
line parameters, that means there exists an analytical
solution for this problem. By forming the Lagrangian
of (8) and calculating the derivatives with respect to
all the variables, it is shown in Appendix D that the
optimal direction matrix vˆ∗ can be obtained from the
eigenvectors of the following matrix ψ:
ψ = (B′ −A′A†B) (10)
where A,B,A′ and B′ are P × P matrices defined
in (11),(12),(13) and (14) respectively. A† denotes the
pseudo-inverse of the matrix A (since A is singular).
Eigenvalues of ψ are non-negative since the matrix is
positive semi-definite.
Ar,s =
Q∑
q=1
mq∑
∀i|η
(q)
i
=r
(
1
mq
δr,s
)
−
∑
∀q|∃i
⇒η
(q)
i
=r

 mq∑
∀i|η
(q)
i
=s
1
m2q


(11)
Br,s =
Q∑
q=1
mq∑
∀i|η
(q)
i
=r
(
l
(q)
i
mq
δr,s
)
−
∑
∀q|∃i
⇒η
(q)
i
=r

 mq∑
∀i|η
(q)
i
=s
l
(q)
i
m2q


(12)
And for A′ and B′ matrices:
A′r,s =
Q∑
q=1
mq∑
∀i|η
(q)
i
=r
(
l
(q)
i
mq
δr,s
)
−
∑
∀q|∃i=i0
⇒η
(q)
i0
=r

 mq∑
∀i|η
(q)
i
=s
l
(q)
i0
m2q


(13)
B′r,s =
Q∑
q=1
mq∑
∀i|
η
(q)
i
=r


(
l
(q)
i
)2
mq
δr,s

−
∑
∀q|∃i
⇒η
(q)
i


mq∑
∀i|
η
(q)
i
=s
(
l
(q)
i l
(q)
i0
)
m2q

 (14)
r, s ∈ {1, 2, ..., P}
where δr,s is the Kronecker-delta operator.
Eigenvectors of the matrix ψ which correspond to
K smallest positive eigenvalues represent the P ×K
direction matrix vˆ∗. It should be noted that each row
must be normalized so the direction vectors would
have unit norms. Interestingly, the starting positions
matrix ξ∗ is linearly related to vˆ∗:
ξ∗ = −A†Bvˆ∗ (15)
After solving for the direction vectors vˆ∗ and cor-
responding starting points ξ∗, we may obtain the
low-dimensional representations using an averaging
strategy:
yn =
Ln∑
p=1
1
Ln
(
ξ
∗
µ
(n)
p
+ l(n)p vˆ
∗
µ
(n)
p
)
(16)
n = 1, 2, ..., N
where similar to the notation used before, Ln is total
number of the lines that contain the nth data sample,
Ln ≥ 1 for all n. µ
(n)
p is the index of the pth line that
contains the nth data sample and l
(n)
p is the length
(distance) associated to the mentioned line and data
sample.
6 COMPUTATIONAL COMPLEXITY ANALY-
SIS
In this section we lay out time and memory complex-
ity analysis of the Path-based Isomap and compare it
to a number of existing methods. Efficient methods
have been proposed for construction of the neighbor-
hood graph G [18], [16]. However, since the procedure
is shared among all state-of-the-art methods it is not
taken into consideration [19]. Moreover, it is assumed
that number of neighbors, denoted by n, in K-nearest
algorithm is O(1). Since in practice it is not relevant
to the number of samples [5], [6], [7].
Computation of shortest paths in the SSPC
algorithm requires O(PN logN) = O
(
N (1+γ) logN
)
computations for applying Dijkstra’s algorithm [20]
O(Nγ) times. The Singular Value Decomposition
(SVD) used in optimization problem requires
O
(
P 3
)
= O
(
N (3γ)
)
multiplications [21]. So
the total time complexity of the algorithm is
O
(
N (1+γ) logN +N (3γ)
)
. For memory analysis, there
are three major components. First, SVD requires
O
(
N (2γ)
)
[21]. Second, the n neighborhoods for
each sample should be saved which, regarding the
assumption about n, needs O (N). Third and the
most important factor is the memory needed to save
the shortest paths. In the limit that N goes to infinity,
based on isoperimetric inequality [22], the average
length of these paths would be lower than O
(
N1/K
)
.
Given the number of paths O (Nγ) the memory
complexity of this component is O
(
N (1/K+γ)
)
. So the
total memory complexity is O
(
N +N2γ +N (1/K+γ)
)
.
Isomap requires O
(
N2 ∼ N3
)
for computing short-
est paths [15], [23]. Isomap, LLE and Laplacian-
Eigenmaps need the SVD of an N × N matrix in
the final stage [5], [6], [7]. Due to the sparsity of
this matrix for LLE and Laplacian-Eigenmaps the
complexity will be reduced. Hence computations in
the latter stage will be O
(
N3
)
for Isomap, and O
(
N2
)
for LLE and Laplacian-Eigenmaps [24]. For memory
the only important component, that is the memory
required by SVD, is O
(
N2
)
[24].
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(a) (b)
Fig. 5: Applying Path-Based Isomap on (a) Swiss-Roll
dataset with N = 10000 and P = 846, and (b) Swiss-Hole
dataset with N = 10000 and P = 930.
7 EXPERIMENTAL RESULTS
In this section the performance of the proposed algo-
rithm on both synthetic and real-world datasets has
been simulated.
7.1 Synthetic Datasets
Swiss-Role is a typical dataset for testing manifold
learning methods. Fig.5(a) shows the that Path-Based
Isomap successfully unfolds a Swiss-Roll with N =
10000 data points. It is notable that via the path-
mapping scheme, degrees of freedom is dropped 82%.
Another commonplace task for examining perfor-
mance of an algorithm on non-convex geometrical
structures is the Swiss-Hole dataset. Fig.5(b) shows
the performance of the Path-Based Isomap on a Swiss-
Hole. The challenge, especially for Isomap, arises from
the fact that for pairs on opposite sides of the hole,
the shortest path on G will no longer serve as the
Euclidean distance in low-dimensional space. This
might lead to the failure of the whole algorithm [25].
However, Path-Based Isomap demonstrates accept-
able resiliency to such non-normality. This effect can
be understood as a consequence of (16), in that good
estimations in (16) will correct poor ones to some
extent. However, the correction causes the hole to be
shrunk.
One of the main drawbacks of manifold learning
methods involving shortest path calculation is their
sensitivity to noise. Even one short-circuit may lead to
miscalculation of many geodesic distances, and cause
a drastic decline in performance. Thus the robust-
ness of Path-Based Isomap was tested on a noisy S-
shape dataset. The experiment demonstrates that the
method is to an acceptable degree resistant to outliers.
The averaging strategy might be again the reason
behind this observation, since good estimations make
for the poor ones.
In Fig.7 and Fig.8 we have illustrated a comparison
among our proposed method and a number of rival
methods for manifold learning. Fig.7 demonstrates
the performance of the proposed Path-Based Isomap
method, compared to 4 well-known rival methods.
Experiments are done on a Swiss-Hole dataset con-
sisting of N = 2000 data samples which is known as a
controversial dataset for most manifold learning tech-
niques. We have utilized the DRtoolbox to implement
the 4 rival algorithms, which is known as an efficient
and effective toolbox for manifold learning. In order
to find the parameters for each algorithm in DRtool-
box, a precise grid-search is formed and the most
appropriate parameters are chosen. As illustrated in
Fig.7, Path-Based Isomap and Hessian LLE have been
successful in unfolding the embedded manifold. In
both methods, the hole has a small shift toward one
of the sides. Hessian LLE has preserved the size of
the hole, while in the path-based approach the hole
is shrunk. Other methods such as Isomap, LLE and
Laplacian-Eigenmaps have shown poor performances
on this dataset. However, as can be seen, both Isomap
and Path-Based Isomap have preserved the overal
structure of data since both methods are considered
as global approaches. Methods such as Laplacian-
Eigenmaps and LLE are local methods and thus
do not necessarily preserve the geometrical structure
among far samples.
Fig. 6: Investigating the effect of noise on Path-Based
Isomap via a noisy S-shape one-dimensional manifold in
R
2. Number of data samples is N = 2000 and the number
of obtained paths is 185.
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Original A B
C D E
Fig. 7: Comparison of performance for the proposed path-based method and four state-of-the-art algorithms on a Swiss-
Hole dataset with N = 2000. The result are obtained by Path-Based Isomap (A), Hessian LLE (B), LLE (C), Isomap (D)
and Laplacian-Eigenmaps (E). Hessian LLE and Path-Based Isomap have outperformed other methods.
Fig.8 in this section demonstrates the time-
complexity analysis of the proposed path-based
approach compared to 6 existing rival methods.
Running-time of the methods on an S-shaped one-
dimensional manifold are depicted as a function of
number of data sample. Rival methods including
Isomap, Kernel PCA, Diffusion Maps, LLE, Hessian
LLE and Laplacian-Eigenmaps are again implemented
via DRtoolbox. The methods are chosen so they have
been claimed to have high efficiency or appropriate
accuracy. From Fig.8 it is evident that the proposed
path-based method have a considerable lower slope
in a log-log plot, meaning that the method will out-
perform all the rival algorithms for sufficiently large
N . Up to N = 10000 the proposed method has already
surpassed 5 rival algorithms. Observations agree to
theoretical analysis in Section 7.
7.2 Real-World Datasets
A canonical problem in dimensionality reduction is
pose estimation. Fig.5 illustrates statue-face database,
consisting of 698 64 × 64 = 4096 pixel images,
rendered with different camera angles and random
light directions [26]. Data samples are believed to
lie on a smooth manifold in R4096 [5]. We apply
Path-Based Isomap to discover the compact repre-
sentation for the dataset. Interestingly, the algorithm
unfolds the 2-dimensional manifold of the original
4096-dimensional data samples in R2. The horizontal
and vertical axis are tightly related to horizontal and
vertical angles of the camera. To plot this figure we
have extracted the first 240 linear components via
PCA prior to applying Path-Based Isomap. This pre-
processing improved the results, meaning that there
is also a significant linear redundancy among data
points.
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Fig. 8: Execution-time vs. number of data samples for 7
manifold learning techniques including the proposed Path-
Based approach. Experiments are done on a noisy S-shape
manifold.
Fig.10 and Fig.11 illustrate the performance of Path-
Based Isomap on MNIST [27]. MNIST is a well known
image classification database of handwritten numbers.
Despite the fact that these images do not necessarily
lie on a manifold, experiments reveal that the pro-
posed method achieves a good performance on them.
In Fig.10 the method is applied on handwritten ‘2’
images to discover their compact description in R2.
As expected, the samples are placed according to ar-
ticulation of the bottom loop and horizontal skewness
of the structure. In Fig.11 the method is applied to
the combined datasets of handwritten images of ‘2’s
and ‘8’s. It is evident that different digits are largely
separated along the Y-axis. Moreover, ‘2’s and ‘8’s are
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Fig. 9: Applying Path-Based Isomap on 64× 64 gray-scale
images of the statue-face database. Some images are shown
to illustrate performance of algorithm.
ordered according to horizontal skewness along the
X-axis. It is also notable that ‘2’s on the left side of
the plane have stronger bottom loop articulations.
8 CONCLUSION AND FUTURE WORK
In this paper we proposed Path-Based Isomap, a new
efficient method for dimensionality reduction. The
method exploits shortest paths instead of samples to
compute the compact representation faster. Path map-
ping and path selection schemes were also developed
to preserve geodesic distances in the representation
space. The fewer number of paths leads to significant
cost savings in our approach.
Bottom Loop Articulation
Le
ft\
Ri
gh
t S
ke
wn
es
s
Fig. 10: The result of applying Path-Based Isomap on
MNIST database. There are 5000 images of handwritten ‘2’s
images in the database. There is clearly a meaningful rela-
tion between place of data points and geometrical features
of their corresponding images.
Right/Left Skewness
Be
in
g 
’2
’ o
r ’
8’
Fig. 11: Applying Path-Based Isomap on 11800 images of
‘2’s and ‘8’s in MNIST database to obtain 2-dimensional
representations. Two clusters are formed that mainly contain
one type of digit. Besides, there is a link between horizontal
placing and left/right skewness in the images.
It was shown throughout the paper that most
virtues of LLE, Isomap and Laplacian Eigenmaps are
shared by Path-Based Isomap. Experiments showed
the method works surprisingly well on non-convex
manifolds, as well as real-world databases like MNIST
and face-statue. Moreover, it was shown that the
method is to some extent resilient against noise.
The most encouraging achievement of this paper is
that the method works remarkably faster than most
of rival methods, especially on large scale datasets.
This improvement was confirmed by our theoretical
analysis of its memory and time complexity. Since
dimensionality reduction methods are now very pop-
ular in image classification and pattern recognition
tasks, Path-Based Isomap should find widespread use
in applications.
Since the number of found paths has a direct effect
on complexity of the method, and regarding sub-
optimal performance of SSPC, there is considerable
space for improvement. Besides , there are still two
shortcomings shared between rival approaches and
ours. First, the method is sensitive to outliers causing
short-circuits, because they could mislead Dijkstra’s
algorithm in the first stage. Second, we assume the
sampling density to be nearly uniform. Further em-
pirical and theoretical research could shed some light
on these issues.
APPENDIX A
NETWORK RIGIDITY
The method discussed before for the shortest path
covering of the data samples guarantees that each
sample lies on at least one path (line). However, the
uniqueness of low-dimensional representation under
these circumstances must be further investigated. In
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Fig. 12: An example of a non-rigid and a rigiditized
network of intersecting lines. (a) 28 two-dimensional data
samples are covered using 3 isolated lines. Although all the
data samples are covered, the resulting network in not rigid.
(b) Adding 3 intersecting lines as shown (red lines) to the
network results into a rigid structure.
other words many radically different representations
of a particular set of data samples may result in
one set of shortest paths, which implies that loss of
information is possible.
Fig. 12a shows a set of 28 data samples spread in
a two-dimensional space which are covered with 3
separated paths. It can be easily observed that the
obtained network of paths is not rigid since each path
is free to move independently with respect to others.
The constraints of placing all the data samples in their
corresponding lines with their corresponding orders
and distances are not enough to obtain a unique
description of all the data sample positions. It is clear
that without any intersection there is no objective
function and hence no unique solution.
As shown in Fig. 12b adding three more paths to the
network results into a rigid structure that uniquely de-
scribes the proximity information of the data samples.
For a rigid structure, there is no degree of freedom
except rotation and translation of the whole object
in RK that do not affect neighborhood information.
The translation can be mathematically modeled as a
constant K-dimensional vector added to all ξps. The
rotation is also modeled with a K×K unitary matrix
affecting all ξp and vˆp vectors. Therefore we can
express the following definition of a rigid network:
Definition 1: A rigid network of intersecting
paths is defined as a set of lines inRK whose data
samples can be uniquely and unambiguously
mapped into the representation space except for
a total translation by a constant vector and a
rotation by any unitary matrix.
In order to reach a rigid network a compensa-
tion strategy must be utilized after the shortest path
covering stage. So sufficient paths to stabilize the
current structure could be found and added to the
set Ω. It has been experimentally observed that the
stochastic shortest path covering method introduced
in section 4 of the submitted paper, usually results
directly in a rigid network and does not need this step.
The reason behind this phenomenon is the numerous
intersections obtained by the stochastic path covering
algorithm. However, few stabilizing lines should be
added in some cases specially when the number
of data samples is not large enough. The proposed
strategy for the stabilization of a network is explained
as follows.
Assume a set of data samples in high-dimensional
space are covered by a set of P shortest paths denoted
by Ω = {L1,L2, ...,LP }. Also assume that the lines
in Ω are intersected in a set of nodes denoted by
V˜ = {v˜i,j} , i, j ∈ {1, 2, ..., P} where v˜i,j denotes the
common node between the ith and the jth lines. If
lines Li and Lj do not cross each other then v˜i,j does
not exist.
Many sub-networks of a rigid network are also
rigid. Formally speaking, a rigid sub-network is a set
of lines, denoted as S =
{
LζS1 ,LζS2 , ...,LζSLS
}
, which
are shown to be rigid with respect to each other. Here
if LS is the number of lines in S, ζSi ∈ {1, 2, ..., P} for
i = 1, 2, ..., LS are the indices of LS lines (paths) in Ω.
Theorem 1: The smallest possible rigid sub-
network with non-zero volume in RK is a geo-
metrical structure consisting of 12K(K + 1) lines
called a hyper-pyramid. A hyper-pyramid ∆ ={
L
ζ
(∆)
1
,L
ζ
(∆)
2
, ...,L
ζ
(∆)
1
2
K(K+1)
}
can be identifies by
the following properties.
For each feasible S, we should look for K + 1
subsets of S, denoted by Dis (i = 1, 2, ...,K + 1),
so that each subset represents K different lines
of the object. Each two distinct Dis must share
exactly one line:
∃ D1,D2, ...,DK+1 ⊂
{
ζ
(∆)
1 , ζ
(∆)
2 , ..., ζ
(∆)
1
2K(K+1)
}
⇒
{
|Dm| = K
|Dm ∩ Dn| = 1
m 6= n, m, n ∈
{1, 2, ...,K + 1}
Also the lines in each subset, Di, must cross each
other in at least one common data sample:
Di =
{
d
(i)
1 , d
(i)
2 , ..., d
(i)
K
}
(v˜
d
(i)
1 ,d
(i)
2
= v˜
d
(i)
1 ,d
(i)
3
= ... = v˜
d
(i)
K
,d
(i)
K+1
) ∈ V˜
i = 1, 2, ...,K + 1
The only exception is the special case of K = 1,
where the above conditions should be replaced
by simply existence of a single line.
The |.| operator in the above expressions denotes
the number of members in a set. For the simple cases
of K = 1, 2 and 3 the corresponding hyper-pyramid
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is a single line, two-dimensional triangle and three-
dimensional pyramid respectively.
The proof for the Theorem 1 is given in Appendix
B. The importance of the Theorem 1 is providing
a systematic procedure to find many initial rigid
sub-networks (hyper-pyramids) within a network of
intersecting lines. It is observed experimentally that
running the shortest path covering algorithm on a
densely sampled manifold results in several hyper-
pyramids.
Theorem 2: If a single line Li has two intersec-
tions with a rigid sub-network S, adding Li to the
S results in a new rigid sub-network. This can be
expressed as:
∃j, k ∈ {1, 2, ..., LS}
⇒
{
v˜
i,ζ
(S)
j
, v˜
i,ζ
(S)
k
}
⊂ V˜
Proof of Theorem 2 can be found in Appendix
C. Theorem 2 enables us to gradually build a rigid
network by offering an approach to merge a single
line and a rigid network, and obtain a larger rigid
structure if they have at least two intersections. These
rigidity checking and merging procedures can be
iterated until the achieved rigid network cannot grow
larger anymore. We can simply start the procedure
with a hyper-pyramid. It is not possible to start by
single lines since any attached line will be in almost
the same direction, leaving no option to grow in
other dimensions. In fact, as discussed in Theorem 1,
the initial rigid sub-networks should have non-zero
volume in RK .
If adding lines ended up in a sub-network that can
not grow larger and does not include all the samples,
we should add further paths to insure rigidity. Hereby,
we could determine that low-dimensional represen-
tation will be unique. However, this usually does
not happen, that means usually no further paths are
needed in practice.
APPENDIX B
ON RIGIDITY OF HYPER-PYRAMIDS
In this section a proof for the Theorem 1 is derived.
Theorem 1 states that a hyper-pyramid is always a
rigid sub-network.
According to the definition of a hyper-pyramid in
Theorem 1, such sub-networks contain K + 1 corner
points in RK space. Each corner point is the inter-
section of K different lines (for example a triangle
has 3 corner points while a pyramids contains 4).
From now on, for aK-dimensional hyper-pyramid we
denote the mentioned corner points as r1, r2, ..., rK+1.
In order to cancel the effect of total translation in
the representation, we assume that a constant vector
T = 1K+1 (r1 + r2 + + rK+1) is subtracted from all
the corner points to place the center of gravity on
the origin. Therefore we would have the following
condition:
K+1∑
k=1
rk = 0 (17)
Corner points of a hyper-pyramid are completely
interconnected, i.e. there is a line (path) between each
two corners. This indicates that the distances among
all pairs of corner points are assumed to be known,
which leads to the following system of quadratic
equations:

||r2 − r1||22 = D
2
1
||r3 − r1||22 = D
2
2
...
||rK+1 − rK ||22 = D
2
1
2K(K+1)
(18)
As discussed before, the geodesic distances, Dis (i =
1, 2, ..., 12K(K + 1)), are known as a result of the
shortest path covering stage.
In order to prove the rigidity of hyper-pyramid
structures, we will show that the set of solutions
satisfying the above system of equations, differ only
in an arbitrary rotation and translation.
Let us define the vector X as follows:
Xαi,i = ||ri||
2
2
Xαi,j = r
T
i rj
(19)
αi,j ∈
{
1, 2, ...,
1
2
(K + 1)(K + 2)
}
,
i, j = 1, 2, ..., N,
i < j
(20)
where the parameterized indices αi,j are solely used
to facilitate the construction of X , and can be defined
in any arbitrary order. Left sides of expressions in the
equations of (18) can be rewritten using the compo-
nents of X , since there is the following relation:
||ri − rj ||
2
2 = Xαi,i +Xαj,j − 2Xαi,j = D
2
βi,j (21)
Again, βi,j indices are solely defined to facilitate the
ordering of equations.
In addition, inner product of each corner point,
r1, r2, ..., rK+1, by both sides of (17) gives an extra
K + 1 linear equations. The collection of all the men-
tioned linear dependencies results in the following
1
2 (K+1)(K+2)×
1
2 (K+1)(K+2) determined system
of linear equations:{
Xαi,i +Xαj,j − 2Xαi,j = D
2
βi,j
i, j = 1, 2, ...,K + 1∑K+1
j=1 Xαi,j = 0 i = 1, 2, ...,K + 1, i > j
(22)
The matrix formulation of above equations can be
written as follows:
AX = D (23)
where A is a known 12 (K+1)(K+2)×
1
2 (K+1)(K+2)
matrix. It can be shown that the matrix A in (23) is
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invertible and the components of X which represent
all possible inner products of corner points, can be
uniquely determined. In (24) the A matrix for the case
of K = 2 has been shown.
A =


1 1 0 −2 0 0
1 0 1 0 −2 0
0 1 1 0 0 −2
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1


(24)
Invertibility of A states that the inner products
among all pairs of the corner points are uniquely de-
termined by the set of non-linear equations in (18). In
order to finalize the proof we must show that any two
structures that have the same inner products among
their corresponding corner points would differ only in
a rigid transformation. For this purpose, assume that
there are two different sets of solutions for the equa-
tions in (18), denoted by ri and r˜i, i = 1, 2, ...,K + 1.
Based on the previous discussions, we have:
rTi rj = r˜
T
i r˜j (25)
i, j = 1, 2, ...,K + 1
Let us decompose each vector ri into a non-
negative value ri, and a unit length vector rˆi, which
represent the length and the direction of ri respec-
tively.
ri = rirˆi (26)
||rˆi||2 = 1
According to (25), ri = r˜i for all i ∈ {1, 2, ...,K + 1},
so (25) reduces to the following set of equalities:
rˆ
T
i rˆj =
˜ˆrTi
˜ˆrj (27)
i, j = 1, 2, ...,K + 1
Both rˆi and ˜ˆri are unit length vectors in RK ,
and thus are related through a particular rotation
transform:
˜ˆri = Uirˆi (28)
where Ui is a K ×K unitary matrix mapping rˆi onto
˜ˆri. Therefore we have:
rˆ
T
i rˆj = rˆ
T
i U
T
i Ujrˆj (29)
⇒ rˆTi
(
UTi Uj − I
)
rˆj = 0
i, j = 1, 2, ...,K + 1
Since (29) holds for all the unitary vectors as-
sociated with any arbitrary hyper-pyramid in RK ,
we may conclude that UTi Uj = I for ∀i, j ∈
{1, 2, ...,K + 1}. And finally:
U1 = U2 = ... = UK+1 = U (30)
ri = U r˜i
i = 1, 2, ...,K + 1
It should be reminded that the translation has been
already canceled by shifting the center of gravity
for each set of solutions to the origin. Therefore all
possible sets of solution for a hyper-pyramid in RK
only differ in a translation and rotation which do not
affect the proximity information of data samples.
APPENDIX C
MERGING RIGID SUBNETWORKS
This section provides the proof for Theorem 2. Based
on Theorem 2, any line that has at least two intersec-
tions with a rigid sub-network, is totally rigid with
respect to the sub-network.
Assume a line L with starting point ξ and direction
vector vˆ has two data samples, namely r1 and r2,
shared with a rigid sub-network S. The associated
distances from the starting point of the line to the
shared samples are denoted by L1 and L2 respectively.
Hence we have: {
r1 = ξ + L1vˆ
r2 = ξ + L2vˆ
(31)
Using simple algebra, following relations are ob-
tained for the parameters of L in terms of shared data
samples r1 and r2:
ξ =
L2r1 − L1r2
L2 − L1
, vˆ =
r2 − r1
L2 − L1
(32)
Since the sub-network S is assumed to be rigid,
all of its possible representations would differ only
in a constant translation T and an arbitrary rotation
by a unitary matrix U . Assume that another possible
representation of S is denoted by S˜ , which is related
to the primary representation through the following
equation:
S˜ = US + T (33)
T ∈ RK , U ∈ RK×K
Therefore, new positions for the shared samples can
be computed as r˜1 = Ur1+T and r˜2 = Ur2+T since
both data samples are shared with S˜ .
In the new representation, orientation and posi-
tion of L would also confront some transformations.
Assume that the new line properties are denoted
by ξ˜ and ˜ˆv. Based on the relations in (32) we can
compute the new parameters of the line L˜ through
the following equations:
ξ˜ =
L2r˜1 − L1r˜2
L2 − L1
= U
(
L2r1 − L1r2
L2 − L1
)
+ T (34)
˜ˆv =
r˜2 − r˜1
L2 − L1
= U
(
r2 − r1
L2 − L1
)
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Relations in (34) declare that the starting point of L˜
has been translated by the constant vector T , and both
the starting point and the direction vector have been
affected by the unitary matrix U . This implies that
all the samples in the line L will confront the same
transformation as the data samples in S. Therefor the
connected line is rigid with respect to the sub-network
and the two objects can be merged to form a larger
rigid sub-network.
APPENDIX D
ANALYTICAL SOLUTION OF PATH MAPPING
OPTIMIZATION PROBLEM
In this section an analytical solution for the optimiza-
tion problem introduced in section 5 of the submitted
paper is derived. The optimization problem is formu-
lated as follows:
(ξ∗, vˆ∗) = argmin
(ξ,vˆ)
J (ξ, vˆ)
subject to
K∑
k=1
(
vˆ(k)p
)2
= 1, p = 1, 2, ..., P (35)
where:
J (ξ, vˆ) =
1
2
K∑
k=1
Q∑
q=1
[
1
mq
mq∑
i=1
(
ξ
(k)
η
(q)
i
+ l
(k)
η
(q)
i
vˆ
(k)
η
(q)
i
)2
−
(
1
mq
mq∑
i=1
(
ξ
(k)
η
(q)
i
+ l
(k)
η
(q)
i
vˆ
(k)
η
(q)
i
))2
(36)
In order to solve the optimization problem in (35),
the Lagrangian function corresponding to the objec-
tive function J and the set of quadratic constraints in
(35) should be formulated:
L (ξ1, ξ2, ..., ξP , vˆ1, vˆ2, ..., vˆP ) =
J (ξ, vˆ)−
1
2
P∑
p=1
λp
(
K∑
k=1
(
vˆ(k)p
)2
− 1
)
(37)
λps represent the Lagrange multipliers of the op-
timization. Finding the minimizers of (36), (ξ∗, vˆ∗),
requires the KKT conditions to be satisfied. First,
derivatives of L (ξ, vˆ) with respect to all the variables
in (36) should become zero. Second, the equality
constraints in (35) must hold. Derivatives with respect
to ξ
(k)
p s and vˆ
(k)
p s may be computed as follows:
∂L
∂ξ
(k)
p
=
Q∑
q=1

 ∑
∀i|
η
(q)
i
=p
1
mq
(
ξ(k)p + l
(q)
i vˆ
(k)
p
)


−
∑
∀q|∃i
⇒η
(q)
i
=p
1
m2q
(mq∑
i=1
(
ξ
(k)
η
(q)
i
+ l
(q)
i vˆ
(k)
η
(q)
i
))
(38)
∂L
∂vˆ
(k)
p
=
Q∑
q=1

 ∑
∀i|
η
(q)
i
=p
l
(q)
i
mq
(
ξ(k)p + l
(q)
i vˆ
(k)
p
)
−
∑
∀q|∃i=i0
⇒η
(q)
i0
=p
l
(q)
i0
m2q
(mq∑
i=1
(
ξ
(k)
η
(q)
i
+ l
(q)
i vˆ
(k)
η
(q)
i
))
− λpvˆ
(k)
p (39)
Derivations with respect to λps result in the same
constraints in (35). Based on the previous discussions,
the preferred low-dimensional representation may be
obtained by solving the following set of equations:

∂L
∂ξ
(k)
p
= 0
∂L
∂vˆ
(k)
p
= 0
p = 1, 2, ..., P
k = 1, 2, ...,K
(40)
And also satisfying following equality constraints:
K∑
k=1
(
vˆ(k)p
)2
= 1, p = 1, 2, ..., P (41)
In order to simplify the notations, the linear equa-
tions in (40) can be rewritten in the following matrix
form: {
Aξ +Bvˆ = 0
A′ξ +B′vˆ = Λvˆ
(42)
where A,B,A′ and B′ are P × P matrices whose
entries can be calculated by the formulations given
in (11),(12),(13) and (14) respectively. Λ is a P × P
diagonal matrix consisting of λps on its main diagonal
(Λp,p = λp, p = 1, 2, ..., P ).
Equations in (42) will lead to a non-linear matrix
equation as follows:(
B′ −A′A†B
)
vˆ
∗ = Λvˆ∗ (43)
ξ∗ = −A†Bvˆ∗
A† is the pseudo-inverse of the matrix A. The
matrix A is singular and thus non-invertible since
each one of its rows sum to zero. This property can
be investigated from (??). Therefore A has an all-one
(1P×1) eigenvector with a zero eigenvalue:
A (1P×1) = 0 (44)
The all-one eigenvector in A models a constant
translation in the position of all the data samples
in low-dimensional representation (Note that A is
associated with the optimal starting points ξ∗ in (42)).
As will be discussed in section 2 of this document this
translation does not affect the proximity information.
Placement of A† instead of the true inverse A−1 in
(43) forces the whole low-dimensional representation
to be centered on the origin. The same story holds for
B (since it is singular too), so that its null eigenvector
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yields the “rotation” invariance property of parame-
ters in mathematical terms.
Before going any further with (43), let us investigate
if there could be any alternative way to reach a
straight forward solution for the original problem in
section V of the submitted paper. The main reason for
the constraints in (41) is to avoid any trivial solution
in which all the variables become zero. This goal
could be gained by imposing different constraints
in the optimization problem in (35). The new set of
constraint inequalities can be formulated as follows:
P∑
p=1
(
vˆ(k)p
)2
≥ 1, k = 1, 2, ...,K (45)
The above set of inequalities although represents
a whole different mathematical meaning, however,
results into a small difference in the formulation given
in (43):
(
B′ −A′A†B
)
vˆ
∗ = vˆ∗Λ (46)
ξ∗ = −A†Bvˆ∗
Also, inequality constraints in the new formulations
impose extra KKT conditions, which are:


λp ≥ 0
λp
[∑P
q=1
(
vˆ
(k)
q
)2
− 1
]
= 0
p = 1, 2, ..., P (47)
where λps are called KKT multipliers in this formal-
ism.
Unlike (43), matrix equation of (46) represents an
eigenvector problem that can be efficiently solved by a
polynomial-time algorithm. Therefore the problem of
finding appropriate low-dimensional representations
for a high-dimensional dataset results into eigen-
decomposition of a P × P matrix.
We have denoted the square P × P matrix B′ −
A′A†B in (46) with ψ in section V. Again it can be
shown that ψ is a symmetric semi-definite matrix
with real and non-negative eigenvalues. This will
satisfy the constraints in (47). Also the eigenvector
computation of ψ can be accomplished by a singular
value decomposition (SVD) problem with up to O(P 3)
operations.
Substitution of (46) into (36) reveals that the ap-
propriate columns of vˆ∗ matrix which minimize the
objective function are K eigenvectors of ψ that cor-
respond to the K smallest positive eigenvalues. Note
that the K smallest eigenvalues of ψ are the minimum
KKT multipliers of the optimization problem.
Finally we should apply an appropriate normaliza-
tion step to match the results with the set of constraint
in (35). The final solution of the optimization problem
can be formulated as follows:
ψU = UΛ, U = [u1|u2|...|uP ]
up ∈ R
P×1, p = 1, 2, ..., P
vˆ
(k)
p =
u
(p)
P−(k+k0)+1√∑K
k=1
(
u
(p)
P−(k+k0)+1
)2 (48)
where uis are columns of the unitary matrix U ob-
tained from a singular value decomposition step dis-
cussed before. u
(p)
i is the pth component of the ui
vector. It has been assumed that the eigenvalues and
corresponding eigenvectors of the U matrix are in
descending order, so the last eigenvector corresponds
to the smallest eigenvalue. k0 is the number of zero
eigenvalues. Based on the normalization performed in
(48) the direction vectors (rows of vˆ∗) will be normal
vectors with unit lengths. Optimal starting points can
be obtained using (46).
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