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Abstract
Electric energy consumption is becoming a relevant topic in the last years due to environmental
and economic reasons. One of the field of interests in this energy problem is the reduction of
the consumption in a house environment. Nowadays people only have information about the
total energy consumption of their homes while a detailed report of the appliances individual
behaviour would be useful to identify which appliances are effectively consuming more energy.
In this way it will be possible to make a decision to reduce the total consumption based on the real
consumption of the single appliance. A practical method to measure each appliance consumption
is necessary to achieve this purpose.
The non-intrusive appliance load monitor (NALM) approach measures aggregate power en-
ergy use as power enters the home.reverses the traditional balance, with simple hardware but
complex software to analyse the collected data. It is necessary to install only one measurement
unit, which permits very easy installation, removal, and maintenance compared to traditional
intrusive load monitoring techniques. Then complex software has to disaggregate the overall
measured data in the single appliance.
The aim of the project is the design of a self-learning algorithm that automatically identifies
the appliances in a NALM system, determining itself the significant signatures and the associ-
ated appliances without any external information. The problem is divided into two parts: event
detection and cluster analysis. The first part extracts from the overall data significant signatures
that characterise the appliances. The extracted data are called events. The second part analyses
the extracted events to find frequent patterns which identify the appliances.
The implemented system is described in detail and validated in the final chapter. The first part
presents the demonstrator we use to collect and analyse data and shows some examples which
validate the model. The second part estimates the parameter of the model. Finally, in the third
part, the model is applied in a real environment.
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Introduction
Electric energy consumption is becoming a relevant topic in the last years due to environmental
and economic reasons. The interest in energy efficiency is motivated by the growing concern on
climate change and the desire to reduce the energetic costs. One of the field of interests in this
energy problem is the reduction of the consumption in a house environment. Nowadays people
only have information about the total energy consumption of their homes while a detailed report
of the appliances individual behaviour would be useful to identify which appliances are effec-
tively consuming more energy. In this way it will be possible to make a decision to reduce the
total consumption based on the real consumption of the single appliance. A practical method to
measure each appliance consumption is necessary to achieve this purpose. The traditional ap-
proach measures every load in the home separately using complex instrumentation systems that
individually meter each device energy consumption. This method involves complex hardware
but simple software. It is necessary to install a monitoring point at each appliance and interior
wires to connect each one to a central point. A new approach was introduced in 1989 by G.
Hart [8]. This method uses a single non-intrusive appliance load monitor (NALM) to measure
aggregate power energy use as power enters the home. The NALM approach reverses the tra-
ditional balance, with simple hardware but complex software to analyse the collected data. It is
necessary to install only one measurement unit, which permits very easy installation, removal,
and maintenance compared to traditional intrusive load monitoring techniques. Then complex
software has to disaggregate the overall measured data in the single appliance.
The aim of the project is the design of a self-learning algorithm that identifies the appliances
in a NALM system. There are two different types of set-up when a NALM system is installed:
Manual Setup (MS) and Automatic Setup (AS). The first one requires a one-time intrusive pe-
riod. During the installation period, when the appliances are switched on and off a signature is
observed. The observed signature is manually named as the corresponding appliance. The ”Au-
tomatic Setup” determines itself the significant signatures and the associated appliances without
any external information. It only uses a priori information about the possible appliance charac-
teristics. The AS-NALM system is preferable for its completely non-intrusive approach. This
project proposes a solution to the ”Automatic-Setup” problem. The problem is divided into two
parts: event detection and cluster analysis. The first part extracts from the overall data significant
signatures that characterise the appliances. The extracted data are called events. The second part
analyses the extracted events to find frequent patterns which identify the appliances.
The thesis is organized as follows.
Chapter 1 describes the system model, presenting the original model proposed by Hart. In
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particular the architecture of the system, the electrical model, the various steps of the NALM
algorithm and the possible signatures that characterise the devices are described. Then the prob-
lem we want to solve is described in details. The state of the art for the ”Automatic-Setup” and
the improvements we want to achieve are presented.
Chapter 2 describes our solution for the problem of the event detector. The chapter is divided
into three parts. The first part gives a theoretical definition of the event. Then the tools and the
algorithm we use to extract the events are introduced. The third part estimates the parameters of
our model by looking at the output in an ideal environment.
Chapter 3 describes our solution to the cluster analysis. The chapter is divided into two parts.
The first part describes a known algorithm we use to create the clusters and the modifications we
made to make it more suitable to our specific case. The second part introduces a new approach
to the cluster algorithm that allows us to recognise more complex types of devices.
Chapter 4 validates the model we presented in the previous chapters. The chapter is organised
into three parts. The first part presents the demonstrator we use to collect and analyse data and
shows some examples which validate the model. The second part estimates the parameter of the
model. Finally, in the third part, the model is applied in a real environment.
Chapter 1
System model
This chapter presents the architecture of a NALM system. The chapter is organised into two
parts. The first part is an overview of the system model. The general concepts and the state of
the art of a NALM system are presented. The second part defines the problem we want to solve,
the choices we made and the improvements we want to add to the actual solutions.
1.1 System model
A non-intrusive appliance load monitor (NALM) [8] determines the energy consumption of the
appliances by analysing both current and voltage measured in a single point. This approach
permits a detailed analysis of the energy consumption without installing a measure point at each
appliance of interest. The current and voltage are measured in a single point. Complex software
for signal processing and analysis extracts from the overall data information on the consumption
of the single devices. It is possible to estimate the number and type of the appliances, their energy
consumption and other statistics. The NALM system looks for certain ”signatures” which give
information about the operating status of a particular device in the load. For example, if we
measure a 600 W step increase in the overall power and we know that there is a device, e.g. a
hair dryer, consuming the same power, this step indicates that the hair dryer had been switched
on. The change in power is an example of a particular electrical signature. The NALM system
has to choose certain signatures which describe the appliances in the environment. A signature
has to be characteristic of the electrical behaviour of the appliance. It has to be very different for
different appliances in order to recognise them. The NALM system is organised as an algorithm
in eight steps. During these steps the data are collected and analysed, the final output is a detailed
analysis of the appliances in the load and a statistic of their consumptions.
There are two main options in a NALM system:
• ”Manual Setup”: A MS-NALM requires a one time intrusive period. During this period
the appliances are switched on and off and the observed signature is named as the cor-
responding appliance. This period is necessary to create the database of the appliances.
After this period no intrusive access is needed and the system estimates by itself the con-
sumptions and statistics of the single appliances.
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• ”Automatic Setup”: An AS-NALM sets itself the database of the appliances without any
external information. It only uses a priori information on the possible type of device. It
has to detect significant signatures and relate them to the corresponding appliances.
The MS-NALM system has been the basis to the developing of the AS-NALM system and it will
be useful in situations where the AS-NALM fails. The AS-NALM is technically more ambitious
because of its total non-intrusiveness.
The possible applications of a NALM system can be residential, commercial or industrial.
These classes are considered separately because of the different types of appliance that are
present. The implementation and field test have focused more on residential loads because there
is more difficult to use intrusive techniques. Some examples of applications are the monitor of
single appliances consumption to give a detailed report of the energetic consumptions. Suppose
to install in a home environment a NALM system during one month. At the end of the month the
system can give a detail report of the consume of the single appliances. The disaggregate ener-
getic bill can be useful to suggest ways to reduce the consumption. The costumer knows which
appliances are effectively consuming more energy and can take actions to reduce the total energy
consumption. Another example is the monitoring for failure analysis or security purpose. Fail-
ures can be detected if there is an unusual power consumption of some appliances. For example
we observe that a device , e.g. a freezer, that normally operates with ON-OFF cycles is always
in the ON-state at maximum power. The system can give a feedback of the detected failure. An
example of the use of a NALM system for security purpose is the application in vacation homes.
The system is installed in a home that is unoccupied for long periods. If there is a failure or un-
expected consumptions the owner would be notified so it is possible to take actions to solve the
problems. Another class of applications where the NALM system can be useful are the situations
where it is not possible to get physical access to the individual appliances. In these situations it
is not possible to use an intrusive measurement.
In a NALM system a single sensor unit measures the total load to find the signatures that give
information about the working devices. The collected data is sent to a central processor which
disaggregates the data to characterise each device. The system model description is divided into
three parts. The first part presents the electrical model. The second part is an overview of the
possible signatures that are generally used to characterise the devices. The third part presents the
most important steps of the algorithm of a NALM system.
1.1.1 Electrical model
The electricity network, Fig. 1.1, is modelled as a set of appliances connected in parallel to
an ideal sinusoidal voltage generator v0(t). The voltage generator operates at the fundamental
frequency f0 (50 Hz in Europe) and has an internal impedance Z0. It is possible to measure the
power, the current or the admittance of the total load. As the appliances are connected in parallel
these values measured at the end point are the sum of the respective values measured at each
appliance. The measured power and current depend on the line voltage V that is supposed to be
constant. In reality this value is time varying V (t) due to variations like rapid fluctuations that
can affect the total measure. For these reasons the admittance is a preferable signature for the
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Figure 1.1: Equivalent electrical scheme of a single phase house.
devices. The admittance is voltage independent and is additive when the devices are connected
in parallel.
Phasor values
The total load admittance Y (k) can be calculated from the measured power S(k) and the RMS
voltage VRMS(k):
Y (k) =
S(k)
V 2RMS(k)
(1.1)
To better understand the value assumed by the admittance we write it as the normalised
power. The normalised power is the value the power is supposed to have with constant voltage
Vref :
S˜(k) = V 2refY (k) =
( Vref
VRMS
)2
S(k) (1.2)
where Vref = 230[V ].
The normalised power can be written as sum of the normalized power of the devices that are
ON at time k:
S˜(k) = P˜ (k) + jQ˜(k) = V 2ref
N∑
n=1
bk,nYn(k) (1.3)
where bk,n indicates the devices that are ON at time k:
bk,n =
{
1 if appliance n is ON at time k
0 if appliance n is OFF at time k (1.4)
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and N is the total number of appliances.
In this analysis we have used the phasor notation. Here the values of voltage, current and
complex power are obtained.
We can write the voltage as:
v0,k(t) =
√
2VRMS(k) sin(ωt+ α(k)) (1.5)
where
f0 =
ω
2π
= 50Hz (1.6)
is the fundamental frequency.
The index k is a discrete time index that indicates the number of the period and α(k) is the
phase that can change every period k.
The Root Mean Square (RMS) value at instant k of the voltage is defined as:
VRMS(k) =
√
1
T
∫ tk+T
tk
v2(t)dt (1.7)
where T = 1
f0
is the period of the waveform and tk is an arbitrary time instant.
The voltage phasor is defined as:
V0(k) = VRMS(k)e
jα(k) (1.8)
We can write the overall current as:
itot,k(t) =
√
2IRMS,tot(k) sin(ωt+ β(k)) (1.9)
where
IRMS(k) =
√
1
T
∫ tk+T
tk
i2(t)dt (1.10)
and β(k) is the phase.
The equivalent current phasor is:
Itot(k) = IRMS,tot(k)e
jβ(k). (1.11)
Finally the instantaneous power is defined:
ptot,k(t) = v1,k(t)itot,k(t) (1.12)
where v1,k is the voltage seen by the devices:
v1,k = v0,k(t)− Z0itot,k(k). (1.13)
We can assume Z0 = 0 so v1,k = v0,k. We can rewrite the instantaneous power as:
ptot,k(t) = VRMS(k)IRMS,tot(k) cos(φ(k))− VRMS(k)IRMS,tot(k) cos(2ωt+ 2α(k)− φ(k))
(1.14)
Chapter 1. System model 9
where φ(k) = α(k) − β(k) is the difference between the phase of the voltage and the phase of
the current.
The first term of (1.14) corresponds to the real power:
P (k) =
1
T
∫ tk+T
tk
p(t)dt = VRMS(k)IRMS,tot(k) cos(φ(k)) (1.15)
The complex power S(k) in the phasor notation is defined as:
S(k) = V (k)Itot(k) (1.16)
We can write it as the sum of the real and reactive power:
S(k) = P (k) + jQ(k) (1.17)
where the real power P (k), as defined in (1.15), is:
P (k) = VRMS(k)IRMS,tot(k) cos(φ(k)) (1.18)
and the reactive power Q(k) is:
Q(k) = VRMS(k)IRMS,tot(k) sin(φ(k)). (1.19)
1.1.2 Signature
The appliance signatures are the essence of the NALM system. To characterise the appliances
we need to choose a unique electrical feature which represents the appliances. This feature can
be defined as an appliance signature. An appliance signature is a measurable parameter of the
total load that gives information about the nature or operating state of an individual appliance in
the load.
The signature disaggregation can be intrusive or non-intrusive. The intrusive signatures re-
quire a physical or electrical intrusion to measure directly the behaviour of a device.
We are interested in the non-intrusive approach. A non-intrusive signature is the one which
can be measured at the central load point. Within the non-intrusive signatures there is a sep-
aration in steady state, transient or others signatures. The difference between steady state and
transient signatures is the time of extraction of the information that characterises the signature.
A transient signature considers only the information during the transition from one state to the
other. Transient signatures are more difficult to detect because they are present only for a small
period of time. They can be useful to detect appliances that have the same steady signatures but
are characterised by a different transient.
On the contrary a steady state signature is continuously present after the transition during
the operational time of the appliance. These characteristics make the steady state signatures
easier to detect. The steady state signatures derive from the difference between the two operating
states before and after the transition. Another characteristic is that they are addictive. If two
appliances change status at the same moment the total steady state signature is the sum of the the
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Figure 1.2: Signature
two signatures if they were operated separately. This property is not always true for the transient
signatures.
The steady state signatures can be divided into three groups: fundamental frequency, har-
monic currents and direct current. The first group includes all the signatures that can be measured
at the utility fundamental frequency (50 Hz in Europe). There are three possible measurable sig-
natures of the total load: power, current or admittance. The three parameters can be considered
equivalent as they are related to each other by the line voltage. This is true only in theory while
in a real environment the line voltage is not constant but is affected by small fluctuations. For
this reason the admittance is more stable than the other two signatures. The admittance is inde-
pendent from the voltage and is addictive. A common signature to represent the admittance is
the normalized power (1.2). This signature is the measured admittance multiplied by a constant
scaling factor. This value represents the expected power value if the line voltage was constant.
The fundamental frequency signatures consider all the devices as operating linearly with
respect to the current. There are some devices that present non linear components. These com-
ponents can be detected to characterise the devices in a more complete way. It is possible to
differentiate devices with the same signatures at the fundamental frequency but different be-
haviour at higher frequencies. Two examples are the signatures using harmonic frequency or
direct current. The harmonic frequency signatures use the current components that some appli-
ances generate at higher frequency than the fundamental one. The direct current signatures is
another non linear property that is present in some device and can be used to characterise them.
1.1.3 Algorithm model
The algorithm model introduced by Hart [8] divides the problem in eight steps (Fig. 1.3) de-
scribed below.
A. Measure Power and Voltage. The power is measured at the utility interface. The mea-
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Figure 1.3: Algorithm model
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sured values are averaged over a time window. The choice of the window length is impor-
tant to determine the separation time between different events. It is not possible to separate
events that happen inside the same time window. If the window is shorter it is possible to
separate more events.
B. Calculate Normalised Power. The normalised power (1.2) is used to extract the events as
it is more stable than the complex power because it is not affected by the voltage fluctua-
tions.
C. Edge Detection. The edge detection algorithm analyses the normalised power. It extracts
the time and size of the rapid changes in the normalized power. There are many techniques
to find these values. The most used are signal processing techniques such as filtering,
differentiating, and peak detection.
D. Cluster Analysis. The size of the changes extracted in the edge detection step are the
input for the cluster analysis. The time stamps are not used for the moment. The observed
changes define a scatter plot in PQ-plane. The points in the plane are grouped into clusters,
that ideally have to represent the state change of one appliance. The cluster size can be
different with respect to the appliance state it is represented. Very consistent appliances,
for example resistive heaters, are represented by small sized clusters while appliances in
which the start up load can be very variable are represented by large sized clusters.
E. Build Appliance Models. There are three classes of appliances models: ON/OFF, FSM
(finite state machines) for devices with a finite number of states and continuously variable
for devices with an infinite number of states. During this step these models for each ap-
pliance in the load are created from the cluster output. For example, the ON/OFF model
can be constructed coupling the clusters that are symmetrically placed with respect to the
origin.
F. Track Behaviour. A decoding approach is used to identify the appliances. The appliances
are represented by models generated in the previous step.
G. Tabulate Statistics. It is possible to tabulate a lot of different statistics about operating
power and energy consumed for each device.
H. Appliance Naming. A final task for the AS-NALM is to give a name to each detected
appliance. The statistics calculated in the previous step can help to differentiate the devices.
1.1.4 State of the art
In our analysis we are interested in the state of the art of the C and D steps of the algorithm
defined by Hart [8]. The C step identifies the events while the D step creates the clusters to
identify the devices. [12] gives an update of the structure and methodology used to solve the
NALM problem.
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The presented event detector can only extract variations higher than 100 W [12]. This is a
strong limitations to identify smaller devices. An overview of the signatures is presented in [9]
The appliance usages can be recognized using the real and reactive power features [8] - [5]. More
complex device that have similar P-Q characteristics can be identified using other features. In
[3] the event detector uses the energy of the transient to separate devices with the same real and
reactive power. [17] proposes an approach where the events are identified looking at the shape
of the transient. In [11] is also shown how is possible to detect some events when their transient
periods are overlapping. In [10], the current waveforms are used to characterize the appliances in
a more specific way than the P-Q characteristic. Another problem is the detection of events that
do not present a sharp or particular shape transient. A solution to the problem of more complex
events is presented in [4]. The transient is approximated as a slow ramp.
The problem of disaggregation presents numerous solutions from different theoretical fields
as optimization problem or pattern recognition. An approach using genetic algorithms is pre-
sented in [13]. Several studies use neural networks to disaggregate the power [2]- [1]. Another
interesting approach using the detection theory of communication system is presented in [7] Most
state of the art algorithms for cluster analysis consider clusters in the PQ-plane from the events
extracted before. In [16] a self learning process to detect and classify devices based on their
electrical behaviour is presented. An approach to detect devices at a circuit level is presented in
[14].
1.2 Problem definition
The aim of the project is the design of a self-learning algorithm to identify the appliances in a
NALM system. Initially, we have to choose which signatures to use to characterise the devices.
A signature has to represent the characteristic of an appliance to differentiate each appliance
from the others. Then the self-learning algorithm procedure is divided into three parts: steps C,
D and E of the algorithm described in section 1.1.3. Step C, edge (or event) detector, identifies
appliances changing status and extracts the chosen signatures. The detected changes are called
events. Step D, cluster analysis, analyses the identified events to find common patterns repre-
senting the appliances. Step E, Build Appliance Model, identifies clusters representing different
state of the same device. In our analysis we only consider the ON/OFF model.
1.2.1 Signatures choice
The first step in our analysis is the choice of a signature which characterises the device. The
choice of the signature is an important step and determines the next steps of the algorithm, event
detector and cluster analysis. In our analysis we focus on the steady state signatures, Fig. 1.2. A
signature can be of two types: a snapshot form or a delta form. We consider the delta form which
is the difference between two consecutive snapshot form signatures. We consider two different
signatures to characterise the appliances. The first signature is the delta form of the normalized
power ∆S˜ (1.2). The space of all the normalized power signatures is a two dimensional space.
One dimension is the delta form of the real power ∆P˜ , the second one is the delta form of the
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reactive power ∆Q˜. We consider an event that begins at the time instant k1 and finishes at the
time instant k2. We can write the normalized power signature of the event:
∆S˜ = S˜(k2)− S˜(k1) = ∆P˜ + j∆Q˜ (1.20)
where ∆P˜ = P˜ (k2)− P˜ (k1) and ∆Q˜ = Q˜(k2)− Q˜(k1). This signature utilises only information
at the fundamental frequency.
The second signature we utilise is a delta form of the current waveform (1.9). Some devices
present a non linear behaviour. The current waveform does not always have a sinusoidal wave-
form but sometimes has other components at higher frequencies. The delta form of the current
waveform is:
∆i(t) = itot,k2(t)− itot,k1(t) (1.21)
where k1 and k2 represent the starting and ending time of the event and itot,k is the overall current
1.9 at period k. The current waveform is represented by Ncurrent = Ff0 samples, where f0 is the
fundamental frequency (50 Hz in Europe) and F is the sampling frequency. We use a sampling
frequency F = 10000 Hz, so the current waveform is represented by Ncurrent = 200 samples.
Ncurrent is the dimension of the current signature space. Using this signature it is possible to
identify devices that have the same power value but different current waveforms.
1.2.2 Problems and improvements
The difficulty in the design of the system is to recognise devices with very different electrical
behaviours using the same tools. The event detector has to extract significant events which are
analysed by the cluster algorithm. We consider significant the events caused by a device that is
changing status but we do not want to consider events with changes in power caused by operating
status of the devices. Most state-of-the-art algorithms can only detect very large rapid changes
in power. This is a strong limitation for the detection of devices which have more complex
transients. For example some devices, e.g. vacuum cleaner, switches on as a sequence of steps.
The event detector as defined in literature identifies a sequence of state changes and not an unique
event as desired. Other devices, e.g. some lamps, switch off very slowly without an instantaneous
change in power which make very difficult their detection.
The aim of our project is to develop a self-learning algorithm that allows us to detect and
recognise not only devices characterized by simple ON OFF events but also the ones which have
a more complex type of transient. The idea to recognise more complex devices is to identify
them using the cluster procedure. The event detector has to be able to detect simple step changes
in power. The cluster algorithm has to analyse the extracted events to identify more complex
patterns. After coupling together clusters representing different states of the same device, the
final output of the system is the identification of the devices present in the environment.
The second chapter describes the solution to the event detector problem. The third chapter
describes the cluster algorithm and proposes a solution to identify more complex type of devices.
Chapter 2
Event detector
The aim of the event detector is to extract significant signatures that characterise the appliances.
The chosen signatures are two steady state delta form signatures: the normalised power ∆S˜ and
the current waveform ∆i(t). These signatures are the difference of the respective overall values
in two different instants. The event detector has to identify two steady state instants representing
a device changing status and extract the two signatures from the measured voltage and current.
These changes are called events.
We calculate the normalised power from the measured voltage and current and we use it as
input to the event detector to identify a change. The overall normalised power is the sum of the
normalised power of the active devices. If a single device changes power consumption by, e.g.
∆S˜, the overall power would change by the same amount∆S˜. Therefore the device characteristic
features can be extracted by observing the variations in the overall normalised power. The key
challenges are in coupling the variations of the normalised power to the variation of the status of
a device. The difficulty of the problem lies in the different behaviour of different devices. The
switching on of a complex device, e.g. a TV, generates a sequence of variations (or small events).
These small events can be interpreted as changing status of small devices, e.g. lamps. Another
problem is the duration of the changing states. Some devices, e.g. some lamps, do not present a
clear step in the power change. The change can be very slow and difficult to detect.
This chapter presents our solution to the problem of the event detection. The chapter is
organised into three parts. The first one gives a definition of event. The second one presents the
tools and the algorithm that we use to extract the events. The third part evaluates the output of the
algorithm on some examples of ideal events. This analysis allows us to estimate the theoretical
parameters of the model.
2.1 Event definition
The aim of the project is the identification of the devices. We identify the presence of a device
when it changes its status. The difficulty in the detection of these status changes consists in
different behaviours of different devices. It is not possible to use a unique event detector to
identify all the device changing status. The idea is that the event detector has to extract the most
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Figure 2.1: Example of the subdivision into stable and changing period by Hart
simple features. Then the classifier has to analyse them to describe the device changing status.
Fig. 2.1 shows the subdivision in interval representing different periods done by Hart [8].
The input S˜(n) : Z −→ C to the event detector is the measured overall normalized power at
time instant nT where T is the sampling period of the normalised power. We use the normalised
power to identify the changes. We introduce two parameters: N and K. The first parameter
N defines the length of the observation window: L = 2N . The input signal is analysed on a
sliding window of length L. The second parameter K defines the observed value as stable or
not. It is used to separate variations due to changing periods from small variations due to noise.
We consider the signal in a window centred in n. We split the input signal into two parts and
calculate the mean of the two parts.
∆Sin(n) =
1
N
N−1∑
m=0
S˜(n−m− 1) (2.1)
is the mean of the first part while
∆Sfin(n) =
1
N
N−1∑
m=0
S˜(n +m) (2.2)
is the mean of the second part. We look at the absolute value of the difference of the two mean
values and compare this result with the threshold parameter K:
∣∣∣∆Sfin(n)−∆Sin(n)∣∣∣ > K (2.3)
We define an interval of length L = 2N centred in the time instant n a transient if (2.3) is
true. A transient interval represents a time period during which a device is changing status. It is
characterised by its center value n and the two mean values: ∆Sfin(n) and ∆Sin(n). Different
devices are described by different sequences of transients with different mean values. The idea
is to use this information as input for the classification. The classifier has to analyse sequences
of transients to find out common patterns which represent the device changing status.
Chapter 2. Event detector 17
However, ∆Sfin and ∆Sin are sensitive to the sampling phase. Transients of the same device
can assume very different values. To avoid this limitation, we define an event as the longest
sequence of consecutive transients. This feature is less sensitive to the sampling phase.
The output of the event detector is a sequence of events characterized by four values: two
signature values, a starting time and a time duration. Let nmin be the first time instant of the
sequence and nmax the last one. The first time instant nmin is the time instant where the first
transient interval is centred. The last time instant nmax is the time instant where the last transient
interval is centred.
The signature value ∆S˜ is equal to the difference of the mean values of the two windows
centred after and before the event:
∆S˜ = (∆Sfin(nmax + 1) + ∆Sin(nmax + 1))− (∆Sfin(nmin − 1) + ∆Sin(nmin − 1)). (2.4)
This value is less sensitive to the sampling phase. The signature value ∆i is extracted in the same
way:
∆i(t) = (∆ifin,nmax+1(t) + ∆iin,nmax+1(t))− (∆ifin,nmin−1(t) + ∆iin,nmin−1(t)) (2.5)
where
∆ifin,n(t) =
1
N
N−1∑
m=0
itot,n+m(t) (2.6)
and
∆iin,n(t) =
1
N
N−1∑
m=0
itot,n−m−1(t). (2.7)
The event starting nstart is equal to the first time instant of the sequence: nmin. The time
duration ∆tdur is equal to the length of the sequence:
∆tdur = nmax − nmin + 1. (2.8)
These four values characterise an event. The events are used to identify the devices in the
classifier.
2.2 Filter design
In this section we define the functions and the algorithm that are used to extract the events from
normalised power S˜(n) : Z −→ C using the two parameters (N,K). The overall current itot,n(t)
is used as input to calculate the current signature. We define a filter hN (n):
hN (n) =
1
N
RN(n+N − 1)− 1
N
RN(n− 1) (2.9)
where RN is the discrete rect function:
RN(n) =
{
1 if 0 ≤ n < N
0 elsewhere (2.10)
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Figure 2.2: Filter hN (n)
The output of the filter:
yN(n) = (S˜ ∗ hN)(n) =
∞∑
m=−∞
S˜(m)hN (n−m) (2.11)
represents the difference between the two values ∆Sfin(n) and ∆Sin(n) in the observation in-
terval centred in n. If |yN(n)| > K the interval [S˜(n − N), S˜(n + N − 1)] is a transient
(2.3). Otherwise it is stable. An event is the longest sequence of consecutive values such that
|yN(n)| > K.
-S˜(n) hN(n) -yN(n) Algorithm1 -event(m)
-
6
fN(n) zN (n)
6
uN,n(t)-itot,n(t) fN(n)
Figure 2.3: Event detection
The procedure to extract the events is described in Algorithm 1 (Extract events). The algo-
rithm to extract the events operates as follows. If |yN(n)| ≤ K, n belongs to a stable period. An
event is starting when we find the first value n1 such that |yN(n1)| > K. The event lasts until
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Algorithm 1 Extract events
n← 1 {n time instant}
m← 0 {m total number of detected events}
event← ∅ {detected events}
{M total number of samples} {K threshold value} {L=2N filter length}
while n ≤ M do
if |yN(n)| > K then
m← m+ 1
Siniz ← zN (n− 1)
iiniz(t)← uN,n−1(t)
nstart(m)← n
∆tdur(m)← 1
n← n+ 1
while |yN(n)| > K do
n← n + 1
∆tdur(m)← ∆tdur(m) + 1
end while
∆S˜(m)← zN (n)− Siniz
∆im(t)← uN,n(t)− iiniz(t)
event(m) = {∆S˜(m),∆im(t), nstart(m),∆tdur(m)} {values of the m-event}
end if
end while
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is found a final value n2 such that |yN(n2)| ≤ K. The value n2 belongs to a steady period. The
starting time of the event nstart = n1 and the time duration ∆tdur = n2−n1. To extract the event
value we introduce a new filter fN(n):
fN(n) =
1
2N
R2N(n +N) (2.12)
This filter is a mean function and it is used to reduce the noise in the steady period when the
step change of the event is calculated.
The output
zN(n) = (S˜ ∗ fN)(n) =
∞∑
m=−∞
S˜(m)fN (n−m) (2.13)
is the mean of the input signal S˜(n) on intervals of length LfN = 2N . The power signature is
calculated as the difference ∆S˜(1) = zN (n2)− zN (n1 − 1). The output
uN,n(t) =
∞∑
m=−∞
itot,m(t)fN (n−m) (2.14)
is the mean of the current itot,n(t). The current signature is calculated as the difference ∆i1(t) =
uN,n2(t)− uN,n1−1(t).
When the event signatures are extracted we can proceed to find the next event. The next value
n3 such that |y(n3)| > K is the starting time of the second event. The end of the event and its
values are extracted in the same way described for the first event. Then the procedure follows
detecting the next events. This procedure identifies all the events and their characteristic values.
-
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N − 1-N
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n
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Figure 2.4: Filter fN (n)
The final outputs of the event detector are the four characteristic values of each detected
event. The event detector scheme is shown in Fig. 2.3.
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2.3 Ideal input
In this section we analyse the output of the event detector for three different ideal input signals.
The output result depends on the choice of the two parameters (N,K). The comparison of the
different outputs, changing these two parameters, allows us to estimate a theoretical choice for
the two parameters N and K.
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tr
n
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Figure 2.5: Input x1(n) and x2(n)
We consider three ideal inputs to describe the switching on of the devices. More complex
examples of switching on can be modelled as sequences of these three inputs. We analyse only
the switching on because the switching off can be modelled as the opposite of these signals. The
theoretical analysis for the switching off is symmetric.
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Figure 2.6: Input x3(n)
The first input, in Fig. 2.5, is a step of amplitude A:
x1(n) = Au(n), (2.15)
where u(n) is the discrete step, defined as:
u(n) =
{
1 if n ≥ 0
0 if n < 0 . (2.16)
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The second one, in Fig. 2.5, is a ramp with slope of A
tr
:
x2(n) =


A if n ≥ tr
A
tr
n if 0 ≤ n < tr
0 if n < 0
, (2.17)
where tr is the length of the changing period.
x3(n) = Aδ(n) =
{
A if n = 0
0 if n 6= 0 . (2.18)
The third example (2.18) analyses the problem of an event that we do not want to detect. We
propose an example of a very sharp jump that lasts only for one sample, figure 2.6.
We are interested in the detection of the event. We do not look at the event signatures. The
expected results for the first input x1(n) are: nstart = 0 and time duration ∆tdur = 1. The
expected results for the second input x2(n) are: nstart = 1 and time duration ∆tdur = tr. Both
inputs have a final amplitude ∆S˜ = A. The expected result for the third input x3(n) is no
detection of an event.
2.3.1 Output results
We compare the different outputs in relation with the two parameters (N,K). This analysis
allows us to make a choice on the values of (N,K) with respect to the events we want to detect.
The output yN(n) only depends on the parameter N , where LhN = 2N is the length of the filter
hN(n).
The output for the first input is:
y1,N(n) = (x1 ∗ hN)(n) =
∞∑
m=−∞
x1(m)hN(n−m) = Atri
( n
N
)
(2.19)
where
tri(n) =
{
1− |n| if |n| ≤ 1
0 elsewhere . (2.20)
In Figure 2.7 we can observe that as N increases as the support of the output becomes larger.
The maximum is in nmax = 0 for all the outputs y1,N(n) for N = 1, ..,∞. The maximum value
is the same for all the output functions and is equal to the amplitude of the step function A. This
value gives the starting time of the event nstart = nin = 0 and the amplitude y(nmax) = A. The
event is identified for all the possible values of N if K < A.
The output y2,N(n) of the second input x2(n) is a symmetric function centred at the time
instant nmax = tr+12 . The output y2,N(n) has its maximum value in nmax. If tr is an even number
we have at least two maximum values situated in n1,max = tr2 and in n2,max =
tr
2
+ 1. This
is depending only on the sampling rate, so we can consider tr as an odd number to have only
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Figure 2.7: Output y1,N(n) for the first input x1(n).
N y(nmax) Number maximum values Lmax Length support Lsupp
< tr
2
A
tr
N tr − 2(N − 1) 2N + tr − 2
> tr
2
A
(
1− (tr−1)(tr+1)
4Ntr
)
1 2N + tr − 2
Table 2.1: Output values for the second input x2(nT )
24 Self-learning algorithm for energy disaggregation
one maximum value to simplify the result. We consider two different values of LhN = 2N
filter length in comparison with the transient length tr. The first one is when the filter length is
shorter that the transient: N < tr
2
. The second one is when it is longer: N > tr
2
. If N < tr
2
the output does not have a unique maximum value. It will have a sequence of maximum of
length Lmax = tr − 2(N − 1) with maximum value y(nmax) = AtrN . As the filter length LhN
increases the maximum value increases and the number of maximum values decreases. We find
only one maximum value if N > tr
2
. We calculate the maximum value, the number of maximum
values and the length of the support. The results are shown in Table 2.1. The event is detected
if K < y(nmax). If the filter length is longer than the transient there is only one maximum
value. The maximum approaches A with the increasing of N . The length of the support is
Lsupp = 2N + tr − 2. Another observation about the filter length is that the longer the filter the
higher the support of the output function increases. This can be a problem in the overlapping of
events that happen close together. This problem will be analysed in the Section 2.3.2.
Figure 2.8: Output y2,N(n) for a ramp of slope 1007
In Fig. 2.8 the output y2,N(n) is shown for an input signal with amplitude A = 100 and
transient of length tr = 7. The outputs are obtained from the different filters for N = 1, ..., 10.
We can observe that the green output (N = 4) is the first having only one maximum value,
N = 4 > tr
2
. As N increases the maximum approaches to the amplitude value A.
The last example x3(n) is an input signal that we do not want to identify as an event because
this signal does not imply a persistent change in the overall power.
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Figure 2.9: Output y3,N
y3,N(n) = (x3 ∗ hN)(n) = AhN (n) (2.21)
The output of the filter y3,N(n) changing the parameter N is reported in (2.21). The filter
analysis shows that as the filter length increases the maximum value decreases (fig. 2.9). The
event is not detected if K > A
N
2.3.2 Separation of different events
-
6
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D n
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Figure 2.10: Input x(n)
Until now we have considered only events that happen separately from each other. The
previous results show that if the filter is longer we can detect more events and do not detect very
short jumps. A problem we have not considered is the separation of events that happen close to
each other. When two events are close together it is usually better to use a short filter to detect
them. If the filter is too long the event detector identifies only one event.
We consider a simple example: two events that have a step transient (Fig. 2.10):
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x(n) =


0 if n < 0
A if 0 ≤ n < D
A+B if n ≥ D
(2.22)
The first event has an amplitude ∆S˜1 = A and starts at time n1 = 0. The second has an
amplitude ∆S˜2 = B and starts at time n2 = D. The time distance between them is D samples.
The output function yN(n), in Fig. 2.11, is equal to:
yN(n) = (x ∗ hN )(n) = Atri
( n
N
)
+Btri
(n−D
N
)
(2.23)
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Figure 2.11: Output y(n)
We want to investigate how the filter length can change the detection of the two events. We
consider different values of the filter length LhN = 2N in comparison with the time distance
between the two events D. To simplify the mathematical analysis we consider D as an even
number. We evaluate the result in nsep = D2 . The expected result is a very low value in nsep
and two peaks in n1 and n2. The expected values of the two peaks are the amplitude values:
y(n1) = A and y(n2) = B.
N y(n1) y(n2) y(nsep)
Expected values A B 0
< D
2
A B 0
= D
2
A B A+B
2
= 2(A+B)
D
> D
2
A B A+B
N
(
N − D
2
)
> D > A > B A+B
N
(
N − D
2
)
Table 2.2: Output changing the filter length LhN = 2N
The results in table 2.2 show the differences in the output values changing the filter length.
If the length of the filter is lower than the time difference D, then the two events are separable
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and recognizable for all the values of K. If the value is higher than 2D than the events are not
separable and the values in the peak points are different from the original jump. If the filter length
is between D and 2D it is not always possible to separate the events. The result depends on the
choice of the second parameter K. The two events are separable if K > y(nsep):
K > (A+B)
(
1− D
2N
)
(2.24)
2.3.3 Parameters N-K
The choice of the two parameters (N,K) determines which events are detected with respect
to the amplitude of the jump and the type of event. In the previous part we have analysed the
different output results for three types of transient: a step, a ramp and an impulse δ(.). We
determine which events are detected with respect to the choice of (N,K).
The first input x1(n) is an ideal step of amplitude A. We can detect all the events of the
first type with amplitude A > K for all the possible values of N . The detection of this type of
events is independent of the filter length LhN = 2N . The parameter K determines the smallest
amplitude we can detect. This first example suggests to choose a small value of K to detect also
small variations due to small devices. It does not give any information about the length of the
filter L = 2N . We define:
amplitudemin = K (2.25)
as the minimum step amplitude that is detectable fixed the values N and K.
The second input x2(n) is a ramp of slope Atr . A is the final amplitude and tr is the duration
of the changing period in samples. We divide these events in two big categories with respect to
the length of the filter LhN = 2N . The first one is composed by short events where tr < 2N
and the second one is composed by long events where tr > 2N . The events of the first group are
detected if:
K < A
(
1− (tr − 1)(tr + 1)
4Ntr
)
. (2.26)
The events of the second group are detected if:
K <
A
tr
N. (2.27)
In this second example the detection depends also on the choice of the parameter N . This ex-
ample suggests to choose a big value of N to detect also events characterised by a long transient.
The value of the threshold K has to be small like the previous example. We define:
slopemin =
K
N
(2.28)
as the minimum slope we can detect fixed the values N and K.
The last example x3(n) determines a lower bound for K. This example shows a type of event
we do not want to detect. We do not detect an event of the third type with amplitude A only if:
K >
A
N
(2.29)
28 Self-learning algorithm for energy disaggregation
This example fixes a lower bound for the threshold value K. It also suggests to choose a large
value of N like the previous examples. We define:
impulsemax = KN (2.30)
as the maximum amplitude an impulse event can assume that is not detectable. This analysis
shows that the best choices are large values for the parameters N and K.
We want to choose a value of K small enough to detect also the small variations of the
first type, but large enough to do not detect a sharp instantaneous event of the third type. The
three parameters amplitudemin, slopemin and impulsemax give an indication on which events
are detectable for given parameters (N,K).
This first analysis let us think that if we choose a large value of N we can detect all the
relevant events, also the ones that are characterised by a very long transient and discard the
sharp jumps that last only for a very short time. On the other hand, if we choose a very large
value of N it is difficult to separate two events temporally close together. We investigate the
minimum distance necessary between two events to detect them as two separate events. The
distance between two events is equal to the distance between the end of the first event and the
beginning of the second event. We analyse the result of two step transients described in the
previous section. The two events are separable if
K >
A+B
N
(
N − D
2
)
. (2.31)
When the two parameters (N,K) are fixed the minimum required distance to separate two events
is:
Dmin = 2N
(
1− K
A+B
)
(2.32)
This result gives an upper bound to the parameter N and a lower bound to the parameter K. If
we choose a smaller value for the filter length LhN = 2N it is possible to separate events that
are closer to each other. This example shows the result when the two input functions have a step
transient. The distance D is different if the events do not have a step transient. We can write the
distance D in the case that the two events are two ramps with transient lengths tr1 and tr2. The
output has two maxima centred in n1 and n2, the middle of the two ramps. The distance D for
two ramps transient is:
Dramp =
(
n2 − tr2 + 1
2
)
−
(
n1 +
tr1 + 1
2
)
. (2.33)
The values of the amplitude (A+B) changes in A
tr1
+ B
tr2
.
These results determine the detectable events with the choice of the two parameters (N,K).
This choice also determines the minimum distance necessary to separate two events. The final
choice suggests an upper bound for the filter length LhN = 2N with respect to the minimum
distance to separate two events. The threshold value K has to be small enough to detect also
variations due to small loads but big enough to not detect events that are not significant and to
separate events that are close one to the other.
Chapter 2. Event detector 29
2.4 Conclusions
The event detector analysis gives a theoretical background to the possible events that we can
detect. The choice of the two parameters (N,K) determines which events are detectable. The
choice of the two parameters determines four values: amplitudemin the minimum instantaneous
amplitude that is detectable, slopemin the slower slope that is detectable, impulsemax the maxi-
mum impulse value that is tolerable and Dmin the minimum distance between two events that is
necessary to separate them.
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Chapter 3
Cluster analysis
The goal of the second part of our analysis is to find frequent patterns in the extracted events to
identify the appliances. We detect an event when there is a change in the total power consump-
tion. The change is supposed to be caused by a device changing status. The cluster analysis
looks for similar patterns in the extracted event. We want to group together similar events. Each
group (cluster) has to represent a device changing status.
The chapter is divided into three parts. The first part gives a short overview of the clusters
algorithm and characteristics. The second part introduces the chosen algorithm and the modifi-
cations we add to it. The last part introduces an approach to identify more complex devices.
3.1 Event Clustering
Clustering tries to find natural grouping in a set of data. There are several ways to define the
concept of natural grouping. Here we give an overview of the four most significant definitions.
The first one, well-separated clusters, is an ideal definition of clusters. A cluster is defined as
a set of objects in which each object is more similar to every other object in the cluster than to any
object not in the cluster. This definition is applicable only when the data have a structure where
each cluster is quite far from the others. The second one, prototype-based, uses a prototype
element to define a cluster. A cluster is defined as all the data objects that are closer to the
prototype that defines the cluster than to any other prototype. The prototype is often the mean of
the elements of the cluster. The third one, contiguity-based, uses the relations between objects. A
cluster is composed by all the points that are closer to at least one point of the cluster than to any
other point in another cluster. These clusters are sensitive to noise. Noise can create connections
between different clusters. The fourth one, density- based, uses density to define a cluster. A
cluster is defined as a dense region of objects that is surrounded by a region of low density. This
definition is useful when the clusters have an irregular shape and in presence of noise. Noise is
modelled as a low density region.
There are other properties in the cluster definitions that express the relation between clus-
ters and between an object and the clusters. Here we describe the main differences. We can
distinguish various types of clustering. The most common distinction is if the set of clusters
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is hierarchical or partitional. A partitional clustering is a division of the set of data into disjoint
clusters such that each data object is in exactly one subset. A hierarchical clustering is obtained if
clusters have subclusters. The structure of a hierarchical cluster is a tree where each node, except
for the leaf nodes, is a cluster. The leaf nodes are the data objects and each cluster is the union
of its children (subclusters). The root of the tree is the cluster containing all the data objects.
Furthermore a cluster can be exclusive, overlapping or fuzzy. In an exclusive cluster each data
object belongs only to one cluster. On the contrary if a data object can belong to more than one
group we have an overlapping clustering. In a fuzzy clustering every object has a weight related
to each cluster. The weight is between 0 and 1 and expresses the probability to belong to that
cluster. Finally we can distinguish in complete or partial clustering. While a complete clustering
assigns every object to a cluster the partial does not. The partial cluster is used if there is noise
or outliers in the data set.
The previous definitions use the concept of similarity between objects to define the clusters.
A problem, in the clustering analysis, is how to define the similarity between two data objects.
There are several measure to compare the objects. The most common measure is the distance
between the data objects.
3.1.1 Choices
The events extracted from the event detector are the input of our cluster algorithm. The event
detector identifies changes in the normalized power. The events are not always representative of a
significant change. For example two devices that switch on at the same time cause a change in the
normalized power that is the sum of their expected values. This value is considered as an outlier.
It will happen only few times and we want to discard it as an outlier. Another characteristic of
the input data is the difference of the data distribution for data representing different devices.
The extracted data can be a little bit different for different devices. This is due to their electrical
behaviour. In the cluster analysis this causes clusters of different shapes. These are the main
reasons to choose a density based clustering approach. In a density based approach we divide the
input data space in high and low density regions. We can handle the problem of outliers that are
modelled as low density regions. We can create clusters of different shapes for different devices.
In relation to the property of the cluster, we choose a partitional, exclusive, partial clustering.
We choose a partitional cluster because we want each cluster to be representative of only one
device status. In the exclusive cluster each element belongs only to one cluster. We choose the
exclusive cluster because we assume that the elements of a cluster have to be relevant. If they are
not representative of that cluster we prefer to discard them. Finally we choose a partial cluster to
deal with noise. Using a partial cluster we can discard elements we do not consider relevant and
keep only the data we are interested in.
The used metric is the euclidean distance.
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3.2 Clustering algorithm
We use a density based approach and a structure based on graphs to represent the density re-
gions. The nodes are the data objects. A cluster can be defined as a group of data objects that
are connected to each other. Elements in different clusters are not connected together. The sim-
ilarity measure can be used to create the connections between nodes. For example, if we use
the euclidean distance as measure of similarity, we can define a connection if the euclidean dis-
tance between two data objects is less than a given threshold. In general we define d(p, q) as the
distance between two nodes p and q according to the metric we choose.
We give some definitions of the relations between objects in a graph structure [6].
There are several methods to define density. We use the center-based approach where density
is estimated for each point in the data set by counting the number of points inside the circular
region of radius ǫ centred in the point we want to estimate its density. The neighbours of a point
p given the radius ǫ are the elements of the set:
Nǫ(p) = {q|d(p, q) ≤ ǫ}. (3.1)
A point is defined belonging to a dense region if the number of neighbours inside the circular
region of radius ǫ is more than a given number P :
Nǫ ≥ P (3.2)
The density will depend on the choice of the radius ǫ and the threshold P .
These two definitions give an indication of the type of regions a point belongs to. Now we
introduce other definitions that express the relation between different points.
The first definition defines which points are connected to a point in a dense region.
Definition 1 (Directly density-reachable) A point p is directly density-reachable form a point
q given, ǫ, P if:
• p ∈ Nǫ(q)
• Nǫ(q) ≥ P
The second definition, density reachable, determines the connections between two points
using a chain of directly density reachable points between them. Two density-reachable points
are shown in Fig. 3.1.
Definition 2 (Density-reachable) A point p is density-reachable from a point q given ǫ, P if
there is a chain of points p1, ..., pn, p1 = q, pn = p such that pi+1 is directly density-reachable
from pi.
Finally, the definition of density-connected points defines the connection between two points
if they are both density reachable from a common point.
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Figure 3.1: Density reachable
Figure 3.2: Density connected
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Definition 3 (Density-connected) A point p is density-connected to a point q given ǫ, P if there
is a point o such that both, p and q are density-reachable from o given ǫ and P .
This definition allows to create group of points in dense region that are connected together.
The density-connected relation is shown in Fig. 3.2.
We describe an algorithm that uses this structure to create clusters.
3.2.1 DBSCAN Algorithm
DBSCAN (for Density-Based Spatial Clustering of Applications with Noise) is a density based
clustering algorithm. It was proposed by Martin Ester, Hans-Peter Kriegel, Jo¨rg Sander and
Xiaowei Xu in 1996 [6]. In a density based algorithm low density regions separate high density
regions.
The algorithm is divided into two parts. In the first part, the points belonging to a dense region
are identified and the connection between points are created. In the second part, the connections
between points are analysed to create the clusters.
The algorithm uses two parameters to define density: Eps and MinPts. Two points are
neighbours if the distance between them is less than Eps. A point belongs to a dense region if it
has at least MinPts neighbours in a circular region of radius Eps centred on itself, as shown in
(3.3).
The points of the data set can be classified into three categories: core, border or noise points
based on the density of the region they belong to:
• Core points: A point is a core point if the number of points within a radius Eps exceeds
the threshold MinPts. It is a core point if it satisfies condition (3.2).
• Border points: A border point is not a core point but it is a neighbour of a core point.
• Noise points: A noise point is a point that is neither a core point nor a border point.
Each node is labelled as core, border or noise point.
After classifying the points, the first part of the algorithm creates the connections between
points.
The graph related to the algorithm uses direct edges to connect the points. An edge can start
only from a core point. An edge is created between each core points and all its neighbours.
The second part uses the structure to create the clusters. The DBSCAN algorithm puts in
the same cluster the core points that are connected by an edge. The border points are put in the
cluster of the closest core point connected to them. The noise points are discarded as outliers.
Using the definitions of the previous sections, a cluster is defined as the maximal set of
density-connected points.
A cluster C in the data set D (with parameters Eps and MinPts) is a set of points of D such
that:
• ∀p, q ∈ D if p ∈ C and q is density reachable from p wrt. Eps and MinPts then q ∈ C
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• ∀p, q ∈ C p is density connected to q
The algorithm procedure is described in Algorithm 2.
Algorithm 2 DBSCAN
Label all points as core, border or noise points
Eliminate noise points
Put an edge between all core points that are within Eps of each other
Make each group of connected core points into a separate cluster
Assign each border point to one of the clusters of its associated closest core points
Figure 3.3: Core, border and noise points
In Fig. 3.4 the cluster formed by the different labelled nodes is shown.
3.2.1.1 Complexity
The time complexity of the DBSCAN algorithm depends on the time to find the neighbours of a
point. The algorithm executes that query exactly one time for each point. The time complexity
is O(n2), where n is the number of points, with a proper indexing structure, such as kd-trees, the
complexity can be reduced to O(n logn).
The memory required is O(n) because for each point it is only necessary to save few data
such as assigned cluster and the identification of a point as core, border or noise point.
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Figure 3.4: DBSCAN Cluster: red are core points, yellow are border point and blue are noise
point
3.2.2 Parameters
The metric d(p, q) used to define the distance between two points p and q in the dataset D is the
euclidean distance:
d(p, q) = ||p− q|| =
√√√√( Sd∑
k=1
|pk − qk|2) (3.3)
where Sd is the dimension of the element p ∈ D.
The parameters that we have to choose are the radius Eps and the minimum number of points
MinPts. Two points p, q are connected if:
||p− q|| < Eps (3.4)
A common problem in the algorithms based on density is to find a common radius Eps to
define regions with different density. The DBSCAN does not solve this problem. The radius Eps
is the same for all the clusters. In our data set we notice that the elements in a cluster with larger
absolute mean value are more spread than the ones within a cluster with lower mean value. This
characteristic is due to the electrical behaviour of the devices. We introduce a new parameter
α to give a different weight to the radius, based on the input values. Using this new parameter
the radius is not a fixed value but it depends on the input absolute value. Two points p, q are
classified as neighbours if:
||p− q|| < Eps+ α
∣∣∣∣
∣∣∣∣p+ q2
∣∣∣∣
∣∣∣∣ (3.5)
The second parameter MinPts determines the label we associate to each node: core, border
or noise. We introduce another normalization factor based on the dimension of the data set. The
idea is that if the data set increases we need a region to be more dense to be considered as a new
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cluster. If we do not use a normalization based on the total number of elements it is possible that
outliers values create new clusters. We introduce a normalization factor β.
MinPts = MinPtsin + β ∗M (3.6)
where M is the total number of identified events. We fix the value of MinPtsin = 3 and
β = 0.01. The values Eps and α depend on the characteristics of the input data set.
3.2.3 Input-Output results
The input to the clustering algorithm is the output of the event detector. The event detector, as
described in Chapter 2, extracts two signature values, a starting time and a time duration for each
identified event.
The input to the clustering algorithm is only a signature value. The cluster algorithm runs
separately on the two signature values as input. We define:
∆Sign =
{
∆S˜ if we use the power signature
∆i(t) if we use the current signature (3.7)
We create two different dataset D with respect to the chosen signature ∆Sign. The dataset
contains all the signature values ∆Sign of each extracted event.
The output of the cluster algorithm is a set of clusters. Each cluster represents a device
changing status. For example if we have a lamp switching on and off the expected result is
two different clusters. One cluster is composed by all the event values extracted when the lamp
switches on. The other cluster is composed by the events extracted during the switching off. The
extracted events that are not representative of these two states are supposed to be discarded.
The two signature values give two different output results. The current signature is more
sensitive to variations due to operating status of the devices but on the other hand is more accurate
as it also considers the shape of the waveform.
3.3 Device model
The second step of the classification procedure aims at identifying the devices that are present in
the environment.
There are three classes of appliance models: ON/OFF, Finite State Machine (FSM) and con-
tinuously variable. The ON/OFF model considers the devices as composed only by two possible
states: ON or OFF. The FSM model considers the presence of other discrete states and discrete
transitions. The continuously variable model considers the devices as composed by an infinite
number of states.
In our analysis we are interested in the simplest model: ON/OFF. Fig. 3.5 shows an example
of an ON/OFF model. The two states represent the device ON and OFF states. The transition
from the OFF to the ON state is caused by a positive change in power ∆S˜. This transition
identifies an element in a cluster representing the device switching ON. The transition from the
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Figure 3.5: Device ON/OFF model
ON to the OFF cluster is caused by a negative change in power −∆S˜ with opposite value with
respect to the OFF/ON transition. This value identifies an element in a cluster representing the
device switching OFF. We want to couple together the two clusters representing the same device
that is switching on and off. This procedure is done by coupling together clusters that have
opposite mean value.
3.4 Identifying complex devices
Figure 3.6: Example of devices with a periodic behaviour during their operating status
The last part of this analysis focuses on recognizing periodic patterns in the extracted events.
Some devices, e.g. stove burner in fig. 3.6, have some cycles during their operating status. The
detection of this periodic behaviours allows us to identify the presence of these particular devices.
Another periodic pattern is due to complex device, e.g. some lamps in fig. 3.7, which change
status as a sequence of events. The event detector identifies a sequence of different events but
it cannot relate these events to the same appliance. The detection of these frequent sequences
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Figure 3.7: Example of devices, lamp with nominal power 4W, with a complex on transient:
detected as two steps
allows us to describe more complex types of device changing status.
The idea is to detect these periodic behaviours as a sequence of events that happen at a certain
time distance between them.
The input data (events), where we look for periodic patterns, is a sequence of extracted signa-
tures at different time instants. There are two problems in the detection of the periodic patterns.
The first problem is the time distance between events. Different periodic sequences have different
time distances between their events. We cannot look for frequent sequences of signature values
but we have to look for frequent sequences of signatures at the same time distances between
them. The second problem is the length of the periodic sequence. The length of the sequence,
which is the number of events that compose it, is not known a priori. We do not know how many
events compose a sequence.
3.4.1 Time-Clustering
The idea to identify these periodic sequences is to use the same cluster algorithm adding infor-
mation about the time distance between the events. This allows us to group together events with
similar signature that happen at a similar time distance.
The second problem to solve is the length of the periodic sequence. We initially suppose
to know the length of the periodic sequence. For example we suppose that the length of the
sequence is equal to two. We want to find frequent sequences of two events at a certain time
distance.
We call Sd the dimension of the event signature. Sd is equal to two for the normalised power
signature and it is equal to 200 for the current waveform signature.
The cluster algorithm as explained before looks for clusters in the Sd dimensional space.
It can identify frequent signature values but it does not have any information about frequent
Chapter 3. Cluster analysis 41
sequences. To identify sequences of length two we look for clusters in a space of dimension:
Dim2 = 2 ∗ Sd + 1 . The elements in this space are the signatures of two events and the time
distance between them. The dense regions in this space represent frequent sequences of two
events at a certain time distance. Adding the time information in the input space where we look
for dense regions allows us to determine frequent sequences of events of different time distances.
For example we can identify two different clusters representing two different sequences which
have the same signature values but different time distances between them.
This procedure identifies all the sequences of length two. The procedure to identify frequent
sequences of three events is the same as described before. The difference is the input space
where we look for dense regions. The input space has dimension Dim3 = 3 ∗ Sd + 2 : three
event signatures and two time differences between the events. The first time difference is the time
distance between the first and the second event, the second time difference is the one between
the second and the third event. The clusters found represent frequent sequences of three events.
Generally, the input space to identify a sequence of length l has dimension:
Diml = l ∗ Sd + (l − 1). (3.8)
The clusters found represent frequent sequences of l events.
The procedure is shown in figure 3.8. Each level l represents the detected sequences of length
l.
The second problem of identifying a sequence is that we do not know a priori from how many
events is composed.
The idea to identify the length of a frequent sequence is to apply the cluster algorithm to
successive level until no cluster is found. If there is no cluster we know that the cluster found at
the previous level was the longest most frequent sequence.
The final algorithm starts looking for sequences of length one (only signature values without
time information). Then sequences of length two are identified and so on until no cluster is
found. The algorithm stops the maximum cluster layer lmax when new clusters are not identified.
3.4.2 Algorithm
Algorithm 3 Sequence-l
r ← 1
for r = 1→M − l + 1 do
for t = 1→ l do
Y (r, t) = ∆Sign(r + t− 1)
end for
for t = 1→ l − 1 do
Y (r, t+ l) = Ktemp(nstart(r + t)− nstart(r + t− 1))
end for
end for
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Figure 3.8: Time-Clustering
In this section the algorithm is explained. The implementation of the algorithm looks only to
sequence of consecutive events. The procedure to identify sequences of events, also no consecu-
tive, is the same but it requires an higher computational time to compare more sequences.
The vector ∆Sign and nstart, in Fig. 3.8, are the inputs to the time clustering algorithm.
The vector nstart contains the values of the starting time of the events and its dimension is M
where M is the total number of extracted events. The vector∆Sign contains the event signature
value. It can be the power ∆S˜ or the current waveform ∆i(t)signature of the detected event.
∆Sign =
{
∆S˜ if we use the power signature
∆i(t) if we use the current signature (3.9)
The dimension Sd of the signature vector is equal to 2 for the power signature ∆S˜ and 200 for
the current signature ∆i.
The first part creates the input to the cluster algorithm. Each level corresponds to a different
sequence length of events. For example the l level corresponds to a sequence of l consecutive
events. Each row of Yl is an element of the dataset of level l, a sequence of l events. The block
which creates the sequence is explained in Algorithm 3. The first layer is the case without time
described in section 3.2.3. The vector Y1 contains only the event values ∆Sign:
Y1(r) = ∆Sign(r). (3.10)
Y1 has dimension (M,Sd) The output of the first layer C(1)Sign(r) is equal to the cluster assigned
to the element Y1(r).
The second layer input is the matrix Y2 where the r element, r-line is the vector:
Y2(r, 1 : 2 ∗ Sd + 1) = (∆Sign(r),∆Sign(r + 1), Ktemp(nstart(r + 1)− nstart(r)). (3.11)
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We introduce a parameter Ktemp to normalize the time values to the corresponding signature
value. Y2 has dimension (M − 1, 2 ∗ Sd + 1). The output of the second layer C(2)Sign(r) is equal
to the cluster assigned to the r-element Y2(r, :).
The l-layer input is the matrix Yl where the r element, r-line is the vector:
Yl(r, 1 : l ∗ Sd + l − 1) = (∆Sign(r), ..,∆Sign(r + l − 1), Ktemp(nstart(r + 1)− nstart(r)), ...,
Ktemp(nstart(r + l − 1)− nstart(r + l − 2))).
(3.12)
Yl has dimension (M − l + 1, l ∗ Sd + l − 1). The output of the l-layer C(l)Sign(r) is equal to
the cluster assigned to the r-element, Yl(r, :), which is the sequence beginning with ∆Sign(r)
of length l. The sequence is composed by l consecutive events:
∆Sign(r), ...,∆Sign(r + l − 1) (3.13)
The lmax-layer is the maximum layer. The lmax input is the matrixYlmax where the r element,
r-line is the vector
Ylmax(r, 1 : lmax ∗ Sd + lmax − 1) = (∆Sign(r), ..,∆Sign(r + lmax − 1),
Ktemp(nstart(r + 1)− nstart(r)), .., Ktemp(nstart(r + lmax − 1)− nstart(r + lmax − 2))).
(3.14)
Ylmax has dimension (M − lmax + 1, lmax ∗ Sd + lmax − 1). No cluster is identified in this layer
so the algorithm stops.
This procedure identifies all the frequent sequences of events of different lengths. The algo-
rithm stops when we find the longest sequences. All the periodic patterns are identified.
3.5 Conclusions
The cluster algorithm identifies the devices that are present in the environment. It is divided
into two parts. The first part uses only the signature information. The second part adds infor-
mation about time to look for periodic patterns to identify more complex devices. The output
of the algorithm is a set of clusters. The clusters representing the same device are coupled to-
gether. The detected devices are assigned to different groups based on their extracted electrical
characteristics.
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Chapter 4
System Performance
This chapter describes the implementation of the system model. The chapter is organised into
four parts. The first part describes the demonstrator and the devices we use to test the system.
The second part shows some examples which validate the model and the implementation of the
algorithm in the demonstrator. The third part estimates the parameters of the model. Finally, in
the fourth part, the algorithm is applied in a real environment.
4.1 Demonstrator
Figure 4.1: Architecture system
The set-up is fed by mains that behave as a single distribution channel that delivers electricity
to the house. A differential voltage sensor is used for the demonstrator. The voltage sensor is
located just after the current sensor. The voltage sensor maps the voltage into 0-5 volts range
to ensure safe input to the AD converter. We use an Agilent current probe to sense the electric
current. The current probe operates at 0.1 V/Amps configuration and it is linear within a high
dynamic range from milli-Amperes to tens of Amperes. The voltage and the current values are
fed into a 24 bits national Instrument AD converter that interfaces with LabVIEW. The 24 bits
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ADC with 10 Volts range provides a granularity of approximately 0.6 µV . With the 0.1 V/A
division range of current probe and 1/200 division range of voltage amplifier, 0.6 µV granularity
projects to 6 µA for current and 0.12 mV for voltage measurement. We made these choices to be
able to distinguish also very small loads (∼ 1W) and to discard the effects of quantization on the
performance of the algorithms. The AD converter runs at 10 KHz sampling rate.
LabVIEW takes the data from the ADC and shares them with Matlab where we implemented
the algorithms. The data is provided in batches of 1k samples. This makes the communication
process faster compared to single data transfer. One thousand samples correspond to 5 periods
of current signature, i.e. a period has 200 samples, as the sampling frequency and line frequency
are 10 kHz and 50 Hz, respectively.
Figure 4.2: Demonstrator
Fig. 4.2 and fig. 4.3 show the demonstrator.
4.1.1 Devices
The devices used in the experiment are listed in table 4.1. Some devices have more than one
status, e.g. hair dryer and vacuum cleaner have two different ON status. In our model we
consider only devices characterised by two status: ON and OFF. We model the second ON status
as a different device. For example we have one hair dryer with two different stages of respective
nominal power 720 W and 1400 W. We consider to have two different hair dryers the first one
(Device 8 in tab.4.1) with nominal power 720 W and the second one (Device 9 in tab. 4.1) with
nominal power 1400 W. Table 4.1 reports the nominal power of the devices. Fig. 4.4 shows some
devices we used in the experiments. The second signature we consider is the current waveform.
In figures 4.5 and 4.6, we report the current waveforms of the devices. These values give
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Figure 4.3: Electrical connections in the demonstrator
Device number Device name Nominal power
Device 1 Led Lamp 4W
Device 2 CFL 5W
Device 3 Lamp 14W
Device 4 CFL 20W
Device 5 Incandescent Lamp 40W
Device 6 Lamp 400W
Device 7 Water cooker 2400W
Device 8 Hair dryer 720W (stage1)
Device 9 Hair dryer 1400W (stage2)
Device 10 Vacuum cleaner 400W (minimum)
Device 11 Vacuum cleaner 1250W(maximum)
Table 4.1: Device used in the experiments
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Figure 4.4: Some devices used in the experiments
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Figure 4.5: Current waveforms of the devices 1-5. The x-axis represent the time in samples.
200 samples correspond to one period of 0.02s. The y-axis represents the current amplitude in
Amperes
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Figure 4.6: Current waveforms of the devices 6-12. The x-axis represent the time in samples.
200 samples correspond to one period of 0.02s. The y-axis represents the current amplitude in
Amperes
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the testing database we used. We suppose not to know it and the final goal of the system is
to identify the appliances reconstructing this database. The event detector has to extract these
signatures and the cluster analysis has to identify the corresponding devices states. The device
are identified coupling the respective ON/OFF clusters.
4.2 System demonstrator
We report an example of the system.In this example we only show the output of the cluster algo-
rithm for the first layer. We do not look for frequent sequences of device. We run an experiment
on six devices. The six devices are the devices number 3, 4, 5, 7, 8, 10 in table 4.1. The sampling
rate for the normalised power is T = 0.1[s]. We switch on and off each device separately from
the others ten times each one. The parameters we use in the event detector are: N = 1 and
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(b) Zoom first plot
Figure 4.7: Real normalised power for six devices switched on ten times each one. x-axis T =
0.1[s], y-axis P˜ (n)
K = 2. The expected number of detected events is Nreal = 120. The number of detected events
is Ndet = 121. The cluster algorithm is run separately using the two different signatures. The
parameters of the cluster algorithm are: MinPts = 3 and β = 0.01. Firstly, the cluster algo-
rithm is applied using the power signature. The parameters we use are: R = 0.8 and α = 0.06.
The results of the cluster algorithm using the power signature are shown in Fig. 4.8. These pic-
tures represent the signature power space. It is a two-dimensional space where the x-axis is the
real normalised power signature ∆P˜ and the y-axis is the reactive normalised power signature
∆Q˜. The first picture shows the cluster result values. The second picture is the zoom around
zero to show clusters of small devices. The dots in the picture represent the signature value of
the detected event. The color of the dot identify to which cluster the event belongs to. Events
with the same color belongs to the same cluster while different colors represent different clusters.
Black dots are outliers. The results of the cluster algorithm are reported in Table 4.2. The total
number of events in the clusters is Nclust = 120. One event is discarded as outlier. The identified
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Figure 4.8: Output first layer cluster C(1)S using power signature for six devices input
No. Cluster Device detected (status) Mean value [W] No. of elements
1 Device 3 (Lamp ON) 14 + 5i 10
2 Device 3 (Lamp OFF) −14− 6i 10
3 Device 4 (CFL ON) 18 + 8i 10
4 Device 4 (CFL OFF) −18− 9i 10
5 Device 5 (Incandescent lamp ON) 40 10
6 Device 5 (Incandescent lamp OFF) −40− i 10
7 Device 7 (Water cooker ON) 2223− 4i 10
8 Device 7 (Water cooker OFF) −2209 + 2i 10
9 Device 8 (Hair dryer ON) 675− 2i 10
10 Device 8 (Hair dryer OFF) −671 10
11 Device 10 (Vacuum cleaner(min) ON) 387− 527i 10
12 Device 10 (Vacuum cleaner(max) OFF) −386 + 512i 10
Table 4.2: Output values first layer cluster algorithm C(1)S using power signature
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clusters do not represent a device. They represent a device state. In our model we only consider
device characterised by two states: ON and OFF. It is possible to couple together clusters which
have opposite mean values that represent the same device switching ON and OFF. The identified
Device identified No. cluster ON event No. cluster OFF event
Lamp (Device 3) 1 2
CFL lamp (Device 4) 3 4
Incandescent lamp (Device 5) 5 6
Water cooker (Device 7) 7 8
Hair dryer (Device 8) 9 10
Vacuum cleaner (Device 10) 11 12
Table 4.3: Identified devices after coupling ON and OFF clusters using power signature
devices are listed in table 4.3. Each device is characterised by two clusters. The two clusters
represent the ON and OFF events. This is the output of the first layer using the power signature.
The cluster algorithm is run separately using the current waveform signature. The parameters
we choose are: R = 0.28 and α = 0.06. The mean of the current waveform we extract for each
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Figure 4.9: Mean value current waveform for each cluster. x-axis 200 samples corresponds to
one period of 0.02[s]. y-axis: current amplitude [A]
cluster is reported in fig. 4.9. Table 4.4 reports the identified clusters using current signature.
We can couple together clusters which present opposite waveforms to identify clusters represent-
ing the ON and OFF state of the same device. Table 4.5 reports the identified devices after the
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No. Cluster Device detected (status) IRMS Mean value [A] No. of elements
1 Device 3 (Lamp ON) 0.094 10
2 Device 3 (Lamp OFF) 0.0913 10
3 Device 4 (CFL lamp ON) 0.1337 10
4 Device 4 (CFL lamp OFF) 0.131 10
5 Device 5 (Incandescent lamp ON) 0.1748 10
6 Device 5 (Incandescent lamp OFF) 0.1739 10
7 Device 7 (Water cooker ON) 9.6676 10
8 Device 7 (Water cooker OFF) 9.6029 10
9 Device 8 (Hair dryer ON) 2.9385 10
10 Device 8 (Led lamp OFF) 2.9144 10
11 Device 10 (Vacuum cleaner ON) 3.8045 10
12 Device 10 (Vacuum cleaner OFF) 3.7529 10
Table 4.4: Output values first layer cluster algorithm C(1)i using current signature
Device identified No. cluster ON event No. cluster OFF event
Lamp (Device 3) 1 2
CFL lamp (Device 4) 3 4
Incandescent lamp (Device 5) 5 6
Water cooker (Device 7) 7 8
Hair dryer (Device 8) 9 10
Vacuum cleaner (Device 10) 11 12
Table 4.5: Identified devices after coupling ON and OFF clusters using current signature
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coupling of the ON and OFF clusters. This example shows the self learning algorithm results
in our environment. We can identify all the devices using both signatures: power and current
waveform. In the next subsections we analyse the difference between the two signatures and the
higher layers of the cluster algorithm.
4.2.1 Detection of devices using current waveform
The example in this section shows the difference between the power and current signatures. The
current signature has more information than the power. Using the current signature it is possible
to separate devices which have a close value in power but different current waveforms. In this
example we switch ON and OFF separately ten times each one two devices. The devices are
two lamps with respective nominal power of 4W and 5W, devices 1 and 2 in table 4.1. These
devices have a very close value in power but their current waveforms do not have a sinusoidal
shape. The difference in the current shape allows us to identify the two devices using the current
signature. Figure 4.10 shows the plot of the real normalised power. The total number of expected
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Figure 4.10: Real normalised power device 2 (lamp 5W) and device 1 (lamp 4W) switched ON
and OFF ten times each one separately. x-axis T = 0.1[s], y-axis P˜ (n)
events is Nreal = 40. The number of detected events is Ndet = 43. We detect for three times
over ten the device 2 (5W lamp) switching on as a sequence of 2 events, in total 6 events. We
are not interested now in the detection of sequence of events which is analysed in subsection
4.2.3. We want to consider these six detected events as outliers. So the total number of detected
events Ndet = 37 + 6 where 37 is the number of events we want to classify and 6 are outliers.
The expected result is shown in table 4.6. Firstly we run the cluster algorithm using the power
signature. The output result is shown in fig. 4.11 and table 4.7. The output of the cluster
algorithm using the power signature identifies only two clusters. The first cluster represents the
switching off event and it is composed by 23 elements. This cluster is the union of the OFF
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Figure 4.11: Output values first layer cluster algorithm C(1)S using power signature
No. Cluster Device status Nominal power [W] No. of elements
1 Device 1 (on) 4 10
2 Device 1 (off) -4 10
3 Device 2 (on) 5 7
4 Device 2 (off) -5 10
Table 4.6: Expected output result
No. Cluster Device detected (status) Mean value [W] No. of elements
1 Device 1-2 (off) −5 − 2i 23
2 Device 1-2 (on) 4 + i 17
Table 4.7: Output values first layer cluster algorithm C(1)S using power signature
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events of the two devices and three outliers. The second cluster represents the switching ON and
it is composed by 17 elements. This cluster is the union of the ON events of the two devices.
Only three outliers over six are labelled as outliers. The cluster result using the power signature
can only identify two clusters representing the ON/OFF states of a single device. We apply
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Figure 4.12: Cluster output using current device 1 and 2
No. Cluster Device detected (status) IRMS [A] No. of elements
1 Device 2 (off) 0.034 10
2 Device 2 (on) 0.0349 7
3 Device 1 (off) 0.0278 10
4 Device 1 (on) 0.0284 10
Table 4.8: Output values first layer clusteringC(1)i using current signature for 4W and 5W lamps
the cluster algorithm using the current signature. The result is shown in fig. 4.12 and table 4.8.
Using the current signature we can identify the clusters of the expected result, tab. 4.6. The
cluster representing the OFF event using the power signature (cluster No.1 in tab. 4.7) is split
into three clusters: device 1 (4W lamp) OFF (cluster No.3 in tab. 4.8), device 2 (5W lamp) OFF
(cluster No.1 in tab. 4.8) and three outliers. The cluster representing the on event using the power
signature (cluster No. 2 in tab. 4.7) is split into two clusters: device 1 (4 W lamp) ON (cluster
No. 4 in tab. 4.8) and device 2 (5W lamp) ON (cluster No.2 in tab. 4.8). The difference in
the shape of the two current waveforms allows us to separate the events due to different devices
using the current signature. The power signature does not give enough information to divide
them. The difference between the current waveforms is shown in fig. 4.13. The current signature
also allows the separation of the three outliers that are close in power to the off events. The
current signature is useful when we want to separate devices which have a close value in power
but different current waveforms.
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(b) Current waveform off events
Figure 4.13: Current waveforms Device 1 and 2: lamp 4 and 5 W
4.2.2 Example of devices working together
In the previous examples the data are collected switching ON and OFF each device separately
from the others. One device is switched ON when all the other devices are OFF. In this section
we want to identify a device even if there are other devices ON at the same moment. The example
we choose is the detection of the device 5 (40 W incandescent lamp) in presence of other devices
working at the same time. The chosen devices are the CFL lamp (device 4), the lamp (device
6), the hair dryer (device 8) and the water cooker (device 7). Figure 4.14 shows the plot of the
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Figure 4.14: Real normalised power of device 5 (lamp 40W) and other devices. x-axis T =
0.1[s], y-axis P˜ (n)
real normalised power. The lamp is switched ON and OFF 15 times with different backgrounds.
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The cluster result using the power signature is shown in fig. 4.15. The black dots represent the
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(a) Cluster result
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Figure 4.15: Output first layer cluster C(1)S using power signature for device 5 (40W lamp)
outliers. The devices used to create a different background are not switched ON and OFF enough
times to create their own new cluster. Table 4.9 reports the values of the detected clusters. The
No. Cluster Device detected (status) Mean value [W] No. of elements
1 Device 5 (Incandescent lamp on) 39 15
2 Device 5 (Incandescent lamp off) -41-i 15
Table 4.9: Output values first layer clustering C(1)i using current signature for device 5 (40W
lamp)
two clusters represent the switching ON and the switching OFF of the lamp. The result using
the current signature are shown in fig. 4.16. The values of the clusters are listed in table 4.10.
No. Cluster Device detected (status) IRMS Mean value [A] No. of elements
1 Device 5 (Incandescent lamp On) 0.1736 15
2 Device 5 (Incandescent lamp Off) 0.1755 15
Table 4.10: Output values first layer clustering C(1)i using current signature for device 5 (40W
lamp)
Figure 4.17 shows the current waveform of the two identified clusters. This example shows that
we can detect and identify a device even if we are in presence of bigger loads working at the
same moment. The device is detectable using both power or current signature.
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Figure 4.16: Output first layer cluster C(1)i using current signature for device 5 (40W lamp)
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Figure 4.17: Current waveforms clusters device 5 (40W lamp)
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4.2.3 Cluster of sequence of events
The successive layers of the cluster analysis look for periodic patterns, frequent sequences of
events. In this section we show an example of a frequent sequence caused by a device switching
ON which is detected as a sequence of two events. In the previous example, section 4.2.1, the
device 2 (5W lamp) sometimes switches ON as a sequence of two events. If we apply the cluster
algorithm we can not identify these sequences as a unique device changing status. In this section
we show an example of how the second layer of the cluster algorithm solves this problem. We
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Figure 4.18: Real normalised power of device 11 (Vacuum cleaner maximum power). x-axis
T = 0.1[s], y-axis P˜ (n)
choose to analyse the device 11 in table 4.1, the vacuum cleaner, when is switched ON and OFF
using the maximum power level. We switch ON and OFF the vacuum cleaner ten times. No
other devices are used in this experiment. The normalised real power is shown in fig. 4.18.
In fig. 4.19 the zoom of the switching on of the vacuum cleaner is shown. The first picture
shows the real power during the vacuum cleaner switching ON. The vacuum cleaner switches
ON slowly and there is a stable period during the switching ON. The second picture shows the
output of the event detector. The event detector identifies two different jumps. The jumps are
represented with different colors. The color is related to the corresponding cluster in the output
of the first layer without using time information. In fig. 4.20 and table 4.11 the output of the first
layer of the cluster algorithm using power signature is shown. The cluster algorithm identifies
three clusters. Two clusters represent the switching ON and one cluster represents the switching
OFF. As shown in fig. 4.19 the switching ON of the vacuum cleaner is detected as a sequence of
two events. The first event belongs to the first cluster (red) and the second to the second cluster
(green). There is no relation between the two events. We want to identify them as belonging to
the same device. We apply the second layer of the cluster algorithm adding time information. We
look for frequent sequence of two events at the same time distance. In tables 4.12 and 4.13 the
output of the cluster algorithm second layer is shown. The output of the second layer identifies
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(a) Switching on vacuum cleaner
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(b) Detection events
Figure 4.19: Zoom plot of the vacuum cleaner switching ON and output of the event detector.
x-axis T = 0.1[s], y-axis P˜ (n)
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Figure 4.20: Output first layer clusterC(1)S using power signature for device 11 (Vacuum cleaner
max)
No. Cluster Device detected (status) Mean value [W] No. of elements
1 Device 11 (Vacuum on-partial) 480− 663i 10
2 Device 11 (Vacuum on-partial) 826 + 543i 10
3 Device 11 (Vacuum off) −1290 + 98i 10
Table 4.11: Output values first layer clustering C(1)S using current signature for device 11 (Vac-
uum cleaner max)
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No. Cluster Device detected (status) No. of elements
1 Device 11 (Vacuum on-partial) 10
Table 4.12: Output second layer cluster C(2)S using power signature for device 11 (Vacuum
cleaner max)
No. Cluster Mean value [W] first Mean value [W]second Time difference [s]
1 480-663i 826+543i 1
Table 4.13: Output values second layer clustering C(2)S using power signature for device 11
(Vacuum cleaner max)
the presence of one frequent sequence of two events at a time distance of one second between
them. The number of element is ten like the number of switching ON. This result shows that
all the events representing a sequence of switching ON are coupled together. We do not know a
priori by how many elements is composed a frequent sequence. The cluster algorithm is applied
then to sequences of three events. No cluster is found at this layer. When no cluster is found the
algorithm stops. The second layer is the maximum layer where we can find sequence of events.
All the switching on are identified and detected as belonging to the same device. The same result
is obtained if we use the current signature adding time information. In table 4.14 and fig. 4.21
No. Cluster Device detected (status) IRMS [A] No. of elements
1 Device 11 (Vacuum on-partial) 4.7411 10
2 Device 11 (Vacuum on-partial) 5.6253 10
3 Device 11 (Vacuum off) 5.6586 10
Table 4.14: Output values first layer clustering C(1)i using current signature for device 11 (Vac-
uum cleaner max)
the results of the first layer of the cluster algorithm using the current signature are shown. As
expected we find three different cluster. Two cluster represent the two steps of the ON event and
one cluster represents the OFF event. We apply the second layer of the cluster algorithm looking
for frequent sequences of two events. The output of the second layer identifies a sequences of
two events which represent the switching ON of the vacuum cleaner. The results are listed in
tables 4.15 and 4.16. The sequence of events caused by the vacuum cleaner switching ON is
identified all the times using the current signature too. This example shows that is possible to
identify periodic patterns using power or current signature.
4.3 Parameter estimation
This section estimates the parameters of the model. Firstly the metric we used are presented.
Then the metric are used to estimate the parameters. This procedure is done for the event detector
and for the cluster analysis separately.
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Figure 4.21: Current waveforms of the three detected clusters using current signatures. x-axis
time 200 samples=0.02 [s], y-axis current [A]
No. Cluster Device detected (status) No. of elements
1 Device 11 (Vacuum on-partial) 10
Table 4.15: Output second layer cluster C(2)i using current signature for device 11 (Vacuum
cleaner max)
Cluster number IRMS [A] first IRMS [A]second Time difference [s]
1 4.7411 5.6253 1
Table 4.16: Output values second layer clustering C(2)i using current signature for device 11
(Vacuum cleaner max)
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4.3.1 Event detector
The two parameters, that characterise the event detector, are N and K. The first parameter N
determines the filter length: LhN = 2N . This parameter is related to the stability of the original
input signal. The second parameter K is a threshold to determine when a time instant can be
considered part of an event. Now we want to estimate the parameters in a real environment. As
described in chapter 2, the event detector algorithm extracts from the original signal a certain
number of events. Two signature values, a time instant representing the beginning of the event
and a time duration are calculated for each event.
We consider the estimation as a problem of binary classification. Each element is labelled as
positive (p) or negative (n). There are four possible outcomes from a binary classifier:
• TP (True Positive): if both the outcome from the prediction and the actual value are p
• FP (False Positive): if the predicted value is p however the actual value is n
• TN (True Negative): if the predicted value is n while the actual value is p
• FN (False Negative): if both the predicted value and the actual value are n
In our analysis we consider the two values: false positive (FP) and false negative (FN). An
element is labelled as positive (p) if it is considered an event (detected or real). Otherwise it is
labelled as negative (n).
The first group (False positive FP) represents an event that is detected by the event detector
of parameters (N,K) but is not a real event. It is not a real event means that there is a change in
the power that we do not want to consider as a device changing state. This change can be caused
by the operating state of a device so we do not want to detect it.
Each detected event has to be labelled as belonging to the first group (FP) or not. The detected
event is labelled belonging to the group FP if there is not a real event happening during the same
duration time. Otherwise it is labelled as not belonging to it.
The second group TN (True Negative) represents the real events that are not detected by the
event detector. Each real event has to be labelled as belonging to the second group or not. It
belongs to the second group (TN) if it is not identified by the event detector.
We define two ratios:
• True Positive Rate=1 − TN
Nreal
• False Discovery Rate= FP
Ndet
where Nreal is the total number of events and Ndet is the total number of detected events.
The first ratio determines the rate of identified events in the total number of real events.
The second ratio determines the rate of detected events that do not represent a real event in
the total number of detected events.
These two ratios are used to estimate the parameters of our model.
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4.3.1.1 Experiment and results
The experiment to estimate the parameters of the event detector is characterized by six devices
with different electrical behaviour. The chosen devices are devices number 1, 2, 4, 5, 7 and 8 in
table 4.1. Each device is switched on and off ten times. The total number of expected events is
Ndet = 120. Each device is switched on and off separately from the others. A device is switched
on only if all the other devices are OFF at that moment. The two parameters we have to determine
are (N,K). N determines the filter length: LhN = 2N . K is the threshold value.
N K FP TN Ndet
1 1 38 0 179
1 2 5 2 144
1 5 0 102 104
2 1 35 120 175
2 2 6 120 146
2 5 3 102 107
3 1 30 120 170
3 2 11 120 151
3 5 7 103 120
Table 4.17: Numerical results
N K False discovery ’rate’ True positive ’rate’
1 1 0.21 1
1 2 0.0347 0.98
1 5 0 0.85
2 1 0.2 1
2 2 0.04 1
2 5 0.028 0.85
3 1 0.18 1
3 2 0.07 1
3 5 0.058 0.86
Table 4.18: Results rate
Table 4.17 shows the output values of false positive and true negative events. Table 4.18
contains the ratios of False Discovery and True Positive. The chosen values are N = 2 and
K = 2. We choose these values because they are the ones which give the best True Positive Rate
with a low enough value of the False Discovery Rate.
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4.3.2 Classifier
The evaluation measures that characterized the cluster validity are classified into two different
groups [15]:
• Unsupervised. These measures utilise only internal information. The clusters are eval-
uated looking at the data that characterise a cluster. For this reason these measures are
called internal indices. There are two large classes: measures of cluster cohesion, which
determine how similar are the objects inside a cluster, and measures of cluster separation,
which determine how different are the elements from different clusters.
• Supervised. These measures utilise external information. The data points are labelled as
belonging to a given category. These measures estimate how well the clustering output is
similar to the assigned category structure.
In our analysis we use a supervised measure. There are several types of measures belonging
to this class. We consider the ones based on the mapping of each item between its cluster and
category.
Being C the set of clusters to be evaluated, L the set of categories and M the number of
items, the precision of a cluster Cn for a given category Lm is:
Π(Cn, Lm) =
|Cn ∩ Lm|
|Cn| (4.1)
The precision, Π, of a cluster related to a given category expresses the fraction of the cluster
that consists of the elements of the given category. The expected value is equal to one for only
one category and zero for all the others categories. This implies that the cluster is composed only
by elements of one category.
A similar measure is the recall. The recall for a cluster Cn for a given category Lm is:
Recall(Cn, Lm) =
|Cn ∩ Lm|
|Lm| (4.2)
The recall of a cluster expresses how many elements of the given category are present in that
cluster. The expected value is one for one category and zero for all the others. That implies that
all the elements of the category (that assumes a value equal to one) are present in that cluster.
We give two more general definitions to compare the cluster results. The first is called purity
and uses the precision values defined in (4.1). The purity value is calculated taking the weighted
average of the maximal precision values:
Purity =
∑
n
|Cn|
M
max
m
Π(Cn, Lm) (4.3)
In the same way we can define the inverse purity. We use the recall value defined in (4.2).
The inverse purity looks at the cluster with maximum recall for a given category.
InversePurity =
∑
m
|Lm|
M
max
n
Recall(Cn, Lm) (4.4)
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These two measures are used to evaluate the parameters of the cluster.
We fix the two values of MinPts = 3 and β = 0.01 and estimate the two parameters: radius
R and normalization factor α.
In the cluster algorithm we can use two different data input: the normalised power step or the
current waveform. The parameters R and α will assume different values in these two different
cases.
4.3.2.1 Experiment and results
We run a similar experiment to estimate the parameters of the cluster algorithm. The chosen
devices are devices number 3, 4, 5, 7, 8 and 10 in table 4.1. Each device is switched on and off
ten times separately from the others. We estimate the two parameters R and α separately for the
normalised power signature and for the current waveform signature.
R α Purity Inverse purity
1 0 1 0.72
3 0 1 0.94
5 0 0.79 0.98
1 0.03 1 1
3 0.03 0.89 0.99
5 0.03 0.8 1
1 0.06 1 1
3 0.06 1 1
5 0.06 0.8 1
Table 4.19: Results normalized power signature
The best results are obtained for the couples (R, α): (1, 0.03), (1, 0.06) and (3, 0.06). We
choose the couple (1, 0.06) because the single values of R = 1 and α = 0.06 are the ones which
give best results. This choice, a smaller value for R and bigger for α, allows us to create clusters
of devices which have a big mean value, even if they are spread, while we can separate small
devices with a close value in power because they are less affected by the value of α.
The best results are obtained for the couples (R, α): (0.5, 0.03) and (0.5, 0.06) We choose
the couple (0.5, 0.06) for the same reason explained before.
4.4 Real environment
The previous examples, in section 4.2, show the validation of the system. The data are collected
using the demonstrator, so we know which appliances are working in the environment. In this
section we show an example where the algorithm is applied to real data. We do not know what
we are looking for and we analyse the output of the system to identify the devices. The data are
collected during one day on the lamps of a floor in the Philips offices.
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R α Purity Inverse purity
0.3 0 1 0.7
0.5 0 1 0.84
1 0 0.76 0.84
0.3 0.03 1 0.96
0.5 0.03 1 1
1 0.03 0.8 1
0.3 0.06 1 0.99
0.5 0.06 1 1
1 0.06 0.8 1
Table 4.20: Results current waveform signature
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Figure 4.22: Real normalised power lamps measured during one day. x-axis T = 1[s], y-axis
P˜ (n)
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Fig. 4.22 shows the plot of the real power. The sampling period for the normalised power is
higher: T = 1[s]. The algorithm is applied using the power signature.
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Figure 4.23: Output first layer cluster C(1)S using power signature
No. Cluster Mean value [W] No. of elements
1 215 + 40i 12
2 −27− 7i 19
3 26 + 5i 10
4 −213− 30i 6
Table 4.21: Output values first layer clustering C(1)S using power signature
In figure 4.23 and table 4.21 the results of the cluster algorithm are reported. We identify
four clusters. Two opposite clusters with absolute mean values around 200W and two opposite
clusters with absolute mean values around 30W. This first result shows the presence of two
devices.
We apply the second layer of the cluster algorithm adding time information.
No. Cluster Mean value [W] first Mean value [W] second Time [s] No. of elements
1 −213− 28i −27− 10i 9.75 4
Table 4.22: Output values second layer clustering C(2)S using power signature and time infor-
mation
Table 4.22 shows the output of the second layer. Fig. 4.24 is the total output of the first layer
adding the new cluster identified in the second layer. The second layer identifies one cluster
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Figure 4.24: Output second layer cluster C(2)S using power signature and time information
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Figure 4.25: Example lamp switching OFF, identified cluster 2 layer
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representing a lamp which switches off very slowly. The event detector identifies two different
events during the switching off. The switching off is plotted in fig. 4.25. The third layer does not
identify any cluster so the algorithm stops.
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Final clusters
Figure 4.26: Final output cluster algorithm: first and second layer
Device identified Mean value ON event Mean Value OFF event
Lamp (red) 215 + 40i −212− 35i
Lamp (red) 215 + 40i −239− 38i = (−212− 28i) + (−27 − 10i)
Lamp (green) 26.5 + 5i −26− 6i
Table 4.23: Identified devices after coupling ON and OFF clusters
In fig. 4.26 the final output is plotted. The new identified cluster is the sum of the two events
that were identified as a sequence from the second layer of the cluster algorithm. The signature
space has two different regions: the red one represents lamps of nominal power around 200 W,
the green one represents smaller devices. The five final clusters are coupled together identifying
three different types of devices. Two are lamps that have the ON event in the red cluster but they
have different OFF events. One lamp switches off instantaneously while the other present a very
long switching off (identified as two events). The third element is a smaller element belonging
to the green region. The results are reported in table 4.23.
This result shows that we are able to identify the presence of different lamps using the power
signature. The time information added to the cluster algorithm allows us to detect more complex
devices, for example lamps switching off slowly, which are not detectable using only the first
layer of the cluster algorithm.
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4.5 Conclusions
This chapter shows the validation of the system model. We show the demonstrator and the imple-
mentation of the algorithm on it. We report some examples of the validation of the model using
the data collected with the demonstrator. The algorithm is then applied to a real environment
with satisfactory results.
Conclusions
The non-intrusive appliance load monitoring system (NALM) provides information about the
electrical consumption of the appliances measuring voltage and current in a single point. This
system is preferable to the traditional approach because of the easy of installation, maintenance
and low cost. In this thesis we design an Automatic Setup NALM system (AS-NALM). This
system is less intrusive then the classic MS-NALM system. It learns by itself about information
on the appliances that are present in the environment and their consumptions.
Firstly, an event detector was developed. It detects changes in the normalised power which
exceed a given threshold. When a change is identified the event detector extracts two signatures
to characterised the corresponding device. One signature is the normalised power step, the other
is the current waveform difference.
Secondly, a cluster algorithm analysed the output of the event detector to find out frequent
patterns which identify a device status. The cluster analysis is composed by different layers to
find out frequent sequences of events. These sequences identify periodic patterns in the extracted
events.
Finally a device model is created. The cluster representing different states (on and off) of the
same device are coupled together. Then a name is given to the identified devices looking at their
electric behaviour.
The system was tested in a demonstrator to validate the model we proposed. Then it was
applied to a real environment where the number and characteristic of the devices was unknown.
The final result shows that the system is able to identify the devices.
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