Consider a (d 1 ; k 1 )-RLL constraint that is contained in a (d 2 ; k 2 )-RLL constraint, where k 1 2d 1 and d 2 > 0, and x a codeword length q > k 2 . It is shown that whenever there exist block decodable encoders with codeword length q for those two constraints, there exist such encoders where one is a subgraph of the other; furthermore, both encoders can be decoded by essentially the same decoder. Speci cally, a (d 1 ; k 1 )-RLL constrained word is decoded by rst using a block decoder of the (d 2 ; k 2 )-RLL encoder, and then applying a certain function to the output of that decoder.
word we mean the length of a run of`0's which is delimited either by`1's or by the beginning or end of the word. For instance, the runlengths in the word 1000010001000000000010 (1) are 0, 4, 3, 10, and 1. The (d; k)-runlength limited (RLL) constraint consists of all binary words in which each runlength is at most k and|with the exception of the rst and last runlengths|at least d. For example, the current compact disk and DVD standards use the constraint (d; k) = (2; 10) (the word in (1) satis es this constraint). The set of all nite binary words that satisfy the (d; k)-RLL constraint will be denoted by S (d;k) .
Arbitrary input sequences need to be encoded into sequences that satisfy the constraint. An encoding model that is commonly used for this matter is that of a nite-state encoder at a xed rate p : q, where the input binary sequence is divided into blocks of a xed length p, and each such block is mapped, in a state-dependent manner, into a codeword of length q. The sequence of generated codewords forms a word that satis es the constraint. A primary requirement from encoders is that we should be able to decode (reconstruct) the input binary sequence from the output constrained sequence.
Of particular interest are block decodable encoders. Such encoders can be decoded by a block decoder, which maps every codeword of length q into the respective p-block, independently of the context of that codeword within the output sequence of generated codewords. Whether a block decodable encoder exists depends on the speci c constraint|i.e., on d and k|and on the parameters p and q. Block decodable encoders are preferable due to their simple decoding structure and their immunity against error propagation. In the current emerging technology and development of erasable and writable dense optical disks, we may face the scenario where recorders will di er in their writing capabilities, thereby requiring di erent constraints. For example, home recorders might use an encoder E 1 at rate p 1 : q 1 for a (d 1 ; k 1 )-RLL constraint; on the other hand, manufacturers of optical disks may be able to record data using an encoder E 2 at a higher rate p 2 : q 2 for a (d 2 ; k 2 )-RLL constraint where d 2 d 1 and k 2 k 1 .
In spite of the di erent encoders, we would still like a disk player to have the capability of decoding both encoding schemes. As an alternative approach to having on board a separate decoder for each encoder, the authors have recently suggested in 5] that the encoders E 1 and E 2 be designed so that their decoders can be combined to a great extent. To this end, we assume that q 1 = q 2 (and so p 1 p 2 ). A decoder D 2 of E 2 will decode| as before|sequences of the (d 2 ; k 2 )-RLL constraint by dividing each sequence of output symbols into non-overlapping words of length q, and mapping each such word into an input binary p 2 -block. A decoder D 1 of E 1 will be obtained by rst applying D 2 to the sequence of the (d 1 ; k 1 )-RLL constraint to produce a sequence of binary p 2 -blocks; then, a combinational circuit (function) will map each decoded input p 2 -block into an input p 1 -block (see Figure 1 ). If such a combined decoding scheme exists, we will say that the encoder E 1 is (block) observable from E 2 Encoding with a tagged encoder E is carried out as follows. Given a positive integer , an unconstrained input binary word of length p`is regarded as an input tag sequence s = s 1 s 2 : : : s`of length`over f0; 1g p . The sequence s de nes a path of length`in E starting at some prescribed initial state u 0 , and the image (encoding) of s is the sequence of codewords w = w 1 w 2 : : : w`that label the edges along that path. The sequence w is a word of length q`in S (d;k) , and the lossless condition is needed in order to able to decode the sequence s from the word w.
An encoder E is deterministic if the outgoing edges from any given state are labeled distinctly. An encoder E is irreducible if every state is accessible from any other state in E.
Let E 1 = (V 1 ; E 1 ; L 1 ) and E 2 = (V 2 ; E 2 ; L 2 ) be encoders (for possibly di erent constraints at possibly di erent rates). We say that E 1 is nested in E 2 |or that (E 1 ; E 2 ) is a nested pair|if V 1 V 2 , E 1 E 2 , and L 1 is the restriction of L 2 to E 1 .
Note that encoders are deterministic or nested according to whether their underlying untagged graphs are.
A tagged encoder is block decodable if edges labeled by the same codeword are tagged by the same input tag. A block decodable encoder E at rate p : q can be decoded through a block decoder which is a function D : (E) ! f0; 1g p that maps a codeword w to the input tag assigned to any edge labeled w. A block decodable encoder is necessarily deterministic (with respect to the labels of the edges). We say that E 1 is weakly-observable from E 2 if condition 1 is relaxed to require only that (E 1 ) (E 2 ). We mention that condition 1 (respectively, its relaxed form) allows to assume that when no errors are present, the decoder D 2 is fed by sequences of codewords (respectively, by individual codewords) that can be generated by E 2 , even when D 2 is applied to sequences generated by E 1 . This provides the possibility of incorporating an error detection mechanism into D 2 : such a mechanism will track sequences (respectively, codewords) that cannot be generated by E 2 .
The following example is essentially Example 3.1 in 5] and is repeated here for the purpose of demonstrating the de nitions introduced in this section. Figure 2 , where the notation s=w on an edge indicates the input tag s and the codeword (label) w that are associated with that edge.
This encoder, denoted E 1 , is a block decodable encoder for S (2;3) It is easy to see that E 1 is nested in E 2 . Furthermore, E 1 is observable from E 2 . Indeed, let : f00; 01; 10g ! f0; 1g be given by (00) = (10) = 0 and (01) = 1 :
Then, D 1 (w) = (D 2 (w)) for every w 2 f0001; 0010; 0100; 1001g.
We can transform E 2 into another encoder for S (1;3) In the appendix, we present a block decodable encoder for S (3;10) at rate 6 : 16, which is weakly-observable from a block decodable encoder for S (2;10) at rate 8 : 16. In addition to producing sequences that satisfy the respective constraints, these encoders also possess certain properties that allow for DC control (see 6, Section 2.5], 7], 9]).
It was shown by Franaszek in 3] that there exists a deterministic encoder for S (d;k) at rate p : q if and only if there exists a block decodable encoder for the same constraint at the same rate. Gu and Fuja obtained in 4] an almost-full characterization of the parameters p, q, d, and k for which there exist deterministic|and hence block decodable|encoders for S (d;k) at rate p : q (see Section 3 below).
In 5], a wider notion of observability was de ned which applies to encoders that are not necessarily block decodable. It was then shown in 5] that for irreducible deterministic encoders, the requirement of having nested encoders is equivalent to having observable encoders (for the respective constraints at the same rates). On the other hand, it was demonstrated in 5, Example 3.2] that there are cases where there exist nested pairs of block decodable encoders, yet there are no observable pairs of block decodable encoders. Next we present a construction of a block decodable encoder E 1 for S (d 1 ;k 1 ) at rate p 1 : q that is observable from a block decodable encoder E 2 for S (d 2 ;k 2 ) at rate p 2 : q. Our construction assumes that the parameters d i , k i , and q satisfy the chain of inequalities q > k 2 k 1 2d 1 2d 2 > 0 ; (2) note that the second and fourth inequalities are necessary for having S (
In addition, by 4] it follows that for i = 1; 2 it is required that p i log 2 jL(q; d i ; k i ; d i ; <k i )j in order to have block decodable encoders at rates p i : q for S (d i ;k i ) (regardless of observability). To avoid degenerate cases, we will further assume that a strict inequality holds in (2) in either the second or the fourth inequality (or both), and that p 1 < p 2 .
(The condition (2) is su cient for our construction to work, and it may as well be the case that this condition can be relaxed, although we do not discuss such a relaxation here. Also observe that the rst and third inequalities in (2) appear also in the Beenker-Immink construction 2], which can be viewed as a predecessor of the Gu-Fuja construction 4].)
We will assume in this section that d 2 > 1, deferring the treatment of the case d 2 = 1 to Section 4.
For i = 1; 2, we de ne n i = 2 p i , i = f0; 1; : : : ; n i ?1g, and i = k i ? d i + 1; so, n 2 2n 1 and 2 > 1 . We adopt the convention that bit locations in a binary word are indexed starting with 0. The rst runlength in a binary word w will be denoted bỳ (w).
Encoding tables
Our encoders, E 1 and E 2 , are de ned through two tables, T and A, each consisting of n 2 distinct words of length q. Only the rst n 1 entries in each table will be used by E 1 . The tables are described next, followed by the de nition of the encoders in Section 3.2. are distinct elements of L(q; d 2 ; k 2 ; d 2 ; <k 2 ) such that the following two conditions are satis ed for j 2 1 :
Hereafter, we will use the short-hand notation`(j) for`(T (j)). We will also let (w) denote the word obtained from a binary word w by inverting the bit at location 0 in w.
Clearly, there is much freedom left in setting the entries in T . For example, we may ll the rst n 1 entries in T consecutively by words from L(q; d 1 4. If`(j) = i + 1 for an index j 2 i then A(j) = ' i (T (j)).
For example, for every j 2 2 , we can let A(j) be (T (j)) except when`(j) 2 fd 2 ; 2 +1g or when j 2 1 and`(j) 2 fd 1 ; 1 +1g. For the remaining undetermined entries (i.e., when`(j) = d 2 or when j 2 1 and`(j) = d 1 ), the relationship between the entries A(j) and T (j) might be somewhat more involved.
Next we show ( (q?i) :
We now subtract respective sides of (5) and (6) where the second equality follows from (4). This leads to the desired result.
Following arguments similar to those in 4], it can be shown that through a proper ordering of the entries in T and A, enumerative coding can be applied to compute e ciently the values T (j) and A(j) for any given index j 6, p. 117]. In practice, the tables are generated only once and then hard-wired into the encoders. The terminal state of an edge labeled w is v, where v equals the last runlength in w.
Note that L i (u; j) is well-de ned when k i ?`(j) < u < d i : in this case we always havè (j) > i and, so, T (j) belongs to the domain of ' i . One can readily verify that each sequence of codewords that is generated by E i forms a binary word that belongs to S (d i ;k i ) . When u > v d 1 , states u and v in E i are in fact identical: in these states, the outgoing edges that are tagged by j have the same label, A(j), and therefore also the same terminal state (which is determined by the last runlength of A(j)). Therefore Obviously, D 2 (w) = D(w) for every w 2 (E 2 ). Note that the domains of D and D 2 might di er, since (E 1 ) is not necessarily a subset of (E 2 ). This means that (E 1 ; E 2 ) is not necessarily a weakly-observable pair.
(Indeed, suppose that d 2 > 2 and let j 2 1 be such that 1 +1 <`(T (j)) < 1 +d 2 . Consider the word w = ' 1 (T (j)). On the one hand, Lemma 3.2 implies that w 2 (E 1 ). On the other hand, since 1 <`(w) < d 2 , the word w is neither an entry in A nor in T ; furthermore, the second runlength in w is 1 ?1 and, as such, w cannot be in the range of ' 2 . Hence, it follows from Lemma 3.2 that w 6 2 (E 2 ).) Yet, the next lemma will show that we are nearly done in obtaining a weaklyobservable pair. We may interpret Lemma 3.4 as stating that E 1 is`almost observable' from E 2 : indeed, D, when restricted to the domain (E 2 ), is a decoder of E 2 .
Incorporating full observability
We next modify the encoder E 2 to obtain (full) observability. Speci cally, we construct a tagged encoder E 0 2 = (V 0 It follows from all cases that every codeword that can be generated from state u in E 1 can also be generated from state u in E 0 2 , while terminating in the same state. This implies that E 1 is nested in E 0 2 .
We point out that even though E 1 is nested in E 0 2 , the assignment of input tags to codewords may di er in the two encoders. In fact, from the proof of Lemma 3.6 we see that such a di erence occurs in (and only in) case 3, where we have L 1 (u; j) = L 0 2 (u; j + n 1 ); that is, edges labeled by L 1 (u; j) are assigned the input tag j in E 1 and the input tag j 0 = j + n 1 In this case we have i = k i ; so, conditions 2 and 4 on T and A in Section 3.1 become vacuous. On the other hand, both T and A may now contain entries whose rst runlength is 1; so, we will require that the two tables coincide on such entries. Speci cally, we require that each of the tables T and A consist of distinct entries such that the following conditions hold for i = 1; 2 and every j 2 i :
For example, we can let A(j) = (T (j)) whenever`(j) > 1.
Given such tables, the encoders are de ned as in Section 3. : while T and A are still accessed by E 2 and the rst n 1 entries in T are accessed by E 1 , the latter encoder will now access A 1 instead of the rst n 1 entries in A.
The entries in T are distinct elements of L(q; 1; k 2 ; 1; <k 2 ), and the entries in A 1 are distinct elements of L(q; d 1 ; k 1 ; 1; <k 1 ) such that the following conditions hold for every j 2 1 :
Conditions 1' through 4' have their counterparts in Section 3.1 (with A 1 now replacing A), except that condition 3' is now stronger. Note that since`(j) can never take the value 2 + 1 = k 2 + 1, condition 4' is simpler than condition 4 in Section 3.1.
Condition 5' is new and may a ect the value of T (j+n 1 ) only when`(j) 2 fd 1 ; 1 +1g. The inequality n 2 jL(q; 1; k 2 ; 1; <k 2 )j guarantees that there are su ciently many distinct elements in L(q; 1; k 2 ; 1; <k 2 ) which can be inserted in T , and the Gu-Fuja construction allows to ll in the tables T and A 1 so that conditions 1'{5' hold.
The table A consists of distinct elements of L(q; 1; k 2 ; 1; <k 2 ) that satisfy the following conditions for every j 2 2 :
6' . If A 1 (j) 2 L(q; d 1 ; k 1 ; =0; <k 1 ) for j 2 1 then A(j) = A 1 (j). 7' . If`(j) = 1 then A(j) = T (j). 8' . If`(j) > 1 then A(j) 2 L(q; 1; k 2 ; =0; <k 2 ).
For example, when`(j) > 1, we can satisfy condition 8' by letting A(j) = (T (j)), unless A(j 0 ) = A 1 (j 0 ) = (T (j)) for some j 0 2 1 n fjg. By conditions 3' and 4', the excluded case can occur only when`(j 0 ) = d 1 , where instead we can let A(j) be (T (j 0 )). Note that when j 2 1 and`(j) 6 2 fd 1 ; 1 + 1g, conditions 3', 6', and 8' become A 1 (j) = A(j) = (T (j)) ; and when j 2 1 and`(j) = 1 + 1, conditions 2', 4', 5' and 7' become A 1 (j) = A(j + n 1 ) = T (j + n 1 ) = ' 1 (T (j)) :
Irrespective of the value of`(j), we have A 1 (j) 2 n A(j); A(j + n 1 ) o for every j 2 1 :
The encoders E i = (V i ; E i ; L i ) are now de ned as in Section 3.2, except that E 1 now accesses A 1 instead of A. That is, the labeling L 1 : V 1 
and L 2 : V 2 1 ! (E 2 ) is given by 
Therefore, D 2 (w) 2 fj; j + n 1 g. Table 4 , and Table 1 shows a partition of the address range of T kA according to the runlength properties of its entries. While E (2;10) accesses the whole table, the encoder E (3;10) accesses the entries whose addresses have the form 3 + 4t for t = 0; 1; : : : ; 116 (the boldface entries in Table 4 ). Note that this deviates from our convention in Section 4, according to which E (3;10) would access the rst 64 entries in T and A; this modi cation, however, allows to make use of the simple encoding scheme as presented in 9]. On the other hand, it turns out that at a rate 6 : 16, we can spare all codewords whose last runlength is either 0 or 9, thereby deleting states 0 and 9.
The encoder E (2;10) has also four states, 0, 1, 2; 5], and 6; 8] (note again the di erence from Section 3.2 and that state 9 has been deleted also from E (2;10) , since there are no entries in T kA whose last runlength is 9). Certain elements in L(16; 2; 10; =2; 8) have been placed among the rst ten entries in T kA so that they are inaccessible from state 1; this prevents the 28-bit pattern`0001000100010001000100010001' from appearing anywhere in the coded bit stream, thus making such a pattern suitable for synchronization.
Encoding is carried out as follows: given an input byte s, a ten-bit address is formed by pre xing s with two bits. This two-bit pre x depends on how the value, jsj, of s as an integer compares with two thresholds, T 1 and T 2 . These thresholds, in turn, depend on the current state of the encoder. The thresholds and pre xes of each encoder are summarized in Tables 2 and 3 . The second column in those tables shows the address range of the entries in T kA that can be accessed from any given state.
There are cases where more than one pre x is possible, resulting in two di erent codeword candidates which have di erent parity of number of 1's; such codeword candidates are located in T kA at addresses that are 256 apart. Furthermore, both codeword candidates label edges that terminate in the same state and, therefore, replacement of a codeword with its alternate can be done locally within a generated sequence of codewords signi cant bits of the 10-bit address of the entry in T kA that contains the codeword w. When restricted to the domain (E (3;10) ), this is also a block decoder of E (3;10) , with the range consisting of bytes having least-signi cant bits`11'.
The encoder E (3;10) is weakly-observable from E (2;10) . Nesting and full observability can be attained if we do not exclude the 28-bit pattern`00010001 : : :0001 from appearing in the bit stream; we then need to slightly modify T kA and unmerge state 2; 5] in E (2;10) into states 2 and 3; 5].
The power spectral densities of the two encoders are shown in Figure 4 . We have used the same scaling of the axes as in 9] and applied the same local optimization (through encoding look-ahead) when selecting the generated codeword between two codeword candidates. The power spectral density of E (2;10) is virtually the same as that of the (2; 10)-RLL encoder in 9]. (3;10) .
