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ABSTRACT
Work has been carried out over the last few years on the interaction of dolomite surfaces 
with common, environmentally significant species that are found in the same geographical 
locations as the mineral. The thesis has evolved from the desire to understand the molecular 
processes in this environmental problem. In addition to a number of results elucidating the 
behaviour o f a number of pollutant species in contact with a dolomite surface, it also 
presents an evaluation of some of the oft-used computational methods applied to such 
systems.
Initial work was carried out on dry surfaces, studying the substitution of native dolomite 
cations by six divalent, metal cations that are known to form end-member carbonate 
minerals: Ni, Mn, Zn, Fe, Cd and Co. It was found that, under vacuum, none of the 
straightforward surface substitutions was energetically favourable. Substitutions at both the 
edges and terraces o f steps were found to be favourable, although with different ordering of 
cations. Addition of monolayer solvation at the perfect surface generated substitution 
ordering in accordance with experimental data, but still most were not favoured. Further, a 
new implementation o f implicit surface solvation, COSMIC [1], has been used in this work. 
It was found that this method provides a useful tool for investigating relative substitution 
energies at surfaces, and that, as expected from experiment, substitutions at Mg sites are 
favoured; a reversal of the vacuum results.
Finally, DFT calculations were used to model the absorption of a more complicated 
pollutant, the arsenate molecule on the dolomite surface. Initially, implicit and explicit 
solvation methods were used to model a molecule in solution, which allowed the 
molecule’s behaviour when modelled using DFT to be determined. An ab initio solvation 
energy was calculated for the molecule, which favourably compared with that obtained 
using implicit solvation methods. In addition, the preferred adsorption configuration of the 
molecule at the carbonate surface was determined. It was shown that the use of DFT 
methods are worthwhile in understanding the subtleties of molecular scale surface-solution 
interactions.
1. Gale, J.D. and A.L. Rohl, An efficient technique for the prediction o f solvent- 
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1. INTRODUCTION TO THESIS
“Education is not the piling on o f learning, information, 
data, facts, or abilities -  that is training or instruction -  but 
is rather the making visible what is hidden as a seed. ”
Thomas More, 1478-1535.
1.1. Aim of the Thesis
The aim o f this thesis is to investigate, using computational methods, the structure of
carbonate mineral surfaces, focussing on dolomite, CaMg(C03 )2. The interaction of metal 
impurities with the surface has been studied, both as metal cations and, in the case of 
arsenate, as a molecular species. Overall, various methodologies have been explored in
order to determine the most computationally inexpensive, yet accurate, method to
investigate the structure and reactivity o f dolomite surfaces, which can then be transferred 










solvated species with 
the surface
Effect of solvation 
on surface structure 
and energetics
Structure of surface Dolomite
Fig 1.1: Schematic showing the various components of the mineral -  water interface
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The preceding schematic (Fig 1.1) is representative o f the type of system to be studied, and 
outlines some of the different interactions that must be taken into account in any mineral 
surface -  solution model. The methodology has been developed by starting with the 
investigation of surfaces under vacuum and subsequently building upon this by solvating 
the structure using different techniques. Concurrently an effective method has been sought 
for the solvation of species that will occur naturally in the aquatic environment in which 
dolomite is found.
1.2. Outline of Thesis
In the Chapter 2, the literature on carbonates and their surfaces, along with literature on 
relevant solvated species, is reviewed and the work to be carried out is decided upon in the 
context of previous investigations into this and similar systems. There follows in Chapter 
3, a discussion of the various computational techniques that have been employed in this 
work, in their general application to materials chemistry.
Chapter 4 reports the results o f empirical potential calculations of the substitution of 
impurities at the morphologically important dolomite surfaces, initially without the 
inclusion of solvent into the model. The reported results provide insight into the 
thermodynamics of cation transfer in solid-solutions. Thereafter there are reported results of 
the inclusion o f a monolayer of water at the most dominant of the dolomite surfaces, and 
the effect on the energetics o f impurity substitution of solvation at this level of 
approximation.
The method of studying surface solvation is improved upon in Chapter 5, in which results 
are discussed of the application to the system of a new model of continuum solvation for 
surfaces. Using empirical potentials, impurity cations are once again substituted at the 
surfaces, and the effect of the improved description of electrostatic effects from the 
continuum are compared with the effect of adding just a monolayer of water. The 
stabilising effect of continuum solvation on surfaces is investigated in the context of crystal
13
morphology prediction, and some resultant strengths and deficiencies in the model are 
outlined.
The final results chapter, Chapter 6 , details Density Functional Theory calculations of a 
molecular pollutant in solution and adsorbed on the dolomite surface. The geometry of the 
molecule both in solution and at the surface is calculated, as are adsorption and solvation 
energies. The importance of the inclusion of solvation effects in calculations of 
environmental problems of the nature addressed in this work is highlighted by calculation 
of the Raman spectra of the molecule and its ions, comparing vacuum with those obtained 
using an implicit solvation model and also with experimental spectra. The Conclusions and 
Further Work in Chapter 7 discuss the results of the work carried out for the production of 
this thesis. Work on explicit solvation of the dominant dolomite surface that was begun 
during the period over which this thesis was written is also discussed.
14
2. INTRODUCTION
"Knowledge itself is power. ” Francis Bacon, 1597.
2.1. Overview
There follows introductions to the various components of the system, and a review of 
the current literature on the subjects. The literature will be discussed in more detail, 
where appropriate, in later chapters, wherein new results are presented.
2.2. Carbonate Minerals
Dolomite, CaMg(C0 3 )2 , is often found in dolomitic limestone. Its rhombohedral 
crystals reflect the rhombohedral nature of its unit cell, which is commonly represented 
in two ways: the hexagonal unit cell or the primitive unit cell (Fig. 2.1). It has a similar 
structure to calcite, with every other layer of Ca2+ ions being replaced by Mg2+. The 
presence of magnesium in the structure leads to reduced symmetry in comparison to its 
single cation counterparts, giving rise to the space group R-3. The process o f dolomite 
formation has been a subject o f discussion for many years, as it formed in large amounts 
in the geologic past but more recent formation is scarce. In the laboratory, dolomite 
will not form from its components unless subjected to forcing conditions, such as 
temperatures above 400°C [1]. The question of why older specimens o f dolomite 
abound so copiously, in conjunction with its present-day rarity of formation, is known 
as the dolomite problem [2-4]. An interesting, and related, quirk o f dolomite is its 
defiance o f Ostwald's rule [5], which states that in nature a metastable phase of a 
mineral will form before the stable phase. However, the metastable phase of dolomite 
does not form in nature, but will form in the laboratory at room temperature and 
pressure [6 ]. It is necessary to subject the reagents to low temperature and fluctuations 
in pH in order for the stable phase to nucleate in the laboratory [7].
15
Figure 2.1: Representations o f the unit cell o f dolomite: Left -  hexagonal unit cell, 
right -  primitive unit cell (Ca = blue. Mg = purple, C = green, O = red).
There has been some work on determining carbonate shape due to different types of 
precipitation reactions in the laboratory [8. 9], It was shown that calcite crystal 
morphology was affected by the concentration of sodium silicate present in solution, 
and can also be manipulated by polymers present at the time o f precipitation, or the 
application of templates. It is generally accepted that the morphology o f dolomite 
consists o f the expression o f the predominant (10T4) surface, although other surfaces
are sometimes observed: (1120), (3030) and (1021). Calcite expresses a much wider 
variety o f morphologies [10]. The prediction of crystal morphology has become a 
routine practice in computer modelling [11, 12], and has been widely applied to 
carbonate minerals [13-16], and the effect of impurities thereupon [17].
Calcite and dolomite are the most prolific carbonate minerals in nature, together 
comprising 90% of the carbonate minerals found in rocks [18]. Calcite has been studied 
extensively using various surface analytical techniques, such as X-ray photoelectron 
spectroscopy (XPS [19-22] and, most frequently, Atomic Force Microscopy (AFM) 
[23-30]. In comparison little is known about the surface structure o f dolomite, and 
consequently its reaction to its environment. Some studies have shown that reaction 
rates for dolomite are slower than for calcite, which makes experimental studies of the 
mineral more difficult [31].
There have been a number of computational studies into the carbonate minerals and 
various methods have been used to model calcite and dolomite. First principles 
techniques have been used by Mao [32], and Thackeray [33] among others, both of 
whom used Hartree-Fock methods, Thackeray also using more advanced methods, to 
model the CaCC>3 monomer. This technique has also been applied to the calcite and 
aragonite crystals [34-36], and also to magnesite [37, 38]. First principle calculations 
have also been used to examine calcite-magnesite phase diagrams [39], and stiffness 
values [40]. The aplanarity o f the carbonate group in some carbonate minerals has been 
investigated using first principles techniques, which has been found to stabilise the 
minerals, although by an amount so small that it falls outside of the error margins for 
most empirical potential studies [41]. A precedent has been set for using atomistic 
techniques to study both the bulk properties [16, 35, 42] and the surface structures [14, 
43, 44] of the carbonates. Interatomic potential methods have been used to investigate 
growth and dissolution of various carbonate minerals, focussing on pit formation and 
migration o f ion pairs along steps [45]. Defects in the bulk structure of carbonates have 
been successfully studied [42]. In particular, there has been some previous modelling 
o f some dolomite surfaces [13, 18, 46]. An experimental study of the calcite (l0 l 4 )
surface has shown that there is a 2 x 1 reconstruction of the surface [47, 48], and 
potentials have been developed to incorporate this into the description of carbonate ion 
bending when under-coordinated [49].
Carbonate minerals have been shown to chemically interact with various solvated ions 
and molecules when exposed to aqueous solutions [20, 50-52]. Dolomite and other 
common carbonate minerals, are frequently exposed to aqueous solutions in nature that 
contain many environmentally damaging elements, such as zinc, lead, iron, cadmium 
and nickel [53, 54]. It has been observed that carbonates are important in sulphide rich 
mine tailings [55, 56] where they are observed to trap iron [56, 57]. Luminescence in 
dolomite has been observed as a consequence of iron and manganese impurities [ 1 ]. 
The partitioning of Mn impurities has been studied extensively using experimental 
techniques. Thermoluminescence [58] and cathodeluminescence [59] studies have 
shown that Mn2+ will substitute at both Mg and Ca sites, and Electron Paramagnetic 
Resonance spectroscopy (EPR) has shown that the distribution favours impurities in Mg 
sites [60], the ratio of Ca:Mg site substitution being determined by the environmental
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conditions at the time of dolomite formation [61, 62]. Calcite has been observed to 
contain zoned Pb, Zn, Mn and Fe impurities [54], and Fe has been observed to replace 
Mg in magnesite [63, 64]. Carbonates are also responsible for sulphide removal from 
solution [65-67] and are important in biogeochemical cycles such as the carbon cycle 
[31, 6 8 , 69]. It has been shown that through a combination of processes; surface 
complexation, adsorption and co-precipitation, carbonates help reduce latent acidity in 
low pH waters, such as mine tailings [55]. This low pH causes the release of trace 
elements, such as Fe, Al, Cu, Pb and Zn, into the water thereby polluting it and causing 
environmental damage [55]. Dissolution of the carbonate minerals gives rise to an 
increase in pH [55, 70]. As a consequence, solubility of the pollutant metals decreases, 
it becomes less favourable for them to remain in solution, and precipitation will occur 
[70]. Experimental studies have shown that the sample size of carbonates affects their 
behaviour under these circumstances [71]. It has also been shown that the rates of 
dissolution decrease over time, although overall dissolution rates and mechanisms are 
an area of controversy [71-74]. It is likely that the rate change is partly attributable to 
the observed build-up of precipitates, such as iron hydroxide, on the surface of calcite, 
although this phenomenon is not as readily observed in dolomite [71]. In the case of 
dolomite it is more likely that the rates decrease due to preferential initial dissolution of 
CaCC>3 , and once the source o f CaCC>3 is diminished the rate is influenced more, and 
hence slowed, by the presence o f MgCC>3 [73]. However, the dissolution of dolomite 
has been shown, using vertical scanning interferometry, to involve etch-pit evolution in 
combination with stepwave advancement across the surface [74]. The aforementioned 
properties of cycling and entrapment of impurities are already exploited to some extent 
in industry, and here it has also been shown that particle size is important [75]. 
Carbonates are used to remove Cd2+ from industrial by-products, sometimes to reduce 
wastage [76]. Dolomite is also used in industry for dye removal from waste water by 
entrapment of the dye due to adsorption [77].
Experimental studies have been carried out into the interaction of solvated impurities 
with the surfaces of carbonate minerals during growth. Step-site specificity has been 
observed in the incorporation of Co, Cd, Zn and Ba at the calcite (1014) surface 
through Synchrotron X-ray Fluorescence Microanalysis [78], and AFM confirms this is 
the case for Ba [79], and also for Mn [80]. Boron shows similar site specificity on
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calcite [81], as does Cu2+ [82]. XSW and Surface Extended X-ray Absorption Fine 
Structure (SEXAFS) studies of Co on calcite surfaces have shown that the impurity will 
be displaced with respect to the position of the replaced Ca ion [83]. Surface studies of 
dolomite are rarer, though it has been shown that actinides exchange with Ca on 
dolomite surfaces over a range o f pHs [84].
Many studies of impurities on calcite surfaces have been made using computational 
techniques [43, 44, 85-90]. Previous computational studies of impurities in dolomite 
[46] concentrated on impurity substitution at the bulk and on the common (1014) 
surface [91]. The effect of non-stoichiometry on these substitutions [46] was also 
considered, and diffusion in the bulk was also studied [91]. The impurities studied were 
the divalent cations of Mn, Fe, Cd, Co, Zn and Ni, which are often found to be present, 
along with dolomite, in aquatic environments. The calculated values of the substitution 
energies indicated a strong preference of impurity elements to substitute at Ca rather 
than Mg sites, both in the bulk and at the surface. The segregation energy, however, 
was found to be an important indicator of the preference for substitution at the different 
cation sites. A first-principles study of SO2 adsorption on calcite and dolomite 
structures has predicted a preference for sorption on calcite surfaces. Bulk defect 
calculations have been carried out for calcite, and a range of end-member carbonate 
minerals have been studied [42]. Additionally, disorder and non-stoichiometry in the 
dolomite structure has been studied [18, 42].
It should be noted that most of these computational investigations model the surfaces at 
the point of zero charge (PZC), where there is no ionic mobility at the surface. The 
PZC for carbonates is environment dependent, but for dolomite at average pCC>2 and 
solution concentrations, the value is pH 8  [92]. At pHs other than that of the PZC, the 
surface is charged and compensates by forming an electronic double-layer with the 
surrounding solution, where charges opposite to those found at the surface form a 
charge-compensating layer above the surface. This charge compensation is quickly 
found to become diffuse further away from the surface.
Studies have been carried out on the nature of water at the carbonate-solution interface, 
specifically whether dissociation o f water occurs. X-ray photoelectron spectroscopy
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(XPS), time-of-flight secondary ion mass spectrometry (TOF-SIMS) and Low Energy 
Electron Diffraction (LEED) results have been interpreted to indicate that water will 
dissociate on the calcite surface [29, 47, 93], and dissociated water has been included in 
theoretical surface speciation models for both dolomite [92] and calcite [94]. However, 
there is controversy over the interpretation of these results [29, 95], high-resolution X- 
ray reflectivity measurements, which, it should be noted, are not very sensitive to 
hydrogen atoms, have suggested that at the PZC for calcite there is no dissociation [96] 
and computational modelling o f the calcite ( l0 l4 )  surface has indicated that water
dissociation on the surface is unlikely to occur [97]. Computational studies have, 
however asserted that there is layering of the water molecules up to 10A from the 
surface [98], though this has not been observed experimentally, despite the same 
method showing ordering for other solid-water interfaces (KDP, orthoclase and 
muscovite) [99].
2.3. Solvated Species
The structure of species in solution is of importance in the complexation of these 
species with mineral surfaces, as both the strength of the binding energy between water 
and the solvated species and the solvation energy of the species play a part in the 
propensity for complexation to take place.
There have been a number of studies into the coordination numbers of the hydration 
shell around metal cations, and their vibrations [100-119]. Molecular Dynamics studies 
have been carried out looking at the change in the hydration shell and free energy of 
metal cations on their approach to the calcite (1014) surface [98, 120], and it was
found that there is a large electrostatic free energy barrier that governs the formation of 
innersphere complexes at the surface. This type o f calculation yields important 
information on the incorporation and release of solvated species into and out of 
minerals, through the processes o f growth and dissolution.
In this work, the nature of arsenic species in solution is of great importance when 
considering its interactions with minerals. There have been a vast number of studies 
into arsenic and its compounds because of its impact on human health and the
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environment [121, 122]. Pollution from human activity has elevated environmental 
arsenic levels, increasing their concentrations in areas around industrial plants and 
mines [121, 123, 124].
Arsenic is known to form insoluble complexes with iron, calcium and magnesium, and 
forms a variety of interesting compounds with the transition metals and with organic 
ligands [125]. Organic arsenic compounds have increased in nature due to 
anthropological input. However, important, naturally occurring arsenic species tend to 
be in the form of inorganic trivalent (As (III)) or pentavalent (As(V)) arsenic oxyanions, 
the relative proportions of these being governed by the redox potential and aqueous 
solution pH [121]. It has been determined that AsO(OH )3 is a stronger acid than is 
arsenite As(OH )3  [126]. Arsenate loses its first proton at a pH of 2.25, its second at 6.77 
and its third at 11.6 [126]. Under oxidising conditions, As(V) will predominate, and 
will usually be in the form of either the arsenate molecule, or [As0 2 (OH)2]* [127, 128], 
although the redox potential of As(III)-As(V) is affected by the concomitant presence of 
metal and transition metal ions. For, example the redox reaction between As(III) and 
Fe(III) results in As(V) and Fe(II) [129]. In most groundwaters it is expected that 
As(V) will be the species more strongly sorbed onto mineral surfaces [121, 130].
There have been many studies into the complexation of arsenic species with minerals, 
combining computational and experimental methods [131-133]; the latter both being 
field-based [132, 134] and laboratory studies. The interaction of arsenate with gibbsite 
[135], iron (III) hydroxides [136], and hematite [131] have been studied using 
controlled laboratory techniques, determining the complexation mechanism through a 
combination o f Extended X-ray Absorption Fine Structure (EXAFS) and Density 
Functional Theory calculations. Complexation with Zn and goethite under aqueous 
conditions has also been probed with EXAFS [137]. Fourier Transform Infra-Red and 
semi-empirical calculations have been used to study the structure of arsenate in water 
and at Ca and Al-hydroxide surfaces [138], and the arsenic content in pyrites [139] and 
natural waters [140] have been determined by Inductively Coupled Plasma-Mass 
Spectrometry (ICP-MS) techniques. There have been few studies into the interaction 
between carbonate minerals and dissolved arsenic species. Cheng et al. [141] have 
investigated the incorporation of arsenite (As(III)) on the (l 0 1 4) surface of calcite
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using the X-ray standing waves (XSW) technique, finding that the deprotonated arsenite 
ion will occupy vacant surface carbonate sites, though attempts to reproduce these 
results with arsenate molecules were unsuccessful. A Scanning Electron Microscopy 
(SEM) study on the removal o f arsenate from alkaline solutions indicated that, in the 
presence of dolomite and portlandite, at high pH, an unidentified calcium arsenate phase 
will precipitate out immediately [142]. It has been observed that As(III) may form 
aqueous complexes with carbonate ions [143], however their existence has not been 
conclusively proven and the interaction between carbonate and arsenic species remains 
ambiguous and somewhat unexplored [144]. This point is made eloquently by P. L. 
Smedley and Kinniburgh in their review article of 2002 [121]:
The extent o f  A s(V ) sorption to, and coprecipitation on, carbonate minerals in unknown 
but if  it behaves like phosphate, it is likely to be strongly retained by these minerals and 
this may limit As concentrations in groundwaters from lim estone aquifers.
There are known carbonate minerals that contain arsenates [145]. In 2003 a new 
mineral, sailaufite, associated with calcite and dolomite, and found to grow on calcite, 
was found in the Spessart mountains in Germany [146]. Its idealised composition is 
suggested to be CaNaMn3+3 0 2 (As0 4 )2(C0 3 ).3 H2 0 , and its discovery indicates that 
pentavalent arsenic can interact with carbonate surfaces.
Investigations into the solvated structure of arsenic oxyanions have been carried out 
using experimental [147-155] and computational techniques [156-159], and sometimes 
a combination of both [138, 148]. Many of the experimental studies have concentrated 
on arsenite speciation and vibrational spectra [147, 160], with one study suggesting a 
possibility of arsenite polymerisation in solution [147], were the concentration high 
enough. The concentration of arsenic needed for this polymerisation to occur is stated 
as 2-5.2 mol kg*1, which translates to between 150 and 390 g kg'1. In natural, 
unaffected groundwater, even in areas such as Mexico and the Bengal Basin, where the 
concentration of arsenic is highest, it does not exceed 0.005 g kg*1 [121]. In areas 
affected by mining or application of arsenical herbicides, the concentration has not been 
observed to be higher than 0.8 g kg '1 [161], precluding the possibility of polymerisation 
in natural systems. Further, polymerisation has not been observed in other studies of 
highly concentrated arsenite solutions [149, 155] and has been found to be energetically
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unfavourable in a theoretical study [148], although polymerisation has been observed at 
high arsenite concentrations in hydrothermal waters [151].
The Raman spectra of solvated arsenite and arsenate have been reported a number of 
times [153-155]. Eysel and Wagner [154] give a detailed report of the Raman spectrum 
of the fully deprotonated arsenate ion, gleaning the bond polarisability and Raman 
intensities from their data. A comprehensive report of the Raman spectra of arsenic 
acid, in all its degrees o f protonation, is given by Vasant [153], and is in fair agreement 
with the later work of Eysel and Wagner regarding the spectrum for the fully 
deprotonated ion. Vasant’s second paper reports the force constants and bond orders for 
arsenic acid, which vary from those reported later, though this is probably due to the 
discrepancy in bond lengths used in the calculations.
There have been reports on the hydration numbers and stability of arsenite complexes in 
mixed water-organic compound solutions [149], and the Raman spectra of the solutions 
collected as a function of water activity. Hydration numbers for arsenite were 
determined as a function o f the equilibrium constant for hydration reactions [149], and 
reports a hydration number of 4 to be the most likely, corresponding to a tightly bound 
As(OH)3 * 4 H2O species at ambient temperatures. Results from a combined XAS and 
DFT/MP2 study conflict with this, asserting that 3 rather than 4 water molecules will 
coordinate around the fully protonated, solvated arsenite species [148]. In contrast, no 
data can be found in the literature for the hydration number of arsenate in any form.
Tossell has carried out a number of studies into aqueous arsenic (III) compounds using 
computational techniques [156-158]. Initial work used a low quality basis set and 
Hartree-Fock theory, and the authors chose to scale the vibrational frequencies [157], 
although later work improved upon these methods, using time-dependent DFT and HF, 
and a variety of basis sets, effectively allowing for methodological comparisons to be 
made [156]. Solvation is achieved via both microsolvation, modelling the suggested 
As(OH)3* 4 H2O species of Pokrovski et al. [149], and by use of polarisable continuum 
methods. It was found that the I PCM solvation method used underestimated the shift in 
UV spectra between the gas phase and aqueous species. It was shown in this study that, 
while a smaller basis set was adequate for the description of the uncharged species,
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deprotonated species required a larger basis set to describe them to an acceptable 
accuracy.
An extensive combined experimental and theoretical study of arsenate coordination in 
various environments has been carried out by Myneni and co-workers [138]. IR and 
Raman spectroscopy of solvated ASO43’ were measured and the influence of protonation 
was investigated, with the resulting spectra in fair agreement with earlier studies [153, 
154]. Semi-empirical computational calculations were carried out on the various 
protonated states of arsenate, and up to 4 water molecules were included in the 
calculations to approximate the effect of solvation. The vibrational frequencies derived 
from these calculations were higher than experimental values by as many as 1 0 0  c m 1, 
which is due, at least in part, to the incomplete solvation model. One conclusion 
reached by this study was that the data gleaned from studying the solvated structure of 
arsenate, both alone and complexed with different species, while informative, cannot 
conclusively aid the interpretation of surface-solution interface spectra with a view to 
understanding complexation mechanisms of arsenate at mineral surfaces. Clearly, there 
is here an opening for higher-level, computational studies to give a molecular-scale 
picture of the interaction o f this important semi-metal with prevalent mineral surfaces. 
Further, there is obviously a need for a complete theoretical model for modelling 
mineral-solution interfaces and the molecular scale interactions thereupon with solvated 
species in general.
2.4. Thesis Content
A review of the literature covering the topics pertinent to the study of carbonate mineral 
-  aqueous solution interfaces has highlighted a number o f issues that it is the purpose of 
this work to address. Part of this study extends previous work to look at the complete 
set of dolomite’s morphologically important surfaces, using an improved description of 
the mineral. The influence of water upon substitution energetics is examined, and a 
comparison made of different solvation models. Further, in the interest of devising the 
most realistic model possible, the incorporation of cations at a stepped surface is 
investigated. The results are rationalised in the context of uptake of cations, either from 
solution or from mineral sources, on dolomite crystals.
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The structure of water around solvated pentavalent arsenic species is determined, and 
their interaction with the dolomite surface is probed using computational techniques. 
These studies, using various methodologies, lead to the development of a computational 
model for the investigation of mineral-solution interfaces.
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3. THEORY AND METHODOLOGY
"The belief that there is only one truth and that oneself is in 
possession o f  it seems to me the deepest root o f  all evil that 
is in the world. " Max Born (1882-1970).
A number of computational methods have been used in this study and this chapter discusses 
their details. This chapter presents merely an overview, in the interests of brevity and 
applicability, and more detailed information is available in the literature cited and the 
contents of the bibliography.
Initially, it is important to discuss the foundation upon which these methods are built, the 
Bom-Oppenheimer Approximation. The Bom-Oppenheimer Approximation is the 
fundamental premise upon which most computational chemistry methods are based; 
without it, computational modelling of complex systems would not be possible. At the 
level at which chemists are interested, an atom is comprised of electrons and nuclei, the 
latter of which, in turn, consists of protons and neutrons. The nuclear sub-atomic particles 
can be reduced further into combinations of quarks and anti-quarks. However, for the 
purposes of studying the behaviour of materials, reductionism need only proceed so far as 
protons and neutrons comprising the nucleus, and electrons.
The Schrodinger equation, which relates the wavefunction of a particle to its energy, can 
only be solved exactly for systems with two constituents or fewer, such as the hydrogen 
atom. In order to solve it for larger systems, it is necessary to make approximations. As 
mass of a proton is 1800 times that of an electron, the nucleus of an atom is considerably 
larger in mass than the electrons orbiting it. The velocity of the electrons is also much 
faster than that of the nucleus, so the electrons can respond effectively instantaneously to 
any motion of the larger, heavier nuclei. It follows that the motion of the nuclei can be 
separated from the motion of the electrons, giving us the Bom-Oppenheimer 
Approximation. So, when considering the atomic motion due to atomic interactions, the 
motion of the nuclei can be considered to dictate the motion of the atom, as the electrons
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will so readily respond to the changes in co-ordinates, and the electronic wavefunction can 
be solved for any given nuclear geometry.
3.1. Electronic Structure Methods
3.1.1. Background
Fundamentally, Density Functional Theory (DFT) and ab initio methods, such as Hartree- 
Fock (HF) and post-Hartree-Fock (Moller-Plesset Nth Order etc.) methods, all calculate the 
energy of a system with respect to the electronic density (DFT) or the electronic 
wavefunction (HF, MP2, MP3).
The Schrodinger equation is fundamental in quantum mechanics, and relates the 
wavefunction, 'P, to the energy of a system through the Hamiltonian operator, H. The time 
independent version of the Schrodinger equation is:
ffi¥=  E?¥ (3.1)
where:
h 2 2H  V2 + V (3.2)
2 m
The kinetic energy operator, the first term on the r.h.s. of equation (3.2), contains the mass, 
m, of the particle upon which wavefunction the Hamiltonian will operate and h , which is 
Plank’s constant divided by 2ji. The second term, V, is the potential energy operator, and in 
the application of the Schrodinger equation to chemical systems this describes the 
interaction of the electrons with the nucleus. The application of the Born-Oppenheimer 
approximation allows for the solution of the Schrodinger equation for a certain set of 
nuclear coordinates. From this premise, the ground state energies of each configuration can 
be found through exploration of the potential energy surface of the system to find the 
coordinates that give the lowest energy.
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The energy, then, can be calculated thus:
f 'V'HWdr
:--------* (3.3)
J V  W r
where the wavefunction is integrated over all space. It is not possible to find an exact 
solution for the wavefunction in many-body problems, so approximations must be made in 
order to find the energy of the system and the electronic distribution. The following 
sections explore the different methods used to calculate the energy, either from an 
approximation to the wavefunction or from the electron density of the system. A 
fundamental principle when identifying the best approximation to the wavefunction or the 
electron density is that of the ‘variation theorem’. The variation theorum states that the 
energy of the true wavefunction will always be lower than the energy of an approximation 
to the wavefunction, and so the wavefunction that gives you the lowest energy is the best 
approximation. Variational methods may also be applied to other quantities that can be 
used to calculate the energy, such as the electron density.
In practice, the energy for a given set of nuclear coordinates is broken down into the 
nuclear-nuclear interactions, the interaction between the electrons and the nuclei, the 
Coulombic interaction between the electrons, and the exchange and correlation terms for 
the electrons. The exchange term is a correction to the Coulombic interaction, removing 
the electronic self-interaction and the correlation term quantifies the repulsion between two 
localised electrons in proximity to each other, which results in a correlation of their 
positions.
3.1.2. Hartree-Fock and Post-HF methods
In Hartree-Fock theory, each electron is considered to move in an average potential brought 
about by the other electrons and the nuclei in the system. HF theory is built upon Hartree’s 
variational Self-Consistent Field (SCF) method, where electron-electron interactions are 
ignored and separate Schrodinger equations are written for a series of one-electron orbitals,
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where the effect of the surroundings, i.e.: the other electrons and the nuclei in the system, 
are represented by the average of their potential energy. Fock [1] introduced the 
antisymmetry of the orbitals by writing them as Slater determinants. The initial guess to
Combination of Atomic Orbitals (LCAO), which comprises of weighted one-electron 
orbitals. The one-electron functions in the LCAO are known as ‘basis functions’, and their 
nature will be discussed further in section 3.1.1.4. The Schrodinger equations are solved, 
with the Fock operator incorporated, with each step improving the initial approximation of 
a uniform potential energy until self-consistency is achieved. The Fock operator, F , 
consists of three operators: the core Hamiltonian operator, / / ,  which describes the effect of 
a single nucleus on a single electron; the Coulomb operator, / ,  which gives the average 
potential due to an electron in a specific molecular orbital (MO); and the exchange 
operator, K , which acts upon a specific spin orbital and describes the exchange of the 
electrons in the system:
The HF method neglects to adequately account for the energetic contribution of electron 
correlation, in fact electron correlation is defined as the difference between the total energy 
of a system and the full HF energy. Electrons will, due to their charge, avoid each other, 
which leads to a correlation in their positions at any one instant. In HF, each electron exists 
in an average field of all the other electrons, and the instantaneous nature of the correlation 
effect cannot be incorporated into the theory. This can lead to errors of the magnitude of 
around one electron volt, although in these calculations there can often be a fortuitous 
cancellation of errors. The use of post-HF methods can incorporate correlation effects into 
computational calculations. These methods were not used in the present work, and as such a 
detailed discussion of them will not be included, although further detail can be found in 
Leach [2] and Cramer [3]. Suffice it to say that, in the post-HF Configuration Interaction 
(Cl) approach, various excited configurations (singles -  CIS, doubles -  CID, or both - 
CISD) are included in linear combination with the ground state configuration to give an




improved approximation to the wavefunction, allowing for a description of correlation. 
Alternatively, Many-body Perturbation Theory states that the true Hamiltonian operator is 
the zeroth order Hamiltonian, plus a perturbation times a coefficient, K  that is comprised of 
energies that are the eigenvalues of the wavefunction multiplied by X to various powers, 
which relate to the different orders o f electronic excitations included for the system. The 
HF energy is the sum of the zeroth and first order energies, and improvements to this value 
can be made by incorporating energies of higher orders, leading to, for example, the 
computationally expensive second and third order Moller-Plesset methods (MP2. and MP3 
respectively), among others.
3.1.3. Density Functional Theory
Density Functional Theory (DFT) bypasses the calculation of the multi-electronic 
wavefunction and calculates the system’s energy from its electron density. The theory 
rests, fundamentally, on the building blocks that were laid down in 1964 by Hohenberg and 
Kohn, who linked the external potential and the electron density through a functional of the 
density. They proved that the ground state density uniquely determines all the properties of 
a system, and the global minimum of the energy that is found from the ground state density 
is the ground state energy [4]. Hohenberg-Kohn theory, however, proposes no means of 
calculating the system's properties from the density, i.e.: it suggests no way to derive a 
functional to act upon the density. A year later, Kohn and Sham [5] introduced the idea 
that the electron density of the true system is the same as that of an auxiliary system, which 
contains electrons acting independently, plus a correction term that accounts for the 
exchange correlation potential. The energy functional is given as:
£ [p (r)]  = 7;[p(r)] + f  VrJ r )p (r )d r  + E„ + E Hanm[p( r)]+  £ « [p ( r ) ]  (3.4)
Ts is the independent-particle kinetic energy, a functional of the system's orbitals. The 
second term gives the interaction of the electrons in external potential, Vexh created by the 
nuclei, £// is the electrostatic interaction between the nuclei, Enanreelpir)]  is the Hartree 
electrostatic energy, the Coulombic energy between the electrons, and £ \r [p ( r ) ]  is the
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contribution from electronic exchange and correlation, plus the difference in the kinetic 
energy between the auxiliary and the true, interacting, many-body system. DFT is an 
iterative procedure like HF, but in this case the procedure starts with a guess at the electron 
density over the system, which in turn gives the Kohn-Sham orbitals, from which a new, 
improved density can be calculated.
The Kohn-Sham equations, the solution of which give the individual orbital energies, £/, 
are:
, _ I L
/  M ry \ 
2 -
+ f  ^ d r , + Vxc|r, | ■V',(rl) = £,V',(r1). (3.5)
2 ^  r\ a - \  r \A y
J
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<p„ are the one-electron orbitals that comprise the auxiliary system, spread over M  nuclei. 





Were the exact exchange-correlation term known, the exact energy for the system could 
also be found, so the most suitable form for the exchange-correlation functional is the focus 
of much research [6-13].
The exchange-correlation energy can be assumed to be a functional of either the spatial 
coordinates alone, which gives rise to the Local Density Approximation (LDA), or 
dependant on the coordinates and the gradient of the density, known as the Generalised 
Gradient Approximation (GGA). When applied to a closed-shell system, the LDA is equal 
to the Local Spin Density Approximation (LSDA). Both approximations treat the local 
density as a uniform electron gas, so that the exchange correlation energy is expressed only 
in terms of coordinates. The LSDA splits the electron density in two with respect to the 
electronic spin (as is the case in unrestricted HF methods). Importantly, however, the 
density of the uniform gas is allowed to vary for each value of r. The LDA and LSDA are
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generally found to underestimate exchange and overestimate correlation, leading to over­
bonding in the system. Various GGA approaches exist, and the best method to choose 
between them is through comparison of results from experiment or high-level 
wavefunction-based calculations. Some GGA functionals are gradient-corrected LDA 
functionals, eg: B88 [14] or PW86 [15]; some provide new formulations for the exchange 
and the correlation functionals, eg: LYP [16]. A further development to DFT functionals is 
the use of hybrid functionals. Hybrid functionals approximate the total exchange- 
correlation energy to have contributions from the exact HF exchange energy, calculated 
from the Kohn-Sham orbitals (the non-interacting system of electrons), and from the 
exchange and correlation energies from various GGA or LDA functionals, the particular 
components depending on the choice of hybrid functional. The various coefficients in these 
functionals are parameterised according to a variety of experimental data.
3.1.4. Basis Sets
The electron density of a system is described through the population of basis functions, 
defined in the input for a calculation. In order to calculate the electron density and thus the 
energy of a system without error for a specific functional, it would be necessary to include 
an infinite number of basis functions on each atom. As this is not practically possible, 
approximations must be made, which necessarily introduce some error into the calculation. 
The basis sets must be chosen to minimise these errors in the description of the molecular 
wavefunction. Even approaching a complete basis set is prohibitively expensive, and so, 
energies from QM calculations must be viewed in a relative context in order to have 
meaning. The most common type of basis set is the atom-centred basis set, which was used 
in this study and are discussed below.
There are two main types of atom centred basis functions. Slater Type Orbitals (STOs) and 
Gaussian Type Orbitals (GTOs). Though they provide high-quality calculations of atomic 
and diatomic systems, the integrals of STOs can prove difficult to evaluate analytically for 
more complex systems. It is common practice instead to use GTOs, which are based on
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Gaussian functions, multiplied by integer powers of the coordinates and normalised. In 
Cartesian coordinates, the general form is:
, y , z ) -/• _-«r2 (3.7)
The sum of the integer powers determines the orbital anglular momentum (s, p, d etc.). 
While more analytically convenient, GTOs have the drawback that a single Gaussian 
function is inadequate to describe the shape of an atomic orbital accurately. Unlike STOs, 
GTOs do not form a cusp at the nucleus, instead they have zero gradient at this point (Fig. 
3.1), and they decay too rapidly with respect to radius from the nucleus, as r2 rather than r. 
In general, a linear combination of three primitive Gaussians is required to give as adequate 
a representation of the orbital as a STO. The resulting Gaussian function is known as a 
contracted GTO.
STO v GTO behaviour with radius
—• —STO —• —GTO
1 .2  1
0
0 0.2  0.4  0.6  0.8  1 1.2 1.4 1.6 1.8
r
Figure 3.1: Simplest representation of the shape of a STO and a GTO by plotting the 
behaviour of exponential functions of x , where x = r and x=rz
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The various basis sets available differ in the number of functions they use to represent the 
orbitals in the system. Minimal basis sets, such as STO-3G, STO-4G etc., provide enough 
orbitals to accommodate all the electrons in the atoms and no more. The “3” and “4” in the 
notation denote the number of Gaussians used to form each atomic orbital. To overcome 
some of the limitations of a minimal basis set, such as the inability to describe the 
anisotropy of electron distribution and the limited ability of the orbitals to expand and 
contract, multiple Gaussian functions can be used for each orbital. Doubling the number of 
functions gives rise to a Double Zeta (DZ) basis set, tripling the number yields Triple Zeta 
(TZ), and so on. For larger atoms, the number of functions is sometimes only multiplied in 
this way for the valence electrons, leading to split valence basis sets, such as DZV and 
TZV. Other split valence basis sets are 3-21G, 6-31G etc., where the latter two numbers 
describe the number of contracted and diffuse Gaussians used to form the valence orbitals. 
To better describe the behaviour of orbitals in a molecular environment, it is often 
necessary to incorporate polarisation functions, corresponding to nearby, empty atomic 
orbitals. Diffuse functions can also be incorporated, and are important in accurately 
modelling electron density far from the nucleus, such as that arising from lone pairs. 
Correlation consistent basis sets [17] have also been developed, the aim of which is to 
better describe the correlation energy arising from the valence electrons.
For larger atoms, and to decrease computational expense. Effective Core Potentials, 
otherwise known as pseudopotentials, can be used. These replace the nucleus and the core 
electrons with representative analytical functions, explicitly describing only the outer 
electrons. Pseudopotentials allow for the inclusion of the relativistic effects in the cores of 
large atoms, which can improve results in relation to experiment.
A complication in the use of atom centred basis sets is that changing geometry can 
introduce error, as imposing the basis set of one atom onto another leads to alteration in the 
quality of the basis set for that atom, with the effect that not all atoms are being described at 
the same level of theory, causing discrepancies in relative energies. This is an artefact of 
the necessity of incomplete atomic basis sets, and is known as the Basis Set Superposition 
Error; it results in over-binding in the area in which the basis sets overlap. The BSSE can
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be counteracted by the counterpoise correction method, though this method will always 
overestimate the extent of the BSSE. In general practice, the BSSE is minimised by the use 
of adequately sized basis sets. Alternatively, numerical basis sets are sometimes used, 
which solves atomic DFT equations for the radial part of each AO numerically. This 
allows for the description of the molecule to be analysed with respect to its constituent 
atoms and minimises the BSSE.
3.2. Empirical Potential Methods
Empirical methods are so called because they are, in some way, reliant upon empirical 
evidence, i.e.: they are fitted to experimental data, or to high-level calculations. While DFT 
is an electronic structure method, empirical nature is sometimes introduced into the method 
as functionals are often optimised to experimental data.
3.2.1. Force Field Methods and Energy Minimisation
When modelling large systems, or carrying out long timescale molecular dynamics 
simulations, the computational cost of calculating the electronic wavefunction for each 
component of the system can prove prohibitive. In such cases it is practical to adopt an 
alternative approach, whereby the atoms or ions in a system are treated as indivisible units, 
replacing the calculation of the contributions from subatomic particles with interatomic 
potentials, which describe the interactions of the atom or ion, as a whole, with its 
environment. For static energy calculations, just as in ab initio methods, the total energy of 
the system is calculated with respect to the coordinates of its components. The total energy 
is computed by the addition of the contributions from all the various interactions within the 
system, described by the potentials.
Empirical potentials, implemented in the General Utility Lattice Program (GULP 3) [18], 
have been used in this work for the investigation of impurities at dolomite surfaces. The 
standard practise for creating potentials is to fit different potential parameters to data from
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experiment, and sometimes from quantum mechanical calculations when experimental 
information is unobtainable or incomplete, so that the potential describes correctly the 
behaviour of the system. Potentials need to be tailored to describe the behaviour of systems 
under different conditions, such as at different pressures or different co-ordination 
environments. There are two types of interactions that need to be included in the 
calculation of the energy of a system: the long-range interactions of ions at a distance, and 
the short-range interactions. A discussion follows of the different interactions and the 
various means of calculating their effect on the total system.
3.2.1.1. The Bom Model of Solids
As an introduction to the principles behind interatomic potential methods, it is useful to 
consider one of the oldest and best known models, the Bom model of solids[19]. 
Intuitively, the expression for the potential energy of an ionic, or polar, solid system is the 
summation of the incremental many-body interactions, thus:
Ur.*= u t + 2 2 u «( r ) + • • (3-8>
/ - I  y - 1  i - \  y - 1 * - 1
Equation 3.8 shows the contributions from pairwise and three-body interactions, as well as 
the self-energies of each species, which are equal to zero for forcefield methods. The Bom 
model restricts equation (3.8) to only the two-body interactions, comprised of the attractive 
long-range interactions of the electrostatic interaction, represented by Coulomb’s law, and 
short-range interactions, Vv:
i-l y-l
X X I <7,<7,
VM ) (3.9)
These two contributions will be discussed in the following sections, and the concept 
initiated by Bom will be expanded upon to encompass current methods.
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3.2.1.2. Long-range Interactions
Long-range interactions, as the name suggests, describe the interactions between different 
components of the system over long distances. In an ionic system, these arise due to 
electrostatic interactions of the charged species in the system. The force acting on a point 
charge q, due to the influence of a second point charge qj% at a separation of rip is given by 
Coulomb's law (the first term in equation (3.9)):
^jC oulom b   j  ^  10)
ru
where, k = 1/4ne0, Coulomb's constant, expressed in terms of to, the permittivity of space. 
Coulomb's law is the expression of the fact that like charges repel each other and opposite 
charges attract. The subsequent force acts along a vector between the charges involved, 
and decays inversely with the distance between them. For an infinite system, as created by 
the inclusion of periodic boundary conditions (PBCs), which is the case for all solid-state 
calculations, the Coulomb interaction becomes difficult to evaluate. The system extends to 
infinity in 3-dimensions and it is necessarily the case under these conditions that the 
number of interacting species will increase with distance just as the interactions between 
the charges decay. It is important to calculate accurately the degree to which both of these 
aspects change in relation to each other to determine their contribution to the total energy of 
the lattice. This problem must be dealt with effectively in order to evaluate the long-range 
forces computationally.
For non-ionic systems, the long-range forces comprise of the interactions of permanent 
dipoles or quadrupoles with each other, and with the dipoles that they induce in the species 
with which they interact.
3.2.1.2.1. Evaluating the Coulomb Interaction
The Coulomb interaction, over all the cells in a periodic system, is evaluated differently for 
3-dimensional and 2-dimensional periodic systems. The formulae used for the calculations
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will not be derived here, as these have been extensively discussed elsewhere [2, 3, 18]; 
however an outline of the different methods used will be given. The 3-dimensional 
calculation in GULP uses the Ewald summation[18, 20], and the 2-dimensional case uses 
the Parry summation [18, 21]. In order to sum the Coulomb interaction over 3-dimensions 
using the Ewald summation, conditions of charge neutrality and zero dipole are enforced on 
the system. A Laplace transform is applied to the calculation, and the overall effect of 
these measures equates to imposing a spherical Gaussian of opposite charge on the point 
charges in real space and applying Gaussians of exactly opposite charge to the first set to 
the ions in reciprocal space. The application of an Ewald summation speeds up 
convergence of the Coulomb interaction and removes the problem of conditional 
convergence, where the positive and negative components of the sum are both divergent 
when calculated separately. A correction factor must be included to subtract the interaction 
of each Gaussian with itself.
Original Direct Reciprocal
q
Figure 3.2: Pictorial representation of the Ewald Summation method [22]
It is possible to calculate the Coulomb interaction for a system with a dipole by adding a 
correction factor to the Ewald result. It is also possible to calculate the energy of a system 
with net charge, which can be effected by the addition to the system of a uniform 
background charge of equal magnitude but opposite charge, and subsequent correction for 
this compensatory charge. This allows calculations of charged defect energies using the 
supercell method.
The Parry summation is used to calculate the electrostatic interaction for surfaces, which 
repeat in two dimensions along the x and y directions, having depth in the z direction. This
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entails summing the potential from a series of charged sublattices, which lie in a plane with 
the surface at different values of z, in order to reproduce the electrostatic potential for the 
system [23].
An alternative to the above summations, applicable to systems of any dimensionality, is the 
Wolf summation [24], which sums over pair-wise interactions in real space. The system 
incorporates a method that allows for charge neutrality, once the pair potentials have been 
truncated, and which yields a constant Coulombic value regardless of the order in which the 
pair-wise interactions are included.
3.2.1.3. Dispersion Interaction
The dispersion, or London, force, like the electrostatic energy, is a non-bonded interaction. 
Unlike the Coulomb interaction, it has little effect at very long distances. At intermediate 
inter-atomic distances, however, the dispersion interaction is attractive, and contributes to 
the overall energy of the system. The dispersion interaction is the longer-range component 
of the non-permanent components of the van der Waals’ interaction.
The idea of induced dipoles or quadrupoles arises from quantum mechanics. Electrons in 
their ground state, even at absolute zero, exhibit a zero point energy resulting from 
fluctuations in the electronic density. These fluctuations have a characteristic frequency, 
and result in an electromagnetic wave, or “virtual photon’', analogous to photons 
propagated by electronic transitions between excited states. The field associated with the 
production of these virtual photons is such that it will affect nearby electron clouds, 
polarising them and creating the instantaneous dipole-instantaneous dipole interaction that 
characterises the London force. The resultant interaction is slightly attractive due to the 
small charge differences, and explains the attractive behaviour of the noble gases.
The Drude model for dispersive interaction shows that the energy arising from dipole- 
dipole interactions varies as r?  in 3-dimensions [2]. The related attractive force varies as
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r?  [25]. If dipole-quadrupole and quadrupole-quadrupole interactions are then included, 
the total dispersion interaction is given as:
I j  dispersion ^ 6  _  ~ 8  _  ~ 1 0  / T  1 1 \
u  i i  ft 8  i n  " •  W * 1 1 /
Q 1 |oc r' - '1 0
6 8 10
r 'J h r a
where, C<5, Q  etc. are constants. However, for most systems it is adequate to calculate only 
the first term; notable exceptions are certain metallic systems [26].
3.2.1.4. Short-range interactions
Short range interactions, sometimes referred to as exchange forces, describe the repulsive 
behaviour of atoms or ions at close proximity. These, along with the dispersion interaction, 
are modelled by interatomic potentials, the natures of which vary for different systems. For 
most systems, it is adequate to include terms up to and including four-body interactions in 
order to model it to a sufficient degree of accuracy. There follows a discussion of the 
various different forms of short-range interatomic potentials for two-, three- and four-body 
interactions.
3.2.1.4.1. Two-body Potentials
There are a number of forms available for two-body potentials, which describe the 
interaction of neighbouring species, whether atoms within a molecule or ions. One of the 
most commonly used is the Buckingham potential, which takes the form,
Ur = A exp
p )
+ % .  (3.12)
ru
The removal of the attractive term, which models the dispersion interaction, gives rise to 
the Born-Mayer potential. A, p  and C are parameters that are fitted in order to describe 
correctly the interaction of the two species that are being described, where A can be 
understood to model the effective size of the atom or ion, and p  its compressibility. 
Obviously, C is fitted to model the London interaction accurately. The exponential term
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describes the repulsion between neighbouring species at a distance ry from each other. The 
argument for the exponential form of the repulsive part of the potential is founded in the 
distribution of the electron density. Repulsion between atoms arises from the overlap of the 
electron densities described by the wavefunctions, and the electron densities diminish 
roughly exponentially with increasing distance from the nucleus.
The interatomic repulsion can also be modelled as the inverse of the atomic separation, as 







The Lennard-Jones is sometimes called the “ 12-6'’ potential, because typically m = 12. 
The potential has an attractive tail at long distance but becomes rapidly repulsive at closer 
proximity. Compared to the Buckingham potential, the Lennard-Jones potential better 
describes interactions at very close distances, as the repulsive term rapidly increases for a 
small value of ru. In the Buckingham potential, at very small distances, the dispersive r 6 
term dominates, which can cause the structure to collapse in on itself if a poor starting 
configuration is chosen. However, at reasonable distances the Buckingham potential’s 
exponential term provides a better description of interatomic repulsion.
Morse potentials are often employed to describe the bond stretching between atoms in a 
covalently bonded molecule. It takes the form:
U>i = “  e x p ( -a ( r  -  r,))) , (3.14)
where, De is the dissociation energy and re is the equilibrium bond length. The *a ' 
parameter describes the width of the potential well, and is related to the dissociation energy 
by:
a = Tl2D (3.15)
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The form of the Morse potential describes the fact that it is harder to compress a bond than 
to stretch it and reproduces fairly accurately the behaviour of a bond up to roughly 10 
kcal/mol above the minimum for the bond length [27].
3.2.1.4.2. Three-body Potentials
Three-body potentials are often included when modelling covalently bonded molecules to 
describe the bond-bond repulsion that gives rise to molecular shape, which has been the 
case in this work. They are sometimes also included for ionic materials, to better describe 
the ionic interactions by describing van der Waals’-like contributions due to triplets of 
oscillating dipoles. In this work the three-body potential takes the form:
u tJ=o.5ke( e - e 0)2 (3.16)
where 6 is the angle between the vectors and Qo is the equilibrium value of angle.
3.2.1.4.3. Four-body Potentials
Four-body potentials describe the torsion angle of a molecule. They take a variety of 
different forms, as do the two- and three-body potentials. They describe either the rotation 
of groups around a central bond, or the out-of-plane bending of a planar molecule. The out- 
of-plane four-body potential has the form:
Ul2- k 2d 2 + k4d 4 (3.17)
where d is the out-of-plane distortion.
3.2.1.4.4. Treatment of Polarisability
The most common treatment of the polarisability of atoms or ions is through the use of the 
shell model [28]. Conceptually, the model describes the polarisability of an ion by 
connecting, via a spring, the point charge of the core, which holds all the mass, to a
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massless shell. The core describes the nucleus and inner electrons of the atom or ion, the 
shell describes the outer electron(s), which would be affected by polarisation. The 
coordinates of the shell and the core are allowed to vary separately during the simulation. 
The degree to which the shell coordinate is allowed to vary from the core position is 
constrained by the value of the spring parameter, k , the force constant for the harmonic 
spring. The force constant is related to the polarisabilty, a , through the charge on the shell, 
<75, by the relation:
a  = — , (3.18)
k
The shell and core are assigned separate charges for the purposes of the calculation. For a 
negative ion the core is positive and the negative charge is carried on the shell. For a 
positive ion it can be the case that both the core and shell are positive. There is no 
repulsion between cores and shells on the same atom in such a case as they are always 
Coulombically screened from each other. Most short-range potentials will act upon the 
shell, so that the degree of polarisation becomes dependant upon the immediate vicinage.
3.2.1.4.5. Potential Cut-offs
All potentials used must be truncated, as it is not possible to calculate the potential energy 
for potentials acting to infinity. This is often done by means of a radial cut-off, after which 
interactions between species are ignored. It is important to choose a reasonable value for 
the cut-off, as one that is too small will result in neglect of important interatomic forces, 
and one that is too large will require unnecessary extra computational expense for no 
improvement in accuracy. The inclusion of a radial cut-off will often lead to some degree 
of discontinuity in the energy arising from the described interaction.
Should problems arise as a result o f the use of a cut-off, the discontinuity in the energy can 
be smoothed. One means of achieving this is the use of a shifted potential, where a 
constant term, equal to the value of the potential at the cut-off radius, is subtracted from the
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potential at all values within the sphere over which the potential is calculated. Obviously, 
this method leads to deviation of the potential from its original, fitted value. Additionally, 
discontinuities in the forces, arising from the cut-off, must also be counteracted by the 
inclusion of a linear term to the potential. As such this method is seldom used when the 
calculation of thermodynamic properties is desired.
Alternatively, the potential may be multiplied by a switching function, in order to resolve 
the problem of discontinuity. The switching function takes a polynomial form that acts 
upon distance within the cut-off radius. The inclusion of a switching function can, 
however, affect the value and position of minimum energy structures, and as such is not 
always a viable solution to the problem arising from the use of potential cut-offs.
In preference to the two aforementioned solutions, it is most often the case that the potential 
is tapered between two cutoff radii. The potential acts as usual up to the distance denoted 
by the smallest cutoff. Between this and the larger radius, a switching function is applied 
to the potential. This switching function is such that it varies from 1 to 0 between the 
smaller and larger cutoff radii respectively. The switching function can be tailored to 
ensure that there are no discontinuities in either the energy or the forces deriving from the 
potential to which this method is applied.
3.3. Static Geometry Optimisation Calculations
Geometry optimisations are a family of methods for minimising the energy of a system 
with respect to its atomic or ionic coordinates. The different approximations for deriving 
the energy of the system of interest have been discussed in previous sections. The methods 
are applicable to both geometry optimisation and to simulation techniques like Molecular 
Dynamics, which will be discussed in Section 3.4.
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3.4. Molecular Dynamics
Molecular dynamics is a deterministic statistical technique that allows the modeller to 
sample successive, time-correlated configurations of the system that is under investigation, 
outputting a trajectory for the calculation. The trajectory of the simulation is calculated 
through the integration of Newton’s second law o f motion to give the positions, velocities 
and accelerations as a function of the time. The system can be studied using any of the 
methods mentioned in Sections 3.1 and 3.2. Molecular dynamics calculations can be used 
to glean many different thermodynamic properties about the system by taking the time 
average of the property as a function of the variation in positions and momenta over the 
duration of the calculation. Were the sampling of phase space complete during any 
calculation, these thermodynamic properties would be exact. However, for most systems 
phase space is prohibitively large for complete sampling, so sufficient samples must be 
taken to minimise the errors in the desired quantities. The calculation of the time average is 
mathematically unwieldy, and the use of statistical mechanics allows us to replace it with 
an ensemble average, which is the average over a large number of simultaneously 
considered conformations of the system containing N atoms:
where p are the momenta and r are the positions of the atoms in the system, A is the 
thermodynamic property of interest and p  is the probability of finding a configuration with 
atoms at positions r, with momenta p, known as the probability density. The probability 
density changes form with variations in the ensemble chosen for the calculation.
(3.17)
Molecular dynamics calculations are carried out over a time period divided into a certain 




where M  is the number of steps taken.
The size of the time-step is determined by the timescale of the shortest event that the user 
desires to observe. In the case of proton transfer, which is rather rapid, a time-step greater 
than 0.5 fs can lead to erroneous statistics. The molecular dynamics run must go through a 
period of equilibration, the “equilibration phase”, before the statistics from the calculation 
can be sampled reliably, after which time it enters the “production phase”. Typically, the 
equilibration phase is over, once the property to be varied reaches a roughly constant value.
There are a number of common ensembles used in molecular dynamics calculations, and 
their choice depends on the equilibrium state desired for the simulation. The different 
ensembles, the properties of the system that they keep constant, and the respective 
equilibrium state are all listed in Table 3.1.
Ensemble Name Fixed Properties Equilibrium State
Canonical N, V, T Minimum Helmholtz free E
Microcanonical N, V, E Maximum Entropy
Isothermal-isobaric N, T, P Minimum Gibbs’ function
Grand canonical \i, V, T Maximum P x V
Table 3.1: Molecular dynamics ensembles
In this work, molecular dynamics runs have been carried out using a canonical ensemble. 
The temperature can be kept constant either by directly scaling the velocities at each step, 
or by using the Nose-Hoover method, where the system contains a heat bath with which 
energy is exchanged in order to maintain the temperature.
Aside from thermodynamic properties, molecular dynamics simulations provide other 
useful information about the system. In simulations of liquids it is often desirable to 
understand the ordering of the system, or the number of molecules in the solvation shells of 
a solute, in which case it is useful to calculate the Radial Distribution Function (RDF). The 
RDF gives the average number of particles of a certain type that are present in a shell of
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thickness, dr, at a distance r from the atom for which the RDF is required. The RDF is 
expressed in terms of g(r), the pair distribution function, which expresses the probability of 
finding an atom of a certain type at distance r from the atom of choice, relative to the ideal 
gas distribution, and so gives an indication of the ordering of the species in the system.
3.5. Surface Calculations
Surfaces can either be modelled using a 3-dimensional slab method, or by using a 2- 
dimensional method. The 3D method employs 3D Periodic Boundary Conditions (PBCs), 
enabling non-specialist codes to perform surface calculations. The surface is made up of a 
solid slab that repeats in two directions, and is separated from the periodic image of itself 
by a vacuum gap, which may or may not be filled with some substance. The 3-dimensional 
slab method is used in this study for surface calculations using DFT methods. As with all 
simulations that use PBCs it is important that the repeat cell is large enough so that imaging 
problems do not occur.
The method for studying surfaces using interatomic potentials, in this work, uses the 2D 
method. Surface calculations will be discussed with the 2D method in mind, but the 
methods for 3-dimensions are analogous. By convention in 2D calculations the periodicity 
is in the x and y directions, the z direction describing the depth of the surface. The surface 
is composed of two regions. Uppermost is the surface region, which is allowed to relax 
fully upon geometry optimisation. The lower region represents the effect of the bulk on the 
surface region, and must contain enough atoms to include all the significant interactions 
between the bulk and the surface. The ions within this region are held fixed at their bulk 
positions during the optimisation.
Surfaces are denoted by its Miller indices, or Miller-Bravais indices if an hexagonal unit 
cell is used, which describe the plane through which the bulk structure has been cleaved. 
The surface is further characterised by the shift, which is the fractional displacement of the 
surface from the origin of the initial unit cell. Surfaces with different shifts may have 
different species at the interfacial layer, and the surface energy may vary as a consequence.
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3.5.1. Surface Structure
Surfaces can be classified as one of three types, according to the method of Tasker [23]:
“The surfaces o f any ionic or partly ionic crystal may be classified into three types.
Type 1 consists o f neutral planes with both anions and cations. Type 2 consists o f 
charged planes arranged symmetrically so that there is no dipole moment 
perpendicular to the unit cell. Neither o f these surfaces affect ions in the bulk o f the 
crystal and they should therefore have modest surface energies. The type 3 surface is 
charged and there is a perpendicular dipole moment. These surfaces have infinite 
surface energies (or very large surface energies for finite crystals) and produce a 
polarising electric field on the bulk. An electrostatic argument therefore indicates 
that such surfaces cannot exist.”
The different surface types are illustrated in Figure 3.3. The Type 1 surface obviously will 
have no net dipole, as each layer of ions is charge neutral. The Type 2 surface is a slightly 
more complicated matter. It is formed of layers which, when combined, become charge 
neutral. Consequently, for a given surface there will be shifts that result in a dipole 
moment across the cell, but there will also be shifts where the arrangement of the layers is 
such that there is no net dipole.
A dipole will arise at a surface when the difference between the coordination number at the 
surface and that in the bulk varies for differently charged species [29]. These surfaces are 
classed as Type 3 surfaces. Modelling of polar surfaces can be problematic, as the 
electrostatic interactions between surface layers increase for a polar surface, rather than 
cancelling each other out as they do in Type 1 or Type 2 surfaces. In order to model a polar 
surface it is necessary to remove the charge imbalance, which is achieved by reconstructing 
the surface. An appropriate proportion of the ions at the surface must be moved to the 
bottom of Region 1, and the same proportion then shifted from the Region 1- Region 2 
interface to the bottom of the surface unit. This reconstruction may be done by hand, but 
there are a number of different visualisation packages that facilitate the process. In this
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work, the graphical user interface (GUI) GDIS [30] was used to create, manipulate and 







Figure 3.3: The three different types of surfaces, according to Tasker [23]
Once the surface has been relaxed, it is possible to calculate the surface energy. This is 
defined as the energy required to cleave the surface from the bulk material, and is given by:
U - U > (3.19)
where Us is the enthalpy of the surface region, Ub is the enthalpy of an equal number of 
atoms in the bulk and A is the surface area. Surface energies will be positive, and a surface 
is more stable the closer the value is to zero, ie: the smaller the difference between the 
values o f Us and Ub.
In this work, substitutions o f impurities have been made at the surface. Once a defect 
impurity has been introduced into the surface, the above equation cannot be used to
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calculate the surface energy. Instead, the surface energy must be calculated with respect to 
the enthalpy of the defect in the bulk, Udb-
(3.20)A
The enthalpy of substitution of n defects in the bulk is given by:
V ^ VD~ U e). (3-21)n
where, Uo is the enthalpy of the bulk containing the defect, and Up is the enthalpy of the 
pure bulk. This corresponds to the reaction for the substitution of an impurity, A/22',  for a 
surface cation, M l2 '.
Ml*2* + A/2*2* — A/1*2* + A /2 /* .
Conceptually, the cations are substituting from the gas phase, where they exist at infinite 
separation from the bulk. Under such circumstances, the gaseous ion has no potential 
energy from interactions with the surface, and within interatomic potential methods, the 
cation has no self-energy. As such, the energy of the gaseous ions is neglected in equation
(3.21), and the substitution energy is calculated solely from the difference in the energies of 
the surface unit.
When solvation effects are included into calculations, the substitution equations must 
include the effect of hydration of both the surface and the ions in solution. There are a 




Morphologies are a sensitive indicator of the relative stabilities of surfaces. The 
morphology can be calculated from any of three different quantities: surface energy, 
attachment energy, or dhki ranking. In this study, Wulff plots[18, 31] have been used to 
construct the morphology of crystals using either of the first two quantities. When using 
the surface energy, surfaces with lower surface energies are expressed to a greater extent in 
the morphology; the distance of the surface plane from the centre of the crystal is 
proportional to the surface energy. A morphology constructed from the surface energies is 
known as the equilibrium morphology, whereas that derived from the attachment energy is 
the growth morphology, which is the morphology as controlled by thermodynamic effects. 
The less negative the attachment energy, the more likely the surface is to be expressed, as 
this surface will have the slowest growth. The calculated, equilibrium morphology is 
usually more representative of small, laboratory-grown crystals, whereas the growth 
morphology normally echoes the shape of geological samples.
The attachment energy is calculated using:
x
£ „ ( * « ) - J  £ , ( « / )  (3.43)
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where E,(hkl) is the interaction energy per molecule between a slice, with thickness dhki 
and its /th underlying neighbour. When considering the surfaces solvated under COSMIC 
(Section 3.7.2.7.), the definition of the attachment energy, which is usually known as the 
energy required to add one growth slice to the surface, loses meaning, and consequently 
only equilibrium morphologies are studied in this case.
It is important to note that the crystal morphology is sensitive to environmental factors, and 
can be influenced not only by the surface and attachment energies: The growth media and 




This work is focussed on understanding the interaction of aqueous species with dolomite 
mineral surfaces, in order to clarify the important contributing factors in impurity uptake by 
dolomite. In so doing, a method has been developed that facilitates the investigation of 
solid-liquid interfaces, of the nature found in mineral-aqueous solution systems.
While gas phase calculations provide insights into some of the energetics and 
configurations that are important in the processes studied, the benefit of gas phase 
calculations is limited. Incorporation of solvation into the model can affect the relative 
stability of reactants and products, ultimately affecting the viability of a reaction. The 
inclusion of solvation can also change which configuration of the energy minimised 
structure for molecules and surfaces by stabilizing different geometries with respect to the 
gas phase. Adding solvation to the gas phase calculations increases the computational 
expense of any calculations carried out, so efforts have been made to determine the 
minimum requirement for the adequate description of solvation for the type of system 
studied here. To this end, the effect of solvation has been modelled by using two methods 
in this study; by explicitly describing the solvent molecules (3.4.1) and by using an implicit 
solvation model (3.4.2), which describes the average effect of the bulk solvent on the 
solute. These methods have been used together where appropriate, replacing the less 
influential solvent molecules with a continuum to reduce computational expense.
3.7.1. Explicit Solvation Methods
Explicit solvation methods simulate the effect of individual water molecules on a structure. 
Modelling water involves the investigation of a very complex potential energy surface, with 
numerous local minima, which prohibits static optimisation calculations for all but the most 
simplified cases. In this work, two types of explicit solvation methods have been used: 
monolayer solvation of surfaces and molecular dynamics simulation of water either at the 
surface or using a large box of water that also contains the solute.
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3.7.1.1. Monolayer Solvation
Hydration of mineral surfaces with a monolayer of water is a method that has commonly 
been used to assess the surface structure under solution [32-34]. A monolayer coverage on 
a carbonate mineral surface is considered to be equal to one water molecule per cation site. 
In order to investigate all possible configurations, a number of different, plausible starting 
positions are chosen for the water molecules above the cations. Initially, one water 
molecule is added to the energy-minimised surface structure and optimisation is carried out. 
The configuration with the lowest energy is chosen, and water molecules are added 
sequentially, and the structures optimised, until a full monolayer coverage is achieved. In 
general, the smoother the surface, the easier it is to find a global minimum for the 
configuration of the monolayer.
3.7.1.2. Water Simulation
Molecular dynamics methods, detailed in section 3.2, are often used to sample the many 
possible configurations available in large-scale explicit solvation models. In this study, 
water has been simulated for two different purposes. A 3D box of water has been used to 
solvate a molecular solute, and a QM MD simulation carried out. Similarly, a QM MD 
simulation has been carried out on the solvation of a surface using 3D PBCs. The details of 
these calculations will be given in the following chapters.
3.7.2. Implicit Solvation: Continuum Dielectrics
3.7.2.1. Introduction
Implicit solvation methods have been used for a number of years in order to simulate the 
effect of a large body of solvent on a molecule or cluster in solution [35-39]. The 
continuum model is useful when the solvent molecules do not need to be modelled 
explicitly because they are not directly involved with the processes occurring within the 
system. In such cases, the solvent can be assessed with respect to the perturbations it
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induces in the charge density of the system when compared to the gas phase behaviour, 
which are the average of the effect from all possible configurational degrees of freedom of 
the solvent.
Most commonly, continuum representations of the solvent have been applied to individual 
solute molecules or clusters, and as such much of the following information will be 
discussed with this in mind. Thereafter follows an explanation of the manner in which 
these methods can be modified and applied to systems with 2D PBCs.
3.7.2.2. Theory
The Gibbs’ free energy of solvation is the energy difference between the existence of a 
molecule in the gas phase and the molecule in solution. It can be calculated as the sum of 
contributing energies, thus:
These energies are, respectively, the electrostatic energy arising from solvation, the van der 
Waals' energy, comprising, as we know, of a repulsive and an attractive term, and finally 
the free energy required for the formation of the cavity. The last of these has a large 
entropic contribution due to the requirement for the reorganisation of the solvent molecules 
around the solute. The bracketed term is the contribution from solute-solvent hydrogen 
bonding, should this arise in the system.
The theory behind continuum solvation models stems from basic electrostatics. From 
Gauss' law, the electric field, E, that is generated by a point charge, q, is related to the 




In practical terms, it is more useful to relate the electric field to the charge density rather 
than the point charge. This is possible through the divergent relationship between the 
electric field and the charge:
VE = — . (3.25)
where p  is the charge density and £o is the permittivity of a vacuum.
However, evaluation of the electric field is mathematically complicated because it is a 
vector field, so it is convenient in analytic solutions to replace the electric field with the 
electrostatic potential, <p, which is a scalar quantity, through the relation:
E = -V 0 . (3.26)
The above relationship is used in Poisson’s equation, which describes the electrostatic 
potential within a dielectric as a consequence of the embedding of a charge, at a point, r, as 
a function of the dielectric constant, e, and the charge density:
V20(r) = - 4 'T p(r). (3.27)
£
In the case of continuum solvation, the solute is confined within the cavity, upon the 
surface of which the charge is distributed. The cavity constitutes a region that is discrete 
from that of the solvent medium, which is not described by the solvent’s dielectric constant. 
Consequently, the Poisson equation can be rewritten in this instance so that:
V • [£(r)V$(r)| = -4 jip(r). (3.28)
The Poisson equation must be solved for all continuum solvation models of a non-ionic 
solvent. However, when using continuum solvation to model ionic solvents, it should be
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noted that the system has additional complexity and it is necessary for the potential to 
satisfy the Poisson-Boltzmann equation, which uses the Boltzmann distribution to describe 
the whereabouts of the ions that comprise the solvent. Analytical solution of the Poisson
although the equations can be modified for an ellipsoidal cavity by using the axes of the 
ellipse rather than the radius of the sphere; cylinders can also be used.
The electrostatic contribution to the solvation energy is the work necessary to polarise the 
charge distribution of the species in solution in comparison to the gas phase. The
and the electrostatic potential of the solute, known as the reaction field , according to:
The factor of one half is included because the electrostatic potential and the charge density 
are interacting with each other, and so the electrostatic potential is not external to the 
solute. The first calculation of the electrostatic contribution was derived by the inimitable 
Max Bom, who derived the electrostatic contribution to the free energy of solvation of a 
charge within a spherical solvent cavity in 1920 [19]. Under these circumstances, the 
charge density is uniformly distributed on the surface of the sphere, of radius a, so that at 
any point s on the surface:
The solution for the Poisson equation in this special case gives the electrostatic potential as:
and Poisson-Boltzmann equations is only possible if applied to ideal shaped solute cavities,
polarisation in solution is a result of the interaction between the charge density of the solute
-  f  p(r)<p(r)dr. (3.29)
(3.30)
<Kr) = —f (3.31)
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The combination of equations (3.29), (3.30) and (3.31) gives the polarisation energy in 
solution:
\ eaj lea
The work done for the transfer of the point charge from the gas phase into solution is then 
given by the Bom equation:
Equation (3.33) can be used to calculate the electrostatic contribution to the solvation 
energy through the charge on the ion, q , the dielectric constant, £, and a, the cavity radius. 
The dielectric value of the solvent can be altered within the calculation, so that in effect the 
solvent can be changed. In this work, the only solvent that has been used has been water, 
the dielectric constant of which is 78.4.
3.7.2.3. Simple Models
Bom's work laid the foundation for Kirkwood's work on the solvation of molecules 
consisting of point charges in a sphere [40], and for Onsager to derive the electrostatic 
contribution for a dipole in a spherical cavity [41]:
(2f+l )
(3.34)
Indeed, the Onsager model is implemented in a number of codes as one of the available 
continuum solvation methods. The Kirkwood-Onsager equation (3.34), which relates 
directly to the Bom equation, gives the electrostatic contribution to the solvation energy as 
a function of the dipole moment, although this concept can be extended to incorporate
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multipoles of higher order to increase accuracy, and also to solve the problem that the use 
of the above expression will give zero energy for a solute with no dipole.
The Onsager model can be used to calculate the electrostatic contribution to the solvation 
energy using quantum mechanics by modifying the Hamiltonian to include the 
perturbations induced by the solvent upon the solute. The total Hamiltonian then becomes:
H tot=H 0 + HRF. (3.35)
H0 is the standard gas-phase Hamiltonian and H RF is that of the reaction field [42]:
H R F  ~  A* (2e+\ )&
(3.36)
comprising the dipole moment operator, its transpose juT, and a coupling tensor (in squared 
brackets, wherein 1 is the unit tensor).
The electrostatic contribution to the solvation energy is then given by:
AG- - ( v i f f „ l v ) - ( v 0 l f f0 IV0)-
u
2 a:
2 (e - \)
(2f+l )
(3.37)
The second term involves the gas phase Hamiltonian acting on the gas phase wavefunction. 
Equation (3.37) is solved iteratively to find the wavefunction, as is the case in usual 
quantum mechanical calculations, and also involves another self-consistent iterative 
sequence to solve with respect to the reaction field Hamiltonian. Due to this, the method is 
known as the Self Consistent Reaction Field method (SCRF).
While the Onsager model is still used today, continuum solvation methods have become 
increasingly sophisticated since the initial work in the early half of the last century. There
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is a wealth of literature on this rapidly developing field; consequently, the methods most 
relevant to the work in hand are discussed in detail, and only brief reference is made to the 
alternatives available.
3.7.2.4. PCM and Further Developments
The greatest drawback of the Bom and Onsager models are the cavity shape, which must be 
ideal in order for the posited analytical solutions to apply. The most standard method used 
to define a more realistic cavity shape is the assignment of spheres of an appropriate radius, 
usually related to the respective van der Waals’ radii, to the atoms that comprise the solute, 
such as is used in the Polarisable Continuum Model (PCM) [43]. There are also models that 
assign the surface through isodensities, such as the IPCM, which uses the gas-phase charge 
density, or SCIPCM [44], which alters the surface self-consistently as the charge density is 
calculated throughout the simulation. In all cases where the cavity shape is non-ideal, the 
Poisson equation must be solved numerically.
A standard method of numerically solving for AGei, which was initially introduced in the 
PCM, is to cover the solute surface in small tesserae, each of which contain a point charge 
that is proportional to the electric field normal to that surface segment. In this model, the 
total electric field depends on contributions from two factors: the potential due to the 
solvent and the potential due to the other point charges in different surface segments. The 
method employed in the PCM involves a number of iterative cycles. Initially the gas phase 
charge distribution is taken; from equation (3.25), the electric field is then determined 
normal to the centre of each segment, and then the density of virtual charges on the cavity 
surface is determined using the following relation:
where Ep is the electric field, normal to the surface, in vacuum. The virtual point charges at 
the centre of each segment, /, are then found by using the relation:
(3.38)
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q,= o(s),A Sr (3.39)
These point charges are used, in turn, to give a value of the electric field deriving from the 
surface charges, which is calculated as the finite difference between the electric field at 
the surface vector, and at a point normal to the surface at an increment, Sj, from the surface 
within the cavity. The method must include here calculation of the self-polarisation of the 
surface charge at each point on the surface, as the finite difference method for the 
evaluation of the electric field at each point must exclude the point charge to avoid 
divergence. This is determined using Gauss’ theorem, which gives the electric field due to 
a surface element, but this method includes neither the effects of the curvature of the 
surface segments nor the perturbations of the charge density within the segment, both of 
which necessitate the incorporation of correction factors. This additional contribution to 
the electric field is subsequently used to give an improved value of the charge density:
a ( 5 ) = + E " ( 3 ' 4 0 )
The process is repeated until self-consistency is achieved. The final set of point charges 
give rise to a new approximation of the charge distribution through the solution of the 
modified Hamiltonian, which incorporates the electrostatic potential derived from the 
surface charge:
H - H 0 + h,  (3.41)
The new value of p  is subsequently used in a new iterative cycle, until convergence is 
achieved.
Another variant on the PCM is IEF-PCM [45, 46], or Integral Equation Formulation PCM. 
IEF-PCM and CPCM both use operators that relate to the electrostatic potential rather than
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the electric field [47], which decreases the magnitude of the error arising for the solute 
charge distribution partially lying outside the cavity.
3.7.2.5. Conductor-Like Models
The electrostatic potential will vary through the solvent, which is difficult to represent 
when using the segment / point charge approach outlined above. In the PCM, formulae 
have been derived that compensate for these tails of charge distribution. A variant on the 
above approach that addresses the aforementioned problem is to treat the solvent dielectric 
as a conductor, as conductors have an infinite dielectric constant and thus they have no 
electrostatic potential. Once found, the surface charges are scaled by the Onsager factor for 
the reaction field, 2(e-l)/(2e+l), to incorporate the dielectric nature of the solvent. There 
are two implementations of this method in use, the Conductor-like Screening Model, 
COSMO [48] and CPCM [49], the latter an application of the concept to the PCM method. 
The conductor approximation is beneficial in the respect that it removes the necessity for 
iteratively solving the charge density with respect to the electric field. COSMO uses a 
slightly different formulation from PCM in the construction of the cavity surface; the 
solvent accessible surface (SAS) is created from the assignment of overlapping spheres as 
in PCM, but an additional exclusion zone is added, which describes, and has the magnitude 
of, the effective radius of the solvent molecules. The points on the surface are assigned by 
the projection onto the system of an atom-centred icosahedron, and the number of points is 
then increased by iterative triangulation until the desired number of points is achieved. The 
points are, subsequently, grouped into segments, and at long range the interactions between 
segments, rather than individual points, is calculated. An additional term, which is usually 
derived empirically, is then subtracted from this total radius, and accounts for the location 
of the solvent screening charges away from the centre of the solvent molecule.
3.7.2.6. Alternative Methods
There are alternative methods for the application of continuum solvation; however, as they 
were not used in this work they will be addressed only briefly. Poisson’s equation and the
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Poisson-Boltzmann equation can be evaluated directly through imposing a 3-dimensional 
mesh on the system. Values for the electrostatic potential and dielectric constant are 
assigned to each grid point, a low dielectric constant (usually 2-4) being assigned to the 
cavity space. The charge associated with any point is distributed over the 8 surrounding 
grid-cubes; the closer the cube to the point the higher the proportion of the charge that is 
allocated to that cube. The charge electrostatic potential for each cube is the solved 
iteratively, with each cube interacting with its surroundings, until a stationary point is found 
for the potential.
The Bom model has been extended to the Generalised Bom model, which is applicable to 
non-ideal solutes. The electrostatic contribution to the solvation energy is calculated as a 
combination of the Coulomb energy and the Bom free energy of solvation. The former is 
determined by the partial charges on the solute’s atoms; however, determination of the 
latter is more complicated. Effective Bom radii are assigned to the atoms within the solute 
molecule by solving the Poisson equation for each atom. Thus, the polarisation energy for 
the atom is found by solving a radial integral over a system of spheres that radiate from the 
centre of each atom until the entire molecule is enclosed in the final sphere, and thereafter 
analytically solving the Bom equation for a sphere containing the atom’s partial charge. 
The polarisation energy for the atom is used to assign the effective Bom radii for the 
solute’s atoms, which can then be used in the Generalised Bom equation to find AGeu
The Generalised Bom model uses partial charges and so is directly applicable to force field 
methods. Some force field methods approximate that the solvation energy can be 
determined by the exposed surface area ([50], and references therein). The other models 
discussed above can also be modified for use with either force field or semi-empirical 
methods.
Some of the above methods allow for the calculation of the dispersive-repulsive and 
cavitation contributions to the solvation free energy within their formulation. It is possible 
to incorporate these contributions into the Hamiltonian at the same time as the electronic 
contribution [47], but it is more common for them to be assessed classically [51]. The
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cavitation energy can be assessed by the application of formulae, which relate the energy to 
the cavity volume, developed from the examination of the solvation energies of the noble 
gases, for which the energies arising from polarisation can be assumed to be minimal[52, 
53]. To calculate the dispersion-repulsion term, data from gas phase calculations can be 
used to assess the polarisabilites of the solute and solvent separately [54]. It is possible to 
calculate the non-electrostatic contributions using one scheme only, which relies on the 
area of the SAS and the characteristic surface tensions of the various groups comprising the 
solute. The non-electrostatic contribution to the energy is then found by summing over the 
surface tension multiplied by the accessible area for each group. The surface tensions can 
either be taken from a database of values determined empirically, or they can be calculated 
as a function of solvent properties, as in the SMx models [50] and COSMO-RS (COSMO 
for Real Solvents) [55]. Despite its apparent improvements, COSMO-RS was not used in 
this work, as it has not been implemented in Gaussian03, the code used for the majority of 
the QM calculations.
3.7.2.7. Surface Solvation
In this work, a new implementation of continuum solvation, COSMIC [56], has been used 
to assess surface solvation, using 2-dimensional PBCs. This model is based on the 
approach of COSMO, although the approach has been developed for force field methods, 
so the atom charge-atom charge interactions are described by the interatomic potentials and 
need not be calculated within the solvation model, and there are some important differences 
in the implementation. In order to reduce symmetry-breaking forces on formulation of the 
points, a starting polyhedron of octahedral shape is chosen. Additionally, upon relaxation 
the number of points at the surface may change as the accessible surface area for each atom 
varies. To avoid discontinuity at the surface, a weighting function has been introduced for 
each point, which depends on a unit switching function of the distance between surface 
points. This weighting factor is incorporated into the matrices that describe the Coulombic 
interaction between surface points and the interaction between each point and the charge on 
the atom to which that sphere belongs. The latter Coulombic interaction is then assessed 
using the Parry summation, as with any 2D surface calculation, to account for the
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conditional convergence. However, for the point-point Coulombic interactions another 
strategy is needed, because the requirement of charge neutrality for the Parry summation is 
not fulfilled under these circumstances. For this reason, the Wolf summation technique 
[24] has been used, which sums over real space and avoids the difficulty of fulfilling charge 
neutrality. A further modification is needed in the periodic system, to avoid the formation 
of a charged system, which will usually arise due to the induced charges at the surface. The 
implementation for COSMIC, then, applies the weighting factors, w„ already defined for 
the matrices that describe the Coulombic interactions of the charges, to the surface point 
charges, q , yielding COSMIC induced point charges:
q = q - w d o , )
d ^ )
(3.42)
Here, w, is the vector for all the weights of the point charges on the SAS. This results in 
the desired charge neutrality at the SAS.
3.8. Conclusions
In this chapter, the basic theory behind the research presented in this thesis has been 
described. The remainder of the thesis describes the results obtained using these methods, 
and gives a detailed description of the methodology for each section. Chapter 4 reports the 
results of empiricial calculations on morphologically important dolomite surfaces under 
vacuum, chapter 5 reports similar calculations and the effect of different types of solvation 
on the results and chapter 6 gives the results of QM calculations on the most predominant 
dolomite surface, and its interaction with complex impurities.
Overall, the thesis reports the application of the various methods detailed in this chapter to 
a complex chemical system, and evaluates the appropriateness of each method to the given 
task.
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4. SURFACES AND SURFACE IMPURITIES: RESULTS OF METAL
SUBSTITUTION REACTIONS
“ The power o f  any springy body is in the same proportion 
with the extension. ” Robert Hooke, 1676.
The energetics of impurity incorporation into dolomite surfaces are important in 
understanding the mechanisms through which metal pollutants complex with the mineral in 
nature. In order to look at the various contributing factors that determine metal uptake at 
the mineral surface, the surfaces have been modelled under dry conditions initially, and 
subsequently were modelled using two methods of solvation: monolayer solvation and 
COSMIC implicit solvation. This chapter describes the interatomic potential methods used 
to probe the thermodynamic element of impurity substitution into dolomite surfaces.
4.1. Methods and Parameters Used
The calculations were carried out using interatomic potential methods, using the GULP 
code [1], and the surfaces were modelled using 2-dimensional PBCs. In this study, impurity 
substitutions have been investigated on the morphologically important (10l4), (1120), 
(3030) and (1021) surfaces, the latter of which is a polar ‘type 3’ surface [2]. In the case of 
the polar surface, the surface was reconstructed to remove the surface dipole. In nature, 
either a reconstruction would occur, or the polarity of the surface would be quenched by the 
formation of an electrical double layer. The reconstruction method, used in this study, 
involved moving the required number of units from the surface to the region 1-region 2 
interface, and moving an equal number of the same units from the interface to the bottom of 
region 2. The units moved, in the case of the polar surface reconstruction, possess charge 
of the nature in excess at the bulk-terminated surface. Surface super-cells were used to 
avoid defect self-interaction across the periodic boundary, and to facilitate study of the 
effect of relative substitution site on the energy of substitution. The super-cells contained 
the same number of formula units for each surface, so that there were 24 cations on each 
surface repeat unit, allowing for direct comparisons to be made when individual
84
substitutions were made. The exception is the (1021) surface, where a 2x1 surface supercell 
was used, such that after reconstruction there were 3 possible surface sites for cation 
substitution. The sizes of region 1 and region 2 in the 2D surface block were converged for 
each of the surfaces studied, such that increasing their size had negligible effect on the 
surface energy. The size of region 1 was converged at 14.4 A for the (1014) and (1120) 
surfaces and at 16.7 and 16.1 A for the (3030) and (1021), regions respectively.
The most morphologically important surface is known to be the (lO l4) surface [3], and as 
such it has been the focus of extra study. It is well known that real surfaces contain many 
defects such as steps and islands, which disrupt the perfect terrace termination in the 
surface plane [4]. To incorporate surface defects into the model, steps were created on the 
morphologically important (10l4) surface. The method used was similar to that used to 
reconstruct the polar (1021) surface, however, in the case of step formation, charge neutral 
units were removed to the bottom of the surface block. The size of the terrace and trough 
created were converged so that the step edges would not interact.
Impurity cations were substituted on each non-polar surface, at calcium and magnesium 
sites. The impurities studied were Fe2+, Zn2+, Co2+, Cd2+, Mn2+ and Ni2+, all of which are 
found alongside dolomite in aqueous environments, and which form end member carbonate 
minerals. Single and multiple substitutions were made, and substitutions were made at both 
calcium and magnesium sites together as well as separately. The stabilities of the various 
possible terminations for the polar surface were compared, and impurity substitutions were 
made on the lowest energy termination. Due to the surface cuts, only one type of cation is 
exposed at the surface for each termination of the (1021) surface. Prior to carrying out 
substitutions at cation sites on the stepped (lO l4) surface, the energetics of the different 
terminations was investigated. In order to understand the differences in stability between 
the stepped surface and the terrace, the most stable step configuration was investigated. The 
most energetically favoured configuration has an acute carbonate termination combined 
with a calcium ion termination, which is discussed in more detail below.
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The surface energy, or energy per unit area required to form the surface from the bulk, is 
calculated as follows:
y = (4.1)
where Us is the energy of region 1, Ub is the energy of an equal number of atoms in the 
bulk and A is the surface area. Surface energies will be positive, and a surface is more 
stable the closer the value is to zero, ie: the smaller the difference between the values of Us 
and Ub.
Once an impurity has been introduced into the surface, equation (4.1) can no longer be used 
to calculate the surface energy. Instead, the surface energy must be calculated with 
reference to the enthalpy of the defect in the bulk, Udb'.
Us- ( U b + Udb)
A
where, Us is the enthalpy of atoms in the surface region, Ub is the enthalpy of the same 
number of atoms in the bulk and Udb is the enthalpy of the defect in the bulk.
For substitutions at the surface under vacuum, the impurity cations are considered to come 
from the bulk end-member carbonate. So, the reaction for the substitution of a divalent 
impurity cation, M2, at a Ca or Mg site, denoted by M l, on the dolomite surface is given 
as:
^  W  + ^  M  2 C O '  +  U M  I C O ,  • ( 4 - 3 )
UMxco,ls enthalpy of one formula unit of an end-member carbonate mineral.
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The enthalpy of substitution for the above reaction is found using:
U _ iUs“" Us^ ) *  lco> Um 2co' )  ^ ( 4  4 )
where £/ is the total enthalpy of the system with n substitutions at the surface, and 
Us is the total enthalpy of a pure system of the same size, UMXCO? is the enthalpy of one
formula unit of calcite or magnesite, depending on which cation is replaced at the surface, 
and uM 2co, is the enthalpy of one formula unit of the carbonate mineral that corresponds to 
the impurity cation. For the calculation of the enthalpy per cation of multiple substitutions 
at both Ca and Mg sites, equation (4.4) can be modified, thus:
U  -  ~ ) + ( { n C a ^C a C O ,  + ) ~ n Ca+M g ^ M  2CO, ) ^  ^
Subs
n Ca+Mg
where rtca is the number of substitutions at the Ca site, likewise n\fg is the number at the Mg 
site, and nca~\ig is the total number of substitutions at the surface.
Addition of a monolayer of water to the surface was attempted for all the non-polar 
surfaces, using the method outlined in section 3.7.1.1 There is a propensity for getting stuck 
in local minima for monolayer coverage on surfaces, which is in proportion to the surface’s 
roughness; the rougher the surface, the more difficult it is to find a good starting 
configuration for the water molecules that will minimise readily. The (1014) surface is the 
least bumpy of the surfaces studied and a global minimum was achieved. However, for the 
other surface too many local minima existed for a satisfactory stationary point to be found. 
The energy for the surface with a monolayer is given by the difference between the 
enthalpy of the surface with n water molecules and the dry surface plus the same number of 
water molecules in the gas phase [5]. It can be calculated using the following formula:
U% ~( uh + nUHO )
YML -  — ■ - 1   ....... ^ , (4-6)
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where UH,o{l) 1S potential enthalpy of n water molecules forming the monolayer, which
is equal to the condensation energy for that number of water molecules plus the self energy 
of the same number of water molecules. To remain self-consistent this value is taken from 
the work of de Leeuw and Parker [6], from which the parameters for water have been 
taken. When calculating the energy of substitution of an impurity at the hydrated surface, 
the energy of formation for the aqueous species must be incorporated, thus:
E ( 4 J )
c u h s  uv*/ * V * /
In the formula above, A /^'denotes the impurity cation and M /2~is the initial surface cation, 
either calcium or magnesium. The quantity AhydG° is the Gibbs free energy of hydration of 
the ion, calculated from experiment [7].
The carbonate potential and its interaction with calcium were those of Rohl et al. [8], which 
have been used to model accurately the surface reconstruction of calcite. This potential 
describes the polarisability of the oxygen ions using the shell model [9]. These potentials 
can be modified easily for use with the other carbonate minerals through combination with 
the potentials of Fisler et al. [10] to gain the cation-carbonate oxygen potential. Cation- 
carbon potentials (Table 4.1) were determined through scaling the A parameter of the Bom- 
Mayer potential for the Ca2+-C interaction from Rohl et al. [8] with respect to variations in 
ionic radius [11], a method that has been employed previously with success to derive 
potentials for ions of varying size [12]. The exception was Mg2+-C interaction, which 
given its importance in the dolomite structure was varied to optimise lattice parameters and 
bulk modulus of dolomite and magnesite (MgCCh). It was found that the magnitude of the 
A parameter of the cation-carbon potential contributes minimally to the energy of the total 
system and as such varying its value has little effect on the bulk and surface structures 
studied, as the cation-oxygen potential dominates. Water potentials were those of de 
Leeuw et al. [13], and modified by expressing the Coulomb term as a Morse potential for 
compatibility with the program used for calculations, GULP 3 [1]. The cation-Owater
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potentials for the impurity cations were scaled from the cation-Ocarbonate potential as 
described in Wright et al. [5].
Table 4.1: Bom-Mayer Potentials used in this work
Bom-Mayer Potential: Ur = A tx p
v p ,
A/eV p/ A Cutoff/ A
Ca core C core 120000000 0.12000 10.0
Mg core C core 26164795.4 0.12000 10.0
Fe core C core 90909090.91 0.12000 10.0
Cd core C core 117575757.6 0.12000 10.0
Mn core C core 98181818.18 0.12000 10.0
Ni core C core 100606060.6 0.12000 10.0
Zn core C core 89696969.7 0.12000 10.0
Co core C core 95757575.76 0.12000 10.0
Fe core Ow shell 1550.1075 0.26507 10.1
Cd core Ow shell 3117.3763 0.25630 10.1
Mn core Ow shell 1440.6645 0.27268 10.1
Ni core Ow shell 1176.7798 0.26661 10.1
Zn core Ow shell 741.1401 0.28910 10.1
Co core Ow shell 788.8089 0.28630 10.1
4.2. Results and Discussion I: Substitutions on Dry Surfaces
This section details the results of calculations on pure and defective surfaces of dolomite 
under vacuum conditions. The suitability of the potential parameters described in section 
4.1 is demonstrated by comparing the calculated cell parameters and bulk moduli of 
dolomite and other end-member carbonates with those obtained from experiment. The data 
(Table 4.2) show that the potentials are able to reproduce the bulk properties of dolomite,
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with agreement between lattice parameters being very favourable, lying within 0.7% of the 
experimental values. Calculated data for the other end member carbonates (Table 4.3) are 
also in good agreement with experiment and thus the potentials are suitable for simulating 
carbonate-metal interactions.
Table 4.2: Bulk properties of dolomite
Literature This work
Bulk Modulus / GPa 
a,b / A 
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The optimised structures of the non-polar surfaces are shown in Figure 4.1. The relaxed 
surface energies of the dry surfaces are given in Table 4.4 and show that the most stable 
surface is the (10l4), followed by (1021), (3030) and then the (1120) surface. This follows 
similar trends to those previously reported [13], although the magnitude of the surface 
energies is slightly lower, and the relative stabilities of the (1021) and the (3030) surfaces 
are reversed, so that two of the terminations of the (1021) surface are more stable. The 
relaxation of the (3030) surface involves distortion of the planar carbonate ion in order to 
stabilise the surface, and this out-of-plane bending is more restricted by the present 
potential model, which gives a better description of the carbonate ion in under-coordinated 
environments [8 ]. The potential was optimised to describe the carbonate ion both in the 
bulk and in under-coordinated environments such as surfaces, and is the first potential to 
give the correct ordering for the possible geometries for the CaCCh monomer, such that the 
C2v geometry is lower in energy than the C3V [8 ]. As a consequence of this improved 
description, which keeps the carbonate ion more rigid with respect to torsion than previous 
models, the (3030) surface, in which this distortion of planarity is of greater import than at 
the (1 0 2 1 ) surface, will be less stable in comparison.
Table 4.3: Structural and elastic properties for the end-member carbonates from both 

















CdC03 1 0 0 97 4.90, 16.39 4.88, 16.41 3.34 3.36
C0 CO3 124 123 4.67, 14.89 4.64,14.88 3.18 3.20
FeC03 117 1 2 0 4.73, 15.25 4.70,15.25 3.22 3.24
M nC03 108 107 4.78, 15.56 4.76,15.57 3.26 3.27
N iC03 131 137 4.64, 14.73 4.61, 14.72 3.17 3.19
ZnCC>3 123 1 2 2 4.67, 14.88 4.64, 14.88 3.19 3.21
*[14]
[10] and references therein
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Table 4.4: Surface energies for (1014), (1120),









Figure 4.1: Surfaces viewed from above, (left to right) (1014), (1120) and (3030) 
[Red = Oxygen, Green = Carbon, Purple = Magnesium, Blue = Calcium]
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+  0.0000 
— 0.1218 
— 0.3718
Figure 4.2: Possible cuts on the (1021) surface
In the case of the polar surface, 4 possible different cleavage planes were found. These 
result in 4 different terminations (Figure 4.2): the calcium-terminated surface (0.000), the 
carbonate-over-magnesium terminated surface (0.1218), the magnesium terminated 
(0.3718) and carbonate-over-calcium terminated (0.6282). All of these terminations are 
polar and must be reconstructed prior to relaxation. There are three possible ways of 
reconstructing the surface within the 2x1 repeat unit, moving surface ions either in a 
triangle, denoted as A. in a line parallel to the repeat unit boundaries, B, or in a diagonal 
across the cell, C. The combination of these different surface terminations and 
reconstructions were investigated, and the calculated surface energies are reported in Table 
4.5. The combination that yielded the lowest surface energy was selected, being the 0.1218 
shift and reconstruction B. The 0.3718 shift combined with reconstruction A was also 
found to have a low surface energy, and investigations were also made upon this surface, so 
that terminations both with a carbonate at the surface and a cation at the surface were 
studied.
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Table 4.5: Surface energies of the different reconstructions for the (1021) surface
Reconstruction Yo.ooo / Jm 2 Yo. 1218 / Jnf2 Yo.3718 / Jm 2 Y0.6282 /  Jm'2
A - row 0.82 1.02 0.99 0.92
B - line 1.01 0.77 0.87 1.00
C - line2 0.98 0.80 0.79 0.83
T a b le  4.6: E n th alp y  d ifferen ce  b e tw e e n  th e pure su rface  and th e  d e fe c t iv e  su rface , in e V
Im purity C a (1120) C a (1014) C a (3030) M g (1120) M g  (1014) M g  (3030)
Ni -3.59 -3.11 -3.52 -0.57 -0.65 -0.59
Co -3.07 -2.61 -3.00 -0.08 -0.10 -0.08
Z n -3.04 -2.59 -2.98 -0.06 -0.07 -0.06
Fe -2.71 -2.32 -2.56 0.22 0.32 0.42
M n -2.14 -1.80 -1.96 0.73 0.93 1.03
C d -1.28 -1.05 -1.08 1.47 1.92 1.97
When comparing the relative energies of the surfaces with and without impurities, a pattern 
emerges (Table 4.6). The energies are calculated by subtracting the total energy of the pure 
surface block from the total energy of the surface block containing the cationic defect. The 
calculations containing impurities at surface calcium sites were found to be consistently 
lower in energy than the respective pure surface cell, in accordance with earlier work on the 
(1014) surface [18]. In addition, the degree of cell stabilisation varies with ionic radius of 
the different cations studied, thus: Ni2+> Co2+ > Zn2+ > Fe2+ > Mn2+ > Cd2+, adhering to an 
inverse relationship between cationic radius and a lowering in energy of the surface, which 
follows the pattern observed in previous studies of defects in calcite in the bulk [10, 19]. It 
was found that this stabilisation was evident whenever the ionic radius of the impurity 
cation was smaller than the substituted cation. So, there is stabilisation for substitutions at 
Mg sites for Ni, Co and Zn, because they have similar ionic radii to the Mg cation, and
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stabilisation for all the impurity ions at Ca sites, as they all have smaller radii than the 
divalent Ca cation. Figure 4.3 shows the substitution energies for the surfaces studied, 
calculated according to equation 4.4. As shown, the dependency on the ionic radii 
disappears when considering the exchange of cations in a solid solution, except for 
substitutions at the calcium site on the (1021), which are unfavourable. The trend is 
inverted for the (1014) surface, but the substitution enthalpies are also positive for these 
substitutions.
It is evident, from examination of Figure 4.3, that Cd and Mn substitutions are most 
favourable at Mg sites on the (1120) surface, and that these ions will also favourably 
substitute at the Ca site on this surface. Additionally, Zn has a very slightly negative 
substitution enthalpy for this surface at the calcium site. The substitution of zinc at 
magnesium sites is also very slightly favourable for the (3030) and (1014) surfaces. The 
preference for Mn to substitute predominantly at Mg sites in dolomite, but also to substitute 
at Ca sites, has been observed experimentally [20, 21], supporting the findings in this study. 
The (1021) surface is not predicted to interact with the impurities according to the model 
used. The values shown for this surface are for substitutions at the most favourable sites, as 
the surface Mg sites on both terminations are inequivalent due to the reconstruction. The 
structures of the surfaces are illustrated in Figure 4.4 and Figure 4.5. For the 0.3718 
termination, the magnesium ions sink into the surface on relaxation, resulting in significant 
stabilisation of the surface, reflected in the 2 eV difference in surface energies between the 
relaxed and unrelaxed structures. There is a slight preference for substitutions at site 1 over 
the other two sites. Analysis of the surface geometries shows that this magnesium cation is 
the least tightly bound of the three, with the largest M g-0 distances for its nearest carbonate 
ion. The 0.1218 termination has carbonate ions directly on the surface, which cover the 
surface magnesium ions. It was found that the energies of substitution at sites 1, 4 and 5 
were energetically favoured by 1 eV over those at the other 3 sites, and that the 
substitutions in these two groups of three had equivalent energies. The trend was not, as in 
the case of the 0.3718 termination, due to the interatomic distances between the Mg ions
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and O atoms, but rather it was due to the Mg-C distances. The sites with Mg-C > 2.6 A 

















Impurity Cation (in order of increasing size)
(10.4) Ca -  -(10.4) Mg —A— (11.0) Ca - -A --(11.0) Mg
(30.0) Ca - - ( 3 0 . 0 )  Mg -  ■+— -(10.1)_0.3718 Mg — -(10.1)_0.1218 Mg
Figure 4.3: Substitution energies for dry dolomite surfaces
Table 4.7: Average cation-nearest neighbour distance
Surface Average Average





Figure 4.4: View of the relaxed reconstructed (1021)03718 surface from
above
The trend in substitution energy for each non-polar surface can also be explained somewhat 
by the surface geometries: the distance between the cation and the atoms in its immediate 
vicinity (Table 4.7) and the differences between pure surfaces and those containing 
impurities. The (1120) surface is substituted most favourably for Co, Zn, Mn and Cd. The 
structure of the (1120) surface is the most open, the carbonate ions do not distort over or 
around a surface cation due to the surface structure. As can be seen from Table 5, the 
(1120) surface is the most open, especially with respect to the magnesium sites. This has 
the most importance for the larger cations, and is an explanation for the more negative 
substitution energies for this surface. The (3030) surface undergoes changes in the 
orientation of alternate surface carbonate ions near the impurity cations introduced at 
calcium sites, which leads to a lowering of the surface energy. The extent of this re­
orientation is far less at magnesium sites, where substitutions at the more open (1 O l4) 
surface are preferable to those at the (3030) surface for the larger cations. When multiple 
substitutions were made at each surface, it was found that there was no marked preference 
for substitution site for impurity cations relative to each other.
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Figure 4.5: View of relaxed (1021) 0.!2 i8 surface from above
4.3. Stepped surfaces substitutions
Steps were made on the (lO l4) surface by creating a 2 x 2 supercell and displacing charge 
neutral units from the surface to the bottom of the simulation block. The most favourable 
step termination was found to be an acute termination for the carbonate ion at one edge and 
calcium ions at the opposite edge (Figure 4.6), for which the surface energy was 0.02 Jm'2 
more stable than the corresponding obtuse terminated structure. This acute terminated 
configuration was used for the rest of the study into the behaviour of defective surfaces. 
This finding is in contrast to a recent study using the rigid ion model [22], which found that 
for calcite the obtuse termination was very slightly (0.04 eV) more favourable than the 
acute termination. The rigid ion model does not fully describe the polarisability of the 
carbonate ion, and therefore its behaviour in such an under-coordinated environment as a 
step edge may not be adequately represented. As the difference in energy between the two 
surfaces is expected to be small, the inclusion of polarisability could reasonably be 
expected to affect the relative energetics of the terminations in such a way as that observed.
JT f /  • /  • /  • /  v
/  ♦ / • / » / ♦ / ' » / • / « / •
Figure 4.6: Structure of the steps on the (1014) 
surface
As with the perfect (1014) surface, substitutions at the step edges and terrace follow the 
same pattern with respect to ionic radius when comparing the energies of the surface units 
(Figure 4.7). There was, however, a degree of directionality in the substitutions with 
respect to the favourability of the substitution site. Substitutions on this stepped surface are 
more exothermic than those on the perfect surface, showing that naturally occurring defects 
at the surface increase reactivity and cation exchange. Addition of charge neutral units to 
the step edges were also carried out and it was found, in accordance with previous findings 
[13, 23] that the addition of one unit to form a kink is slightly energetically unfavourable, 
but addition of units to complete the step causes a re-stabilization of the surface.
Energy difference betw een pure and defective surfaces
Fe Mn Cd
.S -2
I m p u r i t y  c a t i o n  ( i n  o r d e r  o f  i n c r e a s i n g  s i z e )
•  Ca site -  Mg site
Figure 4.7: The energy difference between pure and defective (1014) stepped surfaces
For calcium site substitutions, it was most favourable to substitute impurity cations at the 









Figure 4.8: Stepped surface from above











♦  Ca site -  -Mg Site 
Figure 4.9: Most favourable substitution energies for the (1014) surface with steps
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least favourable are those in the centre of the terrace. When multiple substitutions are made, 
the step edge sites are substituted first, followed by one of the sites furthest from the edge. 
Should a substitution be made at an 'a ’ site in column I (Figure 4.8), it is slightly more 
favourable, by 0.05 eV, to substitute at a 4c’ site, rather than at the *a’ site in column II. 
Thereafter there is little directionality apparent except that the appearance of rows and 
substitutions at the middle sites both are less favourable, the former more so.
Figure 4.9 shows that iron impurities at the Ca site are markedly less favourable than for 
the other cations, although Cd is also less favourable. Examination of the surface shows 
that the step-site calcium ions sink into the step and surface, such that the larger cations Fe, 
Mn and Cd might be sterically disadvantaged for substitutions at these sites (Figure 4.7), 
counteracting the fact that they are more likely to segregate from their end-member 
carbonate minerals (Table 4.8).
Table 4.8: Likelihood for segregation of impurity cations from endmember minerals to Mg 
and Ca sites









There is little difference between the substitution energies for the various cations at the Mg 
sites. Magnesium sites nearest the carbonate ion terminated step-edge are least favourable
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Figure 4.10: Monolayer of water on the (iol4> surface of dolomite: Left - from above, right - 
from the side showing three surface layers. Key: Ca = blue, Mg = purple, O = dark red
(water)/ red (carbonate), C = green
for substitution of any cation. It can be seen that there is reorientation of the carbonate ion 
at the step edge, a phenomenon seen in calcite at step edges with acute carbonate 
terminations [24]. This reorientation results in a reduction of 1A in the distance between 
carbonate oxygen atoms in neighbouring rows, which traps the magnesium ions in their 
sites. Other than the aforementioned, no significant selectivity has been observed. Multiple 
substitutions o f the larger ions at combinations of Mg and Ca sites show that it is very 
slightly less favourable, by 0.06 eV, to substitute nearest neighbour sites in columns, all 
other things being equal. From examination of the relaxed structures it is evident that this 
is probably due to an increase in unfavourable steric interactions of the larger cations with 
the carbonate ion that they each flank.
4.4. Results and Discussion II: Substitutions on Wet Surfaces -  Monolayer Solvation
In order to study the effect of hydrating the surface, the effect of water was approximated 
by the addition of a monolayer of water to the (1014) surface, which is the simplest and 
least computationally expensive approximation, for which a precedent has been set for 
carbonate mineral surface solvation [18, 25, 26]. The most stable configuration formed 
‘bands’ at the surface (Figure 4.10), via a network of hydrogen bonds between both the
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water and the carbonate oxygen atoms with hydrogen atoms. Previous studies have found 
the most stable configuration to be one where the water molecules point in the opposite 
direction to that in which the carbonate ions lean [5, 13]. This study, however, finds that it 
is energetically favourable, by 0.3 eV, for the water molecules to face in the opposite 
direction to that previously found (Figure 4.10) and form hydrogen bonds with the oxygen 
atoms on the carbonate ions that lean over the cation to which the water’s oxygen atoms are 
attracted. There is also hydrogen bonding evident between the water molecules over 
different cations, such that the water oxygen over Mg hydrogen bonds to a hydrogen of the 
water above Ca, so that the water forms ‘bands’ along the surface in the same direction as 
the rows of cations. It is likely that the orientation of the water molecules, and the 
consequent network of hydrogen bonding, does not have a major influence on the 
energetics of substitution, as the completion of the coordination of the cations will be the 
factor with the strongest influence. It should also be noted, that the strong “banding” that is 
observed is likely to be disrupted by the presence of more water molecules above the 
monolayer, and as such it must be stressed that the monolayer approximation is just that, a 
first approximation to the effect of water on the surface, and while it can provide some 
insight into this problem, its limitations must be remembered in the interpretation of 
subsequent results.
2 2 Upon hydration the surface is stabilised by 0.33 Jm' giving a surface energy of 0.22 Jm' .
The cations and anions at the dry surface are under-coordinated with respect to their bulk
environment, having a coordination number of 5 rather than of 6 respectively. The addition
of a monolayer of water results in the 6th, vacant site for each cation being occupied by the
water molecule’s oxygen atom, so that the surface geometry is expected to more closely
correspond to the bulk terminated structure, stabilizing the surface as a consequence.
Substitutions were carried out on the solvated surface in the same manner as at the dry 
surface. Additionally, Ca and Mg impurities were included, as these cations will be present 
in the natural aqueous environment due to dolomite dissolution and will be in competition 
with the other divalent cations [27]. The substitution energies, calculated according to 
equation 4.7, are reported in Table 4.9. As shown, all the energies are positive, except for
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the substitution of a Ca cation at a magnesium site. The preference for this substitution 
could be the route to magnesian calcite formation and non-stoichiometry in dolomite 
samples. All energies exhibit the expected behaviour of substitutions being consistently 
more favourable at the Mg site, which is a result of the more exothermic solvation energy 
of magnesium in comparison to calcium, -19.0 eV compared to -15.6 eV, which 
overwhelms the steric preference for calcium site substitution that is particularly important 
in the case of the larger cations. The self-energy of the water layer was found to be 
constant, regardless of the impurity substitutions. The substitution energies were found to 
arise from the interplay between three factors: a) the difference in solvation energies of the 
cations, b) the difference in the binding energy of the monolayer of water to the surfaces 
and c) the energetic cost of substituting an impurity at the mineral surface. The self-energy 
of the water layer, the binding energy of the monolayer to the surface and the overall 
substitution energy are reported graphically in Figure. 4.11. The relative individual 
contributions of the three factors that are detailed above to the overall substitution energy in 
this aqueous model cannot be predicted a priori without the use of methods such as those 
employed in the present study.
The monolayer model has deficiencies when used to approximate bulk water. It is has been 
shown that in computational studies at least three layers of water should be included in 
order to describe properly the structure of water at mineral surfaces [28, 29], although 
experimental evidence for calcite suggests that the effect of the (1014) surface on water 
structure is less far-reaching, so that there is no observable ordering after the first layer 
[30]. However, even if the layering, observed in other minerals, is not present at carbonate 
surfaces, the electrostatic effect of bulk water will considerably affect the energetics of 
surface substitution. In addition, it is difficult to achieve a minimum for monolayers on 
rough surfaces, and the use of the current potential model does not allow for the 
investigation of water dissociation on the surface. It is evident, therefore, that a better 
description of solvation is necessary if substitution of aqueous species is to be calculated 
reliably.
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Table 4.9: Substitution energies for (1014) 
surface with a monolayer of water
Cation















I m p u r i t y  c a t i o n  ( i n  o r d e r  o f  i n c r e a s i n g  r a d i u s )
-  Surface only, Ca site subs (+4225 eV) 1 a  Water only, Ca site subs
-  Surface only, Mg site subs (+4225 eV) *  Water only, Mg site subs
• ~ Energy for Substituting Impurity, Mg site •  11 Energy for Substituting Impurity, Ca site
■ Binding energy of water, Ca site Binding energy of water, Mg site
Figure 4.11: Contributions to the energetics of solvated substitutions on the (1014) surface
The results for substitutions modelled in an aqueous environment show that the dry surface 
substitutions do not contain sufficient information to give qualitative results on the relative 
cation order of substitution. It is, therefore, important to include a water model when
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investigating substitutions at steps. The monolayer model is inapplicable as the stepped 
surface is too rough and will allow for too many configurations for a minimum to be 
reached. However, there are other problems with using the monolayer method to solvate a 
stepped surface. Cations at steps have more freedom to approach their solvated species 
coordination number, which is often larger than the octahedral coordination afforded by the 
bulk and surface-monolayer models. The perturbations in the water layer resulting from the 
step mean that solvation with a monolayer is even more approximate for stepped surfaces 
than for terraces.
It is evident, from the investigations reported above, that any realistic model of impurity 
substitution at mineral surfaces must include the effect of water. It is also evident that the 
monolayer model is severely restricted in its applicability to this problem. The following 
chapters explore the application of an alternative solvation model, which uses 2D implicit 
solvation, to the mineral-solution interface, with the aim of finding an appropriate method 
for the latter’s investigation. The interaction of the surface with a more complex, molecular 
impurity is also reported, and solvation effects on the molecule are discussed.
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5. SOLVATION OF SURFACES: RESULTS OF THE APPLICATION OF 
IMPLICIT SOLVATION TO SURFACES AND THE EFFECT ON ENERGETICS
"We never know the worth o f  water ’til the well is 
dry. ” Thomas Fuller, 1732.
In Chapter 4 the results of substitutions on dry surfaces and those solvated with a 
monolayer are reported. It was found that the model could be improved upon by the 
inclusion of solvation, for which the monolayer was found to be somewhat inadequate and 
sometimes difficult to implement. The following chapter details the use of a new 
application of the implicit solvation method to empirically modelled 2-dimensional surface 
calculations, COSMIC [1].
5.1. Methods Used
The calculations reported here were carried out using the same interatomic potential 
parameters as those reported in chapter 4. The surface energy, when solvated with 
COSMIC, is calculated in exactly the same way as that of the dry surface and is given by 
equation (4.1). There is no need for additional terms and the substitution energy under such 
conditions can be calculated using equation (4.7). Similarly, the energy of the surface with 
a monolayer and COSMIC solvation can be calculated using equation (4.6).
When using COSMIC, as with any continuum solvation model, it is important to pay 
particular attention to the parameterisation of the model. In this study, the atomic radii, the 
number of points and segments, and the solvent radius and Sr were varied to maximise 
agreement with the Gibb’s free energy of solvation reported in Marcus 1991 [2], with the 
exception of the solvation energy of water, taken from Sefcik and Goddard 2001 [3]. The 
COSMIC variable parameters used in the calculations are given in Table 5.1. Those 
calculated for molecules were scaled in the ratio of their van der Waals’ radii to achieve the 
correct solvation energy. The number of points and segments were kept constant in the 
calculations at 326 and the solvent radius and 6r were both held at 1.3 A. The range for
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smoothing was held at 0.2, as prescribed in the COSMIC publication [1]. The radii of the 
cations are close to their van der Waals’ radii, and the reduction in the radii for anions 








Ca2+ 1.8110 -15.598 -15.599
Cd2+ 1.5532 -18.189 -18.189
Mg2+ 1.4896 -18.966 -18.965
Mn2+ 1.5488 -18.241 -18.240
Zn2+ 1.3943 -20.262 -20.262
Ni2+ 1.3766 -20.521 -20.522
Co2+ 1.4233 -19.848 -19.848
Fe2+ 1.48136 -19.070 -19.070
C 1.48461
-13.629 -13.629
0  (carbonate) 1.327416
0  (water) 1.4400
-0.456 -0.450
H 1.1520
Table 5.1: Van der Waals’ Radii used for COSMIC calculations
The COSMIC model has been applied to two mineralogical problems in order to 
understand its effect upon crystal surfaces. First, the effect of solvation on the relative 
energies of surfaces has been assessed by examining the predicted morphologies including 
and excluding implicit solvation. Second, COSMIC solvation has been applied to the 
problem of impurity incorporation at surfaces, the results of which calculations are reported 
in section 5.3.
I l l
5.2. COSMIC Solvation: Effects on Morphology
The effect of COSMIC on the relative stability of surfaces was investigated for dolomite by 
comparing the morphology that is generated from optimised dry surface energies with those 
using COSMIC solvation. The four morphologically important dolomite surfaces were 
investigated, the (211), (l01) (21 l) and (100) surfaces, which correspond to the
hexagonal unit cell’s ( l0 l4 ) , (l 120), (3030) and (l0 2 1) surfaces, respectively. The latter
surface from each group is polar, and each of its four possible terminations was studied. 
The surface energies are given in Table 5.2, both with and without solvation.
Surface YDry/ Jm" Y Cosm ic/ Jm Ay / Jm"2 Solv. E /eV
(211) 0.55 0.12 0.43 -1.08
(io>) 0.89 0.33 0.56 -1.83
(2 1 T) 0.80 0.27 0.53 -2.96
(lO O )o .oooo 0.97 0.31 0.66 -2.74
( 1 0 0 ) o 1218 0.79 0.10 0.69 -2.93
(lO O )o .3824 0.80 0.13 0.67 -2.94
( l  0 0 ) o .6 175 0.84 0.20 0.64 -2.60
Table 5.2: Wet and dry surface energies for dolomite
The resultant wet and dry equilibrium morphologies are given in Figure 5.1. Dolomite 
usually adopts a unit rhombohedral morphology [5], but Figure 5.1 shows that neither the 
dry nor the solvated predicted morphologies show a universal expression of the {211} 
planes that would result in such a crystal habit. The appearance of the {2 1 l} and {l 0 l}
surfaces in the dry morphology can be explained by the lack of solvation in the model, 
which affects the stability of the surfaces, which will normally be solvated as the crystal 
develops. However, it would be expected that an improved model, where solvation has 
been taken into account, would provide a better approximation to the experimentally 
observed rhombohedral morphology.
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Figure 5.1: Left -  Dry equilibrium morphology; Right -  Wet (COSMIC) equilibrium
morphology
The possible explanations for the differences between the observed morphologies and that 
predicted by the calculations using COSMIC will now be explored. The first relates to the 
mechanism by which the crystal grows in nature. The equilibrium morphology, which 
results from the relative surface energies, reflects the morphology reached by a crystal 
when in equilibrium with its surroundings and, consequently, under thermodynamic 
control. Many geological samples are represented more accurately by the growth 
morphology, which is constructed from the attachment energy and shows the morphology 
under kinetic control. However, the growth morphology, which is kinetically controlled, is 
difficult to predict when solvating the structure as the attachment energy has a spurious 
meaning. This problem is complicated by the ‘‘dolomite problem”, as it is extremely 
difficult to grow dolomite under ambient laboratory conditions [6]; due to the uncertainty 
about the method by which dolomite came into existence in the environment, it is not 
necessarily the case that the shape of available geological crystals was determined by the 
relative surface energies, and laboratory samples of the crystal at equilibrium with its 
surroundings cannot be found:
After running an experiment for 32 years that unsuccessfully attempted to precipitate
dolomite at 25°C, Land (1998) came to the...conclusion, “ ...w e?  all agree that the
‘Dolomite Problem’ is one o f  kinetics.”. [6](citing [7])
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There is also an argument that stoichiometric dolomite occurs only after some time, due to 
Ostwald ripening, where non-stoichiometric dolomite precipitates initially and is thereafter 
replaced by stoichiometric dolomite over time. In this case, the morphology might be 
influenced not just by either the surface energy or attachment energies of dolomite, but the 
crystal habit might be strongly influenced by the non-stoichiometric precursor. 
Unfortunately, it is beyond the capabilities of this study to provide so sophisticated a model 
for the prediction of the crystal morphology.
The second explanation is that the (211) [ (l0 l4 )]  surface of calcite has been observed to
extend ordering to at least the first layer of water [8], and it is to be expected that the 
dolomite would affect the water structure in the same manner. In this case, it is possible 
that the COSMIC model would prove inadequate for modelling solvation of surfaces at 
which this strong, directional ordering occurs. Additionally, it is possible that some water 
dissociation could occur on some surfaces, which, if present, could lead to variations in the 
relative stabilities of surfaces and the explicit nature of which would not be modelled by an 
implicit solvation model.
As a possible source of error in the calculations, and in order to understand the effect of 
varying the relative van der Waals’ radii for the C and O of the carbonate ion, a number of 
different values were tested, all of which still maintained the correct solvation energy for 
the carbonate molecule. It could be conjectured that the oxygen atom radius is more 
important in the solvation of the carbonate ion than that of the carbon atom. As such, the 
oxygen radius was systematically increased, and the carbon radius decreased, whilst still 
achieving the correct solvation energy for the ion, overall. The aim was to increase the 
oxygen radius to a size as close as possible to its actual van der Waals’ radius of 1.36 A [9]. 
A selection of these alternative values were used in calculations of the energies of the (211) 
and (100) surfaces (Table 5.3), which are in competition with each other in the solvated 
morphologies. However, as inspection of the values for the radii in Table 5.3 shows, the 
solvation energy was far more sensitive to the oxygen radius than the carbon radius, so that
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any increase in the former required a much greater, compensatory decrease in the latter. 
Consequently, the largest value tested for oxygen was 1.3448A, corresponding to a carbon 
radius of lA. Decreasing the carbon radius further was considered to create a wholly 
unrealistic model for the overall ion. It was found that, for each of the radius combinations 
considered, at least one of the polar surface terminations was always as stable as the (211) 
surface. Comparison of the relevant dry and solvated surface energies (Table 5.2) shows 
that the stabilisation afforded by the COSMIC model is greater for the polar surface 
terminations than any of the non-polar surfaces. The largest stabilisation for a non-polar 
surface is a lowering of the surface energy by 0.56 Jm'2 on the (l0 1) surface. However,
the largest solvation energy for non-polar surfaces is for the (2 1 1) surface, which shows
the greatest degree of atomic roughness (Figure 5.2). As there is no strict correlation 
between the change in surface energy and the solvation energy, it is evident that a 
contributing factor to the final, solvated surface energy is surface geometry reconstruction 
on application of solvation.
Figure 5.2: Relaxed surfaces of the solvated, non-polar surfaces of dolomite. Left -right: 
(211), (lOl) and (2TT)
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0  radius/ A C radius/ A
C 0 32 
Solvation 
Energy / eV










( 1 00)o .6175
1.33 1.463 -13.630 0.12 0.31 0.11 Failed 0.22
1.3388 1.34 -13.628 0.11 0.12
1.3448 1.00 -13.629 0.12 0.32 0.20 0.13 0.20
Table 5.3: Effect of C and 0  van der Waals’ radii on relative surface energies
The degree of stabilisation for the polar surfaces using the COSMIC model is far greater 
than that reported for them using monolayer solvation [10], where the (l0l4) surface
remains the most stable under both dry and monolayer-solvated conditions. A Wulff plot 
was created using only the energies of the non-polar surfaces of dolomite, when solvated 
(Figure 5.3) and, in this case, exhibits the rhombohedral habit. The correlation between the 
degree of stabilisation and the atomic roughness of the surface, together with the rougher 
surface of the (100) surface due to reconstruction, when viewed in conjunction with 
literature results for monolayer solvation [10], suggests that there may be some over­
stabilisation of the polar surface with the COSMIC model that is due to surface geometry. 
In order to investigate further the effect of the COSMIC model on polar surfaces, the (111), 
another viable, polar surface of dolomite was modelled. The van der Waals’ radii given in 
Table 5.1 were used in the calculations. The surface energies for the four possible 
terminations are given in Table 5.4. The surface block was converged at R1=37A and 
R2=21 A, and a 2x1 supercell was used for the calculations. The surface was reconstructed 
as previously detailed (Ch 4).
Figure 5.3: Morphology derived from surface energy of solvated, non-polar surfaces (Left) 
and a rhombohedral dolomite crystal from Eugui, Spain [11]
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Table 5.4: Surface energies of dry and solvated (111) surface terminations
Surface Y D ry/ Jm ' 2 YCosm ic/ Jm
Solvation Energy 
/eV
( 1 1 1  )o.oooo 0.98 0.29 -2.26
(1 1 l )o .l3 4 5 0.82 -0 . 0 2 -2.90
(111 )o.3845 0.90 0.13 -2.72




Figure 5.4: COSMIC morphology including surface energy of the two polar surfaces
The morphology, incorporating the (111) surface energies, is shown in Figure 5.4. Table 
5.4 shows that the most stable surface is the ( 1 1 1  ) o . i3 4 5  surface. It should be noted that this 
is a negative surface energy, which indicates that the surface, when solvated, is preferred to 
the bulk structure. While this is impossible for dry surfaces, negative surface energies in 
multi-component systems are a result o f the interaction between the surface and its 
environment [12], which is described by the COSMIC model in the present case. The 
( 1 1  l ) o  .1345 surface, like the ( I 0 0 ) o  1218, is the CO3 over Mg termination of the polar surface. 
Comparison of the relaxed, cation-terminated and carbonate-terminated structures of these 
( 1 1 1 ) and ( 1 0 0 ) surfaces show that the cation-terminated surfaces are smoother because the 
cations are able to sink into the surface upon relaxation (Figure 5.5). In the case of both of 
the polar surfaces, the second-most stabilised surface is the Mg-terminated structure, and it
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seems that the contribution of the Mg2+ cation’s solvation energy to the surface 
stabilisation, which is far more negative than that of Ca , is considerable.
( lO O ) o .o o o o ( 1 0 0 ) o .  1218
( 10 0 ) o .3824 ( 1 0 0 )o  6175
(1 1 1)0.0000 ( 1 1 1  )o. 1345
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(11 l ) o .3845 (1 1 l ) o .6155
Figure 5.5: Relaxed terminations of the polar surfaces of dolomite, showing the roughness 
of the surfaces.
In order to confirm whether the degree of stabilisation is affected by the roughness of the 
surface, the surface energies of steps on the (211) surface were compared before and after 
application of the COSMIC model (Table 5.5). The main difference between the stepped 
surfaces and the (211) terrace is the degree of perturbation; the stepped surface is much 
rougher due to surface defects, but the ratio of Ca:Mg:C0 3  is almost the same as the perfect 
surface. Examination of the data in Table 5.5 shows that the stepped surfaces undergo a 
large drop in surface energy when solvated with COSMIC, and once again the surface with 
the most accessible magnesium ion is the most stable.
Step Termination YDry/  J m '2
--------------------------- -------------
YCosmic/ Jm
Ca, acute CO3 0.82 0.01
Mg, acute CO3 0.81 -0.04
Obtuse CO3, Ca 0.85 0.11
Obtuse CO3, Mg 0.84 0.03
Table 5.5: Dry and Solvated surface energies of steps on the (211) surface
Thus, the stabilisation of a surface is increased by a) its roughness, which reflects a bigger 
accessible surface area for solvation per unit surface area, and possibly better accessibility
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to surface oxygen atoms, and b) the availability of Mg2+ ions at the surface. There appears 
to be over-stabilisation of rough surfaces using the COSMIC model, which leads to 
difficulties in the reliable prediction of morphologies. A possible improvement to the 
model would be to add a monolayer of water to each surface to simulate the rigidity of the 
water structure directly above the surface, although this would be beyond the scope of 
current work. As a further approximation to this end, the four most morphologically 
important surfaces were modelled with a dielectric constant of 10, rather than the 78.4 used 
previously. The lower value reflects the fact that the dielectric constant decreases as a 
smooth function from bulk water to its more bound state at the surface, aiming to reproduce 
the existence of the monolayer without having to model it explicitly.
The surface energies derived when the dielectric constant is 10 are reported in Table 5.6, 
and the resulting morphology is shown in Figure 5.6. Comparison with Figure 5.3 shows 
that the morphology is nearer to the observed geological morphology when the surfaces are 
surrounded with a solvent of 8=10. However, this is a slightly unrealistic model, as the 
entire solvent is treated as having a dielectric constant of 10, just as setting e=78.4 is 
unrepresentative of the value for water near the surface. This model, however, while 
providing some level of improvement for the relative surface energies, cannot be used when 
substituting impurities at the surface, as the solvation energies for cations will be relative to 
a solvent with a dielectric constant of approximately 78.
Surface YCosm ic/ Solv. E /eV
(211) 0.17 -0.94
( ioT) 0.41 -1.57
(2TT) 0.35 -2.42
(100) o.oooo 0.41 -2.62
(l 00)o. 1218 0.26 -2.05
(l 0 0 )o .3 8 2 4 0.23 -2.41
(lOO)o.6175 0.30 -2.13
Table 5.6: Surface and solvation energies when using 8=10
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Figure 5.6: Morphology of the surface solvated with a solvent of 8=10
The application of the COSMIC solvation model to a system for which there are available 
reliable, equilibrium morphologies for the purpose of comparison would provide further 
insights into the application of the model to the modelling of mineral surfaces. However, 
despite these difficulties, the model appears to behave well for the non-polar surfaces, and 
its applicability to the problem of impurity incorporation at surfaces has been tested and 
will be reported in the following section. The results of this section show that the problems 
of comparison of relative surface energies should be borne in mind when analysing 
impurity substitution data gathered using the COSMIC model.
5.3. COSMIC Solvation: Effect on Impurity Substitution
In the previous section the effect of the COSMIC method of solvation [1] was discussed in 
the context of its application to crystal morphology prediction. In this section the method’s 
effect on the energetics of impurity substitution will be discussed. For the purposes of 
investigating impurity substitutions, the surface was solvated both with COSMIC alone 
and, where possible, with COSMIC plus a monolayer of explicit water molecules
immediately above the surface. The monolayer configuration was determined in the same 
manner as described previously (Ch. 3, Section 3.7.1.1). Substitutions of the divalent 
cations were carried out on the (211) and (101) surfaces, constructed from the primitive
unit cell, corresponding to the (1014) and (l 120) surfaces, respectively, in Miller-Bravais 
indices. The (1014) surface was chosen because it is the predominant surface in 
geological samples, and the (l 120) surface was chosen because this is the surface that most
readily incorporated impurities under dry conditions (Ch. 4).
The surface energies for the (211) surface solvated with COSMIC, with and without a 
monolayer, and the (101) surface with COSMIC only, are given in Table 5.7.
Calculations of the surface with a monolayer coverage could only be minimised for the 
(211) surface. The surface energy for the monolayer + COSMIC solvated (211) is 
calculated using equation (4.6), where the energy of the hydrated surface incorporates not 
just the monolayer, but also the effect of the implicit solvation. The solvation energy of the 
surface for the monolayer + COSMIC calculation is calculated thus:
U solvation  =  ^ S u r fW e t ~  ^ S u r f D r y  +  H 20 U) ) (^-1 )
Table 5.7: Surface and solvation energies for the solvated (211) and (101) surfaces
Surface and Solvation type y /Jm'2 Solvation energy / eV
(211) + COSMIC 0.12 -1.08




(lO l) + COSMIC 0.33 -1.83
When compared to the values in Table 4.4, it is evident that there has been considerable 
stabilisation of the surfaces on addition of the continuum solvation model, and that this 
effect is increased by the addition of monolayer solvation to the (211) surface. The 
solvation energy of the monolayer is smaller than that of the bare surface, which is to be
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expected when comparing the solvation energies of the components of the surface and that 
of the water molecule, but which would also be expected to have a less stabilising effect on 
the surface. The stabilisation of the surface in the latter case, therefore, must be a 
consequence of the explicit interatomic interactions between the monolayer and the surface, 
which will fill the otherwise incomplete cation octahedral coordination sphere. In chapter 4 
the energy of the surface with a monolayer was reported as 0.22 Jm' , which corresponds to 
a solvation energy of -0.16 eV (-15.4 kJmol'1). This value is much less negative than de 
Leeuw’s value of -85.8 kJmol'1 for the hydration of the (1014) surface [10]. However, 
there is no definition of the derivation of the literature value, so it is possible that the 
numbers may not be directly comparable. Additionally, the larger value was derived using 
an earlier potential model, which was not parameterised to model the carbonate-cation 
interaction in an under-coordinated environment, such as the surface.
Table 5.8 shows the substitution energies when surfaces are solvated with COSMIC for 
divalent cation impurities on the (211) surface, with and without a monolayer of water, and
on the (l01) surface.
Surface Site
Substitution energy / eV

















(211) Mg 1.09 0.03 0.27 1.11 0.38 0.48 -0.55
Monolayer+
Cosmic

















Table 5.8: Substitution energetics of solvated surfaces
The data in Table 5.8 show that on all surfaces it is favourable to incorporate Ca at an Mg 
site, and that the (l 01) is the more favourable than the (211) for this substitution.
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Comparison of the order in energetics of substitution between the (211) surface solvated 
with COSMIC and with COSMIC + a monolayer and the (1014) surface solvated by a 
monolayer shows that the substitution energies at the Mg site follow the same pattern, 
regardless of the solvation method, but the magnitudes of the energies are different, which 
is also the case for the more favourable Ca site substitutions. Examination of the graphical 
representation of the results (Figure 5.7) in conjunction with Table 5.8 shows that in all 
cases, the impurity cations with the most favourable substitution energies are Mg at the Ca 
site, Ca at the Mg site, and Mn and Fe at both sites. The substitution energies for 
incorporation of Mn at the Mg site on both the (10 1) and the (211) surface (COSMIC + 
monolayer) are extremely small, and such substitutions could conceivably occur.









Im p u rity  C ation
♦  Cosmic (211) Mg —• — Cosmic (211) Ca Monolayer* Cosmic (211) Mg —M— Monolayer* Cosmic (211) Ca
Cosmic (10-1) Mg Cosmic (10-1) Ca —I— Monolayer (211) Ca — Monolayer (211) Mg
Figure 5.7: Graphical representation of the substitution energy as a function of impurity 
cation and the solvation model applied to the surface
Addition of a monolayer to the COSMIC solvated (211) surface almost universally 
decreases the substitution energy at the Mg site and increases it at the Ca site, indicating 
that the explicit description of water is necessary for the energetic differences between the 
Ca and Mg site substitutions to be modelled adequately. It is to be expected that the
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addition of a monolayer of water to the (1 0 1 ) would have a similar effect on the
substitution energetics, and it is likely that this would result in a negative substitution 
energy for Mn at the Mg site, which is observed experimentally [13, 14].
Given the problems with the representation of very rough surfaces with the COSMIC 
model, stepped surfaces were not investigated using this method of solvation. The model 
of the surface-solution interface was extended, however, to incorporate the possibility of 
monomer substitution at the surface. For the surfaces already considered, the substitution 
energy was calculated for the replacement of a CaC0 3  or MgC0 3  monomer at the surface 
with an MCO3 monomer (M=Ca, Cd, Co, Fe, Ni, Mg Mn, Zn) in solution. The total 
energies for the monomers were calculated using COSMO in the GULP code, the 










ZnC 0 3 -48.961
N iC0 3 -49.364
Table 5.9: Total energy of metal-carbonate monomers
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Table 5.10: Substitution energies for monomer substitution at surfaces
Surface Site Substitution energy / eV
Cd Mn Fe Zn Co Ni Mg Ca
Cosmic (211) Mg 0.07 -0.3 0.06 0 . 6 6 0.38 0.47 -0.9
Ca 0.99 0 . 8 8 1.37 2.05 1.78 1.92 1.37
Monolayer+
Cosmic (211) Mg 0 . 1 1 -0.43 0 0 . 6 0.04 0 . 1 2 - 1 . 2 1
Ca 1.23 0.71 1.44 2.19 1.61 1.71 1.31
Cosmic (lO 1) Mg -0.3 -0.4 0 . 1 1 0.76 0.45 0.53 -1.25
Ca 1.18 0.81 1.23 1.92 1.76 1.89 1.16
Substitutions of monomers (Table 5.10) are shown to be energetically favourable for the 
Mn substitutions at Mg sites for both the surfaces investigated and for both types of 
solvation, and for Cd substitutions at Mg sites on the (101) surface. The addition of a
monolayer of water increases the favourability of the substitution for the (2 1 1 ) surface, but
when comparing the (211) and (lO 1) surfaces solvated with COSMIC it is clear that Mg
ions on the (lO 1) surface will more favourably be substituted than those on the (211)
surface by larger cations. Comparison with Figure 4.3 shows that the (l 1 2 0 )/( l0 1) surface
remains the surface upon which Cd and Mn impurity incorporation is most favourable, but 
that the inclusion of solvation and monomer substitution into the model reverses the 
preference for Cd and Mn substitutions. It is evident from both the monomer and cation 
substitution results that, in thermodynamic terms, substitution of Mg for Mn from aqueous 
solution is a viable method for the incorporation of this impurity transition metal into the 
mineral, a conclusion supported by experimental observations [13]. Additionally, it has 
been shown to be favourable to incorporate Ca at Mg sites on both the studied surfaces. 
This indicates that calcite or disordered magnesian calcite is more energetically favourable 
at the surface. Such a finding supports Warren’s hypothesis for dolomite growth [6 ], which 
suggests that disordered magnesian calcite precipitates initially during dolomite growth and
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is subsequently replaced by stoichiometric dolomite. To clarify this, it would be 
informative to generate a large supercell and subsequently carry out a series of site-specific 
substitutions for Ca at Mg sites for various percentages of coverage, in order to investigate 
the preferred degree of disorder at the surface. It would also be useful to investigate the 
growth of Ca and Mg monomers at step sites. Previous work on the growth at calcite steps, 
using MD simulation of the growth under solvated conditions, shows that MgCC>3 
incorporation is energetically more favourable than that of CaCCb. The growth of 
stoichiometric dolomite was not predicted but the growth of magnesian calcite was 
explained on thermodynamic grounds, at low Mg concentrations [10, 15]. Further 
investigation of step growth with the aid of COSMIC may lead to better understanding of 
the growth mechanism of dolomite.
It should be noted that the current model does not include the kinetic barriers to 
incorporation of either the cations or the monomers at the surface, and the thermodynamic 
driving force may not be great enough to overcome the activation energy of these 
substitutions. This is especially the case for monomers, where an extremely specific 
orientation is necessary for the substitution to go ahead. Kinetic effects of the barriers for 
approach of solvated Mg, Ca and Sr ions to the calcite surface have been studied in recent 
MD simulations [16, 17], where the barrier for Mg approach to the surface is less than that 
for the other ions. The authors attribute this to the more negative solvation energy for the 
Mg2+ ion and its smaller solvated coordination number. Application of a similar technique 
to dolomite surfaces could yield interesting information and help to complete the mineral- 
solution interface model. However, there are some limitations to the technique as it stands. 
These results were gained from MD using interatomic potentials, which conflict with 
experimental results as to the degree of imposed ordering on the solvent by the surface [8 ]. 
As this ordering is of fundamental importance to the kinetic information gained from the 
simulations, there is obviously scope for the improvement of this model, either by the 
generation of a potential that accords with experimental results on the ordering above the 
surface, or by QMMD calculations. Similarly, dissociation of water at the dolomite surface 
has not been conclusively studied, and if present this could strongly affect the behaviour of 
solvated species near the surface.
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6. RESULTS OF ELECTRONIC STRUCTURE CALCULATIONS
“The problems o f  language here are really serious. We 
wish to speak in some way about the structure o f  atoms...
But we cannot speak about atoms in ordinary language. ”
Werner Heisenberg, 'Physics and Philosophy’, 1958.
In the previous chapters, the results are reported of investigations into the reactivity of 
carbonate surfaces with the use of interatomic potential methods and static geometry 
optimisations. Water has been approximated, initially by the inclusion into the calculations 
of a monolayer of water and subsequently by the COSMIC model. An obvious 
improvement on previously utilised models is the explicit description of water, for which a 
dynamic simulation is necessary in order to sample the many configurations possible for 
the liquid state. The following chapter reports the results of the application of continuum 
solvation to, and quantum mechanical molecular dynamics (QMMD) simulations of, a 
more complex impurity than the metal cations studied previously, the arsenate molecule 
[AsO(OH)3] and its relevant deprotonated anion. The molecule has been studied both in a 
vacuum and in solution, and subsequently preliminary calculations have been made of its 
adsorption at the dolomite surface in the vacuum. It had been hoped, when starting this 
series of calculations, to be able to characterize the adsorption behaviour of arsenate ions 
near dolomite under environmentally-relevant conditions. Initial work has been carried out 
on simulating the dolomite surface with explicit solvation. The statistical sampling 
obtained from these large calculations is not good enough to extract data with confidence 
and as such the results will not be presented here. However, while constraints on time and 
CPU power have prevented full-scale calculations of the system, various components have 
been modelled separately, and insights into the mineral -  water interface drawn in the light 
of the results obtained.
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6.1. Arsenate and Its Structure
The structure of arsenate has been investigated with the use of a variety of electronic 
structure methods: HF, MP2 and DFT. The importance of solvation was investigated 
through the inclusion of the Conductor-like Polarisable Continuum Model (CPCM) [1] and 
gauged by comparison of the calculated Raman frequencies and bond lengths with those 
from experiment. Finally, two molecular dynamics simulations were carried out, one on a 
cluster comprised of one arsenate molecule and 8  water molecules, the other on a 
simulation box containing one arsenate molecule and 110 water molecules. All 
calculations were carried out using the Gaussian03 [2] program, except the arsenate in 
water simulation box, for which the SIESTA [3] code was used, due to its efficiency for 
periodic systems. An attempt was made to carry out a molecular dynamics simulation on 
the cluster surrounded by continuum solvation, so that the electrostatic effects of bulk 
water could be incorporated into the calculation. Unfortunately this was not possible using 
Gaussian03 [2], due to an acknowledged bug in the code. Attempts were made to use the 
NWChem code [4] for the same purpose, but this code also contained a bug in the 
continuum solvation part, so these attempts were also unsuccessful.
Table 6.1: Energies of high and low spin arsenate complexes
Total Energy
Species and Spin State
in vacuum/ a.u.
ASO4H2’


















The energies of arsenate in various degrees of protonation were investigated by energy 
minimisation of high and low spin complexes. O f course, the low spin complexes would 
be the ground state configuration, which is confirmed by the results in Table 6.1. The 
difference in the energies between high and low spin complexes represent the difference in 
energy between the ground and excited states of the complexes. In all cases, the energy 
difference is sufficiently large, and a transition from the low to the high spin state would 
require flipping one electron’s spin, which would have a high kinetic barrier. Therefore, 
the high spin complex will not be significant in an environmental context. All calculations 
hereafter were carried out on low spin complexes, as these will be the complexes of 
interest in nature. The calculation on the high spin AsC>43’ complex could not reach 
convergence due to its high instability due to its unlikely chemical state. The B3LYP [5-7] 
functional was used with a 6-311+G(3df,2p) basis set for these calculations.
6.1.1. Effect of Solvation on the Raman Spectra and Energetics of Arsenate
Arsenate was studied both in vacuum and with implicit solvation. A precedent has been 
set for gauging the validity of a computational model by calculating the Raman spectrum 
of a complex [8 ]. The Raman spectra were calculated and compared with experimental 
data [9]. The calculations were run using Gaussian03 [2] at the B3LYP/6-311+G(3df,2p) 
level of theory, and CPCM was used for the implicit solvation. The dielectric constant 
used for water was 78.39, and default radii were used, according to the United Atom 
Topological Model [10]. The solvation energy for each of the protonated species, derived 
using the CPCM, is given in Table 6.2. The solvation energies become far less negative 
with increasing protonation, a trend observed also in the solvation of arsenite ions [8 ]. In 
the following section, the solvation energy will be calculated for the arsenate molecule in 
water, as derived from a molecular dynamics calculation, and this result is in agreement 
with the magnitude of the results for ASO4H2 ' and ASO4H3 shown below. These values are 
larger than those reported for arsenite (As(OH)3 and its ions)[8 ], due to the presence of the 
additional oxygen atom in the complex, a trend seen also in the solvation energies of 
organic molecules [11]. The result for AsC>43’ is rather large, even given the proportional 
relationship between ionic charge and solvation energy. This could be due to an excess of
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delocalisation of charge on the solvent accessible surface, leading to an overestimation of 
the solvent energy. Whilst the CPCM is a parameterisable model, there are no 
experimental values available for the solvation energy of arsenate. The agreement between 
the solvation energy from the MD calculations reported in section 6.1.2 and those in Table 
6 . 2  show that the model is well parameterised for the more protonated species, which are 
the species of interest at the point of zero charge of dolomite, pH neutral.
Arsenate Species Solvation Energy / eV
A s O / -2 1 . 1
A s0 4 H2' -9.9
ASO4H2* -3.8
ASO4H3 - 1 . 1
Table 6.2: Solvation energies for arsenate in varying degrees of protonation
Figure 6.1 shows the Raman spectra obtained from two simulations, one of AsC>43’ 
molecule in vacuum, and the second of the molecule solvated with the CPCM. It is evident 
from comparison of the experimental and simulated spectra, that there is a degeneracy of 
two vibrations in the gas-phase spectrum, which results in a single peak at 350 cm*1. The 
peaks at the higher values are shifted further towards the experimentally observed values 
when the molecular ion is solvated with CPCM. The highest vibration, vs As-O, is 
observed experimentally at 818 cm ' 1 [9], whereas it is calculated to occur at 757 cm*1 and 
707 cm*1 for the solvated and gaseous calculations respectively. An important feature of 
this spectrum is the inversion of the usual behaviour of tetrahedral ions because the 
symmetric stretching mode is at a higher wavenumber than the triply degenerate 
asymmetric stretches. This behaviour is reflected in both the gaseous and solvated 
vibrational frequencies, although the gaseous values are too low by about 1 0 0  cm ' 1 for both 
the symmetric and asymmetric stretches.
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30 0  6 0 0  9 0 0
Fig 6.1: Raman Spectra for AsC^3’. Red: Dry simulated spectrum, Blue: CPCM Solvation 
added. Black: Experimental spectrum [9]
Figure 6.2 shows a similar improvement in the Raman spectrum on the addition of implicit 
solvation to ASO4H2'. The shoulder in the dry spectrum, at around 835 cm'1, disappears, 
which is due to a larger difference in the value of the symmetric and asymmetric stretching 
vibrations in the gaseous values (vs = 790 cm'1, va = 826 cm' 1 and 842 cm'1) and the 
solvated values (vs = 801 cm'1, va = 815 cm' 1 and 824 cm'1). The peak at 981 cm' 1 in the 
gaseous spectrum is due to an As-OH wagging vibration that is not observed in the 
experimental or solvated spectra. The As-O(H) vs vibration is at a much lower 
wavenumber for the dry spectrum than the solvated, although it is still too low by about 
140 cm' 1 (564 cm' 1 compared to the experimental value of 707 cm'1). The deformation 
vibrations, 6 S and 6 a are swapped around in the dry spectrum when compared to the 
experimental assignment, which places the 6 a, doubly degenerate ASO3 deformation at 
higher wavenumbers than the singly degenerate, 6 S deformation. In the dry spectrum, the 
6 a vibrations are not only at lower wavenumbers than the symmetric deformation, but they
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are 100 cm' 1 apart and are separated by an As-O wagging vibration at a central point of 
297 cm'1. Furthermore, the solvated spectrum the AsC>3 deformation modes are 
complicated by their coupling with deformations of the As-OH bond, such that one of the 
asymmetric modes is moved to lower wavenumbers than the 6 S mode, because it is mixed 
with an As-OH deformation. However, there is one pure 6 a mode at 368 cm'1, compared to 
380 cm' 1 in the experimental spectrum, which is at a higher wavenumber than the pure 6 S 
vibration at 362 cm' 1 (327 cm' 1 in the literature). While there are some problems with the 
solvated spectrum when compared to the experimental assignment of the peaks, the 
addition of continuum solvation has obviously greatly improved the agreement of the 
calculated spectra with those observed from experiment.
6 0 0 9 0 0300
Fig 6.2: Raman Spectra for ASO4H2'. Red: Dry simulated spectrum, Blue: CPCM Solvation 
added, Black: Experimental spectrum [9]
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The Raman spectrum for ASO4H2" (Fig 6.3) shows great improvement upon the addition of 
the CPCM. The va and vs AsC>2 vibrations become 30 cm' 1 closer upon the addition of the 
CPCM; the va vibration moves to a lower wavenumber, from 948 cm' 1 to 906 cm'1, in 
much closer agreement with the literature value of 915 cm'1. The proximity of the va and 
vs peaks in the solvated spectrum results in the shoulder observed also in the experimental 
spectrum. Thus, the addition of the CPCM remedies the presence of the peak at 948 cm' 1 
in the dry spectrum. The order of the stretching vibrations of the As(0 (H) ) 2  is reversed in 
the dry spectrum, and the addition of CPCM does not change this. However, upon the 
inclusion of CPCM the wavenumbers of the vibrations are increased, and the degeneracy in 
the gaseous spectrum is removed, resulting in better accordance with the experimental 
values. The small peak in the dry spectrum at around 1000 cm' 1 is due to a symmetric and
90 03 00 6 0 0
Fig 6.3: Raman Spectra for ASO4H2’. Red: Dry simulated spectrum, Blue: CPCM Solvation 
added, Black: Experimental spectrum [9]
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asymmetric bending around the As-O-H angle, something that is unlikely to be observed in 
experimental spectra at room temperature, as under these conditions the barrier to rotation 
of the hydroxyls around the A s-0 bonds would be negligible. In contrast to this, the 
calculations are geometry optimisations carried out at the athermal limit, and as such the 
barrier to rotation will be far more significant.
The degeneracy in the peaks at the lower end of the spectrum in Figure 6.3 increase with 
the addition of implicit solvation, concurring with the experimental results, where an 
overlap of the As(OH)2  wagging, AsC>2 wagging and AsC>2 bending modes is observed at 
365 cm '1. In the solvated spectrum, these peaks are at 308 cm '1, 338 cm ' 1 and 335 cm ' 1 
respectively. Similarly, in the dry spectrum the same peaks are at 309 cm '1, 345 cm ' 1 and 
361 cm'1, showing a much more marked difference in the values than exhibited in the 
solvated spectrum. The ordering of the peaks below 500 cm ' 1 is reversed between the 
solvated and dry spectra, with the former in agreement with the experimental results. The 
peak at 293 cm ' 1 has increased intensity due to the presence of an experimentally 
unobserved peak at 297 cm '1, due to a mixture of torsional motion and OH wagging, which 
is not present in the solvated spectrum. In summary, for this spectrum it can be seen that 
the addition of CPCM increases degeneracy where it is observed experimentally, and in 
general will shift vibrations closer to the experimental values, increasing the accuracy of 
the description of the molecule.
The arsenic acid spectra are shown in Figure 6.4. Analysis of these spectra shows that the 
addition of solvation once again improves the Raman spectrum of the molecule. In this 
case the molecule carries no charge, but has three OH bonds. In the experimental 
assignment of the spectra, free rotation around these bonds is assumed, such that only the 
arsenic bonds with the oxygen atoms are extracted from the spectrum. This rotation results 
in six fundamental vibrations, three of which are degenerate. For the gaseous molecule, it 
is difficult to isolate the identity of the vibrations at lower wavenumbers, as they are 
affected by the inclusion of some OH vibrations. However, these lower wavenumber 
vibrations, corresponding to the deformational modes, are clearer for the solvated spectrum
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and have the correct value and intensity. The two As(OH)3  rocking vibrations, 
experimentally observed at 350 cm'1, are too low by around 50 cm' 1 for both the solvated 
and dry spectra, although the observed degeneracy is preserved. The ordering of the 
As(OH)3 asymmetric and symmetric stretching modes is correct for both calculated 
spectra, although the values are closer to experiment for the solvated spectrum. This is 
also the case for the AsO stretch, which is 923 cm ' 1 experimentally, and the addition of 
solvation to the model reduces it from 982 cm' 1 to 941 cm'1. The low-intensity peak above 
1 0 0 0  cm' 1 in the dry spectrum is due to hydroxyl vibrations that were not observed 
experimentally, as discussed previously. Similarly, the calculated spectra are unable to 
reproduce the small peak at 881 cm' 1 in the experimental spectrum, as this is assigned to 
polymeric vibrations within the solution and was observed to disappear at lower 
concentrations. Obviously, the calculation of an isolated molecule will not capture this 
peak.
9 0 0300 6 0 0
Fig 6.4: Raman Spectra for ASO4H3. Red: Dry simulated spectrum, Blue: CPCM Solvation 
added. Black: Experimental spectrum [9]
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The results of these solvated and dry calculations show that the behaviour of the molecules 
cannot be accurately modelled without incorporation of some of the solvation effects. As a 
first approximation, the addition of the CPCM helps to produce Raman spectra in better 
accordance with the experimental data. The conclusion can be drawn that models 
neglecting the effect of solvation are inadequate in the case of solvated molecules. This 
inadequacy will be of equal, if not greater, importance when considering the interaction of 
the molecules with surfaces, as there are two components in such systems that interact with 
the solution. For such complex systems, it is of paramount importance to include solvation 
effects, whether explicitly or implicitly, once preliminary gas phase calculations have been 
carried out to find likely starting geometries. The following sections examine the explicit 
description of water around the arsenic acid molecule, and compares the results from MD 
calculations on the explicitly solvated molecule with those from this section.
6 .1.2. Results of Molecular Dynamics Calculations on Arsenate
Two types of MD simulations were carried out on solvated arsenate, in order to compare 
the performance of the different techniques.
A box of water, measuring 15 A in each direction, was generated from an equilibrated 
water structure, containing 113 water molecules, giving the experimental density of water. 
Three water molecules were subsequently replaced by a fully protonated arsenate 
molecule. The simulation box was run using the SIESTA code [3] for 100 steps with a lfs 
timestep at 200K using an NVT ensemble with a Nose thermostat [12] in order to facilitate 
the transition between the initial structure and the structure arranged to accommodate the 
arsenate molecule. Thereafter the temperature was increased to 300K and the timestep 
reduced to 0.5fs for 4000 steps, giving a 2ps run in total, 0.5ps of which was equilibration. 
The evolution of the energy throughout the 4000 steps is shown in Figure 6.5. A DZP 
basis set was used for the calculations along with the PBE functional [13], and Troullier- 













Figure 6.5: Evolution of the total energy during the final 4000 steps of the MD run
The radial distribution function (RDF) between arsenic and oxygen, calculated per step of 
the production period of the simulation, is shown in Figure 6 .6 . The radial distance shown 
in Figure 6.6 is limited to 4.65A because the box size was not big enough to allow reliable 
data to be taken beyond this point. The RDF shows that there is no appreciable ordering of 
the oxygen atoms around the arsenic atom except for the four oxygen atoms belonging to 
the arsenate molecule. Observation of the simulation shows that the arsenate molecule 
loses one proton during the equilibration phase, and occasionally a second proton detaches 
from the molecule. This is to be expected, as at the conditions of neutral pH that were 
simulated in this instance the arsenate molecule is present as the [As0 2 (0 H)2]". The 
detached arsenate proton initiates proton transfer according to the Grotthus mechanism [15, 
16], where proton transfer to form H3 0 + leads to the loss of a different proton from the 
complex, which thereafter transfers to a different water molecule to form another HsO+ 
ion, and so the proton transfer continues. It would be interesting to run a longer simulation 
with the arsenate in a larger box of water, to observe the trajectory of the proton, and to see 
if a larger water box will result in ordering of water molecules around the arsenate 
molecule, which has not been observed in this simulation. Such calculations are, however, 
beyond the scope of this work.
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Figure 6.6 shows the average bond length of the molecule in water to be between 1.7 and 
1.9A, which is slightly longer than the range of those observed from previous theoretical 
calculations (As-0 = 1.63A, As-OH = 1.81 A) [17]. However, the aforementioned study 
used a polarised SBK basis set in Gaussian94, rather than the DZP basis set used in this 
study, and included only 4 water molecules as an approximation to solvation. The 
presence of bulk water around the arsenate molecule will affect the bond lengths via a 
combination of electrostatics and more extensive H-bonding. The calculations reported in 
Section 6.1.1 give bond lengths for the gaseous molecule of As-0 = 1.62A  and As-OH = 
1.74A, and for the solvated molecule of As-O = 1.63A and As-OH = 1.74 A. It must also 
be remembered that the molecule loses a proton during the simulation, so that the bond 
lengths for consideration are those of the ASO4H2 '. The application of the CPCM 
lengthens the As-0 bonds while shortening the As-OH bonds. This model, however, does 
not take into account any explicit hydrogen bonding, which will change the bond lengths. 
Additionally, the bond lengths from the SIESTA calculation are an average over the 
simulation at 300K and over the four bonds present, which are both As-O and AsOH 
bonds, whereas the values in the literature are from a static geometry optimisation, which 
incorporates no temperature effects. Theoretically, it would have been possible to extract 
Raman frequencies, although not intensities, from the atomic vibrations taking place 
throughout the simulation. However, it was considered that there were too few simulation 
steps for such a procedure and that the errors on the data gleaned would be too great to 
warrant the analysis. Raman spectra depend on the bond lengths and strengths, so the 
effect of these longer bonds would be to shift the frequencies in the spectra to lower 
wavenumbers, as can be seen from the results shown in Section 6.1.1, for example the 
decrease of the frequency of the A s-0 bond in ASO4H2* on addition of CPCM (Figure 6.3). 
However, it is not possible to predict further the appearance of the spectrum, as the 
strength of the bond cannot be easily determined.
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Figure 6.6 Radial distribution function for arsenate in a box of water
The solvation energy of arsenate has been calculated using SIESTA MD. The average 
equilibrated energy of the box of water containing 113 molecules and 15 A each side was 
taken, and the average energy per water molecule was calculated. The energy of arsenate 
in vacuum was also calculated from a geometry optimisation calculation. The solvation 
energy was then calculated as the difference in energy between arsenate in the vacuum and 
the energy of the arsenate molecule in the box of water, and found to equal -2.76 eV. This 
compares favourably with the energy given in Table 6.2, lying between the predicted 
solvation energies of the fully protonated and singly deprotonated arsenate molecule. This 
is to be expected, as the arsenate molecule spends time in both states during the MD 
simulation, but the energy is closer to that of the arsenate ion, which is its preferred state at 
the neutral pH of the simulation.
For comparison, a cluster of 10 water molecules around a fully protonated arsenate 
molecule was also run using Gaussian03 [2]. The aim of these calculations was to run the 
final calculation with the cluster surrounded by various implicit solvation models, however 
attempts to achieve this failed on each occasion, and following discussions with the 
Gaussian developers it was deduced that at present such calculations are not feasible using
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the Gaussian03 [2] code. A 6-311G* basis set was used with the B3LYP functional to 
carry out QMMD for 500 steps of lfs each, yielding a total run of 0.5ps in length. This 
calculation proved too computationally expensive enough to allow for an extended 
production run, especially when the desired functionality was not available. While proton 
transfer was observed during the Gaussian03 [2] MD calculation, it was not as long lived 
as that observed in the SIESTA calculation, and the smaller size of the cluster restricted the 
movement of the detached proton. The Gaussian03 [2] calculation was more 
computationally expensive than the SIESTA calculation and provided less instructive 
results due to the restrictions on cluster size. As such, the use of Gaussian03 [2] for this 
type of calculation is inadvisable until such time as further advances are made both in the 
code and in computational resources.
6.2. Arsenate at the Surface of Dolomite
Following the simulations of arsenate in water, and having confirmed that the methods 
employed produced the expected dissociation of the fully protonated arsenate molecule 
under neutral conditions, the necessity of using a charged molecule in surface adsorption 
calculations was clear. Consequently, initial calculations of the ASO4H2’ on the dolomite 
(211) surface were carried out using the SIESTA code [3]. These precursive calculations 
facilitated the determination of the time-scales necessary to run calculations of this nature 
on a charged system.
A smaller slab depth of two layers was taken for these calculations, having been obtained 
from the surface of a larger, optimised, 6 -layer slab. A 2x2 surface supercell was used in 
the calculations in order to prevent charge-charge interactions between periodic images. 
The 6  layers were found to be sufficient to converge the surface energy, which was found
9 9to have the value 0.58 Jm' , in accordance with the value of 0.55 Jm' obtained when using 
interatomic potential methods (Ch. 4) [18]. The geometry of the 2 layers taken from this 
slab was fixed at their optimised positions during the calculations. Eight different starting 
geometries were chosen. These sampled bidentate binuclear and bidentate mononuclear 
complexation at different surface sites, as is typical of arsenate at mineral surfaces at high
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arsenate concentrations [19-24]. The molecule was placed over both Mg and Ca sites, with 
the arsenate molecule aligned either in the direction of the carbonate ions or against them 
(Figure 6.7). The molecule’s geometry was slightly distorted at the start of each 
calculation so that the excess electron density would centre on the arsenate molecule, 
facilitating the optimisation.
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Figure 6.7: Examples of the starting configurations for ASO4H2' above the surface of 
dolomite.
Achieving convergence was difficult for all starting configurations. It proved necessary to 
decrease the mixing weight of the density matrix from the previous steps to avoid the SCF 
oscillating between two states. It was also necessary in some cases to reduce the maximum 
displacement per conjugate gradient step so that the potential energy surface was 
adequately sampled between local minima, as it became apparent that, as the optimisations 
progressed, the conjugate gradient algorithm was finding it difficult to determine a local 
minimum; even though the geometry was changing very little, the energy was fluctuating 
between states. Table 6.3 lists the energy difference between the lowest energy 
configuration for adsorption of the ion onto the dolomite surface, and gives the initial and 
final configurations.
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The final lowest energy geometry was found to be a bidentate binuclear configuration. 
Rather than the arsenate oxygen atoms both interacting with cations of the same element, 
which lie in rows along the (2 1 1 ) surface, the arsenate molecule straddles a carbonate ion 
on the surface so that one oxygen atom interacts with a Ca cation and one interacts with a 
Mg cation (Figure 6 .8 ). The two bidentate mononuclear (Ca) 1 complexes differ in the 
orientation of the arsenate molecule above the surface, resulting in a large difference in the 
energy of the system. The molecules interact with the surface via AsO-Ca and via AsOH- 
OC, although they lie above different Ca ions but interact with the same carbonate oxygen. 
The bidentate binuclear (Ca) 2 complex also has this hydrogen bonding and arsenate-C ion 
geometry, although the arsenate ion is oriented in the opposite direction relative to the 
surface. Overall, the majority of the complexes form bidentate binuclear geometries with 
the surface, in accordance with results for other mineral surfaces [19-24].
Starting Configuration End Configuration Energy/ eV
Bidentate Binuclear (Mg) 1 Bidentate binuclear (Mg) 1 0.0408
Bidentate Mononuclear (Mg) 1 Bidentate binuclear (Mg) 1 0.5346
Bidentate Mononuclear (Ca) 1 Bidentate binuclear (Ca) 1 0.0804
Bidentate Binuclear (Ca) 1 Bidentate binuclear (Ca) 1 0.8237
Bidentate Binuclear (Ca) 2 Bidentate binuclear (Ca) 2 0.4351
Bidentate Mononuclear (Ca) 2 Bidentate binuclear Ca,Mg 2 0
Bidentate Mononuclear (Mg) 2 Monodentate mononuclear (Mg) 2 0.1647
Bidentate Binuclear (Mg) 2 Bidentate binuclear Mg 2 0.5223
1= mol facing the direction of the CO3 leaning, 2= facing against
Table 6.3: Relative energies and relaxed structures for different starting geometries
146
VFigure 6 .8 : Most energetically favourable binding configuration for ASO4H2' on the 
dolomite (2 1 1 ) surface
To conclude, this chapter has detailed the exploration of approaches to full-scale DFT 
calculations of the behaviour of arsenate ions near dolomite surfaces. Therefore, the first 
section of this chapter showed results from Raman spectra, which showed that inclusion of 
solvation effects results in a marked improvement in the description of arsenate behaviour 
and are necessary in the generation of meaningful results.
QMMD calculations have been performed on the arsenate molecule, in order to understand 
its aqueous behaviour and its structural effects on the surrounding water. By comparing the 
resultant energy with that from an arsenate molecule in vacuum, and a box of water, a 
theoretical value of the solvation energy of the arsenate ion. This is a very useful quantity 
for further examination of arsenate near a surface, and for comparison with results from 
continuum models. As the arsenate molecule became deprotonated throughout this 
simulation, the singly deprotonated ion was used in further studies into the behaviour of 
arsenate under environmentally relevant conditions.
Finally, a series of possible starting configurations were generated for arsenate ions 
adsorbed onto a dry dolomite surface, and the molecular coordinates were then optimised.
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These resulting configurations are of limited direct applicability, since the presence of 
water will significantly affect the energetics and conformations of the structures. The 
energies thereby gained are only a very rough guide to relative stabilities; however, they 
will provide very useful starting points for simulations of arsenate on a wet surface, which 
calculations we intend to perform in future. Since these simulations are exceptionally 
expensive, it may be interesting to explore alternative methods for approaching the wet 
adsorption behaviour that might offer more tractable, though less accurate results. One 
alternative would be to add a proton to the solution in the centre of the water slab while 
placing the arsenate ion at the surface, thereby maintaining charge neutrality. This might 
speed up the calculations, but would simulate a more acidic solution than intended unless 
the cell size was increased. Another possible avenue of investigation would be to develop 
a CPCM implementation for electronic structure surfaces, or to develop potentials for the 
arsenate ion, water, and carbonate interactions and use these to evaluate the problem. 
Work is underway to investigate the behaviour of water at the surface of dolomite through 
QMMD simulations in SIESTA. Preliminary results suggest that some dissociation of the 
solvent occurs at the (2 1 1 ) surface.
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7. CONCLUSIONS AND FURTHER WORK
“Reasoning draws a conclusion, but does not make the 
conclusion certain, unless the mind discovers it by the path o f  
experience. ” Roger Bacon, 1214-1294.
This work has been directed towards providing a better understanding of the surface 
processes of dolomite in aqueous environments. In the first instance, the dominant 
dolomite surfaces were studied in vacuum using empirical potentials using the GULP 
3.0 code [1], and surface energies and geometries were obtained. The relative stabilities 
of the surfaces varied slightly from those calculated previously [2 ], due to the improved 
description of the carbonate ion in the potential used in this study [3]. Environmentally 
common impurity cations were substituted at these surfaces, for which potentials were 
developed [4, 5]. The substitution energy was calculated with respect to the energy of 
the impurity’s bulk end-member carbonate, and while it was found that the enthalpy 
difference between the pure and the substituted surface varied as the ionic radius of the 
impurity ion, the substitution energy, which represents the exchange of cations in a 
solid-solution, shows that substitutions by Cd and Mn of Mg at the (1120) surface are 
the most favourable, and that these cations, along with Zn and Co, will also substitute at 
the Ca site on this surface. The preference for the (1 1 2 0 ) surface is due to its more 
open surface geometry, such that the cations on the surface are less tightly bound than 
the other surfaces studied. Steps on the (1014) surface were also studied under 
vacuum conditions. The most energetically favoured step was found to be the acute 
carbonate ion termination, with an exposed Ca ion on the opposite side of the trough. 
Impurity substitutions on this surface were shown to be far more energetically 
favourable, as the cations are considerably more accessible at step defects, especially at 
the step edge. The substitutions at the surface showed that Zn incorporation was 
preferred over the other cations studied, but that all the substitutions were favourable at 
both Ca and Mg sites on the surface, although there is some evidence of steric 
hindrance to substitutions of the larger cations: Cd, Fe and Mn.
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Overall, these calculations have shown that some information on mineral surface 
behaviour can be gleaned from the study of surfaces under vacuum, such as the 
comparative ease of substitution at various surfaces, and the effect of surface defects. 
While the in vacuo calculations are computationally inexpensive, and while they 
provide the previously mentioned insights, it must be remembered that, in the 
environment, it is of great interest to understand the behaviour of surfaces at the 
mineral-aqueous solution interface. In order to understand the behaviour of aqueous 
pollutants and minerals, it is of utmost importance that solvation of both the surface and 
the foreign species of interest is taken into account.
Two approaches were used to solvate the dolomite surfaces. The first was the oft-used 
application of a monolayer of water to the surface, which stabilised the (1014) surface 
by 0.3 Jm' . It was not possible to find global minima for the other surfaces that were 
studied, a drawback to the monolayer method. The geometry of the monolayer at the 
(1014) surface was found to differ from that predicted using previous carbonate 
potentials, such that the water molecules face the opposite way on the surface, pointing 
in the direction towards which the carbonate ions lean [2, 4, 6]. Substitutions were 
made on the solvated surface, incorporating the solvation energy of the impurity and the 
substituted cations. It was found that, using this model, substitutions were almost 
universally unfavourable, with the exception of the Ca substitution at an Mg site, 
although the substitution energy for Mn at the Mg site was fairly close to zero. These 
results show that, using the monolayer approximation, Ca/Mg disordering is likely. 
However, the monolayer approximation is not quite adequate for modelling the solvent 
effects on a mineral surface, as it provides none of the long-range electrostatic effects 
that should be present from bulk water. The neglect of the electrostatic contribution 
could explain the slightly unfavourable substitution for Mn at the Mg site, despite 
experimental evidence that Mn/Mg impurities are observed [7].
The second approach to the solvation of dolomite surfaces was the application of a 
newly implemented continuum solvation method for surfaces in GULP [1], COSMIC 
[8]. The method was found to be useful in the study of substitution energies, but
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proved less robust in the prediction of crystal morphology. The substitution energies 
gained generally followed the trend described by the monolayer approach, but the 
substitution energy of Mn at the Mg site was more favourable. Once again Ca/Mg 
substitutions were predicted as energetically favourable, indicating that the growth of 
calcite or disordered magnesian calcite is favourable thermodynamically. The 
drawback of these types of calculations is the neglect of kinetic barriers in the 
predictions made. While thermodynamic factors are of great importance, for 
substitution at the surfaces the kinetic barriers to substitution may be great, and as such 
a more complete picture of mineral surface interactions would also include such 
considerations, by the use of molecular dynamics calculations.
The aim of the final chapter of this thesis was to use DFT to study the (1014) surface 
under explicit solvation and the adsorption of the arsenate molecule onto the surface 
both under vacuum conditions and when solvated for the purpose of comparison. Due 
to time constraints and the expense of the calculations, the QMMD calculations of the 
solvated surface are not reported here, but will follow in a future publication. 
Preliminary results indicate that there is dissociation of the water directly above the 
surface, but further time in the production phase is needed for these results to be 
quantifiable.
The arsenate molecule was studied using MD and DFT in both the Gaussian03 [9] and 
SIESTA [10] programs, from which studies it was found that the SIESTA program is a 
more appropriate tool for this type of study. It was found that the arsenate molecule 
imposes no appreciable ordering on its immediate surrounding solvent, but that it will 
dissociate as expected to form its singly deprotonated ion at neutral pH. Armed with 
this result, the singly deprotonated arsenate ion was introduced to the (10l4)/ (211) 
dolomite surface, and the geometry optimised using the SIESTA program [11]. These 
geometry optimisations were far more cumbersome and time-consuming than expected, 
and great efforts were needed to coax the system into an optimised geometry. 
Consequently, the planned MD simulation of the solvated ion’s approach to the 
solvated surface was deemed impractical using present methods and computing
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facilities. However, under vacuum the molecule was found to form a bidentate 
binuclear complex with the surface, which bridges over a carbonate ion to interact with 
both a Ca and an Mg ion, and the inclusion of solvation, while it may affect the 
energetics of adsorption and subtly affect the geometry, is not expected to greatly affect 
the preference for this geometry, which relies upon interaction of the unhydroxylated 
arsenate oxygens with the surface cations.
Throughout this work, a method for the modelling of mineral-solution interactions has 
been sought. The most interesting aspect of this problem has been found to be the 
accurate and efficient inclusion of the solvent. Newly implemented continuum methods 
have been applied to the system, using the environmentally significant mineral dolomite 
as an example. Simulations of arsenate ions in solution have been successfully 
performed with full quantum DFT molecular dynamics, and the resultant energies and 
conformations investigated. Further, large steps have been taken towards performing 
similar simulations for the much more challenging system of the arsenate ion on a wet 
dolomite surface.
In a more general context, this work has been useful for evaluating the utility of various 
methods for calculating mineral-solution systems. It is important to quantify the 
importance of explicitly describing the water molecules, and of their dissociative 
behaviour. Methods of describing solvated pollutants have been probed and evaluated 
in the context of their application to the mineral-solution system, using the arsenate 
molecule as a model impurity, and it has been found that the continuum method is 
sufficient, at least for the arsenate molecule, which does not impose ordering upon the 
surrounding solvent. This result is not immediately transferable to other species, whose 
solvation may cause more significant ordering; therefore, it is important to evaluate this 
for any impurity studied.
A number of areas of the work would be of particular interest to investigate further. It 
would be of great interest to include solvation into the model for adsorption of arsenate 
onto the dolomite surface. Currently, as the computational cost of the DFT MD
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calculations is too great, it would be instructive to develop a dissociative potential for 
water at the surface and for the arsenate molecule, and thereafter employ classical 
molecular dynamics to evaluate the free energy of adsorption. The alternative to this 
method, which has been shown by the results of continuum solvation calculations in 
this work to be viable, would be to implement continuum solvation for surfaces in a 
DFT code and incorporate solvation effects in this way. Additionally, it be of great 
interest to investigate the effect of incorporation of the metal cation impurities during 
nucleation and growth. This could be carried out either by static geometry 
optimisations, or by molecular dynamics calculations of surface growth. Finally, 
investigations of the formation of aqueous complexes of arsenate and other relevant 
metal cations, specifically iron, and the interaction of these complexes with dolomite 
surfaces, would be an exciting addition to the current work on the subject.
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"...for what greater wealth can there be than cheerfulness, peace o f  
mind, and freedom from anxiety? ”
Thomas More, 1478-1535.
The End.
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