This paper contains a systematic study of numerical approximations for solving the exact kernel form of Pocklington's integro-differential equation for the current induced on a thin wire by an incident time harmonic electromagnetic field. We consider various Galerkin (h, p, hp and adaptive h) and collocation schemes, and show that a sensible hp refinement strategy provides a very efficient way to solve the problem. We also describe how the kernel (itself a difficult singular integral) can be evaluated reliably and efficiently.
INTRODUCTION
Calculating the current induced on a thin wire by an incident electromagnetic field is an important problem with a long history (see for example [12, Chapter 6] or the introduction of [22] ), dating back to Pocklington's paper of 1897 [17] . The computational problem has been widely studied (see [2, 5, 12, 16] and the references therein), although few authors have carried out systematic comparisons of various different approximation techniques. The 1975 paper [5] does this to some extent, but its scope is restricted by the limited computing power and analytical techniques available at that time and by the fact that it deals with an ill-posed version of the problem. Here we carry out a thorough study of various different approximation schemes for the difficult exact kernel form of the problem, describing how they can be implemented efficiently and reliably enough to be useful in practice.
It is vital that any numerical scheme used to compute the induced current is both accurate and efficient. Efficiency is significant because the problem (an integrodifferential equation) is necessarily computationally intensive and because it often appears as a module in a much more complicated code (e.g. the computational electromagnetics code NEC [4] ). This is also one reason why the current needs to be computed accurately (i.e. reliably found to within a given tolerance). Another is that it is important to be able to evaluate the errors introduced in the derivation of the thin wire model in order to determine when it is valid. Modelling errors can only be identified when numerical errors are essentially eliminated from the computed solution.
Here we consider the canonical problem of computing the current induced on a straight thin wire by the time-harmonic electric field E(x) e iωt . However, the solution techniques we develop and use could be extended to deal with curved wires, although the implementation will be significantly more complicated and costly in computer time. We note also that it is relatively straightforward to calculate the scattered field once the current flowing along the wire is known (this is described for example in [10] ).
Suppose that the wire has unit length and radius a 1 and lies along the z−axis, where x = (x, y, z), i.e. it occupies the region W = (x, y, z) ∈ R 3 : x 2 + y 2 ≤ a 2 , z ∈ [0, 1] . One of the most common formulations of the problem is Pocklington's equation, whose derivation is sketched in Section 1.1. This is the integro-differential equation (IDE) for the axial component u of the current
where the right-hand side f and kernel K are both known functions. Appropriate boundary conditions are
Inverting the Helmholtz operator in (1) leads to the Hallen version of the problem
in terms of two constants A and B which need to be chosen to satisfy the boundary conditions (2) . Both formulations of the problem are equivalent [11, 20] but as pointed out in these two papers, solving Hallen's equation numerically can can give rise to unpredictable results. The Hallen formulation of the problem is also much more restrictive in that it cannot easily be extended to cover the case of curved wires (although this is possible in certain situations, see [15] ), whereas Pocklington's equation can be. From now on we therefore restrict attention to consideration of numerical schemes for (1)- (2) . Many authors use the so-called reduced kernel form of the IDE (1) in which K = K R given by
(see e.g. [4, 5] and references in [2, 22] ). However, since K R and its derivatives are bounded for all ρ ∈ [0, 1] the mapping L R : L 2 (0, 1) → L 2 (0, 1) (where L 2 (0, 1) is the space of square integrable functions on (0, 1)) defined by
is a compact operator, and hence has an unbounded inverse [13] . This means that the IDE (1) with this kernel is ill-posed (the solution u does not depend continuously on the data f ). The ill-posedness of the equation has significant implications for anyone trying to solve it numerically. Basically it means that (1) with kernel K R cannot give a "sensible" numerical solution unless the smallest space mesh-size h used in its discretisation is large compared to the radius a of the wire. Taking h to be too small results in the solution being polluted by an oscillating error near the ends of the wire that grows as h is reduced (this is illustrated for the reduced kernel Hallen problem in [2, : similar results are obtained for Pocklington's equation). A consequence of this is that it is not possible to increase the accuracy of the approximation by refining the mesh, and indeed it is not clear what the computed "solution" actually represents. Although this has been known since the early 1950s [21] , the reduced kernel model still appears to be used in many situations.
For the reasons given above it is important to be able to compute the induced current accurately, and this is not possible using the reduced kernel. Hence we consider numerical schemes for the more complicated exact kernel formulation of (1), in which K = K E given by
This is a singular kernel, satisfying
4π 2 a ln |ρ| for small ρ [16, 11] . Problem (1)-(2) with kernel K E has been shown to have a unique solution by Jones [11] , and Rynne [20] has proved that it is well-posed. Rynne shows that if f ∈ L p (0, 1) (spaces are defined in Section 1.2 below) then the solution u of the exact kernel form of (1) is continuous and so the boundary conditions (2) are meaningful. He also proves that the solution has square root behaviour at the ends of the wire (i.e.
In recent papers [18, 19] , Rynne has derived a Gårding type inequality for the integro-differential operator and used it to obtain rigorous convergence results for Galerkin approximations of (1). Implementing Rynne's scheme efficiently is nontrivial since it involves computing double integrals involving the singular kernel K E , which is itself an integral. The difficulties involved in evaluating K E are well documented [16, 24, 23] , and in Section 3 we describe a new algorithm for K E that is both reliable and efficient. This section also contains other implementation details. We describe several different numerical schemes for the exact kernel form of (1) in Section 2, some of which (piecewise linear Galerkin and various collocation methods) have previously been used for the reduced kernel problem, and others (the p, hp and adaptive h methods) which have not. Numerical results are presented in Section 4, and discussed in Section 5.
We conclude this section with a brief derivation of the thin wire model (1)-(2), and a description of notation and function spaces used in the rest of the paper.
Derivation of the IDE (1)
We now sketch the derivation of the model (1)- (2) , showing the assumptions that result in both the reduced and exact kernel forms. Full details are given in [10] . An alternative derivation is given by Tijhuis et al. in [22] .
The current induced on the wire by the time harmonic incident field E(x) e iωt is ue iωt , and we assume that the current flows along the wire so that u(x ) = u(x )e z , where e z = (0, 0, 1). This means that the vector potential at x ∈ R 3 is A(x)e iωt e z where A is given by the integral
over the surface ∂W of the wire, where µ is the permeability and c the speed of light. The z−component E s of the scattered electric field is given by
Assuming the wire to be a perfect conductor implies that the tangential component of the total (incident and scattered) electric field is zero on the wire's surface and hence
for x ∈ ∂W, where E is the z−component of E. Making the change of variables E 1 = E/c, u 1 = µu and ω 1 = ω/c (so ω 1 is the wave number k), and then dropping the subscripts from E, u and ω results in the non-dimensionalised equations
and
Note that if the wire has length L = 1 then the non-dimensionalised frequency ω corresponds to kL and the non-dimensionalised radius a to the true wire radius divided by L. The model (1)- (2) is derived after making some further simplifying assumptions.
1.
The wire is regarded as an open tube and hence u(x, y, z) = 0 for (x, y, z) ∈ ∂W and z ∈ {0, 1}.
2.
Because the wire is thin the (x, y)−dependence of the electric field on the surface of the wire is ignored: i.e. set E(x) = E(z) for x ∈ ∂W.
The final simplification concerns the current u(x).
(a) The surface current is assumed to also be azimuthally symmetric, i.e. if
This implies that the term |x − x | in the integrand of (5) can be written as
for some φ, φ . After some manipulation this yields A(x) = A E (z) for x ∈ ∂W, where
is given in terms of the exact kernel K E defined by (4).
(b)
The reduced kernel formulation follows from regarding the current as acting on the wire's midline, instead of on the surface (but still applying the electric field boundary condition on its surface). In this case the integrand term in (5) is
when x ∈ ∂W, and it follows that A(x) = A R (z) where
Substituting A E or A R for A into (6) results in either the exact or reduced kernel forms of the IDE (1) respectively, where the right-hand side is f (z) = iωE(z). The boundary conditions (2) follow immediately from assumption 1.
Note that the model used in the code NEC-4 [4] is for a closed tube and so includes an approximation of the wire end caps. In [4] the current is regarded as flowing along the wire's surface and the electric field boundary condition is applied on the axis, again leading to A = A R given in 3.(b) above.
Notation and spaces
We conclude this section with definitions of the function spaces and norms needed in the rest of the paper.
Suppose that U ⊂ R m for m = 1 or 2 (in most of the text U = (0, 1) ∈ R). For any 1 ≤ p < ∞ let L p (U ) be the set of complex valued functions g for which the integral of |g| p over U is finite, and define the L 2 norm
in the usual way. The inner product of two functions f and g ∈ L 2 (U ) is written as f, g and defined by
Additionally let H 1 (U ) be the Sobolev space of functions whose generalised derivatives up to order 1 belong to L 2 (U ).
We also require fractional order Hilbert spaces based on (0, 1). To this end let Ω ∈ R 2 be a simply connected bounded domain whose boundary ∂Ω is smooth curve, and let H 1/2 (∂Ω) denote the (Sobolev) space [14] 
Let Γ with Γ ⊂ ∂Ω be a connected piece of ∂Ω and set
with associated norm u H1/2 (Γ) (see [14] ). This space is used in Section 2.6 with Γ = (0, 1). A different but equivalent definition ofH 1/2 (0, 1) is given in [18] .
NUMERICAL METHODS
This section contains a description of several different numerical methods for the problem (1)-(2) with K = K E . We shall only consider the exact kernel form of the problem from now on, and consequently drop the subscript E and use K to denote the exact kernel (4).
We begin in Section 2.1 with a description of the uniform mesh piecewise linear Galerkin approximation that Rynne [18] has shown to be convergent. When implemented naively this method is extremely slow, and we identify ways in which it can be made efficient enough to use in practice. However, it is still slower than similar collocation schemes and two of these are detailed in Sections 2.2-2.3. We also consider some more sophisticated finite element approximations (the p, hp and adaptive h methods) in Sections 2.4-2.6, and present and discuss numerical results for all these schemes in Section 4. Although using an adaptive method may appear superficially attractive, the work involved in computing the residual-based error estimate is such that the scheme cannot compete with a sensible non-adaptive hp method like that described in Section 2.5. This and other specific implementation details (how to evaluate and integrate the kernel (4) and how to perform the linear algebra) are described in Section 3.
In all the methods that follow we use n to represent the number of sub-intervals of the wire (0, 1) used in the approximation, and N for the total number of unknowns.
Piecewise linear Galerkin
Multiplying the IDE (1) by a test function ψ(z) ∈ H 1 (0, 1) that satisfies ψ(0) = ψ(1) = 0 and integrating by parts gives
where D = d/dz, < ., . > denotes the L 2 inner product (described in Section 1.2), and the operator K is defined by
We use piecewise linear trial and test functions on a uniform mesh of size h = 1/n, defining
Expanding u in terms of these basis functions as
yields the linear system
where
T and the components of the matrices B and C are given by
The unknowns for the problem are the coefficients of U , and so N = n − 1 for this approximation scheme.
Rynne [18] has shown that the scheme (9) converges to the solution of the exact problem as the mesh-size h → 0, when exact integration is used to evaluate the components of B and C. In practice the component integrals cannot be found analytically and have to be approximated. It is important for this to be done efficiently since they are all three dimensional (3D) integrals (because they involve K, which is itself an integral). Fortunately it is possible to use a simple 2D change of variables so that each component can be written as a 2D integral. We illustrate how this can be done by looking at the matrix B.
It is straightforward to show that
and hence B is a symmetric Toeplitz matrix whose entries are given in terms of triple integrals. Using the change of variables s = x − x , s = x + x means that the V m can be written as
Therefore in order to compute B, it is necessary just to evaluate the n double integrals V m , m = 0 : n − 1 in (10). The same procedure can be used to evaluate the components of C, which reduce to C j,k = W j−k where
and γ is the twice continuously differentiable function defined by
The integrals V m and W m can either be evaluated by a 1D quadrature formula that uses values of K (this involves first approximating the kernel K), or by using 2D quadrature for the double integral. Both approaches have been compared and the most efficient approach that we found is to evaluate K explicitly and use 1D adaptive quadrature (details are given in Section 3). Thus the linear system (9) can be written as
As discussed in Section 3.4 the fact that A is Toeplitz means that Levinson's algorithm can be used to solve the linear system efficiently for large N (see also [22] ).
The method is applied by successively halving the mesh size (i.e doubling n) until two approximate solutions are sufficiently close together in the L 2 −norm. The algorithm for the method is summarised below. Other Galerkin schemes have been considered for the reduced kernel form of (1) in [5, 12] .
Algorithm 1:
1. Choose an initial uniform grid with n elements (e.g. use n = 4) and a tolerance τ .
2. Set the mesh-spacing to be h = 1/n and compute the approximate solution
3. Set n := 2n, h = 1/n and compute the approximate solution
< τ then terminate the calculation. Otherwise set U old := U new and return to 3..
Piecewise linear collocation
Collocation is another popular way of solving (1) and often has the advantage that the matrix elements are faster to evaluate than for the corresponding Galerkin scheme [5, 12] . However there are no convergence results for collocation schemes of the type given for Galerkin schemes in [18, 19] .
The first collocation scheme we consider also uses the expansion (8) for u in terms of the piecewise linear basis functions φ j given in the previous subsection (and so again N = n − 1, where the mesh spacing is h = 1/n). This is substituted into the IDE (1) and a second central difference is used to approximate the second derivative. The resulting equation is forced to be satisfied at the node points z j = jh to yield
for j = 1 : n − 1. Once the integrals are approximated (see Section 3.2 for details) this scheme also reduces to a symmetric Toeplitz linear system AU = f (for a different matrix A and where here
The method is again applied with a uniform (halving) mesh refinement strategy, and is identical to Algorithm 1.
Piecewise trigonometric collocation
Other basis functions have often been used to solve (the reduced kernel form of) (1) [5, 4, 12] , and one of the most popular of these is the set of piecewise trigonometric basis functions ψ j defined on a uniform mesh with spacing h = 1/n by
where z k = kh and the constants a j , b j and c j , j = 1 : n are the unknowns for the problem (so N = 3n for this type of approximation). The current u is expanded in terms of these basis functions as
The two boundary conditions (2) are enforced by
and both the approximate current and its first derivative are forced to to be continuous for all z ∈ (0, 1) by assuming the unknowns to satisfy
for j = 1 : n − 1. Together (12) and (13) comprise 2n equations, and the remaining n equations are obtained from the IDE (1). The approximate current is substituted into the IDE to give
Integrating by parts separately on each subinterval (using the continuity of u and Du on (0, 1)) then gives
where note that the integrand is particularly simple because the sine and cosine terms in the basis function are annihilated by the Helmholtz operator in (1). This equation is assumed to hold at the patch midpoints z = z j−1/2 , j = 1 : n to give a system of n equations involving the integrals
The full linear system comprises (12), (13) and (14) at the patch midpoints, and ways in which it can be solved most efficiently are discussed in Section 3.4. This collocation scheme is also applied with a uniform (halving) mesh refinement strategy, and hence is also that given in Algorithm 1. Numerical results are presented in Section 4.
We note that the alternative representation of the basis functions in the piecewise trigonometric scheme as
is used in NEC-4 [4] to deal with rounding error problems in low frequency simulations. This is because cos ω(z − z j−1/2 ) ≈ 1 at low frequency and the independence of the a j and c j cos ω(z − z j−1/2 ) terms in (11) is destroyed by rounding errors. In contrast, the independence of the a j and c j (cos (15) is maintained for small ω if the identity cos x − 1 = −2 sin 2 (x/2) is used in numerical evaluation to avoid rounding errors.
Uniform p−method
The three methods discussed above have all been refined by reducing the mesh size according to Algorithm 1, keeping the basis functions unchanged apart from a scaling. The p−method instead involves using a fixed grid throughout the calculation and is refined by increasing the degree of the piecewise polynomial basis functions used.
The initial approximation (p = 1) is the piecewise linear Galerkin solution of Section 2.1 on a uniform grid with mesh-size h = 1/n (where e.g. n = 8). Higher order approximations are obtained by augmenting the piecewise linear test and basis functions φ j , j = 1 : n by higher degree polynomial bubble functions. These are taken to be anti-derivatives of Legendre polynomials defined on the interval 
where P k is the Legendre polynomial of degree k. Note that each of these are zero at the endpoints s = ±1. Other nice properties of these functions are described in [9] .
The p − 1 bubble functions associated with the jth interval are ϕ j,k (z) for k = 1 : p − 1, where
For ease of notation we relabel the "hat" functions of Section 2.1 as φ j = ϕ j,0 , and expand the current u in terms of the hat and bubble basis functions as
Note that each of the basis functions is continuous on the whole interval [0, 1] and that this approximation automatically satisfies the boundary conditions (2) . The unknowns are the N = np constants U jk for j = 1 : n, k = 0 : p − 1. Taking the test function ψ in the inner product (7) with each of the basis functions ϕ j,k then yields an N × N linear system of the form
The algorithm is summarised below. It uses a stopping criterion based on the L 2 norm of the difference between two successive approximations but this is not the only possibility.
Algorithm 2:
1. Choose a fixed uniform grid with mesh-spacing h (e.g. h = 1/8), and a tolerance τ , and set p = 1.
2. Compute the approximate solution U old = U (1) using the piecewise linear Galerkin approximation on this grid.
3. Set p := p + 1, and compute the approximate solution U new = U (p) using the hat and bubble basis functions of degree up to p as described above.
Non-adaptive hp−method
The hp−method involves refining both the size of (some) grid elements and the degree of the piecewise polynomial basis functions according to a pre-determined strategy. The initial approximation (p = 1) is again the piecewise linear Galerkin solution of Section 2.1 on a uniform grid with mesh-size h = 1/n (where e.g. n = 4 or 8). The strategy used to generate successive approximations of increasing accuracy should be based on knowledge of properties of the exact solution u. Because u behaves like a square root near the ends of the wire but is otherwise smoother [20] , a sensible strategy is to subdivide the elements at the two ends of the mesh (i.e. those that contain the points 0 and 1), and increase the degree of the bubble basis functions in all other elements by 1.
Suppose that the current mesh is level k − 1 and has n (k−1) (not necessarily uniform) intervals with mesh-points z
] and suppose that the degree of basis functions used on the interval Γ
. We always use degree 1 polynomial basis functions at the two ends of the wire, so that p The first three levels of mesh and basis refinement for the (non-adaptive) hp−method starting with a uniform mesh with four intervals when k = 1. The circles represent mesh-points and the degree of polynomial basis function used in each interval is written above it.
n (k−1) = 1 for any k. The refinement strategy to obtain the level k mesh-points and basis functions is to choose λ ∈ (0, 1) and then:
]. In calculations we used λ = 0.17 motivated by [7] and numerical experiments to obtain nearly optimal (exponential) convergence. The first three levels starting from a uniform mesh with n (1) = 4 are shown in Figure 1 . The method is also applied repeatedly until two successive approximate solutions are sufficiently close in the L 2 (0, 1) norm.
Adaptive h−method
The final scheme that we consider is adaptive -it uses the piecewise linear Galerkin algorithm of Section 2.1 on a non-uniform mesh that is chosen in order to minimise an estimate of the error in the computed solution. As in the previous subsection we denote the mesh intervals by Γ j , j = 1 : n, and set h j to be the length of the interval Γ j . This adaptive strategy needs an a posteriori error estimate η, and a reliable estimate based on the residual is given by Rynne in [18] :
where L is the operator corresponding to the IDE (1), i.e.
Rynne shows that the difference between the exact solution u(z) and its Galerkin approximation U (z) on a particular mesh satisfies
where C is a constant independent of the mesh. The mesh and solution are computed according to the following algorithm, which again uses a stopping criterion based on the L 2 norm.
Algorithm 3:
1. Choose an initial coarse mesh Γ
(1) j , j = 1 : n (1) (e.g. set n (1) = 4 and let each
), a tolerance τ and initialise the level to k = 1.
2. Compute the approximate solution U old = U (1) using the piecewise linear Galerkin approximation on the coarse mesh.
3. For each j = 1 :
5. Set k := k + 1, and compute the Galerkin solution
< τ then to terminate the calculation. Otherwise set U old := U new and return to 3..
Note that the estimate η in (17) must be computed on any given mesh. This is computationally intensive since it involves the evaluation of 3D integrals. Ways in which η can be approximated efficiently are discussed in Section 3.5.
IMPLEMENTATION
This section contains a description of some of the specific implementation details for the algorithms of Section 2. One of the most important and difficult parts of any of these algorithms is the evaluation of the exact kernel (4) and its integrals weighted by polynomials. We begin with two subsections describing how this can be done both accurately and efficiently; the first considers the efficient evaluation of (4) and the second deals with the integrals that are needed to construct the coefficient matrix for each algorithm. We next look at efficient techniques for solving the various linear systems that arise, and in the final subsection we examine ways in which the computational effort involved in approximating the error estimator η used in the h−adaptive algorithm of Section 2.6 can be reduced.
We note that [4] contains a discussion of implementation issues for integrals involving the reduced kernel (3).
Evaluation of the exact kernel
We first rescale the exact kernel (4) with respect to the wire radius, rewriting it as
and the scaled frequency is ν = 2aω.
To establish some properties of the scaled kernel F we follow [16, 23, 24] and split it into two parts,
noting that the second term is bounded (its integrand is bounded) and that the first term can be written as
where EllipticK is the complete elliptic integral of the first kind (there is no simple expression for the second term). This yields the well-known result (see e.g. [16, 11] )
since EllipticK has a logarithmic singularity as its argument approaches 1. More details of the properties of K can be found in [20, 18] . This singularity is the main source of difficulty in evaluating the scaled kernel F . The degree of difficulty in calculating F at a value of λ (for fixed ν) is roughly correlated with the ease or difficulty in computing EllipticK(1/ √ λ 2 + 1) (i.e. hard when λ is small and relatively easy for large λ). There are also problems when ν is large, since then the kernel is highly oscillatory. We have found that the most efficient strategy for evaluating F is to treat the small and large λ cases separately, combining them in a single kernel evaluation subroutine. We begin with a description of the easier case.
Large λ
We first rewrite the scaled kernel (18) as where R * is the midpoint value λ 2 + 1/2. An accurate estimate of F for large λ can be obtained by applying the composite trapezoidal rule with M intervals to the integral (19) , repeatedly doubling M until the relative difference between two successive approximations is smaller than some pre-defined tolerance τ (typically τ = 10 −12 ). Very accurate results can be obtained by using moderately low values of M , as shown in Figure 2 (the accuracy depends on the scaled frequency ν). This is presumably because away from λ = 0 the integrand is a smooth, periodic (in θ) function. The e −iνR * term is extracted to improve the accuracy of computing the complex exponential term in the integrand when the scaled frequency ν is large. We also use the identity
to reduce rounding error problems when λ is very large, since the direct calculation of R − R * in standard 64 bit arithmetic gives only about 16−2 log 10 λ significant digits of accuracy for λ ∈ [1, 10 8 ]. All precision is lost for λ > 10 8 . Various authors [5, 16] use the reduced kernel (3) to approximate the exact kernel (4) and Figure 2 shows that it is a good match as λ → ∞. However, it is interesting to note from the figure that the approximation
obtained by a single interval midpoint rule approximation of the integral (19) gives even better results for the same computational effort at large λ.
Small λ
When the scaled distance argument λ is small the logarithmic singularity in the kernel dominates its computation. The most efficient way we have found to evaluate it is to treat the real and imaginary parts separately, writing the scaled kernel as
The term F 2 (z, ν) can be efficiently evaluated to any required accuracy by the composite trapezoidal rule, which again exhibits superconvergence as the number of subdivisions is increased. We needed to use a more sophisticated approximation strategy for F 1 . As noted above,
A standard form for the elliptic integral is
and hence EllipticK(0) = π/2. Care is required in evaluating this integral when the argument l ≈ 1, and a standard method used in mathematical software libraries for evaluating EllipticK uses the Landen transform
(see [8, p . 250] for details) in (22) to obtain the identity
EllipticK(l) = (1 + k)EllipticK(k).
Note that 0 < k < l < 1, and so the transform converts the elliptic integral to one with a smaller argument. This identity can be used repeatedly to obtain
and, since k n → 0 as n → ∞, the process is terminated in floating point arithmetic when k n is small enough to ensure that fl(1 + k n ) = 1, giving
to machine precision. This approach is also called the method of arithmeticgeometric means [1, Section 17.6]. We have found that the Landen transform is also an efficient method for calculating the real part F 1 of the kernel in (21) . Using the change of variable t = cos θ gives
, where k 0 = 1 1 + z 2 and g 0 (t) = cos
We then use the Landen transform
for j = 0, 1, . . . to obtain
where the sequence k j is the same as for EllipticK. The process again terminates when fl(1 + k n ) = 1 giving
to machine precision, and the final integral can be approximated using the composite trapezoidal rule.
Switching between small and large λ methods
We carried out numerical tests to measure flop counts for both the small and large λ evaluation methods described above, over a large range of values of λ and for a wide range of scaled frequencies ν. In general both schemes are roughly equally efficient for the middle values of λ, and for larger λ the direct (large λ) method is more reliable (because it takes care of rounding error problems) and about five times faster than the Landen transform (small λ) method. For small λ the direct method is extremely inefficient compared to the Landen transform method. Taking into account the effects of the scaled frequency ν on the flop count for the calculations, we use the Landen transform method when λ ≤ λ switch (ν) ≡ 10 10 + |ν| and the large λ method otherwise. This is simply a rule of thumb, safeguarded by favouring the Landen transform (small λ) method for the reasons give above.
Efficient evaluation of the integrals in the coefficient matrices
The coefficient matrices generated by the numerical methods described in Section 2 require the evaluation of integrals of the form
where P (s) is a low order polynomial, σ = ±z j (node point) or ±z j+1/2 (element midpoint) and h is the length of the mesh interval. The exact details depend on the scheme, and we note that none of the integrals required for any of the schemes gives a simple closed form expression. We must therefore use numerical approximation. The main problem in approximating (23) is again the singular behaviour of the kernel function K. There are many ways to approximate (23) , ranging from a direct approximation by a 1D adaptive quadrature package such as d01ajf from NAG, to substitution of the kernel definition (4) into (23) followed by a direct approximating of the resulting 2D integral by a 2D adaptive quadrature method such as the NAG routine d01fcf. An intermediate strategy is described in [23] .
After much experimentation with these various approaches, we conclude that an efficient way to approximate (23) for all the cases required is to split it into a singular and a nonsingular integral and use adaptive 1D quadrature on each part separately. We first write
is continuously differentiable for all |ρ| = 0 (including |ρ| = 2a) and has the same leading order behaviour as K(ρ) as ρ → 0. The integral I P 2 is simple enough to evaluate explicitly and the integrand of I P 1 is (following [20, 18] ) continuously differentiable, and so I P 1 can be tackled directly by an adaptive 1D quadrature routine such as the NAG routine d01ajf.
Matrix assembly in the p−, hp− and adaptive h−schemes
In the p−method of Section 2.4 the mesh is fixed and enhancing the approximation from degree p to p + 1 only requires the additional calculation of (Kφ j,p , φ l,m ) for j, l = 1, . . . , n , m = 0, . . . , p rather than the re-calculation of the complete matrix. Thus the coefficient matrix is simply extended as the degree of the approximation in each element increases.
The mesh in the adaptive h−scheme is refined at the ends as the scheme progresses, but most of the elements remain the same from step to step and so their contribution to the coefficient matrix does not change. To avoid duplicated effort we store the element submatrices, modify them to cope with the local changes in the mesh, and assemble the full coefficient matrix from them at each step.
The hp−scheme uses both of these strategies.
Linear algebra
The end result of each of the methods described in Section 2 is a linear system of equations AU = f where the vector U contains the unknown coefficients used in the approximate solution and vector f is generated from the known incident field function in (1). The details depend on the scheme. In general there is no special structure to be exploited in the linear algebra required for the non-uniform grid schemes, and we use a standard Gaussian elimination solver (the Matlab backslash (\) operator) in this case. This requires O(N 3 ) flops and storage for the N 2 (complex) entries in the matrix. However, the uniform grid schemes do have a special structure which can be used both to speed up the solution of this linear system from O(N 3 ) to O(N 2 ) flops, and to reduce the storage required from O(N 2 ) to O(N). We examine this below.
The uniform grid piecewise linear Galerkin and collocation methods of Sections 2.1 and 2.2 result in a dense system of equations with symmetric Toeplitz structure. That is, the N × N coefficient matrix has entries
The complex constants α s , s = 0, . . . , N −1 depend on the method used. Symmetric Toeplitz systems can be solved using Levinson's algorithm [6, 2, Section 4.7] in O(N 2 ) flops, compared to O(N 3 ) flops by standard Gaussian elimination for dense matrices. Also, the storage required is only O(N ). The Levinson algorithm requires fewer flops than standard Gaussian elimination for all non-trivial systems (N > 1), but in our experiments using Matlab on a standard Sun Ultra 5 workstation, the Levinson algorithm was slower (that is in execution time) than the standard Matlab dense linear system solve command for systems of size less than about N = 150. The difference is due to the way Matlab's built in linear algebra routines make use of the hardware and will vary from system to system. The choice of which algorithm to use at a given system size is thus likely to be both software and hardware dependent, but the Levinson algorithm will always require fewer floating point operations.
Note that if these schemes are applied on a curved wire then the resulting linear system is not Toeplitz in general, even on a uniform mesh, and so the solution times and storage will be O(N 3 ) and O(N 2 ) respectively. In the uniform grid piecewise trigonometric collocation scheme of Section 2.3 we order the unknowns a j , b j , c j into the solution vector as U = (a, b, c) . The 3n × 3n coefficient matrix A then has a dense n × n block multiplying the a j coefficients, while the rest of the matrix is sparse. The system can be condensed by eliminating b and c, but the dense n × n matrix that results does not have a nice Toeplitz structure. Our experiments in Matlab indicate that it is faster to feed the full 3n × 3n mixed dense-sparse system to the Matlab sparse system solver than to eliminate b and c. However the flop counts for both approaches are essentially the same, with a computational cost of O(N 3 ) (where the number of unknowns N = 3n).
Evaluating the error estimator for the adaptive h-method
The adaptive h-method of Section 2.6 is based on an error estimator which requires calculation of the norm of the residual over each mesh element Γ j to obtain the quantities
for j = 1 : n, where L is the operator corresponding to the IDE (1), i.e.
Lu(z)
The approximate solution U (z) for this scheme is a piecewise linear function on the (non-uniform) grid with nodes z j , and hence the first part of LU (z) is
where U j = U (z j ) and the weights are
The integral in the second part of LU (z) can be split into contributions over each mesh element, but this is not necessary for our discussion and so we write
and note that this function has logarithmic singularities at each node point z = z j because K(ρ) = O(log |ρ|) as ρ → 0. If we work to the same accuracy as in computing the coefficient matrix, the computational effort required to obtain the value of the residual at a single point z can be large. From (25) we see that this requires n + 1 evaluations of the kernel, and an integral of the kernel weighted by the approximate solution. This could take approximately the same time as evaluating a complete row of the coefficient matrix. This calculation has to be repeated for many different values of z within each element to obtain an estimate of LU − f L 2 (Γj ) by quadrature, resulting in a computational cost for the error indicator function η which is far in excess of the cost of finding the approximate solution U on a given mesh. Clearly it is both too expensive and also unnecessary to work to high precision when evaluating the error estimate. An accuracy of 1% (or even 10%) in evaluating η is sufficient for the mesh adaptation algorithm. We outline our approach below.
First we replace direct (and expensive) evaluation of the kernel function K by the approximationK
The choice of the first term inK comes from the results of Section 3.1 where it is seen to be a good approximation in its own right for large values of ρ/(2a). Secondly we approximate
where I 2 is a piecewise linear function satisfying
at each of the space node points z j . The integrals are carried out by adaptive quadrature as in the calculation of the coefficient matrix, but working to a tolerance of 1%. Finally the norm calculation is approximated by
and adaptive quadrature is used with a relative tolerance of 1%.
NUMERICAL RESULTS

Uniformly refined Galerkin and collocation schemes
We begin by presenting results for the three uniform grid methods described in Sections 2.1-2.3 that use the uniform mesh refinement strategy of Algorithm 1. All of our numerical tests have been run using a constant right hand side function f ≡ 1 in the IDE (1). Results are summarised in Figures 3-6 : these figures are typical in that they illustrate the behaviour of the schemes both for large and small a (10 −2 and 10 −6 ) and for low, high and very low frequencies (ω = 1, 100 and 0.01). They show the dependence of the relative L 2 solution error on both n (the number of mesh intervals) and the total flops, and the dependence of the flop counts for setting up the coefficient matrices and solving the linear systems on n for each scheme. Each figure contains data computed with n = 2 k for k = 2 : 12 (and so the finest grid has n = 4096 in each case). The numbers appearing as a legend in each graph are the slopes of the respective plots, calculated as a least squares fit of the data (to four significant digits) with n = 2 k for k = 7 : 10 in the top right-hand graph and k = 8 : 12 for the bottom two graphs of each figure. The absolute value of the computed solution is shown for a range of radius sizes and frequencies in Figure 7 .
The relative L 2 errors for each approximation are straightforward to calculate from the available data. Suppose that U (n) (z) is an approximate solution computed with mesh-spacing h = 1/n (the coarse solution), and U 
FIG. 4.
Results for piecewise linear Galerkin (-), piecewise linear collocation (--) and piecewise trigonometric (· · ·) schemes when a = 10 −6 and ω = 1. 
FIG. 5.
Results for piecewise linear Galerkin (-), piecewise linear collocation (--) and piecewise trigonometric (· · ·) schemes when a = 0.01 and ω = 100. 
FIG. 6.
Results for piecewise linear Galerkin (-), piecewise linear collocation (--) and piecewise trigonometric (· · ·) schemes when a = 10 −6 and ω = 0.01.
and U (n * ) (z). The function ε(z) is piecewise trigonometric on the fine mesh for the piecewise trigonometric collocation scheme, and its norm can either be computed exactly using this representation or approximated by the norm of its piecewise linear interpolant. For simplicity we used the piecewise linear approximation. The relative solution error plotted in each of Figures 3-6 is then taken to be
where U (n * ) G is the piecewise linear Galerkin solution on the fine mesh (the same solution is used to normalise each error).
As predicted by Rynne in [18, 19] the convergence rate of the piecewise linear Galerkin scheme appears to be O(1/n). The two collocation schemes also appear to exhibit first order convergence, as shown in the top right plots of Figures 3-6 . Note that the apparent superiority of the piecewise trigonometric scheme in these graphs is somewhat misleading since it uses three times as many unknowns as the other two schemes. The top left hand plots (flops vs relative error) provide a fairer comparison.
As can be predicted from the number and complexity of the kernel integrals required for the entries in the coefficient matrices (described in Section 3.2), the set-up flop count is roughly proportional to n s for some s ≤ 1, and for fixed n it is always lowest for piecewise trigonometric collocation and highest for the Galerkin scheme. As discussed in Section 3.4 the two piecewise linear methods use Levinson's algorithm to solve the linear system, and this is reflected in the quadratic growth of their linear algebra flop count with n. The piecewise trigonometric scheme uses O(n 3 ) flops for the linear algebra, which means that if n is sufficiently large then this scheme will be less efficient than the other two. For small n however the piecewise trigonometric approximation generally performs well, giving a lower error than the other two schemes for a fixed flop count. The system size at which the error and flop count for this scheme are roughly comparable to that for the Galerkin approximation (i.e. where their respective curves in the top left graphs overlap) appears to depend on both ω and a. At small a the piecewise trigonometric scheme is uncompetitive at all other than very coarse meshes. The piecewise linear collocation scheme does not work well for low n when ω is moderately large, taking a long time to start converging.
The tests were repeated at very low frequency to compare the two versions of the piecewise trigonometric collocation scheme described in Section 2.3. The representation (15) gives more reliable results for small ωh than (11), which is corrupted by rounding errors. As a rough guide, when a ≈ 0.01 the relative size of the rounding error using the representation (11) is very close to the relative difference between the floating point evaluations of (cos ωh − 1) and −2 sin 2 (ωh/2) (see the end of Section 2.3). There are about 16 + 2 log 10 ωh significant digits of accuracy using (11) in standard 64 bit arithmetic and rounding errors of ≥ 1% when ωh ≤ 10 −7 .
These rounding errors appear to be reduced slightly when a is decreased. 
The p−, hp− and adaptive h−schemes
We now describe numerical results for the schemes of Sections 2.4-2.6 and compare them with those for the uniform mesh Galerkin approximation obtained in the previous subsection. Again we take f ≡ 1 in the IDE (1) . Starting from an initial uniform mesh with h = 1/4 (resp. h = 1/32 for the p− and hp−schemes when ω = 100) we used Algorithm 2 to compute a uniform p−method solution, Algorithm 3 for the adaptive h−method solution, and calculated solutions for the hp−scheme on a sequence of six meshes using the (end) element refinement parameter λ = 0.17.
We use the approximate solution U (n * ) G (z) obtained from the uniform h−scheme with h = 2 −17 (i.e. using n * = 131072 elements) to calculate the relative L 2 −error for each scheme, i.e. the error is 0,1) . Figures 8-10 show plots of the computed error against both the flops used and number N of degrees of freedom for (a = 0.01, ω = 1), (a = 0.01, ω = 100) and (a = 1e−6, ω = 0.01). The numbers appearing as a legend in each graph are again the slopes of the respective plots, calculated as a least squares fit to the four most accurate solutions.
The upper two graphs of each figure show that in common with the schemes described in the previous subsection, the p− and adaptive h−schemes also converge algebraically for large n. The numerically obtained convergence rate for the p−method agrees with the theoretically expected rate of 2. The adaptive meshrefining strategy of Algorithm 3 increases the convergence rate for the piecewise linear Galerkin scheme from 1 (for the uniform mesh approximation) to roughly 2, which is likely to be optimal for this finite element space. The slope of the graph for the hp−scheme increases for increasing N , illustrating the exponential convergence of this method.
It is interesting to note that if low accuracy (relative error ≥ 10 −3 ) is required, then the h-uniform scheme is more efficient than the h-adaptive scheme in the tests. This is partly due to the overhead in computing the error estimate and the additional costs of matrix assembly and linear algebra on a nonuniform grid. Also the h-adaptive scheme seems to perform badly at high frequency, perhaps because the grid adaptation strategy does not work well until the highly oscillatory solution is well-resolved everywhere. However, the plots clearly show that the hp−scheme is far more efficient than the others at moderate to high accuracies, and is at least as efficient at lower accuracy. The figures also show the dependence of the set-up and linear algebra flop counts on N . Note that the adaptive h−scheme and uniform p−scheme are in general considerably more expensive to set up than the other schemes. For the p−scheme this is presumably because computing the matrix entries corresponding to high degree polynomial basis functions takes a long time. The reason for the adaptive h− scheme is slightly more subtle: because the "current" mesh for this scheme depends on all the previous meshes and solutions we take the set-up flop count to be the sum of all the flops used to set up the linear system and calculate the a posteriori error estimator on all previous meshes. Similarly the linear algebra flop count is defined to be the sum of all flops used in solving the linear systems to obtain the solution on all previous meshes. 
FIG. 8.
Results for h-uniform (· · ·), p-uniform (-· -), h-adaptive (--) and hp-geometric (-) Galerkin schemes when a = 0.01 and ω = 1. 
FIG. 9.
Results for h-uniform (· · ·), p-uniform (-· -), h-adaptive (--) and hp-geometric (-) Galerkin schemes when a = 0.01 and ω = 100. 
FIG. 10.
Results for h-uniform (· · ·), p-uniform (-· -), h-adaptive (--) and hp-geometric (-) Galerkin schemes when a = 10 −6 and ω = 0.01.
CONCLUSIONS
This paper provides a systematic study and comparison of numerical approximation methods for the exact kernel form of Pocklingon's thin wire equation. This is a difficult computational problem and we have described ways in which it can be tackled efficiently.
Our numerical results show that the theoretically predicted first order convergence rate [18, 19] for the uniform piecewise linear Galerkin scheme is achieved in practice. The two collocation schemes described in Sections 2.2 and 2.3 also exhibit first order convergence. A second order convergence rate can be obtained by using either an adaptive h− or a uniform p− refinement strategy. The geometric (non-adaptive) hp−method whose predetermined refinement strategy is designed to take known solution properties (the square root behaviour at the ends of the wire [18, 19] ) into account is by far the most efficient of the algorithms we have considered. As shown in Figures 8-10 this scheme appears to converge exponentially, its convergence rate increasing with the number of degrees of freedom. It has long been known that grading the mesh appropriately to take account of singularities in the solution can be used to obtain good convergence rates for numerical approximations of integral equations (see for example [3] for a comprehensive survey).
One might be tempted to try an adaptive hp−algorithm to achieve even better results. However, the h−adaptive algorithm of Section 2.6 requires repeated evaluation of the error estimator η which, although this can be speeded up tremendously as described in Section 3.5, still imposes a considerable overhead on the calculations. An hp−adaptive scheme would suffer at least as badly, and so would probably be uncompetitive.
Another way of tackling the end singularities is to augment the approximation space by adding the two new basis functions ϕ 0 (x) = √ x and ϕ 1 (x) = √ 1 − x.
Rynne proves in [18] that the convergence rate for the uniform piecewise linear Galerkin approximation can be improved to second order if this is done correctly. Even though this type of approximation may well be more efficient than either of the second order schemes considered here, its algebraic convergence means that it cannot compete with the hp−scheme. We conclude with a short list of recommendations for anyone who wants to compute the current induced on a perfectly conducting thin wire.
• Use the exact kernel form of Pocklington's equation to model the problem (the Hallen form has some undesirable properties [11, 20] , and the reduced kernel problem is ill-posed [21] ).
• Evaluate and integrate the kernel as efficiently as possible (Section 3.1-3.2).
• Use the non-adaptive (end-refined) hp-method of Section 2.5 to obtain high accuracy solutions efficiently.
• If low accuracy (relative error ≥ 1% ) is sufficient, then the uniform grid piecewise trigonometric collocation scheme of Section 2.3 is an efficient method.
