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SIMULTANEOUS APPROXIMATION IN LEBESGUE AND
SOBOLEV NORMS VIA EIGENSPACES
CHARLES L. FEFFERMAN, KAROL W. HAJDUK, AND JAMES C. ROBINSON
Abstract. We show how to approximate functions defined on smooth
bounded domains by elements of eigenspaces of linear operators (e.g. the
Laplacian or the Stokes operator) in such a way that the approximations
are bounded and converge in both Sobolev and Lebesgue spaces simulta-
neously. We prove an abstract result referred to fractional power spaces
of positive, self-adjoint, compact-inverse operators on Hilbert spaces,
and then obtain our main result by identifying explicitly these fractional
power spaces for the Dirichlet Laplacian and Dirichlet Stokes operators.
As a simple application we prove that all weak solutions of the convec-
tive Brinkman–Forchheimer equations posed on a bounded domain in
R
3 satisfy the energy equality.
1. Introduction
In this paper we describe a method that allows one to use truncated (but
weighted) eigenfunction expansions in order to obtain smooth approxima-
tions of functions defined on bounded domains in a way that behaves well
with respect to both Lebesgue spaces and L2-based Sobolev spaces, and
that also respects the ‘side conditions’ that often occur in boundary value
problems (e.g. Dirichlet boundary data or a divergence-free condition).
If u ∈ L2(Td) with
u =
∑
k∈Zd
uˆke
ik·x (1.1)
and we set
un :=
∑
k∈Zd: |k|≤n
uˆke
ik·x,
where |k| is the Euclidean length of k, then this truncation behaves well in
L2-based spaces:
‖un − u‖X → 0 and ‖un‖X ≤ ‖u‖X
for X = L2(Td) or Hs(Td).
CLF was supported in part by NSF grant DMS 1608782.
KWH was supported by an EPSRC Standard DTG EP/M506679/1 and by the Uni-
versity of Warwick.
1
2 CHARLES L. FEFFERMAN, KAROL W. HAJDUK, AND JAMES C. ROBINSON
However, the same is not true in Lp(Td) for p 6= 2 if d 6= 1: there is no
constant C such that
‖un‖Lp ≤ C‖u‖Lp for every u ∈ L
p(Td).
This follows from the result of Fefferman (1971) concerning the ball multi-
plier for the Fourier transform; standard ‘transference’ results (see Grafakos,
2010, for example) then yield the result for Fourier series. There are simi-
lar problems when using eigenfunction expansions in bounded domains, see
Babenko (1973).
In the periodic setting these problems can be overcome by considering
the truncation over ‘cubes’ rather than ‘spheres’ of Fourier modes. If for u
as in (1.1) we define
u[n] :=
∑
|kj |≤n
uˆke
ik·x, where k = (k1, . . . , kd),
then it follows from good properties of the truncation in 1D and the product
structure of the Fourier expansion that
‖u[n] − u‖Lp → 0 and ‖u[n]‖Lp ≤ Cp‖u‖Lp u ∈ L
p(Td)
(see Muscalu & Schlag, 2013, for example). Hajduk & Robinson (2017) used
this approach to prove that all weak solutions of the convective Brinkman–
Forchheimer (CBF) equations
∂tu−∆u+ (u · ∇)u+ |u|
2u+∇p = 0, ∇ · u = 0 (1.2)
on T3 satisfy the energy equality (for more details see Section 5).
There is no known corresponding ‘good’ selection of eigenfunctions in
bounded domains that will produce truncations that are bounded in Lp. To
circumvent this we suggest two possible approximation schemes in this pa-
per: for one scheme we use the linear semigroup arising from an appropriate
differential operator (the Laplacian or Stokes operator); for the second we
combine this with a truncated eigenfunction expansion.
We discuss these methods in the abstract setting of fractional power spaces
(i.e. the domains of fractional powers of some linear operator) in Section 2.
We identify these fractional power spaces explicitly for the Dirichlet Lapla-
cian and Stokes operators in Section 3, first showing that when dealing
with self-adjoint compact-inverse operators on a Hilbert space these frac-
tional power spaces are (real) interpolation spaces; this allows us to give
relatively simple arguments to identify the concrete examples of fractional
power spaces that will be of interest later. While most of the results of this
section are not new, we present them in what we hope is a relatively sim-
ple and accessible way. One key tool is a simple but powerful observation
(Lemma 3.4) that gives sufficient conditions for interpolation to ‘preserve
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intersections’, i.e. conditions such that
(X ∩ Z, Y ∩ Z)θ = (X,Y )θ ∩ Z,
a result that does not hold in general (in our applications Z will enforce
certain ‘side conditions’). We combine these two sections to give our appox-
imation theorems in Section 4, and then use the semigroup-approximation
method to prove the validity of the energy equality for weak solutions of the
CBF equations (1.2) on bounded domains in Section 5.
We emphasise here that we do not require the more refined result of
Proposition 2.2 (approximation in finite-dimensional eigenspaces) in our ap-
plication to the CBF equations, but only the ‘approximation by semigroup’
method from Lemma 2.1. However, we think that the eigenspace approxi-
mation is interesting in its own right, and likely to prove useful in Galerkin-
based methods in bounded domains.
2. Approximation in fractional power spaces
We want to investigate simultaneous approximation in fractional power
spaces and a second space L, which in our applications will be one of the
spaces Lp(Ω) [potentially with side conditions when treating divergence-free
vector-valued functions].
2.1. Fractional power spaces.
We suppose that H is a separable Hilbert space, with inner product 〈·, ·〉
and norm ‖ · ‖, and that A is a positive, self-adjoint operator on H with
compact inverse. In this case A has a complete set of orthonormal eigen-
functions {wn} with corresponding eigenvalues λn > 0, which we order so
that λn+1 ≥ λn.
Recall that for any α ≥ 0 we can define D(Aα) as the subspace of H
where
D(Aα) :=

u =
∞∑
j=1
uˆjwj :
∞∑
j=1
λ2αj |uˆj |
2 <∞

 . (2.1)
For α < 0 we can take this space to be the dual of D(A−α); the expression
in (2.1) can then be understood as an element in the completion of the space
of finite sums with respect to the D(Aα) norm defined below in (2.2). For
all α ∈ R the space D(Aα) is a Hilbert space with inner product
〈u, v〉D(Aα) :=
∞∑
j=1
λ2αj uˆj vˆj
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and corresponding norm
‖u‖2D(Aα) :=
∞∑
j=1
λ2αj |uˆj|
2 (2.2)
[note that D(A0) coincides with H]. We can define Aα : D(Aα)→ H as the
mapping
∞∑
j=1
uˆjwj 7→
∞∑
j=1
λαj uˆjwj ,
and then ‖u‖D(Aα) = ‖A
αu‖. Note that Aα also makes sense as a mapping
from D(Aβ)→ D(Aβ−α) for any β ∈ R, and that for β ≥ α ≥ 0 we have
D(Aβ) = {u ∈ D(Aβ−α) : Aβ−αu ∈ D(Aα)}. (2.3)
We can define a semigroup e−θA : H → H by setting
e−θAu :=
∞∑
j=1
e−θλj 〈u,wj〉wj , θ ≥ 0; (2.4)
this extends naturally to D(Aα) for any α > 0, and for α < 0 we can
interpret 〈u,wj〉 via the natural pairing between D(A
α) and D(A−α) (or,
alternatively, as uˆj in the definition (2.1)). Then for all u ∈ D(A
α) we have
‖e−θAu‖D(Aβ) ≤
{
Cβ−αθ
−(β−α)‖u‖D(Aα) β ≥ α,
e−λ1θλβ−α1 ‖u‖D(Aα) β < α.
(2.5)
where we can take Cγ = supλ≥0 λ
γe−λ (the exact form of the constant is
unimportant, but note Cγ <∞ for every γ ≥ 0) and∥∥∥e−θAu− u∥∥∥
D(Aα)
→ 0 as θ → 0+. (2.6)
In particular, (2.6) means that e−θA is a strongly continuous semigroup on
D(Aα) for every α ∈ R.
Now suppose that we have a Banach space L such that
(L-i) For some γ > 0 either
D(Aγ) ⊂ L ⊂ H (2.7)
or
H ⊂ L ⊂ D(A−γ) (2.8)
and
(L-ii) e−θA is a uniformly bounded operator on L for θ ≥ 0, i.e. there exists
a constant CL > 0 such that∥∥∥e−θAu∥∥∥
L
≤ CL ‖u‖L for θ ≥ 0, (2.9)
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and e−θA is a strongly continuous semigroup on L, i.e. for each u ∈ L∥∥∥e−θAu− u∥∥∥
L
→ 0 as θ → 0+. (2.10)
We assume that the inclusions in (L-i) are continuous (so, for example,
L ⊂ H means that we also have ‖u‖ ≤ CL→H‖u‖L for some constant CL→H).
Note that the embedding L ⊂ H from (2.7) ensures that the definition
of the semigroup in (2.4) makes sense for u ∈ L, while if instead we have
(2.8) then we can use the natural definition of e−θA on D(A−γ) to interpret
e−θAu for u ∈ L.
2.2. Approximation using the semigroup.
Using the semigroup e−θA we can easily approximate any u ∈ D(Aα)∩L
in a ‘good way’ in bothD(Aα) and L. The following lemma simply combines
the facts above to make this more explicit.
Lemma 2.1. Suppose that (L-i) and (L-ii) hold. If u ∈ D(Aα)∩L for some
α ∈ R and uθ := e
−θAu then
(i) uθ ∈ D(A
β) for every β ∈ R when θ > 0;
(ii) ‖uθ‖D(Aα) ≤ ‖u‖D(Aα) for all θ > 0;
(iii) ‖uθ‖L ≤ CL‖u‖L for all θ > 0; and
(iv) uθ → u in L and in D(A
α) as θ → 0+.
Note that if u ∈ L and (L-i) holds then we can always find a value of
α ∈ R so that u ∈ D(Aα) ∩ L: if we have (2.7) then u ∈ L ∩ H (since
L ⊂ H), while if (2.8) holds then u ∈ L means that u ∈ D(A−γ). If we
want to apply the lemma as stated assuming explicitly only that u ∈ D(Aα)
then to ensure that we also have u ∈ L we need to have α ≥ γ under (2.7)
or α ≥ 0 under (2.8). Nevertheless, we always have (i), (ii), and (iv) for
u ∈ D(Aα) for any α ∈ R.
Proof. Parts (i) and (ii) both follow from (2.5), (iii) is (2.9), and (iv) com-
bines (2.6) and (2.10). 
Use of the semigroup like this can provide a natural way to produce a
smooth approximation that is well tailored to the particular problem un-
der consideration; see Robinson & Sadowski (2014) for one example in the
context of the Navier–Stokes equations (a straightforward proof of local well-
posedness in L2(R3)∩L3(R3)) and Section 5 of this paper for an application
to the convective Brinkman–Forchheimer equations.
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2.3. Approximation using eigenspaces.
We now want to obtain a similar approximation result, but for a set of ap-
proximations that lie in finite-dimensional space spanned by eigenfunctions
of an operator A satisfying the conditions above. This is the key abstract
result of this paper; as with Lemma 2.1 its use in applications relies on
the explicit identification of the fractional power spaces of certain common
operators that we will obtain in Section 3.
Proposition 2.2. Suppose that (L-i) and (L-ii) hold. For θ > 0 set
Πθu :=
∑
λn<θ−2
e−θλn〈u,wn〉wn.
Then
(i) the range of Πθ is the linear span of a finite number of eigenfunctions
of A, so in particular Πθu ∈ D(A
α) for every α ∈ R, and
(ii) if X = L or D(Aα) for any α ∈ R, then
(a) Πθ is a bounded operator on X, uniformly for θ > 0, and
(b) for any u ∈ X we have Πθu→ u in X as θ → 0
+.
Proof. Property (i) is immediate from the definition of Πθ.
For (ii) we start with an auxiliary estimate for u ∈ D(Aβ), β ≤ α. If
u =
∞∑
n=1
〈u,wn〉wn
then for every θ > 0 we have∥∥∥Πθu− e−θAu∥∥∥2
D(Aα)
=
∑
λn≥θ−2
λ2αn e
−2λnθ |〈u,wn〉|
2
≤
∑
λn≥θ−2
λ2αn e
−2λn
1/2
|〈u,wn〉|
2
≤
∑
λn≥θ−2
λ2(α−β)n e
−2λn
1/2
λ2βn |〈u,wn〉|
2
≤
(
sup
λ≥θ−2
λ2(α−β)e−2λ
1/2
)
‖u‖2D(Aβ) .
If for each κ ∈ R we set
Φ(θ, κ) := sup
λ≥θ−2
λκe−λ
1/2
then we have∥∥∥Πθu− e−θAu∥∥∥
D(Aα)
≤ Φ(θ, α− β) ‖u‖D(Aβ) for β ≤ α. (2.11)
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Since
Φ(θ, κ) =
{
θ−2κe−1/θ κ < 0 or κ ≥ 0, θ ≤ (2κ)−1,
(2κ)2κe−2κ κ ≥ 0, θ > (2κ)−1,
we have Φ(θ, κ) ≤Mκ for every θ > 0 and
Φ(θ, κ)→ 0 as θ → 0+ for every κ ≥ 0. (2.12)
It is immediate that Πθ is bounded on D(A
α) given that Πθ only decreases
the modulus of the Fourier coefficients:
‖Πθu‖D(Aα) ≤ ‖u‖D(Aα) .
The convergence ‖Πθu− u‖D(Aα) → 0 as θ → 0
+, follows from (2.11) and
(2.12) with β = α and the fact that e−θAu → u in D(Aα) as θ → 0+; we
have
‖Πθu− u‖D(Aα) ≤
∥∥∥Πθu− e−θAu∥∥∥
D(Aα)
+
∥∥∥e−θAu− u∥∥∥
D(Aα)
→ 0
as θ → 0+.
Now suppose that u ∈ L and (2.7) holds. Then we have u ∈ H with
‖u‖ ≤ CL→H‖u‖L, and there is a γ > 0 such that D(A
γ) ⊂ L with
‖u‖L ≤ CD(Aγ)→L‖u‖D(Aγ ).
Then we have
‖Πθu‖L =
∥∥∥(Πθu− e−θAu) + e−θAu∥∥∥
L
≤ CD(Aγ)→L
∥∥∥Πθu− e−θAu∥∥∥
D(Aγ)
+
∥∥∥e−θAu∥∥∥
L
≤ CD(Aγ)→LΦ(θ, γ) ‖u‖+CL ‖u‖L
≤
[
CD(Aγ)→LCL→HΦ(θ, γ) + CL
]
‖u‖L,
using (2.9) and (2.11) with (α, β) = (γ, 0). It follows (since Φ(θ, γ) ≤ Mγ
independent of θ) that
‖Πθu‖L ≤ KL ‖u‖L ,
so Πθ : L → L is bounded. Convergence of Πθu to u as θ → 0
+ follows
similarly, since
‖Πθu− u‖L ≤
∥∥∥Πθu− e−θAu∥∥∥
L
+
∥∥∥e−θAu− u∥∥∥
L
≤ CD(Aγ)→L
∥∥∥Πθu− e−θAu∥∥∥
D(Aγ)
+
∥∥∥e−θAu− u∥∥∥
L
≤ CD(Aγ)→LΦ(θ, γ) ‖u‖+
∥∥∥e−θAu− u∥∥∥
L
and both terms tend to zero as θ → 0+.
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If, instead of (2.7), (2.8) holds then we have H ⊂ L ⊂ D(A−γ) and
‖f‖D(A−γ) ≤ CL→D(A−γ) ‖f‖L for any f ∈ L. Then using (2.11) with
(α, β) = (0,−γ) we obtain
‖Πθu‖L =
∥∥∥(Πθu− e−θAu) + e−θAu∥∥∥
L
≤ CH→L
∥∥∥Πθu− e−θAu∥∥∥+ ∥∥∥e−θAu∥∥∥
L
≤ CH→LΦ(θ, γ) ‖u‖D(A−γ) + CL ‖u‖L
≤
[
CH→LCL→D(A−γ)Φ(θ, γ) + CL
]
‖u‖L =: KL ‖u‖L ,
and for the convergence we have
‖Πθu− u‖L ≤
∥∥∥Πθu− e−θAu∥∥∥
L
+
∥∥∥e−θAu− u∥∥∥
L
≤ CH→L
∥∥∥Πθu− e−θAu∥∥∥+ ∥∥∥e−θAu− u∥∥∥
L
≤ CH→LΦ(θ, γ) ‖u‖D(A−γ) +
∥∥∥e−θAu− u∥∥∥
L
≤ CH→LCL→D(A−γ)Φ(θ, γ) ‖u‖L +
∥∥∥e−θAu− u∥∥∥
L
→ 0
as θ → 0+. 
3. Identifying fractional power spaces
In this section we characterise explicitly the fractional power spaces of
the negative Dirichlet Laplacian on a sufficiently smooth bounded domain
Ω, and do the same for the Stokes operator. As we restrict to L2-based
spaces our arguments are largely elementary.
We will prove the following theorem, which combines the results of Lemma
3.5, Corollaries 3.6 and 3.8, and Lemma 3.10.
Theorem 3.1. When A is the negative Dirichlet Laplacian on Ω ⊂ Rd,
d ≥ 2, we have
D(Aθ) =


H2θ(Ω), 0 < θ < 1/4,
H
1/2
00 (Ω), θ = 1/4,
H2θ0 (Ω), 1/4 < θ ≤ 1/2,
H2θ(Ω) ∩H10 (Ω), 1/2 < θ ≤ 1,
where H
1/2
00 (Ω) consists of all u ∈ H
1/2(Ω) such that∫
Ω
ρ(x)−1|u(x)|2 dx <∞,
with ρ(x) any C∞ function comparable to dist(x, ∂Ω). If A is the Stokes
operator on Ω with Dirichlet boundary conditions then the domains of the
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fractional powers of A are as above, except that all spaces are intersected
with
Hσ := completion of {φ ∈ [C
∞
c (Ω)]
d : ∇ · φ = 0} in the norm of L2(Ω).
These results are not new, but straightforward proofs are hard to find in
the literature. The characterisation of the domains of the Dirichlet Laplacian
can be found in the papers by Grisvard (1967), Fujiwara (1967), and Seeley
(1972). Note that Fujiwara’s statement is not correct for θ = 3/4, and
that Seeley also gives the corresponding characterisation for the operators
in Lp-based spaces. For the Stokes operator A, Giga (1985) and Fujita &
Morimoto (1970) both show that D(A) = D(A) ∩ Hσ; the former in the
greater generality of Lp-based spaces. We use a key idea from the proof of
Fujita & Morimoto in our argument in Section 3.2.3.
3.1. Domains of fractional powers.
We first present a very quick treatment of the fractional powers of un-
bounded self-adjoint compact-inverse operators on a Hilbert space; in this
case it is easy to show that the fractional power spaces are given as real
interpolation spaces (cf. Chapter 1 of Lions & Magenes, 1972, from which
we quote a number of results in what follows).
3.1.1. Real interpolation (‘K-method’).
We recall the method of ‘real interpolation’, due to Lions & Peetre (Li-
ons, 1959; Lions & Peetre, 1964) as adopted by Lions & Magenes; their
θ-intermediate space corresponds to the (θ, 2;K) interpolation space in the
more general theory covered in Adams & Fournier (2003) or Lunardi (2009),
for example.
We suppose that X and Y are Banach spaces, both continuously embed-
ded in some Hausdorff topological vector space B. For any u ∈ X + Y we
define
K(u, t) := inf
x+y=u
(
‖x‖2X + t
2‖y‖2Y
)1/2
; (3.1)
we follow Lions & Magenes (1972) in choosing this particular form for K.
We define
(X,Y )θ :=
{
u ∈ X + Y : t−θK(u, t) ∈ L2(0,∞; dt/t)
}
; (3.2)
this is a Banach space with norm
‖u‖θ :=
∥∥∥t−θK(u, t)∥∥∥
L2(0,∞;dt/t)
.
[Since a2 + t2b2 ≤ (a+ tb)2 ≤ 2(a2 + t2b2) this is equivalent to the standard
definition of the space (X,Y )θ,2;K , in which K is not defined as in (3.1) but
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rather as K(u, t) := infx+y=u ‖x‖X + t‖y‖Y . The definition we adopt here
(following Lions & Magenes) is more suited to the Hilbert space case.]
3.1.2. Fractional power spaces via real interpolation.
We now give a simple proof that the fractional power spaces of A are given
by real interpolation spaces when A is a positive unbounded self-adjoint
operator with compact inverse (cf. Theorem I.15.1 in Lions & Magenes,
1972).
Lemma 3.2. Suppose that A is a positive unbounded self-adjoint operator
with compact inverse and domain D(A) in a Hilbert space H (as in Section
2.1). Then
(H,D(A))θ = D(A
θ), 0 < θ < 1. (3.3)
[A similar result holds for general positive self-adjoint operators on Hilbert
spaces. One can obtain (3.3) using complex interpolation provided that
the imaginary powers of A are bounded, which they are in this case (Seeley,
1971); since real and complex interpolation spaces coincide for Hilbert spaces
(Triebel, 1978, Chapter 1), (3.3) then holds using real interpolation in this
more general setting; for a related discussion see Chapter I, Section 2.9 in
Amann (1995). See also Seeley (1970, 1972).]
Proof. For u =
∑∞
j=1 uˆjwj we have
K(u, t) = inf
(yj)

 ∞∑
j=1
|uˆj − yj|
2 + t2λ2j |yj|
2


1/2
.
A simple minimisation over (yj) shows that
K(u, t) =

 ∞∑
j=1
t2λ2j |uˆj |
2
1 + t2λ2j


1/2
.
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Now observe that∫ ∞
0
t−2θK(u, t)2
dt
t
=
∫ ∞
0
∞∑
j=1
(t2λ2j)
1−θ
1 + t2λ2j
λ2θj |uˆj|
2 dt
t
=
∞∑
j=1
∫ ∞
0
(t2λ2j)
1−θ
1 + t2λ2j
λ2θj |uˆj|
2 dt
t
=
∞∑
j=1
λ2θj |uˆj |
2
∫ ∞
0
s1−2θ
1 + s2
ds
= I(θ)
∞∑
j=1
λ2θj |uˆj |
2 = I(θ)‖Aθu‖2
= I(θ)‖u‖2D(Aθ),
where
I(θ) =
∫ ∞
0
s1−2θ
1 + s2
ds <∞
for 0 < θ < 1. (In fact the integral can be evaluated explicitly using contour
integration to give I(θ) = pi2
1
sin(piθ) .) It follows that u ∈ (H,D(A))θ if and
only if u ∈ D(Aθ). 
The following particular cases of the ‘reiteration theorem’ (Theorem 1.6.1
in Lions & Magenes) are simple corollaries of the above result.
Corollary 3.3. In the same setting as that of Lemma 3.2
(H,D(A1/2))θ = D(A
θ/2) and (D(A1/2),D(A))θ = D(A
(1+θ)/2).
Proof. For the first equality we apply Lemma 3.2 with A replaced by A1/2;
for the second we apply Lemma 3.2 with A replaced by A1/2 and the ‘base
space’ H replaced by D(A1/2), and note that
D(A(1+θ)/2) = {u ∈ H : A1/2u ∈ D(Aθ/2)}. 
To obtain fractional powers of operators with boundary conditions, or
other constraints (e.g. the divergence-free constraint associated with the
Stokes operator) the following simple result will be useful: it provides one
way to circumvent the fact that interpolation does not respect intersections,
i.e. in general
(X ∩ Z, Y ∩ Z)θ 6= (X,Y )θ ∩ Z.
(A related result can be found as Proposition A.2 in Rodr´ıguez-Bernal,
2017.)
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Lemma 3.4. Let (H, ‖ · ‖H) and (D, ‖ · ‖D) be Hilbert spaces, with H0 a
Hilbert subspace of H (i.e. with the same norm) and D ⊂ H with continuous
inclusion. Suppose that there exists a bounded linear map T : H → H0 such
that T |H0 is the identity and T |D : D → D∩H0 is also bounded, in the sense
that
‖Tf‖D ≤ C‖f‖D for some C > 0.
Then for every 0 < θ < 1
(H0,D ∩H0)θ = (H,D)θ ∩H0
with norm equivalent to that in (H,D)θ.
Proof. Since H0 ⊂ H and D ∩H0 ⊂ D, it follows from the definition (3.2)
of the interpolation spaces that
(H0,D ∩H0)θ ⊂ (H,D)θ ∩H0
with
‖u‖θ ≤ C‖u‖0,θ,
where ‖ · ‖0,θ denotes the norm in (H0,D ∩H0)θ (and ‖ · ‖θ is the norm in
(H,D)θ).
Now suppose that u ∈ (H,D)θ ∩ H0; then for each t > 0 we can find
f(t) ∈ H and g(t) ∈ D such that we can write
u = f(t) + g(t) with ‖f(t)‖2H + t
2‖g(t)‖2D ≤ 2K(u, t);
then ∫ ∞
0
t−2θ−1
(
‖f(t)‖2H + t
2‖g(t)‖2D
)
dt ≤ 2‖u‖2θ .
Now since u ∈ H0 and T |H0 = Id we also have
u = Tu = Tf(t) + Tg(t),
with Tf(t) ∈ H0 and Tg(t) ∈ D ∩H0, so that
‖u‖20,θ ≤
∫ ∞
0
t−2θ−1
(
‖Tf(t)‖2H + t
2‖Tg(t)‖2D
)
dt
≤ C2
∫ ∞
0
t−2θ−1
(
‖f(t)‖2H + t
2‖g(t)‖2D
)
dt
≤ 2C2‖u‖2θ,
i.e. ‖u‖0,θ ≤ C
′‖u‖θ, from which the conclusion follows. 
3.2. Identifying fractional power spaces.
We first recall how fractional Sobolev spaces are defined using interpola-
tion, and some of their properties. It is then relatively straightforward to
give explicit characterisations of the fractional power spaces of the Dirichlet
Laplacian and the Stokes operator.
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3.2.1. Sobolev spaces and interpolation spaces.
For non-integer s the space Hs(Ω) is defined by setting
Hkθ(Ω) := (L2(Ω),Hk(Ω))θ, 0 < θ < 1,
for any integer k (equation (I.9.1) in Lions & Magenes); this definition is
independent of k and is consistent with the standard definition whenever kθ
is an integer, so we have
(Hs1(Ω),Hs2(Ω))θ = H
(1−θ)s1+θs2(Ω), s1 < s2, 0 < θ < 1, (3.4)
see Theorem I.9.6 in Lions–Magenes. Defined in this way Hs(Ω) is the set of
restrictions to Ω of functions inHs(Rn) (Theorem I.9.1 in Lions & Magenes).
For all s ≥ 0 we define
Hs0(Ω) := completion of C
∞
c (Ω) in H
s(Ω);
for 0 ≤ s ≤ 1/2 we have Hs0(Ω) = H
s(Ω) (Theorem I.11.1 in Lions &
Magenes).
3.2.2. Fractional power spaces of Dirichlet Laplacian.
We now consider the case when A = −∆ is the negative Dirichlet Lapla-
cian on a bounded domain Ω; to avoid technicalities we assume that ∂Ω is
smooth. From standard regularity results for weak solutions, see Theorem
8.12 in Gilbarg & Trudinger (2001) or Section 6.3 in Evans (2010), for ex-
ample, we know that D(A) = H2(Ω) ∩H10 (Ω). The following result is well
known, but we provide a proof (after the discussion following Proposition
4.5 in Constantin & Foias, 1988) for the sake of completeness.
Lemma 3.5. If A is the negative Dirichlet Laplacian on Ω then
D(A1/2) = H10 (Ω).
Proof. We have
〈Au, v〉 = 〈 −∆u, v〉 = 〈∇u,∇v〉 (3.5)
whenever u ∈ D(A) and v ∈ H10 (Ω), see the proof of Proposition 4.2 in
Constantin & Foias (1988) [their proof is given for the Stokes operator, but
it works equally well in the case of the Laplacian].
If we let (wj) and (λj) be the eigenfunctions and corresponding eigenval-
ues of A, then (wj) form a basis for L
2(Ω) (so also for H10 (Ω)) and since
λ
−1/2
j wj ∈ D(A) ⊂ H
1
0 we can use (3.5) to write
δjk = 〈λ
−1/2
j wj , λ
−1/2
k wk〉D(A1/2) = 〈A(λ
−1/2
j wj), λ
−1/2
k wj〉
= 〈∇(λ
−1/2
j wj),∇(λ
−1/2
k wk)〉.
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It follows that D(A1/2) is a closed subspace of H10 . [Recall from (2.1) that
D(A1/2) is defined as the collection of certain convergent eigenfunction ex-
pansions; the above equality shows that if this expansion converges in the
D(A1/2) norm then it also converges in the norm of H10 .]
If v ∈ H10 with 〈v, u〉H10
= 0 for all u ∈ D(A1/2) then for every j
0 = 〈∇v,∇wj〉 = 〈v,Awj〉 = λj〈v,wj〉
and so v = 0, which shows that D(A1/2) = H10 . 
We can now appeal to results from Lions & Magenes to deal with the
range 0 < θ < 1/2.
Corollary 3.6. If A is the negative Dirichlet Laplacian on Ω then
D(Aθ) =


H2θ(Ω) 0 < θ < 1/4,
H
1/2
00 (Ω) θ = 1/4,
H2θ0 (Ω) 1/4 < θ < 1/2.
where H
1/2
00 (Ω) consists of all u ∈ H
1/2(Ω) such that∫
Ω
ρ(x)−1|u(x)|2 dx <∞,
with ρ(x) any C∞ function comparable to dist(x, ∂Ω).
Proof. We note that
D(Aθ/2) = (H,D(A1/2))θ = (L
2,H10 )θ,
and then the expressions on the right-hand side follow immediately from
Theorem I.11.7 in Lions & Magenes. 
Note that the result above is relatively elementary for θ 6= 1/4: since
wj ∈ D(A
r) is a countable sequence whose linear span is dense in D(As),
D(Ar) is always dense in D(As) for 0 ≤ s < r ≤ 1; since Corollary 3.3 shows
that D(A1/2) = H10 (Ω), it follows that H
1
0 (Ω) is dense in D(A
θ) for θ < 1/2,
and so, since ‖u‖H2θ ≤ Cθ‖u‖D(Aθ),
D(Aθ) = {completion of H10 (Ω) in the norm of D(A
θ)}
⊆ {completion of H10 (Ω) in the norm of H
2θ(Ω)}
= {completion of C∞c (Ω) in the norm of H
2θ(Ω)} = H2θ0 (Ω).
To show the equivalence of the H2θ and D(Aθ) norms (and hence equality
of D(Aθ) and H2θ0 ) note that functions in L
2, Hs for 0 < s < 1/2, and Hs0
for 1/2 < s ≤ 1 can be extended by zero to functions in Hs(Rn) without
increasing their norms (Theorem I.11.4 in Lions & Magenes); an argument
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following that of Example 1.1.8 in Lunardi (2009) then shows that the norms
in D(Aθ) and in H2θ are equivalent provided that θ 6= 1/4.
Since functions in H1/2(Ω) = H
1/2
0 (Ω) cannot be extended by zero to
functions in H1/2(Rn) (Theorem I.11.4 in Lions & Magenes) the case of
θ = 1/4 is significantly more involved.
To deal with the range 1/2 < θ < 1 we will use the intersection lemma
(Lemma 3.4) and the following simple result.
Lemma 3.7. Let u ∈ Hs(Ω) with s = 1 or s = 2, and let w ∈ H10 (Ω) solve
〈∇w,∇φ〉 = 〈∇u,∇φ〉 for all φ ∈ H10 (Ω). (3.6)
Then u 7→ w is a bounded linear map from Hs(Ω) into Hs(Ω) ∩H10 (Ω) and
w = u whenever u ∈ H10 (Ω).
Proof. The Riesz Representation Theorem guarantees that (3.6) has a unique
solution w ∈ H10 (Ω) for every u ∈ H
1(Ω). That w = u when u ∈ H10 (Ω) is
then immediate, and the choice φ = w guarantees that ‖∇w‖L2 ≤ ‖∇u‖L2 .
To deal with the s = 2 case, simply note that (3.6) is the weak form of the
equation
−∆w = −∆u, w|∂Ω = 0,
and standard regularity results for this elliptic problem (e.g. Section 6.3 in
Evans, 2010) guarantee that ‖w‖H2 ≤ C‖∆u‖L2 ≤ C‖u‖H2 . 
We can now characterise D(Aθ) for 1/2 < θ < 1.
Corollary 3.8. If A is the negative Dirichlet Laplacian on Ω then
D(Aθ) = H2θ(Ω) ∩H10 (Ω) for 1/2 < θ < 1.
Proof. Corollary 3.3 guarantees that
D(Aθ) = (D(A1/2),D(A))2θ−1 = (H
1
0 ,H
2 ∩H10 )2θ−1.
Choosing H = H1(Ω), H0 = H
1
0 (Ω), and D = H
2(Ω) in Lemma 3.4, we can
let T be the map u 7→ w defined in Lemma 3.7 to deduce that
(H10 ,H
2 ∩H10 )2θ−1 = (H
1,H2)2θ−1 ∩H
1
0 = H
2θ ∩H10 ,
using (3.4). 
To guarantee that our approximating functions are smooth we will also
need to consider D(Aθ) for θ > 1; here an inclusion will be sufficient.
Corollary 3.9. If A is the negative Dirichlet Laplacian on Ω then for θ ≥ 1
D(Aθ) ⊂ H2θ ∩H10 , with ‖u‖H2θ ≤ CD(Aθ)→H2θ‖A
θu‖
for every u ∈ D(Aθ).
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Proof. First we note that D(Aθ) ⊆ D(A) = H2(Ω)∩H10 (Ω) for every θ ≥ 1;
in particular D(Aθ) ⊂ H10 (Ω), so we need only show that
D(Aθ) ⊂ H2θ(Ω), with ‖u‖H2θ ≤ CD(Aθ)→H2θ‖A
θu‖ (3.7)
for every u ∈ D(Aθ). Theorem 3.1 shows that this holds for all 0 < θ ≤ 1.
We now use (2.3) and induction. Suppose that (3.7) holds for all 0 < θ ≤ k
for some k ∈ N; then for α = k + r with 0 < r ≤ 1 we have
D(Aα) = D(Ak+r)
= {u : Au ∈ D(Ak−1+r)}
= {u : −∆u ∈ D(Ak−1+r)},
noting that since u ∈ D(Aα) and α ≥ 1 we have u ∈ D(A), which guarantees
that Au = −∆u.
It follows that any u ∈ D(Aα) solves the Dirichlet problem
−∆u = f, u|∂Ω = 0, (3.8)
for some f ∈ D(Ak−1+r) ⊂ H2(k−1+r)(Ω) using our inductive hypothesis.
Elliptic regularity results for (3.8) (see Theorem II.5.4 in Lions & Magenes,
for example) now guarantee that u ∈ H2(k+r)(Ω) with
‖u‖H2(k+r) ≤ c‖f‖H2(k−1+r) = c‖∆u‖H2(k−1+r)
= c‖Au‖H2(k−1+r) ≤ c‖A
k+ru‖,
thanks to our inductive hypothesis. 
3.2.3. Fractional power spaces of the Stokes operator.
Let P denote the ‘Leray projection’, i.e. the orthogonal projection in
L2(Ω) onto
Hσ(Ω) := completion of {φ ∈ C
∞
c (Ω) : ∇ · φ = 0} in the norm of L
2(Ω).
Since P is an orthogonal projection we have the symmetry property
〈Pu, v〉 = 〈u,Pv〉 for every u, v ∈ L2(Ω). (3.9)
The Stokes operator A on Ω is defined as A := PA, where A is the
negative Dirichlet Laplacian, and has domain
D(A) = H2(Ω) ∩H10 (Ω) ∩Hσ(Ω) = D(A) ∩Hσ(Ω),
see Theorem 3.11 in Constantin & Foias (1988). It is a positive unbounded
self-adjoint operator with compact inverse (see Chapter 4 in Constantin &
Foias), so still falls within the general framework we have considered above.
Now we show that D(Aθ) = D(Aθ) ∩Hσ. We can do this using the ‘in-
tersection lemma’ (Lemma 3.4) via an appropriate choice of the mapping T :
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our choice is inspired by the proof of this equality due to Fujita & Morimoto
(1970), who use the trace-based formulation of interpolation spaces.
Lemma 3.10. For every 0 < θ < 1 we have D(Aθ) = D(Aθ) ∩ Hσ with
‖Aθu‖ and ‖Aθu‖ equivalent norms on D(Aθ); in particular, the inclusion
D(Aθ) ⊂ D(Aθ) is continuous.
Proof. First observe that Lemma 3.2 gives
D(Aθ) = (Hσ,D(A) ∩Hσ)θ.
In order to apply the intersection result of Lemma 3.4 we consider the
operator T˜ : D(A)→ D(A) defined by setting
T˜ := A−1PA.
As an operator from D(A) into D(A) this is bounded, due to elliptic regu-
larity results for the Stokes operator (‖A−1g‖H2 ≤ C‖g‖L2 for g ∈ Hσ, see
Theorem 3.11 in Constantin & Foias, 1988, for example): for any f ∈ D(A)
we have
‖T˜ f‖D(A) ≤ C‖T˜ f‖H2(Ω) ≤ C‖PAf‖L2(Ω) ≤ C‖Af‖L2(Ω) = C‖f‖D(A).
We now extend T˜ to an operator T : L2 → Hσ: if we take ψ ∈ Hσ and
φ ∈ D(A) then, since both A and A are self adjoint and P is symmetric
(3.9),
|〈ψ, T˜ φ〉| = |〈ψ,A−1PAφ〉| = |〈A−1ψ,PAφ〉|
= |〈A−1ψ,Aφ〉| = |〈AA−1ψ, φ〉|
≤ ‖A−1ψ‖H2‖φ‖L2
≤ C‖ψ‖L2‖φ‖L2 ,
which shows that
‖T˜ φ‖Hσ ≤ C‖φ‖L2 .
Since T˜ is linear and D(A) is dense in L2 it follows that we can extend T˜
uniquely to an operator T : L2(Ω)→ Hσ as claimed.
Note that T is the identity on Hσ: this can be seen by expanding u ∈ Hσ
in terms of the eigenfunctions of A.
We now obtain the result by applying Lemma 3.4 choosing H = L2(Ω),
H0 = Hσ, D = D(A), and letting T : L
2 → Hσ be the operator we have just
constructed. 
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4. Simultaneous approximation in Lebesgue and Sobolev spaces
We can now combine the abstract approximation results from Section 2
with the characterisation of fractional power spaces from the previous section
to give some more explicit approximation results. In all that follows we let
Ω be a smooth bounded domain in Rn, and by ‘smooth function on Ω’ we
mean that a function is an element of C∞(Ω).
4.1. Approximation respecting Dirichlet boundary conditions.
In the abstract setting of Section 2 we take H = L2(Ω), we let A = −∆,
where ∆ is the Laplacian on Ω with Dirichlet boundary conditions, and we
take L = Lp(Ω) for some p ∈ (1,∞) with p 6= 2.
We need to check the assumptions (L-i) and (L-ii) from Section 2.1 on
the relationship between the spaces L and D(Aα).
(L-i) If we take L = Lp(Ω) with p ∈ (2,∞) then since we are on a bounded
domain, we have
L = Lp(Ω) ⊂ L2(Ω)
and we can choose γ ≥ n(p− 2)/4p so that
D(Aγ) ⊂ H2γ(Ω) ⊂ Lp(Ω) = L.
In this case (2.7) holds. If L = Lq(Ω) for some 1 < q < 2 we have
L2(Ω) ⊂ Lq(Ω), and since Lq(Ω) is the dual space of some Lp(Ω)
with p > 2 we have
Lq ≃ (Lp)∗ ⊂ D(Aγ)∗ = D(A−γ),
where γ ≥ n(2− q)/4q.
(L-ii) That e−θA is bounded on Lp(Ω) for each 1 < p <∞ follows from the
analysis in Section 7.3 of Pazy (1983), as does the fact that e−θA is
a strongly continuous semigroup on Lp(Ω).
Our first approximation result uses the semigroup arising from the Dirich-
let Laplacian, and is a corollary of Lemma 2.1.
Theorem 4.1. If u ∈ L2(Ω) then, for every θ > 0, uθ := e
−θAu is smooth
and zero on ∂Ω. If in addition u ∈ X then
‖uθ‖X ≤ CX‖u‖X , and ‖uθ − u‖X → 0 as θ → 0
+,
where we can take X to be Hs(Ω) for 0 < s < 1/2, H
1/2
00 (Ω), H
s
0(Ω) for
1/2 < s ≤ 1, Hs(Ω) ∩H10 (Ω) for 1 < s ≤ 2, or L
p(Ω) for any p ∈ (1,∞).
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Proof. By part (i) of Lemma 2.1 we have uθ ∈ D(A
r) for every r ≥ 0. In
particular uθ ∈ D(A) = H
2∩H10 , so uθ is zero on ∂Ω. SinceD(A
r) ⊂ H2r(Ω)
(Corollary 3.9) it also follows that uθ ∈ C
∞(Ω).
The boundedness in Sobolev spaces follows from part (ii) of Lemma 2.1
using the characterisation of D(Aα) in Theorem 3.1, and the convergence
in Sobolev spaces from part (iv) with X = D(Aα). The boundedness and
convergence in Lp follows from parts (iii) and (iv) of the same lemma. 
Proposition 2.2 yields a corresponding result on approximation that com-
bines the semigroup with a truncated eigenfunction expansion.
Theorem 4.2. Let (wj) denote the L
2-orthonormal eigenfunctions of the
Dirichlet Laplacian on Ω with corresponding eigenvalues (λj), ordered so
that λj+1 ≥ λj . For any u ∈ L
2(Ω) set
uθ := Πθu =
∑
λn<θ−2
e−θλn〈u,wn〉wn. (4.1)
Then uθ has all the properties given in Theorem 4.1, and lies in the linear
span of a finite number of eigenfunctions of A for every θ > 0.
4.2. Approximation respecting Dirichlet boundary data and zero
divergence.
To deal with functions that have zero divergence we take A to be the
Stokes operator, and set H = L2σ(Ω) and L = L
p
σ(Ω) for some p ∈ (1,∞),
p 6= 2, where
Lpσ(Ω) := completion of {φ ∈ C
∞
c (Ω) : ∇ · φ = 0} in the L
p(Ω)-norm.
Property (L-i) from Section 2.1 is checked as before, using the facts that
(Lpσ)∗ ≃ L
q
σ when (p, q) are conjugate (see Theorem 2 part (2) in Fujiwara &
Morimoto, 1977) and that we have a continuous inclusion D(Aγ) ⊂ D(Aγ)
from Lemma 3.10. The properties in (L-ii) for the semigroup e−At on Lpσ(Ω)
can be found in Miyakawa (1981, Theorem 2.1) or Giga (1981).
Theorem 4.3. Assume that Ω ⊂ Rd with d ≤ 4. Take u ∈ L2(Ω) and for
every θ > 0 let
uθ := e
−θAu or uθ := Πθu,
where Πθ is defined as in (4.1), but now (wj) are the eigenfunctions of A.
Then uθ is smooth, zero on ∂Ω, and divergence free. If in addition u ∈ X
then
‖uθ‖X ≤ CX‖u‖X , and ‖uθ − u‖X → 0 as θ → 0
+,
where we can take X to be Hs(Ω)∩L2σ(Ω) for 0 < s < 1/2, H
1/2
00 (Ω)∩L
2
σ(Ω),
Hs0(Ω) ∩ L
2
σ(Ω) for 1/2 < s ≤ 1, H
s(Ω) ∩H10 (Ω) ∩ L
2
σ(Ω) for 1 < s ≤ 2, or
Lpσ(Ω) for any p ∈ (1,∞).
20 CHARLES L. FEFFERMAN, KAROL W. HAJDUK, AND JAMES C. ROBINSON
As before, this result follows by combining Lemma 2.1, Proposition 2.2,
and the identification of the fractional power spaces of the Stokes operator
in Theorem 3.1. The restriction to d ≤ 4 is to ensure that D(A) ⊂ H2 ⊂ Lp
for every p ∈ (1,∞). Without restriction on the dimension we then have to
restrict to 1 < p ≤ 2d/(d − 4).
5. Application: the energy equality for the CBF equations
In this section we will apply the semigroup-approximation result of The-
orem 4.1 to prove energy conservation for the 3D convective Brinkman–
Forchheimer (CBF) equations
∂tu− µ∆u+ (u · ∇)u+∇p+ β|u|
ru = 0, ∇ · u = 0 (5.1)
in the critical case r = 2, when posed on a smooth bounded domain Ω ⊂ R3
equipped with Dirichlet boundary conditions u|∂Ω = 0. Here u(x, t) ∈ R
3
is the velocity field and the scalar function p(x, t) is the pressure. The
constant µ denotes the positive Brinkman coefficient (effective viscosity)
and β ≥ 0 denotes the Forchheimer coefficient (proportional to the porosity
of the material).
While these equations can be physically motivated, our interest in them
here is primarily mathematical, as a version of the Navier–Stokes equations
with an additional dissipative term +β|u|ru. Unlike the Navier–Stokes equa-
tions themselves, for which known results are a long way from providing the
global existence of regular solutions, for the CBF equations strong solutions
u ∈ L∞(0, T ;H10 ) ∩ L
2(0, T ;H2)
are known to exist for all time for every r > 2 (Kalantarov & Zelik, 2012;
see also Hajduk & Robinson, 2017, for a simpler proof in the absence of
boundaries and when r = 2 and 4µβ ≥ 1).
We do not give full details of the argument that guarantees the validity
of the energy equality for weak solutions, since it follows that in Hajduk &
Robinson (2017) extremely closely. Instead we define weak solutions pre-
cisely and then give a sketch of the proof, showing how Theorem 4.3 allows
the argument to be extended to the CBF equations on bounded domains.
5.1. Weak solutions of the CBF equations.
We use the standard notation for the vector-valued function spaces which
often appear in the theory of fluid dynamics. For an arbitrary domain
Ω ⊆ Rn we define
Dσ(Ω) := {ϕ ∈ C
∞
c (Ω) : divϕ = 0}
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and
H := closure of Dσ(Ω) in L
2(Ω).
The space of divergence-free test functions in the space-time domain is de-
noted by
Dσ(ΩT ) := {ϕ ∈ C
∞
c (ΩT ) : divϕ(·, t) = 0} ,
where ΩT := Ω× [0, T ) for T > 0. Note that ϕ(x, T ) = 0 for all ϕ ∈ Dσ(ΩT ).
We equip the spaceH with the inner product induced by L2(Ω); we denote
it by 〈·, ·〉, and the corresponding norm by ‖·‖.
We will use the following definition of a weak solution (cf. the corre-
sponding definition of a weak solution for the Navier–Stokes equations in
Robinson, Rodrigo, & Sadowski, 2016).
Definition 5.1. We will say that the function u is a weak solution on the
time interval [0, T ) of the critical convective Brinkman–Forchheimer equa-
tions [(5.1) with r = 2] with the initial condition u0 ∈ H, if
u ∈ L∞(0, T ;H) ∩ L4(0, T ;L4) ∩ L2(0, T ;H10 )
and
−
∫ t
0
〈u(s), ∂tϕ(s)〉+ µ
∫ t
0
〈∇u(s),∇ϕ(s)〉 +
∫ t
0
〈(u(s) · ∇)u(s), ϕ(s)〉
+ β
∫ t
0
〈|u(s)|2u(s), ϕ(s)〉 = −〈u(t), ϕ(t)〉 + 〈u(0), ϕ(0)〉 (5.2)
for almost every t ∈ (0, T ) and all test functions ϕ ∈ Dσ(ΩT ).
A function u is a global weak solution if it is a weak solution on [0, T ) for
every T > 0.
Note that this definition coincides with the definition of a weak solution
of the Navier–Stokes equations in the case β = 0 if we drop the requirement
that u ∈ L4(0, T ;L4).
Definition 5.2. A Leray–Hopf weak solution of the critical convective Brink-
man–Forchheimer equations (5.1) [r = 2] with the initial condition u0 ∈ H
is a weak solution satisfying the following strong energy inequality:
‖u(t1)‖
2 + 2µ
∫ t1
t0
‖∇u(s)‖2 ds+ 2β
∫ t1
t0
‖u(s)‖4L4(Ω) ds ≤ ‖u(t0)‖
2 (5.3)
for almost all initial times t0 ∈ [0, T ), including zero, and all t1 ∈ (t0, T ).
It is known that for every u0 ∈ H there exists at least one global Leray–
Hopf weak solution of (5.1), see Antontsev & de Oliveira (2010). A proof
of the corresponding result for the 3D Navier–Stokes equations (i.e. (5.1)
with β = 0) can be found in many places, e.g. in Galdi (2000) or Robinson,
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Rodrigo, & Sadowski (2016). However, it is not known if all weak solutions
of the Navier–Stokes equations have to satisfy the energy inequality (5.3)
(with β = 0). [The recent result of Buckmaster & Vicol (2017) shows that
solutions in the sense of distributions need not satisfy the energy inequality,
thereby proving also the non-uniqueness of such solutions.] The problem of
proving equality in (5.3) for weak solutions of the Navier–Stokes equations is
also open; there are only partial results in this direction, but it is known that
the energy equality is satisfied by any weak solution u ∈ L4(0, T ;L4) (Serrin,
1962). Since weak solutions of the CBF equations automatically satisfy this
condition, one might expect that they satisfy the energy equality. This was
shown by Hajduk & Robinson (2017) in the periodic setting; the purpose of
this section is to show how the argument there can be adapted to the case
of a smooth bounded domain by using the semigroup-based approximation
from Theorem 4.3.
5.2. Proof of the energy equality.
In this section we sketch a proof of the following theorem.
Theorem 5.3. When r = 2 every weak solution of (5.1) with initial condi-
tion u0 ∈ H satisfies the energy equality:
‖u(t1)‖
2 + 2µ
∫ t1
t0
‖∇u(s)‖2 ds+ 2β
∫ t1
t0
‖u(s)‖4L4(Ω) ds = ‖u(t0)‖
2 (5.4)
for all 0 ≤ t0 < t1 < T . Hence, all weak solutions are continuous functions
into the phase space L2, i.e. u ∈ C([0, T ] ;H).
Note that to prove this result we do not require the more refined result
of Proposition 2.2, which enables an approximation that uses only finite-
dimensional eigenspaces; the ‘approximation by semigroup’ result of Lemma
2.1 suffices.
Proof. (Sketch)
We only sketch the proof, which follows that from Hajduk & Robinson
(2017), which in turn is based on the argument presented in Galdi (2000).
We approximate u(t) for each t ∈ [0, T ] in such a way that
(i) un(t) ∈ Dσ(Ω);
(ii) un(t)→ u(t) in H
1
0 (Ω) with ‖un(t)‖H1 ≤ C‖u(t)‖H1 ;
(iii) un(t)→ u(t) in L
4(Ω) with ‖un(t)‖L4 ≤ C‖u(t)‖L4 ; and
(iv) un(t) is divergence free and zero on ∂Ω,
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with (ii)–(iv) holding for almost every t ∈ [0, T ]. We can obtain such an
approximation using Theorem 4.1 by setting un(t) := e
−A/nu(t) for each
t ∈ [0, T ].
In the proof we will need the fact that
‖un − u‖L4(0,T ;L4) → 0 as n→∞, (5.5)
which follows from (iii): since u ∈ L4(0, T ;L4) and ‖un(t)−u(t)‖L4 → 0 for
almost every t ∈ [0, T ] we can obtain (5.5) by an application of the Dom-
inated Convergence Theorem (with dominating function (1 + C)‖u(t)‖L4).
A similar argument (using (ii)) shows that
‖un − u‖L2(0,T ;H1) → 0 as n→∞. (5.6)
To prove the energy equality for some time t1 > 0 we set
uhn(t) :=
∫ t1
0
ηh(t− s)un(s) ds, (5.7)
where ηh is an even mollifier. Since u
h
n ∈ Dσ(ΩT ) we can use it as a test
function in (5.2):
−
∫ t
0
〈u(s), ∂tu
h
n(s)〉+ µ
∫ t
0
〈∇u(s),∇uhn(s)〉+
∫ t
0
〈(u(s) · ∇)u(s), uhn(s)〉
+ β
∫ t
0
〈|u(s)|2u(s), uhn(s)〉 = −〈u(t), u
h
n(t)〉+ 〈u(0), u
h
n(0)〉.
We first take the limit as n → ∞. The limits in the linear terms are
relatively straightforward. In the Navier–Stokes nonlinearity we can use
∣∣∣ ∫ t1
0
〈(u(s) · ∇)uhn(s), u(s)〉 ds−
∫ t1
0
〈(u(s) · ∇)uh(s), u(s)〉 ds
∣∣∣
≤
∫ t1
0
‖u(s)‖2L4‖∇u
h
n(s)−∇u
h(s)‖ds
≤ ‖u‖2L4(0,T ;L4) ‖u
h
n − u
h‖L2(0,T ;H10 ).
In the Forchheimer term |u|2u we have
∣∣∣ ∫ t1
0
〈 |u(s)|2u(s), uhn(s)〉 ds−
∫ t1
0
〈|u(s)|2 u(s), uh(s)〉ds
∣∣∣
≤
∫ t1
0
‖u(s)‖3L4 ‖u
h
n(s)− u
h(s)‖L4 ds
≤ ‖u‖3L4(0,T ;L4) ‖u
h
n − u
h‖L4(0,T ;L4).
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By our choice of uh we have∫ t1
0
〈u, ∂tu
h〉 ds =
∫ t1
0
∫ t1
0
η˙h(t− s)〈u(t), u(s)〉 dt ds = 0
and so
µ
∫ t1
0
〈∇u,∇uh〉+
∫ t1
0
〈(u · ∇)u, uh〉+ β
∫ t1
0
〈|u|2u, uh〉
= −〈u(t1), u
h(t1)〉+ 〈u(0), u
h(0)〉.
Next we let h → 0, for which the argument is similar; we use the facts
that the mollifier ηh integrates to 1/2 on the positive real axis and that u is
weakly continuous into L2 to show that the right-hand side tends to
−
1
2
‖u(t1)‖
2 +
1
2
‖u(t0)‖
2.
The continuity of u into L2 now follows by combining the weak continuity
into L2 and the continuity of t 7→ ‖u(t)‖, which is a consequence of the
energy equality. 
6. Conclusion
Returning to the issues discussed in the introduction, recall that while
the ‘spherical’ truncation of a Fourier expansion
un :=
∑
|k|≤n
uˆke
ik·x
does not behave well in terms of boundedness/convergence in Lp spaces, the
‘cubic’ truncation
u[n] :=
∑
|kj |≤n
uˆke
ik·x, k = (k1, . . . , kd),
does.
One can expect (cf. Babenko, 1973) that there are similar problems in us-
ing a straightforward truncation of an expansion in terms of an orthonormal
family of eigenfunctions:
Pλu :=
∑
λn≤λ
〈u,wn〉wn,
(where Awn = λnwn). It is natural to ask if there is a ‘good’ choice of
eigenfunctions such that the truncations
Pnu :=
∑
w∈En
〈u,w〉w,
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where En is some collection of eigenfunctions, is well-behaved with respect
to the Lp spaces. To our knowledge this is entirely open.
References
Adams, R.A. & Fournier, J.J.F. (2003) Sobolev spaces, second ed., vol. 140 of
Pure and Applied Mathematics (Amsterdam). Elsevier/Academic Press,
Amsterdam.
Amann, H. (1995) Linear and quasilinear parabolic problems. Volume I.
Birkha¨user Verlag, Basel.
Antontsev, S.N. & de Oliveira, H.B. (2010) The Navier–Stokes problem
modified by an absorption term. Appl. Anal. 89, 1805–1825.
Babenko, K.I. (1973) On summability and covergence of eigenfunction ex-
pansions of a differential operator. Mat. Sbornik 91, 157–211.
Buckmaster, T. & Vicol, V. (2017) Nonuniqueness of weak solutions to the
Navier–Stokes equation. arXiv:1709.10033.
Constantin, P. & Foias, C. (1988) Navier–Stokes equations. Chicago Lectures
in Mathematics. University of Chicago Press, Chicago, IL.
Fefferman, C.L. (1971) The multiplier problem for the ball. Ann. of Math.
94, 330–336.
Evans, L.C. (2010) Partial differential equations, second ed., vol. 19 of
Graduate Studies in Mathematics. American Mathematical Society, Prov-
idence, RI.
Fujiwara, H. (1967) Concrete characterization of the domains of fractional
powers of some elliptic differential operators of the second order. Proc.
Japan Acad. 43, 82–86.
Fujita, H. & Morimoto, H. (1970) On fractional powers of the Stokes oper-
ator. Prof. Japan Acad. 46, 1141–1143.
Fujiwara, H. & Morimoto, H. (1977) An Lr-theorem of the Helmholtz de-
composition of vector fields. J. Fac. Sci. Univ. Tokyo Sect. IA Math. 24,
685–700.
Galdi, G.P. (2000) An introduction to the Navier–Stokes initial-boundary
value problem. pp. 11-70 in Fundamental directions in mathematical fluid
mechanics. Adv. Math. Fluid Mech. Birkha¨user, Basel.
Giga, Y. (1981) Analyticity of the semigroup generated by the Stokes oper-
ator in Lr spaces. Math. Z. 178, 297-329.
Giga, Y. (1985) Domains of fractional powers of the Stokes operator in Lr
spaces. Arch. Rational Mech. Anal. 89, 251–265.
Gilbarg, D. & Trudinger, N. S. (2001) Elliptic partial differential equations
of second order. Classics in Mathematics. Springer-Verlag, Berlin. Reprint
of the 1998 edition.
Grafakos, L. (2014) Classical Fourier analysis. Graduate Texts in Mathe-
matics, 249. Springer, New York.
26 CHARLES L. FEFFERMAN, KAROL W. HAJDUK, AND JAMES C. ROBINSON
Grisvard, P. (1967) Caracte´risation de quelques espaces d’interpolation.
Arch. Rat. Mech. Anal. 35, 40–63.
Hajduk, K.W. & Robinson, J.C. (2017) Energy equality for the 3D criti-
cal convective Brinkman–Forchheimer equations. J. Differential Equations
263, 7141–7161.
Kalantarov, V. & Zelik, S. (2012) Smooth attractors for the Brinkman–
Forchheimer equations with fast growing nonlinearities. Commun. Pure
Appl. Anal. 11, 2037–2054.
Lions, J.L. (1959) The´ore`ms de traces et d’interpolation I. Ann. Scuola
Norm. Sup. Pisa 13, 389–403.
Lions, J.-L. & Magenes, E. (1972) Non-homogeneous boundary value prob-
lems and applications. Vol. I. Springer-Verlag, New York-Heidelberg.
Lions, J.L. & Peetre, J. (1964) Sur une classe d’espaces d’interpolation. Inst.
Hautes E´tudes Sci. Publ. Math. 19, 5–68.
Lunardi, A. (2009) Interpolation theory, second ed. Appunti. Scuola Normale
Superiore di Pisa (Nuova Serie). Edizioni della Normale, Pisa.
Miyakawa, T. (1981) On the initial value problem for the Navier–Stokes
equations in Lp spaces. Hiroshima Math. J. 11, 9-20.
Muscalu, C. & Schlag, W. (2013) Classical and multilinear harmonic analy-
sis. Volume I. Cambridge Studies in Advanced Mathematics. Cambridge
University Press, Cambridge, UK.
Pazy, A. (1983) Semigroups of linear operators and applications to partial
differential equations. Springer AMS
Robinson, J.C. & Sadowski, W. (2014) A local smoothness criterion for
solutions of the 3D Navier–Stokes equations. Rend. Semin. Mat. Univ.
Padova 131, 159–178.
Robinson, J.C., Rodrigo, J.L., & Sadowski, W. (2016) The three-dimensional
Navier–Stokes equations, classical theory. Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, UK.
Rodr´ıguez-Bernal, A. (2017) The Heat Equaton with General Periodic
Boundary Conditions. Potential Analysis 46, 295–321.
Seeley, R. (1970) Fractional powers of boundary problems. Actes du Congre`s
International des Mathe´maticiens (Nice, 1970), Volume 2, pp. 795–801.
Gauthier–Villars, Paris.
Seeley, R. (1971) Norms and domains of the complex powers AzB . Amer. J.
Math. 93, 299–309.
Seeley, R. (1972) Interpolation in Lp with boundary conditions. Studia Math.
64, 47–60.
Serrin, J. (1962) The initial value problem for the Navier–Stokes equations.
pp. 69–98 in Nonlinear Problems (Proc. Sympos., Madison, Wis.) Univ.
of Wisconsin Press, Madison, Wis.
Triebel, H. (1978) Interpolation theory, functional spaces, differential oper-
ators. North Holland, Amsterdam.
SIMULTANEOUS APPROXIMATION 27
Department of Mathematics, Princeton University, Fine Hall, Washington
Road, Princeton, NJ 08544
E-mail address: cf@math.princeton.edu
Mathematics Institute, Zeeman Building, University of Warwick, Coventry,
CV4 7AL, United Kingdom
E-mail address: k.w.hajduk@warwick.ac.uk
Mathematics Institute, Zeeman Building, University of Warwick, Coventry,
CV4 7AL, United Kingdom
E-mail address: j.c.robinson@warwick.ac.uk
