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Abstract
The asymptotic behavior of a system of retarded parabolic equations is considered. For any given
η > 0 we construct an approximate inertial manifold (AIM) which contains all the steady states of
the system and has an attractive neighborhood of thickness η. The dependence of AIMs on the delay
time is investigated.
 2003 Published by Elsevier Inc.
1. Introduction
The concept of a global attractor plays an important role in understanding the long-time
asymptotic behavior of nonlinear infinite-dimensional dynamical systems. An attractor is
an invariant and globally attracting set which due to this properties inherits all the as-
ymptotic properties of the whole system. Many dissipative partial differential and retarded
ordinary differential equations have recently been shown to possess finite-dimensional
global attractors (see, e.g., monographs [1,7,16,25] and references therein, and also [3,
4,8,26] for the case of retarded equations). It naturally leads one to the question of whether
there is a finite-dimensional system that will adequately capture the asymptotic nature of
the original flow. One of the direct approaches is the theory of inertial manifolds (IM) in-
troduced by Foias et al. [13] (see also [5,7,9,14] and for retarded PDEs [2,23]). IM is a
finite-dimensional Lipschitz manifold which is positively invariant for the semigroup and
which attracts exponentially all the orbits. There is a very restrictive spectral gap condi-
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important problems of mathematical physics.
To overcome this obstacle two new notions were introduced. The first is inertial sets, or
fractal exponential attractors [29]. These are finite-dimensional positively invariant expo-
nentially attracting sets which can be constructed as an extension of the global attractor.
Since the structure of the global attractor can be very complicated (a fractal set), the same
can be with the structure of inertial sets. The second notion, approximate inertial manifold
(AIM), was introduced in [12] by Foias et al. Both notions do not require the spectral gap
condition and therefore exist for a larger class of equations.
AIMs are finite-dimensional smooth surfaces such that all the orbits of the considered
equation enter in a finite time a thin neighborhood of the manifold. Many articles have
been devoted to the construction if AIMs (see among others [6,10,14,18–20,22,27]).
The aim of this article is to construct approximate inertial manifolds for retarded par-
abolic PDEs. Our consideration is essentially based on the concept of an inertial manifold
with delay (IMD) [11], arguments from [6] and the technique developed in [21] where
IMD is constructed for the retarded system.
The key idea of our construction is the recently mentioned connection [22] between the
two concepts of IMD and of AIM. More precisely, we use the mapping from the theory
of IMD to produce a new family of AIMs. As it is shown in [24] this mapping allows
one to obtain many different AIMs, but we choose here AIMs containing all the stationary
solutions of the system. We also study the dependence of AIMs on the delay time and
prove that the retarded AIM tends to the nonretarded one when the time of delay vanishes.
We notice that AIMs for retarded nonlinear PDEs have not been constructed before.
The main essential difference (and source of technical difficulties) between retarded and
nonretarded semilinear parabolic equations is the fact that the eigenprojectors PˆN and QˆN
(introduced after Lemma 1) do not possess the properties of exponential dichotomy (see,
e.g., [25, (IX.1.12)]) which are crucial. Our approach is based on the detailed investiga-
tion of properties of IMD and simultaneous work with eigenprojectors in different spaces
(see projectors P,Q, Pˆ , Qˆ below). The important point here is the Lipschitz property of
IMD and the possibility to estimate the Lipschitz constants (see [21, (3.12)]) in terms of
parameters of the system (see Lemmas 2 and 4). These Lipschitz constants depend in an
essential manner on the delay time r , the term eλNr in [21, (3.12)]. As usually for AIMs,
to get smaller η-thickness of an attractive neighborhood, one has to increase dimension N ,
so eλNr increases rapidly. This sensitive dependence on the delay time requires careful
analysis even in that parts of the proof which are similar to the nonretarded case.
We can apply our results, for example, to delayed reaction diffusion equations (see
book [30] for many concrete examples of semilinear functional differential equations and
discussions) and conclude that for the system which is infinite-dimensional in both (time
and space) coordinates there exist a finite number of space coordinates (eigenvectors of
the linear part) and a Lipschitz manifold over their linear span which approximate the
asymptotic behavior of the whole system.
The article is organized as follows. Section 2 contains some preliminary materials about
retarded parabolic equations. In Section 3 we construct the steady AIMs. Section 4 deals
with the dependence of AIMs on the delay time.
616 A.V. Rezounenko / J. Math. Anal. Appl. 282 (2003) 614–6282. Preliminaries
Let A be a positive operator with discrete spectrum in a separable Hilbert space H , i.e.,
there exists an orthonormal basis {ek} of H such that
Aek = λkek with 0< λ1  λ2  · · · , lim
k→∞λk =∞.
We denote by C(a, b;D(Aα)) the space of strongly continuous functions on an interval
[a, b] with values in the domain D(Aα). For r > 0 we denote Cα = C(−r,0;D(Aα))
(later r will be the retardation time). Cα is a Banach space with norm
|v|Cα ≡ sup
{∥∥Aαv(θ)∥∥: θ ∈ [−r,0]}.
Here and below ‖ · ‖ is the norm of H , and (·, ·) the corresponding Hermitian product. We
will also use | · |α = ‖Aα · ‖.
Let B be a (nonlinear) map from Cα to H (0 α  1/2) of the form
v→ B(v)= B0
(
v(0)
)+B1(v), (2.1)
where B0 and B1 are maps from D(Aα), respectively Cα to H such that∥∥B0(w1)−B0(w2)∥∥M0∥∥Aα(w1 −w2)∥∥ for w1,w2 ∈D(Aα) (2.2)
and ∥∥B1(v1)−B1(v2)∥∥M1|v1 − v2|Cα for v1, v2 ∈ Cα, (2.3)
where M0 and M1 are positive constants.
Our purpose in this paper is to study the dynamical system generated by the evolution
equation
du
dt
+Au= B(ut ) for t > σ, (2.4)
with initial data uσ ∈Cα at time σ ∈ R,
u(σ + θ)= uσ (θ) for θ ∈ [−r,0]. (2.5)
Here, as in [15], ut = ut (θ) denotes the element of Cα such that ut (θ) = u(t + θ) for
t + θ > σ and ut (θ)= uσ (t + θ − σ) for t + θ  σ . As in the finite-dimensional case we
will use the following
Definition. A function u = u(t) ∈ C(σ − r, T ;D(Aα)) is a solution of (2.4) and (2.5) in
the interval [σ,T ] if u(σ + θ)= uσ (θ) for θ ∈ [−r,0] and
u(t)= e−(t−σ)Auσ (0)+
t∫
σ
e−(t−τ )AB(uτ ) dτ. (2.6)
Using the standard fixed point method one can easily prove (see, e.g., [28]) an existence
and uniqueness theorem for problem (2.4) and (2.5). As in the nonretarded case [17] one
can prove the following
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there exist positive constants a1 and a2 such that
|ut |Cα  a1ea2(t−s)|us |Cα , t  s.
Let us now fix an integer N and denote by P = PN the orthogonal projector onto the
space spanned by the first N eigenvectors of A. Let Q = I − P . We also define the N -
dimensional projector Pˆ = PˆN and projector Qˆ= QˆN in Cα by
Pˆ φ = (Pˆ φ)(θ)=
N∑
k=1
e−λkθ
(
φ(0), ek
)
ek ≡ e−AθPφ(0), Qˆ≡ I − Pˆ ,
where −r  θ  0 and φ = φ(θ) is an element of Cα .
We refer to the concept of inertial manifold with delay (IMD) introduced by Debuss-
che and Temam [11]. Using a version of the Lyapunov–Perron method presented in [5]
we proved [21] the following generalization to the retarded case of the main theorem
from [11].
Proposition 1 [21]. There exists T0 such that for any T ∈ (0, T0], any p ∈ PNH , and
ψ ∈ QˆNCα , there exists a unique solution u= u(t) of (2.4) defined on [−T ,∞) such that
PNu(0)= p, QˆNu−T =ψ.
Moreover if we set Φ(p,ψ)≡ QˆNu0, this defines a Lipschitz mapping from PNH×QˆNCα
to QˆNCα , i.e., for any (pi,ψi ) ∈ PNH × QˆNCα , i = 1,2, we have∣∣Φ(p1,ψ1)−Φ(p2,ψ2)∣∣
Cα
 L1(T )|p1 − p2|α +L2(T )|ψ1 −ψ2|Cα . (2.7)
Additionally, there exists a constant c˜ such that if λ1−αN > c˜, then it is possible to find T and
r < T , such that the Lipschitz constants Li < 1, i = 1,2. We say that Φ defines manifold
M in PNH × QˆNCα× QˆNCα . This manifold is invariant, i.e., if u(t) is a solution of (2.4),
then QˆNut =Φ(PNu(t), QˆNut−T ), t  0.
Let us recall some notations and definitions from [21] which are necessary in the sequel.
It is easy to see that QˆNCα = {φ ∈ Cα | PNφ(0)= 0}. We introduce for fixed T > 0 and
ψ ∈ QˆNCα the following spaces:
Y1 ≡
{
y ∈C(−T ,0;D(Aα)): QNy(−T )= 0},
Y2 = Y2(ψ)≡
{
y ∈C(−T ,−r,0;D(Aα)): QˆNy−T =ψ}
with the norms |y|Y1 = sup[−T ,0] ‖Aαy(·)‖, |y|Y2 = sup[−T−r,0] ‖Aαy(·)‖.
In our consideration we intensively use the shift-continuation function E :Y1 → Y2 in-
troduced in [21] for any fixed ψ ∈ QˆNCα ,
E(y,ψ)(s)≡
{
y(s)+ e−(s+T )Aψ(0) if s ∈ [−T ,0],
−(s+T )A (2.8)ψ(s + T )+ e PNy(−T ) if s ∈ [−T − r,−T ].
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F(y)(t)≡ e−tAp+
t∫
0
e−(t−τ )APNB
(E(y)τ )dτ +
t∫
−T
e−(t−τ )AQNB
(E(y)τ )dτ,
where t ∈ [−T ,0] and E(y)= E(y,ψ). The fixed point y¯ of F gives the solution of (2.4)
u(s) ≡ E(y¯)(s) for s ∈ [−T − r,0] with the properties PNu(0) = p, QˆNu−T = ψ (see
Proposition 1).
Remark 1. We notice that if we take T =+∞ and consider the nonretarded case (B1 ≡ 0),
the above operator F gives the form of any solution u(t) of (2.4) which is defined for
all t and has bounded in the norm ‖Aα · ‖ coordinate QNu(t) (see, e.g., [5,25] and [7,
Lemma 3.1.1]). This is the key point of the variant of the Lyapunov–Perron method pre-
sented in [5] (see also [2] for the retarded case).
The mappingF satisfies |F(y1)−F(y2)|Y1  γN(T )(M0+M1eλNr)|y1−y2|Y1 , where
γN(T )≡ λα−1N (eλNT − 1)+
αα
1− αT
1−α + λα−1N+1(1− e−λN+1T ). (2.9)
It is obvious that for any N , we have γN(T )→ 0 when T → 0.
If y¯ is the fixed point of F constructed by p ∈ PNH and ψ ∈ QˆNCα , then we define
[21] the mapping Φ as follows:
Φ(p,ψ)≡ QˆNE(y¯)0 ≡ E(y¯)(θ)− e−Aθp, θ ∈ [−r,0]. (2.10)
3. AIMs containing all the stationary solutions
We are interested in the case when the both Lipschitz constants Li(T ), i = 1,2, of
Φ (see (2.7)) are less than 1. We need the following refinement of the algorithm [21,
Lemma 3.2] of choosing T and r with respect to N to guarantee that Li are small enough.
Lemma 2. Take any ε, δ ∈ (0,1]. For any c > 0 denote
Dc ≡ 4ec
(
ec − e−c + α
α
1− αc
1−α
)
.
(i) Let λ1−αN > (1+ 1/ε)(M0 +M1ec)(1/4)Dc. Then if r and T are such that r < T and
λN+1T  c, then L1(T ) < ε.
(ii) Let λ1−αN+1 > (1/δ)(M0 +M1ec)Dce−c. Then the condition r + ln(2δ−1)/λN+1 < T 
c/λN+1 implies L2(T ) < δ.
Corollary 1. Take any ε, δ ∈ (0,1]. Then for any c > ln(2δ−1) the conditions
λ1−αN > (M0 +M1ec)Dc max
{
1
(
1+ 1
)
,
e−c}
, (3.1)
4 ε δ
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−1)
λN+1
< T  c
λN+1
(3.2)
imply that L1(T ) < ε and L2(T ) < δ. Here Dc is defined as in Lemma 2.
Proof of Lemma 2. We need the explicit formulas for Li (see [21, (3.12)]),
L1(T )= γN(r) e
λNT (M0 +M1eλNr )
1− γN(T )(M0 +M1eλNr ) ,
L2(T )= e−λN+1(T−r) + γN(r)(M0 +M1)
[
1+ γN(T )(M0 +M1e
λNr )
1− γN(T )(M0 +M1eλNr )
]
.
It is easy to see that γN(T )eλNT (M0 +M1eλNr) < ε(ε + 1)−1 implies L1(T ) < ε. Using
(2.9), r < T , λN+1T  c, and
γN(T )
Dc
4ecλ1−αN
, (3.3)
we get the condition Dc(M0 +M1eλNr )(4λ1−αN )−1 < ε(ε+ 1)−1. This proves (i).
Let us prove (ii). One has e−λN+1(T−r) < δ/2 iff r + ln(2δ−1)/λN+1 < T . As in (i), we
get γN(r)(M0 +M1) < δ/2 if Dc(M0 +M1)(4ecλ1−αN+1)−1 < δ/4 and λN+1r  c. Hence,
we need λ1−αN+1 > (1/δ)(M0 +M1)Dce−c. On the other hand, for
γN(T )(M0 +M1eλNr)
1− γN(T )(M0 +M1eλNr ) < 1
it is sufficient if γN(T )(M0 + M1eλNr ) < 1/2. It is possible if λNT  c and λ1−αN+1 >
(1/2)(M0+M1cc)Dce−c. Since δ  1, we get (ii). The proof of Lemma 2 is complete. ✷
Consider N , r , and T satisfying (3.1), (3.2). For the moment, it is sufficient to take ε =
δ = 1 and for any c > ln 2 assume λ1−αN > (M0+M1ec)Dc and λN+1r+ ln 2< λN+1T  c
(see [21, Lemma 3.2]). Since L2 < 1 we can use the mapping Φ (for any fixed p ∈ PNH )
as a strict contraction in QˆNCα ,∣∣Φ(p,ψ1)−Φ(p,ψ2)∣∣
Cα
L2|ψ1 −ψ2|Cα , L2 < 1.
Consider the unique fixed point ψ ∈ QˆNCα of Φ constructed for p ∈ PNH . We define the
mapping Ψ T ≡ Ψ T,N :PNH → QˆNCα as follows:
Ψ T (p)≡Φ(p,ψ), where ψ =Φ(p,ψ). (3.4)
Our goal is to prove that the graph of Ψ T ,
M≡ {e−Aθp+Ψ T (p)(θ): p ∈ PNH}⊂ Cα, (3.5)
is an approximate inertial manifold. Note that the manifold M contains all the steady
states of (2.4). For this reason, following the terminology in [18] we call M the steady
approximate inertial manifold.
Remark 2. By definition,M contains also all the T -periodic solutions of (2.4).
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absorbing ball for the equation we can classically truncate the nonlinear term B outside
the ball so that it will be replaced by a function which is equal to B inside the absorbing
ball but which has bounded support. We denote by R the radius of a ball containing this
support.
The following properties of Ψ T andM will be used in the sequel.
Lemma 3. Let r , T , and N satisfy (3.1), (3.2) for some ε, δ ∈ (0,1). Then the mapping Ψ T
defined in (3.4) satisfies∣∣Ψ T (p1)−Ψ T (p2)∣∣
Cα
 L1(1−L2)−1|p1 − p2|α, (3.6)
where L1,L2 are Lipschitz constants of Φ . Moreover for all 0 t  T one has∣∣Qˆut −Ψ T (Pu(t))∣∣Cα  (1− q¯)−1[C1Re−γ T +C2Re−γ t] (3.7)
for any solution of (2.4) u = u(t) with the initial condition u0 = e−Aθp + Ψ T (p) ∈ Cα
when t = 0. Here γ is any number from the interval [λN,λN+1], the positive constants C1R
and C2R depend on the dissipativity radius only, the positive constant q¯ is defined as
q¯ ≡ (M0 +M1eλN+1r )
(
αα
1− αT
1−α + T λαN+1
)
<
1
2
. (3.8)
Proof. Property (3.6) is a consequence of (2.7) and the definition of Ψ T . Let us prove that
q¯ < 1/2. Note that (3.1), (3. 2) imply λN+1r < λN+1T  c and λ1−αN > (M0+M1ec)Dc/2.
We have
q¯  (M0 +M1ec)
(
αα
1− αc
1−α + c
)
λα−1N+1 
(M0 +M1ec)Dc
4λ1−αN+1
<
1
2
.
Let us prove property (3.7). For any fixed t0 ∈ [0, T ] we denote by w(t) a function defined
on [−T − r, t0] such that w(t) = u(t) for t ∈ [0, t0] and w(t) = v0(t) for t ∈ [−T − r,0],
where v0(t) is the solution which is used to construct Ψ T (p) (i.e., PNv0(0) = p and
Qˆv00 = Qˆv0−T ). Now we use the formula of variation of constants and definitions of w
and v0(t) to get
w(t)= e−(t−t0)APu(t0)+
t∫
t0
e−(t−τ )APB(wτ ) dτ +
t∫
t0−T
e−(t−τ )AQB(wτ ) dτ
+ e−(t+T )AΨ T (Pu(0))(0)+
t0−T∫
−T
e−(t−τ )AQB
(
v0τ
)
dτ
for t ∈ [t0 − T , t0], (3.9)
and w(t)= v0(t) for t ∈ [t0 − T − r, t0 − T ]. We use here
Qu(0)=Qv0(0)=QE(y¯)(0)= e−TAΨ T (Pu(0))(0)+
0∫
eτAQB(wτ ) dτ.−T
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shifted on the time t0, i.e.,
vt0(t)= e−(t−t0)APu(t0)+
t∫
t0
e−(t−τ )APB
(
vt0τ
)
dτ +
t∫
t0−T
e−(t−τ )AQB
(
vt0τ
)
dτ
+ e−(t−t0+T )AΨ T (Pu(t0))(0) for t ∈ [t0 − T , t0], (3.10)
and vt0(t)= Ψ T (Pu(t0))(t− t0+T )+e−(t−t0+T )APvt0(t0−T ) for t ∈ [t0−T −r, t0−T ].
Now we use (3.9) and (3.10) to get
w(t)− vt0(t)=
t∫
t0
e−(t−τ )AP
{
B(wτ )−B
(
vt0τ
)}
dτ
+
t∫
t0−T
e−(t−τ )AQ
{
B(wτ )−B
(
vt0τ
)}
dτ + e−(t+T )AΨ T (Pu(0))(0)
− e−(t−t0+T )AΨ T (Pu(t0))(0)+
t0−T∫
−T
e−(t−τ )AQB
(
v0τ
)
dτ
for t ∈ [t0 − T , t0], (3.11)
and
w(t)− vt0(t)= v0(t)−Ψ T (Pu(t0))(t − t0 + T )− e(t−t0+T )APvt0 (t0 − T )
for t ∈ [t0 − T − r, t0 − T ]. Consider the space C(t0 − T − r, t0;D(Aα)) with the norm
|v|t0 ≡ supt∈[t0−T−r,t0]{e−γ (t0−t )‖Aαv(t)‖}. It is easy to obtain that∥∥Aα(w(t)− vt0(t))∥∥

[
q1(t0, t)+ q2(t0, t)
]|w− vt0 |t0 + e−λN+1(t+T )∥∥AαΨ T (Pu(0))(0)∥∥
+ e−λN+1(t−t0+T )∥∥AαΨ T (Pu(t0))(0)∥∥
+
t0−T∫
−T
((
α
t − τ
)α
+ λαN+1
)
e−λN+1(t−τ )
∥∥B(vt0τ )∥∥dτ, (3.12)
where
q1(t0, t)≡ (M0 +M1eγ r)
t∫
t0−T
((
α
t − τ
)α
+ λαN+1
)
e−λN+1(t−τ )eγ (t0−τ ) dτ (3.13)
and
q2(t0, t)≡ (M0 +M1eγ r)λαN
t0∫
eλN(τ−t )eγ (t0−τ ) dτ. (3.14)t
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q1(t0, t)+ q2(t0, t) eγ (t0−t )q¯, t ∈ [t0 − T , t0], q¯ < 1/2. (3.15)
This gives using (3.12) that∥∥Aα(w(t)− vt0(t))∥∥ eγ (t0−t )q¯|w− vt0 |t0 + {the last three terms of (3.12)}.
Multiply it by e−γ (t0−t ),∥∥Aα(w(t)− vt0(t))∥∥e−γ (t0−t )
 q¯|w− vt0 |t0 + e−λN+1(t+T )−γ (t0−t )
∥∥AαΨ T (Pu(0))(0)∥∥
+ e−λN+1(t−t0+T )−γ (t0−t )∥∥AαΨ T (Pu(t0))(0)∥∥+ e−γ t0 q¯M(1+R). (3.16)
Remark 3. We get the last term as follows:
e−γ (t0−t )
t0−T∫
−T
((
α
t − τ
)α
+ λαN+1
)
e−λN+1(t−τ )
∥∥B(vt0τ )∥∥dτ
 e−γ (t0−t )q1(0, t0 − T )eγ T max‖z‖CαR
∥∥B(z)∥∥ e−γ (t0−t )e−γ t q¯ max∥∥B(z)∥∥
 e−γ t0 q¯ max
‖z‖CαR
∥∥B(z)∥∥ e−γ t0 q¯M(1+R).
Here we use (3.13), (3.15), and the properties of B .
We take supremum over [t0 − T , t0] in (3.16)
sup e−γ (t0−t )
∥∥Aα(w(t)− vt0(t))∥∥
 q¯|w− vt0 |t0 + e−λN+1t0−γ T
∥∥AαΨ T (Pu(0))(0)∥∥
+ e−γ T ∥∥AαΨ T (Pu(t0))∥∥+ q¯e−γ t0M(1+R). (3.17)
Now consider time interval [t0 − T − r, t0 − T ]. We have
e−γ (t0−t )
∥∥Aα(w(t)− vt0(t))∥∥
 e−γ (t0−t )
∥∥Aα(v0(t)−Ψ T (Pu(t0))(t − t0 − T ))∥∥
+ e−λN(t−t0+T )−γ (t0−t )∥∥AαPvt0 (t0 − T )∥∥. (3.18)
Since t  t0 − T  0 we obtain −γ (t0 − t) −γ t0 and −λN(t − t0 + T )− γ (t0 − t) =
−γ t0 + (γ − λN )t + λN (t0 − T )−γ t0.
Using this, we take supremum in (3.18) for t ∈ [t0−T − r, t0−T ]. Finally, we take into
account (3.17), the dissipativity of (2.4) and Lipschitz property of Ψ T to get
|w− vt0 |t0  q¯|w− vt0 |t0 +C1Re−γ T +C2Re−γ t0 .
Since Qˆut0 = Qˆwt0 we have Qˆut0 −Ψ T (Pu(t0))= Qˆ(wt0 − vt0t0 ). Hence the last estimate
gives (3.7). The proof of Lemma 3 is complete. ✷
The main result of this article is the following
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an N -dimensional approximate inertial manifold which contains all the steady states of
(2.4) and the thickness of its attractive neighborhood is η. More precisely, we have∣∣Qˆut −Ψ T (Pu(t))∣∣Cα  CR exp
{
− 2
T
(t − t∗) ln 2
}
+ η
for all t  t∗ +T/2 and any solution u= u(t) of (2.4) such that |ut |Cα R for t∗  t <∞.
Proof. We follow line of arguments given in [6] and use Lemmas 3 and 4. One can notice
that we cannot directly apply the arguments of [6] to our retarded case since the consider-
ations in [6] are in an essential manner based on the estimate (see [6, Lemma 2.2])∥∥QAαu(t)∥∥ [e−λN+1(t−s)+M(1+ k)a1λ−1+αN+1 ea2(t−s)]∥∥Aαu(s)∥∥, t > s.
Unfortunately, there is no analogue of the last estimate in the retarded case for the projec-
tion Qˆ (see [21, Remark 3.8]). Instead, our proof is based on the Lipschitz properties of
mappings Φ and Ψ . We need the following
Lemma 4. Assume that N , T , and r satisfy
λ1−αN > (M0 +M1ec)Dc max
{
1
4
(
1+ 28
3
a1e
a2T
)
,4e−c
}
, (3.19)
r + ln 8
λN+1
<
T
2
< T  c
λN+1
(3.20)
for some c > 2 ln 8 and the constants a1, a2 defined as in Lemma 1. Then the mapping Ψ T
defined in (3.4) possesses the property∣∣Qˆut −Ψ T (Pu(t))∣∣Cα  C1R exp
{
− 2
T
(t − t∗) ln 2
}
+C2R exp
{
−1
2
λN+1T
}
(3.21)
for all t  t∗ +T/2 and any solution u= u(t) of (2.4) such that |ut |Cα R for t∗  t <∞.
Proof of Lemma 4. Consider any solution u(t) of (2.4). Denote by uˆ(t) the solution with
the initial condition uˆ0 = e−AθPu(0)+Ψ T (Pu(0)) ∈Cα . We have
Qˆut −Ψ T
(
Pu(t)
)= Qˆ(ut − uˆt )+ [Qˆuˆt −Ψ T (P uˆ(t))]
+ [Ψ T (P uˆ(t))−Ψ T (Pu(t))].
Using (2.7) and Lemma 1 we get for any t ∈ [T/2, T ],∣∣Qˆ(ut − uˆt )∣∣Cα L1∣∣P (u(t)− uˆ(t))∣∣α +L2∣∣Qˆ(u0 − uˆ0)∣∣Cα
 [L1a1ea2T +L2]
∣∣Qˆ(u0 − uˆ0)∣∣Cα .
The Lipschitz property of Ψ T and Lemma 1 give∣∣Ψ T (P uˆ(t))−Ψ T (Pu(t))∣∣
Cα
 L1
1−L2
∣∣P (u(t)− uˆ(t))∣∣
α
 L1 a1ea2T
∣∣Qˆ(u0 − uˆ0)∣∣Cα .1−L2
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
[
L1
(
1+ L1
1−L2
)
a1e
a2T +L2
]∣∣Qˆu0 −Ψ T (Pu(0))∣∣Cα + β
or shortly
d(t) νd(0)+ β, (3.22)
where we denote d(t)≡ |Qˆut −Ψ T (Pu(t))|Cα and
ν ≡ L1
(
1+ L1
1−L2
)
a1e
a2T +L2,
β ≡ (1− q¯)−1 × [C1Re−γ T +C2Re−γ T/2].
One can check that (3.19) and (3.20) imply that ν  1/2. Indeed, we can take L2 < δ = 1/4
and L1 < ε = 3/(28a1ea2T ) and apply Corollary 1 for these values of δ and ε. Hence we
get for tn = t∗ + nT/2,
d(tn+1)
1
2
d(tn)+ β.
Iterations give
d(tn) 2−nd(t0)+ 2β. (3.23)
For t ∈ [tn+T/2, tn+T ] one has d(t) d(tn)/2+β . So (3.23) implies for all t  t∗+T/2,
d(t) 2 exp
{
− 2
T
(t − t∗) ln 2
}
d(t∗)+ 2β.
It gives (3.21) if we choose γ = λN+1. The proof of Lemma 4 is complete. ✷
Now to complete the proof of Theorem 1 we need to choose the parameters c, N , T ,
and r0 satisfying the conditions of Lemma 4 in such a way that the last term in (3.21) is less
than η. Let us do it. Take any η > 0 (the thickness of the attractive neighborhood). Choose
c > 2 ln 8 such that C2Re−c/2  η. Here C2R is defined in (3.21). Then choose N to satisfy
(3.19). Now we take T ≡ cλ−1N+1 to satisfy (see (3.20)) ln 8/λN+1 < T/2 < T  c/λN+1.
It is now easy to see that r0 can be chosen less than T/2 − ln 8/λN+1 to satisfy (3.20).
Lemma 4 completes the proof of Theorem 1. ✷
4. Dependence of steady AIMs on the delay time
We can consider the nonretarded problem
du
dt
+Au= B0(u) for t > σ, u(σ )= uσ , (4.1)
as a particular case of (2.4). In this case B(u) ≡ B0(u(0)) and M1 = 0. All the results
proved in Section 3 are valid and particularly one has the existence of AIMs given by
Theorem 1.
A.V. Rezounenko / J. Math. Anal. Appl. 282 (2003) 614–628 625In this section we prove the proximity of steady AIMs for the retarded problem (2.4)
and the nonretarded one (4.1).
Theorem 2. Let Ψ T0 (p) and Ψ
T
r (p) be the mappings that define the steady AIMs con-
structed in Theorem 1 for problem (4.1) and for (2.4). Assume B1(·) is a purely retarded
term, i.e., B1(v)= 0 for any v(θ)= v ∈ Cα independent of θ . Then∣∣Ψ T0 (p)−Ψ Tr (p)∣∣Cα  CNrβ(1+ ‖Aαp‖), (4.2)
where β < 1− α and the constant CN is independent of r ∈ [0, r0].
Remark 4. We notice [2] that if B1(·) is not purely retarded we can rewrite the nonlinear
term in (2.4) as follows:
B(ut )= B¯0
(
u(t)
)+ B¯1(ut ),
where
B¯0
(
u(t)
)= B0(u(t))+ Bˆ1(u(t)) and B¯1(ut )= B1(ut )− Bˆ1(u(t)).
Here Bˆ1(u) is defined as the value of B1(·) on the element v(θ) ≡ u where u ∈ D(Aα)
is independent of θ . In this case B¯1 is a purely retarded term and Theorem 2 is true for
system (4.1) with B¯0 instead of B0.
Remark 5. We notice that when r changes then our phase space Cα = C([−r,0];D(Aα))
also changes. In this case we naturally consider the space Cr0α = C([−r0,0]; D(Aα)) for
all r ∈ [0, r0]. In that sense (4.2) gives that the retarded AIM tends to the nonretarded one
when r → 0.
Proof of Theorem 2. One can check that the arguments as in the proof of Lemma 4.1
from [2] give the following analogue.
Lemma 5. Assume that the conditions of Theorem 1 are satisfied. Then the solution of (2.4),
u= u(t), which defines Ψ Tr (p) has the following continuity property:
sup
τ∈[−T ,0]
(
sup
θ∈[−r,0]
∥∥Aα(u(τ)− u(τ + θ))∥∥)CN(α,β)rβe2γ r(1+ ‖Aαp‖)
for any β < 1− α, where the constant CN(α,β) is independent of r ∈ [0, r0].
Consider the solution of (2.4), u(t), which defines Ψ Tr (p) and the solution of (4.1),
u0(t), which defines Ψ T0 (p). Using the definition of the mappingF we get for t ∈ [−T ,0],∣∣u0(t)− u(t)∣∣
α
 e−λN+1(t+T )
∣∣Q(u0(−T )− u(−T ))∣∣
α
+
{ 0∫
t
∥∥Aαe−(t−τ )P∥∥dτ +
t∫
−T
∥∥Aαe−(t−τ )Q∥∥dτ
}
× sup ∥∥B0(u0(τ ))−B(uτ )∥∥. (4.3)
τ∈[−T ,0]
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θ∈[−r,0]
∣∣u(τ)− u(τ + θ)∣∣
α
and
sup
τ∈[−T ,0]
∥∥B0(u0(τ ))−B(uτ )∥∥
M0|u0 − u|Y2 +M1 sup
τ∈[−T ,0]
(
sup
θ∈[−r,0]
∥∥Aα(u(τ)− u(τ + θ))∥∥).
Using this, Lemma 5, and (2.9) we get from (4.3) that
sup
t∈[−T ,0]
∣∣u0(t)− u(t)∣∣
α

∣∣Q(u0(−T )− u(−T ))∣∣
α
+ γN(T )M0|u0 − u|Y2
+ γN(T )M1CNrβe2γ r
(
1+ |p|α
)
. (4.4)
We use (3.4) to get
Qu(−T )=Qu(O)= e−TAQu(−T )+
0∫
−T
eτAQB(uτ ) dτ
and the analogous formula for Qu0(−T ). Hence∣∣Q(u0(−T )− u(−T ))∣∣
α
 e−λN+1T
∣∣Q(u0(−T )− u(−T ))∣∣
α
+ γN(T )M0|u0 − u|Y2
+ γN(T )M1CNrβe2γ r
(
1+ |p|α
)
.
We substitute the last estimate in (4.4) to deduce
sup
t∈[−T ,0]
∣∣u0(t)− u(t)∣∣
α

(
e−λN+1T + 2γN(T )M0
)|u0 − u|Y2
+ 2γN(T )M1CNrβe2γ r
(
1+ |p|α
)
.
We use again (3.4) to note that
sup
t∈[−T−r,−T ]
∣∣u0(t)− u(t)∣∣
α
= sup
t∈[−r,0]
∣∣u0(t)− u(t)∣∣
α
 sup
t∈[−T ,0]
∣∣u0(t)− u(t)∣∣
α
.
Hence we can write
|u0 − u|Y2 
(
e−λN+1T + 2γN(T )M0
)|u0 − u|Y2 + 2γN(T )M1CNrβe2γ r(1+ |p|α).
Since |ΨT0 (p)−Ψ Tr (p)|Cα  |u0 − u|Y2 , the last estimate gives (4.2) provided e−λN+1T +
2γN(T )M0 < 1. Indeed, (3.19) gives λ1−αN >M0Dc/4. Hence (3.3) implies 2γN(T )M0 <
2e−c. It is now easy to see that e−λN+1T + 2γN(T )M0 < e−c + 2e−c = 3e−c < 1 because
of c > 2 ln 8 > ln 3 (see Lemma 4 and the proof of Theorem 1 where we set c = λN+1T ).
The proof of Theorem 2 is complete. ✷
A.V. Rezounenko / J. Math. Anal. Appl. 282 (2003) 614–628 627Remark 6. For the nonretarded system (4.1) one can obtain [22] a stronger result than
stated in Theorem 1. More precisely, there is an infinite family of AIMs of an exponential
order (an estimate similar to (3.21)). Unfortunately, for the retarded case (a fixed value of r)
we can only construct a finite number of AIMs. Indeed, (3.21) is almost “ready” to give a
family of an exponential order (cf. [22]), but the conditions (see Lemma 4) under which
(3.21) holds show that when we pass to the limit N →∞ (λN →∞) one gets T → 0.
It is impossible since T > r > 0 (see (3.20)). On the other hand, the condition T > r is
essential for Li < 1 (see Lemma 2 and a direct explanation in [22, Remark 3.7]).
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