Abstract
1: Introduction
Equal distribution of workload in multicomputers is central to achieving a high utilization of the computational resources. Load balancing aims for the minimization of the total execution time of a problem by balancing the calculations across the processors and minimizing the interprocessor communication. A static implementation of load balancing methods is referred to as domain decomposition. In this work, we concentrate on the domain decomposition problem, which is based on partitioning the data set.
Domain decomposition is NP-complete. Several heuristic methods have been proposed, such as mincut-based heuristics, recursive bisection, scattered decomposition, neural networks, and simulated annealing [3,4, 5, 6, 12, 141. The deterministic methods have predictable and low execution time. However, they either make restrictive assumptions or tend to be biased towards particular structures of the problem domain. The stochastic methods make no assumptions about the domain considered; but require greater execution time. Physical computation has been advocated for describing, simulating and solving cmpJex systems, especially intractable optimization problems such as load balancing [71. It should be emphasized here that all the approaches mentioned above, as well as our approach, aim at producing good suboptimal solutions, and not necessarily the optimal, in an acceptable time. In this paper, we present a hybrid genetic algorithm (HGADD) as an evolutionary, physical and stochastic, method for domain decomposition. HGADD enhances the classic genetic algorithm (GA) with a number of features in order to alleviate the problem of premature convergence and to improve the evolution efficiency. This paper gives a summary of our approach and results. A clearer presentation is found in [lo]. The next section describes the domain decomposition problem. Section 3 presents HGADD and its constituents. Some experimental results are given in section 4 and are discussed in sections 4 and 5. Section 6 concludes the paper.
2: The domain decomposition problem
Domain decomposition consists of partitioning the problem domain into subdomains and assigning them to the processors of the multicomputer such that an objective function is minimized. The model of computation considered here is that of loose synchronicity [6] , where processors repeat a calculate-communicate cycle. The total execution time, T, for a parallel program is then determined by the processor with the greatest combined load of calculation, W, and communication, C, that is,
Equation (1) represents the exact objective function to be minimized and is the basis for evaluating the results of HGADD. The performance measure will be the efficiency of the decomposition; defined as the ratio of the sequential execution time to the product of T and the number of processors in the multicomputer. However, the use of this minimax criterion is computationally expensive and a quadratic objective function has been proposed [6, 141 for avoiding excessive computations. It can be expressed as P where r is the amount of calculation per data element, N(p) is the number of elements allocated to p. (tcomm/tcalc) is a machine-dependent communication to calculation ratio, v is a scaling factor expressing the relative importance of communication with respect to calculation, and d(p,q) is the Hamming distance. The main advantage of this quadratic cost function is its locality property. Locality means that a change in the cost due to a change in the assignment of elements to processors is determined by the reassigned elements only.
Two parameters derived from h e objective function are utilized by HGADD. The first is the degree of clustering (DOC) of the data elements in a domain decomposition instance, whose maximum is D O C ( m ) . The second parame-ter is an estimate of the optimal objective function, OBJ(upt), of a decomposition. These parameters are employed by HGADD for evading some computational costs and for reinforcin,g some aspects of the evolution.
3: Genetic algorithm
Genetic algorithms represent powerful weak methods for solving optimization problems [8] . For a number of reasons, however, the implementation of GA's often encounters the problem of premature convergence to local optima, otherwise si long time may be required for the evolution to reach an optimal or near-optimal solution. Methods for overcoming the two problems of premature convergence and inefficiency are conflicting and a compromise is usually required. In HG ADD, a number of design choices have been combined for producing good quality solutions. Also, a hill-climbing procedure tailored to our application is added for improving the erficiency of the search, resulting in a hybrid GA. HGAIDD is outlined in Figure 1 , and its constituents are briefly described in the remainder of this section.
Thret: stages of evolution:
In the beginning of the evolution, the assignment of data elements to processors is random and, thus, Ihe communication among processors is heavy, regardless of the distribution of the data elements. In the successive generations, clusters of elements are expected to be grown gradually and are assigned to processors such that the interprocessor communication is constantly reduced. Then, at some point in the search, the balancing of the calculational load lbecomes more significant for increasing the fitness. Therefore, two overlapped stages of evolution can be distinguished; a clustering stage and a calculation-balancing stage. A third stage can also be identified when the population is near convergence. In this advanced stage, the average DOC of the population approaches DOC(max), and the clusters of elements crystallize. If these clusters are broken, the fitness of the respective individual would drop significantly and its survival becomes less likely. At this point, a fruitful search would concentrate on the adjustment of the boundaries of the clusters in the processors. This stage is henceforth referred to as the tuning stage. Boundary adjustment can be accomplished mainly by hill-climbing of individuals, aided by the probabilistic mutation of boundary elements. The responsibility of crossover becomes the propagation of high-performance building blocks.
Chromosomal representation: An instance of domain decomposition is encoded by a chromosome whose length is equal to the size of the data set. The value of an allele is an integer representing the processor to which a data element is allocated.
Fitness evaluation:
The fitness of an individual is the inverse of expression (2) . The choice of v is of particular interest. It should be made in accordance with the properties of the evolution in different stages. That is, v is chosen to favor the fitness of the individuals whose structure involves nearest-neighbor interprocessor communication in the clustering stage. In the later stages, the value of v should allow the emphasis to shift to the calculation term in the fitness. Such a value can be determined from the ratio of the communication and calculation terms in OBJ(opt).
Reproduction scheme:
The reproduction scheme adopted in HGADD is elitist ranking followed by random selection of mates from the list of reproduction trials, or copies, allocated to the ranked individuals. In ranking [l], the individuals are allocated a number of copies according to a predetermined scale. In HGADD, the scale bounds are 1.2 and 0.8, resulting in a survival percentage of 92% to 98%. This scheme offers a suitable way for controlling the selective pressure and, hence, the convergence of the population. Elitism in the reproduction scheme refers to the preservation of the fittest individual.
Genetic operators: Two-point ring-like crossover is used because it offers less positional bias than the standard crossover. Standard mutation is employed in the first two stages of evolution. In the tuning stage, mutation is restricted to boundary elements. The inversion operator is included, where a contiguous section of the chromosome is inverted.
Operator rates: The operator rates are varied for maintaining diversity in the population and, hence, for alleviating the premature convergence problem [2]. DOC is used to guide the changes in the rates instead of expensive diversity detection metrics.
Hill-climbing:
Since genetic algorithms are blind, the addition of problem-specific information helps direct the search to more profitable adaptive peaks in the landscape. In HGADD, individuals carry out a simple hill-climbing procedure that can increase their fitness in every generation. Hill-climbing for an individual is performed by considering only the boundary data elements allocated to processors. An element e is transferred from processor pl to p2 if and only if the objective function drops or stays the same. It can be shown that the Change in Objective Function, COF, due to the transfer is given by where N(x) is the current number of elements in x, R is 
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(tcomm/tcalc), and CCD is the change in communication cost (sum of distances) for element e. From this expression, it can easily be seen that a transkr of an element can only take place from overloaded processors to underloaded processors. It should be emphasized here that the simple formulation of COF is a direct result of the locality property of the approximate objective function mentioned in section 2.
Hill-climbing plays a distinct role in the tuning stage of the search, where it adjusts the boundaries of the clusters assigned to the processors. In this stage, the basic pattern of interprocessor communication can not be significantly changed and the search ceases to offer significant gains. For these reasons, the emphasis upon balancing the calculational load should be artificially increased for the purpose of facilitating the boundary adjustment. This is achieved by decreasing the value of the weight v in the fitness function.
4: Experimental results
The results described here illustrate typical solutions that can be obtained by HGADD. Two irregular problems with realistic sizes are considered as test cases. These are shown in Figures 2 and 3 and are henceforth referred to as Grid1 and GriQ, respectively. The performance measures are the exact efficiency of the decomposition (from equation 1) and the average fitness of the population (from expression 2). For clarity, the results are normalized with respect to the geometrically optimal values. It should be understood, however, that the use of exact efficiency and approximate fitness for expressing the quality of the solutions will obviously exhibit a discrepancy in the results for the two measures. The first result only refers to Gridl. All the other results refer to the decomposition of Grid2 for an 8-node hypercube.
(i) The decomposition of Gridl for a 16-node hypercube by HGADD is depicted in Figure 4 . The normalized efficiency of the decomposition is 0.93, and the normalized fitness is 0.99. This solution is obtained after 280 generations. Each generation takes about 30 seconds on a SPARC 1 workstation.
(ii) The decomposition of Grid2 for 3-cube by HGADD is shown in Figure 5 . The evolution of the efficiency and the fitness is plotted in Figure 6 . The relative average loads of calculation and communication are also shown. After generation 118, the search converges to a solution with an efficiency ratio of 0.97 and a fitness ratio of 0.99. Each generation takes about 12 seconds. It can be seen from Figure 5 that HGADD emphasizes the balancing of the combined calcula- Figure 5 is that processor 1 is allocated discontiguous subdomains. This is not necessarily bad in our model of computation. In fact, for many highly-irregular long-perimeter grids, an optimal decomposition can not be contiguous. Also, the three stages of the search can be identified in the fitness and workload curves in Figure 6 . Roughly, their overlapping points are generations 50 and 100. Decreasing v in the tuning stage allows an increase in efficiency by about 8%.
(iii) HGADD is compared with a classical GA in Figure  7 . GA1 uses 1-point crossover, normal mutation in all stages, no inversion, and fixed operator frequencies. However, it still employs ranking selection and is also hybridized. GA1 converges more rapidly to a lower quality solution with efficiency ratio of 9 1 %.
(iv) The effect of increasing the selection pressure has been explored by increasing the maximum rank from 1.2 to 2.0 in the selection scheme. This has led to early convergence to a surprisingly good solution (96% efficiency) in only 66 generations. However, the large percentage of indi- viduals (up to 20%) that die every generation, makes a maximum rank of 2.0 too high to be generally reliable for producing good solutions.
5: Discussion
Since HGADD makes no assumptions about the structure of the problem or the multicomputer, the good quality of the results described in section 4 can also be expected for general structures. In all these results, the fitness of the population converges to the global (approximate) optimum. However, an important reason for not finding an optimal decomposition is the discrepancy between the approximate objective function guiding the adaptation of the individuals in the population and the exact objective function determining the actual solution quality. Nevertheless, the results in section 4 compare favorably with those obtained by other faster techniques. For example, recursive bisection [41 produces a decomposition for Grid2 whose efficiency is 87% of the optimum. Scattered decomposition [12] with a patch size of 4 yields an efficiency of 61 %. Naive rectangular decomposition gives a 74% efficiency ratio.
HGADD is not restricted to the model of computation described in section 2. Other models can easily fit into HGADD by modifying the objective function module. Moreover, the main constituents of HGADD can be utilized for solving related problems such as Occam configuration 1131, mapping unstructured finite element meshes [14] , and mapping partitioned program modules [9] .
It is worthwhile emphasizing the trade-off between the solution quality and the evolution time. The range of values of lS! to 2.0 for the maximum rank in the selection scheme allows several choices for a compromise between the two perfoirmance measures. On the other hand, larger problems require the aggregation of data elements into sectors before applying HGADD in order to make the evolution time practical. However, this makes load balancing more difficult.
6: Clonclusions and further work
The evolutionary approach and the design constituents of HGADD have led to good suboptimal static load balancing. The results also suggest that HGADD has no bias and is applicable to general problem structures and interconnection networks.
The performance of HGADD can be further improved. A better crossover operator can be used to enable the search to concentrate on useful work 121. The evolution efficiency can be increased and better solutions might be generated by adding a reverse pass for scanning the boundary elements in hill-climbing, and then accepting the better result of the two passes. A preliminary step, which groups data elements into sectors, can be added for significantly reducing the evolution time. Further work is also required for the optimization of the population size and the maximum rank in selection as a function of problem size, solution quality, and evolution time. In comparison with other load balancing techniques, GA's are highly parallelizable. Significant speed-ups and increased robustness can be obtained by parallel algorithms based on HGADD [lll.
