Abstract-The problem of distinguishing and classifying the responses of analog integrated circuits containing catastrophic faults has aroused recent interest. The problem is made more difficult when parametric variations are taken into account. Hence, statistical methods and techniques such as neural networks have been employed to automate classification. The major drawback to such techniques has been the implicit assumption that the variances of the responses of faulty circuits have been the same as each other and the same as that of the fault-free circuit. This assumption can be shown to be false. Neural networks, moreover, have proved to be slow. This paper describes a new neural network structure that clusters responses assuming different means and variances. Sophisticated statistical techniques are employed to handle situations where the variance tends to zero, such as happens with a fault that causes a response to be stuck at a supply rail. Two example circuits are used to show that this technique is significantly more accurate than other classification methods. A set of responses can be classified in the order of 1 s.
I. INTRODUCTION
T HERE has been much interest in recent years in the testing of analog integrated circuits and in the development of appropriate testing techniques. Such work has concentrated on the detection of catastrophic faults, such as opens and shorts. Detection of faults has depended on the responses of faulty circuits being sufficiently different from the fault-free response. The definition of sufficiency has varied from arbitrary thresholds of, say, 10% through to differences of the order of 100% or more.
All integrated circuits, fault-free or otherwise, are subject to parametric changes due to process variations. It is reasonable to assume that process parameter variations of up to 3 from their nominal values will not cause an otherwise fault-free circuit to fail. Indeed, circuits are often designed to be tolerant of such variations. Equally, it is reasonable to assume that the process parameters of a circuit containing a catastrophic fault can also vary by up to 3 . Therefore, a further definition of detectability is that the faulty and fault-free responses differ by at least 6 [1] . It has, however, also been noted that the distribution of the responses of faulty circuits about the nominal value is not necessarily the same as that of the fault-free circuit [1] . An extreme example of this is the effect of a fault that causes an output to be stuck at a supply rail, regardless of parametric variations; in such a case, the variance of the faulty response would be zero. Even if the distributions of both the fault-free and faulty responses are Gaussian, the variances of the faulty responses are almost certainly not the same as that of the fault-free circuit. Moreover, the assumption of a Gaussian distribution is questionable [2] . Determination of a suitable detection threshold for a given test, therefore, relies upon Monte Carlo simulations of the fault-free circuit, with respect to parametric variations, and of all the possible faulty circuits. This is extremely laborious.
It has been suggested, therefore, that simple thresholds are insufficient for fault detection and statistical methods should be employed [3] . Linear discriminant analysis (LDA), which is a classical statistical method [4] , was, therefore, applied in 1993 [3] . Because of the limitations of LDA, Epstein suggested that neural networks should be applied to the area of fault detection and classification [3] . Since then, neural networks have been applied in [5] - [8] . Generally speaking, the use of neural networks as discriminators is at a very early stage with limitations such as small circuit size [5] , [6] nonrobustness [7] and nonquantitative prediction [8] . In this paper, we employ a novel type of neural network, which can give very accurate fault detection and classification for larger circuits. Furthermore, the method developed in this paper automatically clusters faults. When a novel pattern is fed into the model, the model can tell us two important pieces of information. One is the probability of the circuit being faulty and the other indicates the type of fault.
In Section II, we discuss analogue fault detection, diagnosis, and statistical classification. We then simply describe the structure of the novel neural network employed in this paper. We follow this with two analog circuit examples that compare the use of this neural network technique to probabilistic thresholds and with simpler neural network methods.
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II. ANALOGUE FAULT DETECTION, DIAGNOSIS VS STATISTICAL CLASSIFICATION

A. 3 Detection Threshold
The objective of analog fault detection or diagnosis is to identify whether an analog circuit is faulty or not by comparing circuit measurements, with circuit specifications, Fault detection or diagnosis needs to map the comparison to a binary or discrete numerical value (1) Analog fault detection and diagnosis, therefore, involves numerical calculation. Fault detection and diagnosis have different objectives: fault detection is commonly used in the production test of IC's, while fault diagnosis can be used in circuit design [9] .
can be regarded as a benchmark-the response of fault-free circuit. The 3σ method [1] is one example faulty if fault-free otherwise.
For the problem of fault diagnosis, the benchmarks are usually obtained by fault simulation. After fault simulation, faults are clustered into several groups, which constitute the benchmarks for fault diagnosis.
B. Sensitivity-Based Methods
The 3 method and the statistical and neural network methods, described below, require a large amount of simulation or experimental data. Sensitivity-based methods can be used for fault analysis and diagnosis [10] . The sensitivity of an output response to any parametric change can be calculated using just two circuit analyzes, one of the original circuit and one of the adjoint network [11] . All sensitivity methods assume linearity in the circuit, however. In particular, it is assumed that the insertion of a fault will not alter the operating point of the circuit. In general, this assumption cannot be guaranteed, although a large number of special cases exist where that assumption holds. Because sensitivity-based methods are not generally applicable, we do not consider them further in this paper.
C. LDA
Fault detection or fault diagnosis is an application of multivariate statistical classification, which aims to quantify a multidimensional data space [12] . Classical multivariate statistical classification technologies include LDA, quadratic discriminant analysis and logit analysis [12] . Of these, LDA is the most rigorous and general technology [4] . LDA was applied to the fault detection and diagnosis problem in 1993 [3] . There are no reports of applying quadratic discriminant analysis or logit analysis to fault detection and diagnosis. LDA requires multivariate normally distributed variables and the same dispersion (variance-covariance matrices). In contrast to regression analysis, the coefficients of the selected variables are not uniquely defined. The technique decides which variables to include, by maximizing the ratio of the "between groups" to "within groups"
variance. The output of the function or model is a binary variable, which indicates whether an observation belongs to one class or another. LDA is formalized as (3) where is the linear mapping vector [12] . As mentioned above, the distribution of a faulty population rarely meets this assumption.
D. Neural Networks
Neural networks mimic intelligence [13] . The learning or training mode of neural networks is different from that of traditional statistical methods. The latter attempt to give a rigid description of the underlying functions, while neural networks do not force each element in a network to be rigid and the whole system can have some degree of tolerance, so that the ability to generalize (in terms of testing or prediction) can be increased. Generally speaking, there are four types of neural network:
• back-propagation neural network (BPNN) [26] ;
• probabilistic neural network (PNN) [19] , [20] ;
• self-organizing mapping (SOM) [13] ; and • radial basis function neural network (RBF) [28] , [29] . Yang and Musgrave first applied neural networks to analog circuit fault detection and diagnosis in 1993 [5] , where BPNN and SOM were both utilized for the purpose of fault detection and diagnosis. Yu et al. applied the back propagation neural network to the fault diagnosis of a CMOS opamp circuit with 11 MOSFET's [6] . Nine gate oxide short faults for each MOSFET were inserted. Therefore, there were 100 fault patterns (nine faults 11 MOSFET's + one fault-free). Each pattern contained 20 dimensions (sample points). The diagnostic accuracy of the training patterns reported by Yu et al. were 67% and 83.3% for ramped and sinusoidal test stimuli, respectively. Yu's work was further extended for multiple fault diagnosis in [7] .
There are four drawbacks to these approaches. The first problem is that the BPNN generally requires a large number of training patterns to let the network learn the underlying mapping function (mapping a data space which contains faulty and fault-free responses to a desired diagnosis space). Only a network trained in this way can have enough tolerance for real diagnosis. The work described in [6] employed only one pattern for each class, thus a network trained by the data set employed in [6] will inevitably be impractical. The second problem is that the accuracy of the training patterns should not be a measure of whether a model is good or not. However, the model developed in [6] was measured by its accuracy with respect to the training patterns alone. The third problem is that the population of faulty circuits is much larger than the population of fault-free circuits. Using such an unmatched data set, the BPNN is usually unable to constitute a correct classifier, because a classifier generated by a BPNN based on this type of data set will have a large difference between the rate that misclassifies faulty circuits and the rate that misclassifies fault-free circuits. This problem has been intensively studied in [14] and [15] . Yang and Musgrave [5] attempted to overcome this problem by over-sampling the fault-free circuit, which makes the data set heavier and can cause an unnecessarily large computational cost. The fourth problem is that BPNN is prone to over-fit if no validation data set is employed. However, the work conducted in [6] and [7] did not employ validation data at all. Over-fitting (also called over-learning) is a phenomenon, whereby a model has good performance for the data used for the model constitution, but has low reliability with novel data [16] .
SOM was used to cluster circuit faults in 1996 [8] . SOM is known as a topological mapping algorithm, in which patterns with similar characteristics cluster together automatically. Output nodes will thus be ordered by competitive learning. SOM shows good performance in visualization, but the learning rate and the neighbor size of SOM have to be optimally selected by experience and a SOM net needs a long time to converge [17] . Furthermore, it is difficult to determine the boundary on SOM mapping space for diagnosis in practice and SOM is unable to give a quantitative analysis [15] .
There are no reports of applying RBF and PNN to fault detection and diagnosis to date. RBF is a feed-forward neural network. Although there have been some studies on how to select the basis function for RBF, such as the OLS algorithm [18] , optimally selecting the basis function for the classification problem is not easy and most algorithms involving RBF tend to employ the same variance for all the basis functions. This is questionable in real applications.
III. THE ROBUST HETEROSCEDASTIC PROBABILISTIC NEURAL NETWORK
A PNN classifies data by estimating the class conditional probability density functions [19] , [20] because the parameter (the common variance) of a PNN cannot be determined analytically. To do this it requires a training phase, followed by a validation phase, before it can be used in a testing phase. A PNN consists of a set of Gaussian kernel functions. The original PNN uses all the training patterns as the centers of the Gaussian kernel functions and assumes a common variance or covariance (homoscedastic PNN). To avoid using a validation data set and to determine analytically the optimal common variance, a maximum likelihood (ML) procedure was applied to PNN training [23] . However, Streit's PNN [23] is still homoscedastic. On the other hand, the Gaussian kernel functions of a heteroscedastic PNN are uncorrelated and separate variance parameters are assumed. This type of PNN is more difficult to train using the ML training algorithm because of numerical difficulties [15] . A robust method has been proposed to solve this numerical problem by using the jackknife, a robust statistical method [25] , hence the term "robust heteroscedastic probabilistic neural networks" (RHPNN).
The RHPNN is a four layer feedforward neural network based on the Parzen window estimator [21] that realizes the Bayes classifier given by (4) (4) where is a -dimensional pattern, is the class index of the a priori probability of class is α and the conditional probability density function of class is The object of the RHPNN is to estimate the values of This is done using a mixture of Gaussian kernel functions.
The first layer of the PNN is the input layer. The second layer is divided into groups of nodes, one group for each class. The th kernel node in the th group is described by a Gaussian function (5) (5) where is the mean vector and is the variance. The third layer has nodes; each node estimates using a mixture of Gaussian kernels, from (6) (6) where is the number of nodes in the th group in the second layer; and β satisfies (7) (7) The fourth layer of the PNN makes the decision from (4). The PNN is heteroscedastic when each Gaussian kernel has its own variance. The centres, the variances, and the mixing coefficients, β have to be estimated from the training data. One assumption is (8) The EM algorithm [22] has been used to train homoscedastic PNN's [23] . Each iteration of the algorithm consists of an expectation process (E) followed by a maximization process (M). This algorithm converges to the ML estimate. For the heteroscedastic PNN, the EM algorithm frequently fails because of numerical difficulties. These problems have been overcome by using a jackknife, which is a robust statistical method [25] .
Suppose the training data is partitioned into subsets, where is the total number of samples and is the number of training samples for class The training algorithm is now expressed as follows, where and are the jackknife estimates of the previous values of and , respectively. Step 2: Update the parameters for and (11) where (12)
Similarly,
where
and (17) Further details about the RHPNN are published elsewhere [24] .
IV. EXPERIMENTAL RESULTS
A. Case 1, Operational Amplifier Example
The operational amplifier circuit of have a total of 25 transistors, giving a total of 100 possible faults. Of these, eight faults are redundant, because they duplicate other faults or because gate-source connections already exist. The stimulus was a sinusoid of 0.5 V amplitude at 300 kHz with a dc offset of −3 V. The fault-free and each faulty circuit were simulated using nominal parameter values. Thirty Monte Carlo simulations were performed on each version of the circuit to model parametric variations due to process changes. The following process parameters were varied:
, the mobility, and the lateral diffusion. Each HSPICE simulation run took approximately 38 s on an UltraSPARC 30. The simulation times varied depending on which particular faults were modeled. The overall simulation time was 29.5 h.
From each simulation, four parameters were derived: the dc voltage at the output; the dc supply current; the rms value of the ac component of the output voltage and the rms value of the ac component of the supply current. to give an indication of the effectiveness of the RHPNN method, a simple threshold of detection was used for comparison, (18) , such that a fault was deemed detectable if this condition were met [1] -- (18) where is the standard deviation and is the mean.
B. Training the RHPNN
The training procedure was as follows. The results of 15 of the Monte Carlo simulations of the fault-free circuit and two of each of the Monte Carlo simulations of each faulty circuit were pooled together at random for training. At first, all the patterns in the pool are used to build up a model, which is able to group all the fault-free and faulty circuits into groups. The strategy for selecting the value of is to ensure each kernel has at least one pattern (of a fault-free or faulty circuit) falling in it. The optimal in this case is 11, as shown in Table I , in which, the ninth group only contains one pattern: the fault xiref1_m5_mgss1. It should be noted that the RHPNN works in a different way to other neural networks, such as BPNN [26] or SOM [13] . With the RHPNN, it is not necessary to define a class label for each faulty pattern, which is a vector containing voltages, currents or both corresponding to a faulty circuit. All the faulty patterns are labeled with the same number when training a RHPNN model. During training, the RHPNN is able to cluster the patterns automatically. This is an advantage compared with other neural networks. We know that some faulty patterns are very close to the fault-free patterns and some faulty patterns have a large deviation from other faulty patterns. This phenomenon affects the training of a neural network. After the first training is completed, it is, therefore, worthwhile considering a further training phase to refine the model. The strategy of the further training is to retrain the RHPNN for those groups containing more than one faulty pattern. The method is very simple in that the new pool for retraining is composed of 15 randomly selected fault-free patterns plus the faulty patterns appearing in the group on which we are focusing.
The third column in Table I indicates the group label for the patterns after the second training while the second column has the group label for the patterns after the first training. The results in Table I were generated by a RHPNN with four dimensions, which meant using all the voltage and current measurements. The faults are described by the name of the MOSFET and its location followed by the terminals that are shorted together. Thus "xopa6_xm10_ml_mgss1" refers to a fault in the opamp (opa6) shorting the gate to the source of transistor m1 in subcircuit xm10. Fig. 2 shows the probability distributions for the various groups, when the ac and dc voltages are considered. Note that the variance of the fault-free group is much smaller than that of the other groups. Similarly Fig. 3 shows the four-dimensional (4-D) probability distribution. Here, it can be seen that the probability distributions of the various groups are very distinct. It should be noted that the first and second dimensions in Fig. 3 do not signify any real measurements. These two dimensions are transferred from the Sammon mapping, a multidimensional scaling technique [27] . Table II shows the percentage of correct classifications between the faulty and fault-free circuits using the 3-threshold test, the original PNN and a RHPNN for each of the parameters measured individually. Note that the Bayes method misclassifies all the fault responses in the dc voltage test.
C. Fault Detection
It can be seen that the RHPNN has significantly better fault detection compared with other methods. For example, the RHPNN improves the fault detection compared with the 3-thresholding method to a significance level of 0.1%, except for the dc current case. Table III shows how the accuracy of classification may be improved by pairing parameters for the threshold test, a (standard) PNN [19] , [20] and a RHPNN, where "AC" is the data space formed by ac voltages and ac currents; "DC" is the data space formed by dc voltages and dc currents; "Voltage" is the data space formed by ac voltages and dc voltages; and "Current" is the data space formed by ac currents and dc currents. Similarly, Table IV shows the fault detection rate when all four parameters are used. Table V gives the details of misclassification when applying the RHPNN to this example. It can be seen that only 1 fault-free TABLE III  CORRECT CLASSIFICATION OF FAULTY CIRCUITS IN TWO DIMENSIONS  USING THRESHOLD, PNN, AND RHPNN   TABLE IV  CORRECT CLASSIFICATION IN FOUR DIMENSIONS USING THRESHOLD, PNN,  AND RHPNN   TABLE V  MISCLASSIFIED FAULT-FREE AND FAULTY CIRCUITS circuit is mis-detected and none of the faulty circuits is mis-detected (the fault coverage is 100%). The hypothesis that the population of misclassified fault-free circuits and the population of misclassified faulty circuits are from two different populations is rejected by the t-test [12] . This means that the two populations are from the same population or that there is no significant difference between the rate that misclassifies fault-free circuits and the rate that misclassifies faulty circuits.
D. Misclassifications
E. Case 2, Phase-Locked Loop Example
The second example considered here is a PLL circuit. The circuit structure is shown in Fig. 4 . The circuit consists of an analog multiplier, filter (one pole and one zero), amplifier and voltage controlled oscillator (VCO). The circuit contains 122 transistors. Three-hundred-ninety-two unique open and short faults were inserted using the same transistor fault model as in Section IV-A. The circuit was stimulated using a 0.8 MHz sine wave, with an amplitude of 0.5 V. This frequency is in the center of the locking range for the PLL and is, therefore, a suitable test of the normal operation of the PLL. Table VI lists the measurements made from the faulty and fault-free simulations. The fault-free circuit was simulated with 30 Monte Carlo runs, while each faulty circuit was simulated by ten Monte Carlo runs. Each simulation took around 62 s on an Ultra SPARC 30; the total simulation time was, therefore, around 68 h. Excluding nonconvergent faults, we obtained 3490 samples from these simulations.
The 3490 samples were divided into two subsets: a training data set and a testing data set. The training was done using 22 runs. Of these 22 runs, six runs were for the original tests (one dimension), shown in Table VI, 15 runs were for arbitrary combinations of any two of the original tests (two dimensions) and one run was the combination of all six original tests (six dimensions). The results in Figs. 5 and 6 show that the fault detection using the combination of dc and Idd tests has the lowest misclassification rate (0%) when using the robust heteroscedastic probabilistic neural network. Fig. 5 compares the RHPNN and 3-methods. It can be seen that the RHPNN gives a significant improvement over the 3-method for all the runs. Fig. 6 shows the comparison between the RHPNN and PNN methods. In general, the RHPNN is better than the PNN, but the advantage is not as marked as for the first example.
It is interesting to note that the dc output voltage tests combined with the dc supply current tests (dc idd) gave the highest fault coverage, 100%. We observed that many of the faults caused the output to be stuck at the supply rail (5 V) with zero variance and so are easy to detect with these dc tests. It also appears that the dc output voltage and dc supply current tests are complimentary. Moreover, these dc structural tests Table VII shows the time taken to train the RHPNN for the Opamp example and the time taken to apply a test using the RHPNN to the test data. The HSPICE simulation time is not included in these figures. These results were obtained on an UltraSPARC 30 running at 300 MHz. It can be seen that pass/fail decisions on all the circuits can be made in the order of 1 s. Note also that the training time for a new circuit is typically of the order of 1 min. Fig. 7 gives the negative log likelihood function at each iteration step for training a data space formed by all four parameters using RHPNN. When a system is stable, the negative log likelihood function will asymptote to a constant. From Fig. 7 , it can be seen that 20 steps are needed in this case.
F. Run Time Behavior of RHPNN
Table VIII compares the run-time behavior of the RHPNN, PNN and BPNN. In Table VIII , the number of converging steps for the PNN is determined by the step increment, which is defined by the user. From Table VIII , it can be seen that the BPNN is much more time consuming than the PNN and RHPNN. The PNN needs less time for training because there is no need for ML training of the parameters of the neural network. However, it needs a longer test time because it uses all the training patterns as kernels. In this application, the PNN employs all the 201 training patterns as kernels, whilst RHPNN only uses 20 kernels. Table IX shows the run time behavior of the RHPNN for the PLL example for the combination of dc and Idd tests. It can be seen that after only 30 steps, the system is stable. It should be noted that there are total of 2784 samples selected for testing. The post-test time required for one circuit is only about 0.02 s (53/2784).
The HSPICE simulation times are significantly greater than the times taken by the RHPNN to classify the simulation data. Although this may appear to be a disadvantage of the technique, it should be recalled that only 15 Monte Carlo simulations of the fault-free circuit and 2 Monte Carlo simulations of each of the faulty circuits were used to train the RHPNN. Therefore, the simulation times required to generate data for training the RHPNN are around 2.1 h and 13.8 h for the opamp and the PLL, respectively. No further simulation would be required if the RHPNN thus generated were to be used for testing real devices as they were manufactured. 
V. CONCLUSION
The RHPNN is an extremely reliable technique for distinguishing good analog circuits from faulty. By examining the ac and dc voltage and current responses of an opamp stimulated with a single-frequency sinusoidal input, correct classification was obtained with an accuracy of 99.96%. Using other neural network techniques, the best result obtained was around 73%. For the second, more complex, example of a PLL, the RHPNN was in general more accurate than the simple threshold method or the basic PNN. Here, however, the choice of measurement parameters was significant choosing complementary parameters allowed correct classification to be obtained with an accuracy of 100%. Further the training and testing times for this technique were extremely small, making this approach ideally suited to production testing and test pattern generation.
