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We derive the asymptotic distributions for measures of multivariate skewness and 
kurtosis defined by Malkovich and Alili if the underlying distribution is elliptically 
symmetric. A key step in the derivation is an approximation by suitable Gaussian 
processes defined on the surface of the unit d-sphere. It is seen that a test for multi- 
variate normality based on skewness in the sense of Malkovich and Alifi is inconsis- 
tent against each lixed elliptically symmetric non-normal distribution provided that 
a weak moment condition holds. Consistency of a test for multinormality based on 
kurtosis within the class of elliptically symmetric distributions depends on the 
fourth moment of the marginal distribution of the standardized underlying law. Our 
results may also be used to give tests for a special elliptically symmetric type against 
asymmetry or difference in kurtosis. c 1991 Academic Press, Inc. 
1. IN~-R~D~CTI~N 
There are several notions of skewness and kurtosis for a multivariate 
distribution (see Schwager [ 111). Motivated by Roy’s union intersection 
principle in connection with tests for multivariate normality Malkovich 
and Atifi [9] introduced 
BY=,p;y 
{E[(u’X-U’p)3]}* 
( u’zu)3 
as a measure of multivariate skewness of a random d-dimensional column 
vector X having expectation p and nonsingular covariance matrix 2. Here 
Y- ’ is the set of all d-vectors of unit length. In other words, fir is the 
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largest squared (univariate) skewness produced by any projection of X 
onto a line. 
Similarly, multivariate kurtosis of X is defined as 
iT=,p$y J%(u’X- w”1 _ 3 ( u’cu)2 
Obviously, p;” = p,” = 0 for a nondegenerate d-variate normal distribution. 
Letting Xi, X,, . . . . X, be n independent observations on X, multivariate 
sample skewness and kurtosis of Xi, X2, . . . . X, are 
and 
respectively, where 
bl,n(U)=wfm~=, w~--‘x”)3)2 
(u’s,u)3 ’ 
(1.1) 
b 
2.n 
(u) = (l/n) c,“= 1 wfj- u’XJ4 
(u’s,u)2 ’ 
X, = n-i c,“= i Xi is the sample mean vector, and S, = n --I 
CT= i (Xi- X,)(X,- X,)’ denotes the sample covariance matrix. In what 
follows we assume that n 2 d+ 1 so that S, is positive definite with 
probability one (see Eaton and Perlman [3]). If the distribution of X is 
normal, Machado [6] showed that nbyn, ~max..,,~-l(b,.(u)-3) and 
J- n min ueyd-I(bz,,(u) - 3) h ave nondegenerate limit distributions as 
n-, cg. Since by,,,, max,,yd-1 b,,(u) and min,,yd&I b2,Ju) have been 
proposed as test statistics for testing the composite hypothesis 
H,: the law of X is nondegenerate d-variate normal, 
it is of interest to know their asymptotic behaviour in case of a general 
multivariate distribution. 
In this paper we consider the case that the distribution of X is elliptically 
symmetric. Section 2 deals with multivariate skewness in the sense of 
Malkovich and Alili. An approximation of J’-, u E Yd- ‘, regarded 
as a stochastic process on Yd--I, by a suitable Gaussian process yields 
asymptotic distributions for statistics based on 6, “(u), UE Ydpl. As a 
consequence we obtain that the test for multivariate normality based 
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on by” is inconsistent against any fixed elliptically symmetric non-normal 
distribution satisfying a weak moment condition. 
A further statistical consequence of our results is that they provide the 
asymptotic null distribution of 6:” as a statistic for testing the composite 
hypothesis that the underlying distribution belongs to an afhne-invariant 
class of elliptically symmetric distributions having the same spherically 
symmetric generator against asymmetry in the sense that flrn is positive. 
A similar approximation for & (b,,,(u) -a), u E yd- ‘, with a suitable 
centering constant a (which depends on the marginal distribution of the 
spherically symmetric generator of X) by a Gaussian process on ydP1 is 
given in Section 3. Statistical consequences analogous to those given for 
br,, are obvious and will be pointed out shortly at the end of the section. 
2. ASYMPTOTIC THEORY FOR MULTIVARIATE SKEWNESS 
In what follows we assume that the distribution of X is elliptically sym- 
metric with centre p E Rd and ellipticity matrix A, i.e., X is distributed as 
p + A’Y, where A is a nonsingular (dx d)-matrix satisfying A’A = A and Y 
is a random vector having spherically symmetric distribution. Furthermore, 
let P(X= p) = 0. It is easily seen that b,,, M is invariant with respect to afline 
linear transformations of X, , . . . . X,. Consequently, we can (and do) assume 
without loss of generality that the distribution of X is spherically symmetric 
with E[XX’] = Id, the (dx d)-unit matrix. Note that this implies 
av121 =4 (2.1) 
where 1.1 denotes the euclidean norm. More generally, let 
~k=aI~lkl, k> 1. 
Define Z,(U) as 
Z.(u)=-$j [(u'xj)3-3u'xj], uEYd-'. (2.2) 
Let C(Yd- ’ ) be the Banach space of real valued continuous functions 
defined on yd- ‘, endowed with the supremum norm. We may regard 
Z,( . ) as random element of C(Yd- I), equipped with the o-algebra of Bore1 
sets. In what follows, Z,( .) -5 Z( . ) means that the distributions of Z,( .) 
converge weakly to the distribution of a random element Z( .) of C(Yd- ‘). 
THEOREM 2.1. Let X have a spherically symmetric distribution with unit 
covariance matrix such that E[ 1x1 6] < CO. Then there is a zero-mean 
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Gaussian process Z(u), u E Y”- ‘, on Yd- ’ with continuous sample paths 
having covariance kernel 
P(U, v) = d(d+;~d+4)(“~v~3+9[1-&$+d(d+;;d+4,]ufv 
(2.3) 
(u, v E Yd- I). Regarding Z( . ) as random element of C(Yd- ’ ) we have 
Z,( . ) “, Z( . ). 
Proof To compute Cov( (u’X)~ - 3u’X, (v’X)~ - 3v’X) we may use the 
fact that X has the same distribution as 1x1 U, where (XI and U are 
independent and the distribution of U is uniform on Yd- ‘. This implies 
that E[(u’X)’ (v’X)“] = m ,+,E[(u’U)’ (v’U)~]. Let H be 
(d x d)-matrix such that Hu = (1, 0, 0, . . . . 0)‘. Since 
(I:;) 1 (;y:;) g (/f-g, 
where U = (U,, . . . . ud)’ and b = Hv = (b,, . . . . bd)‘, it follows 
E[(u’U)‘(v’U)“, =E[ U; (j, b,Uj)l. 
an orthogonal 
that 
Now, for any integers m,, . . . . md with m = cJd=, mj we have 
if m, = 21, are even, j = 1, .,,, d, m = 21 
(0, if at lerst one of the mj is odd, 
where xc” =x(x+ 1) ... (x+ l- 1) (see Fang et al. [4, p. 721). Using this 
together with (2.1) and observing that b, = u’u straightforward algebra 
shows that the covariance to be computed is given by formula (2.3). Hence, 
by the multivariate central limit theorem the finite dimensional distribu- 
tions of Z,( .) converge to the finite dimensional distributions of a zero- 
mean Gaussian process with covariance function p(u, v). To show that 
there is a zero-mean Gaussian process Z(u), UE Yd- ‘, on YdP ’ with 
continuous sample paths having covariance kernel p(u, v) such that 
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Z,( .) % Z( .) we first note that the metric space (yd- ‘), 1 .I ) satisfies the 
metric entropy condition 
s 
I (log N(O)“2 & < co. 
0 
Here, for each c > 0, Z?(t) is the smallest positive integer m such that yd- ’ 
can be covered by rn subsets each having diameter at most 5 with respect 
to 1.1. Additionally, putting Y(U) = (u’X)~ - 3(u’X), u E yd- ‘, we have 
I Y(u) - Y(u)1 < 3(lX13 + 1x1) Iu- 4, u, vEYd-‘. 
Since E[1X16] < co, we are done (see Araujo and GinC [l, p. 1721). 
The following result shows the importance of the process Z,( .) in 
connection with asymptotic problems concerning multivariate skewness in 
the sense of Malkovich and Afiti. 
LEMMA 2.2. Under the conditions of Theorem 2.1 we have 
sup 
UE9J-1 
IZ,(u) - J-1 -L 0 
asn-boo. 
Proof Note that 
where 
Uu)=J- i [(u’xj)3-3u’xj- {u’(xj-xn)}3], 
&j=1 
L,(u)=l i [u’(x,-x,)]3 (1 -(u’S,zi-3’2). (u) =-L X  - X,)13  (u’S,u)-3’2). 
&j-l 
Since 
SUP & I(u’XJ31 G,/;; lXn13=Op(u 
UEF-’ 
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sup $2 IU’X,] ; .f (u’X,)2-1 
UE9+ /=I 
<& IX,1 max(ll.,- II, IK,- ll)=oAl), 
where I, (K,) is the largest (smallest) eigenvalue of K’ c,“=l X,X;, it 
follows that sup uE9d-l IK,(u)l =oP(l). Together with Theorem 2.1 this 
implies that 
is bounded in probability as n + co. Since 
where 1, (~7,) is the largest (smallest) eigenvalue of S,, we deduce that 
supuE9d-, IL,(u)l = oP( l), as was to be shown. 
We now give two representations of the process Z( .) figuring in the 
statement of Theorem 2.1. 
PROPOSITION 2.3, The limiting Gaussian process Z(u), u E LP- ‘, can be 
represented in the form 
Z(u) = & ‘:’ (~3.kt~JN3.k + 4% “2’ (~,,k(u)N,,k. UEY’-‘, (2.4) 
k=l k=l 
36m, 
” = (d(d+ 2)(d+4))2’ 
2m4 -p+l . 
d(d+2) 1 
(2.5) 
N ,,k, k = 1, . . . . v( 1); N,,,, k = 1, . . . . v(3) are independent unit normal 
variables, and (P~,~, k= 1, . . . . v(l); (P~,~, k= 1, . . . . v(3), where v(l)=d and 
v( 3) = d( d - 1 )( d + 4)/6, are linearly independent surface harmonics of degree 
1 and 3, respectively, being orthonormal with respect to o, the untform 
distribution on Yd- ‘. 
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Proof: First, let d> 3. We only need to prove that the process defined 
on the right-hand side of (2.4) has covariance function p(u, 0). But this 
holds because 
v(i) 
,c, (PJu) cpi,Ju)= 1 +i Cf(u’u), 
( I 
U, UEY-‘; i= 1, 3, (2.6) 
where Cf (t) is the Gegenbauer polynomial of degree i and order 
A=(d-2)/2 (see Stein and Weiss [12, pp. 143, 1491). From 
Ci;( t) = 2;lt, c;(t) = $(I. + l)(E* + 2)t3- 2&l + l)t, 
the result follows. For d= 2, we have v( 1) = v(3) = 2, and 
V(l) 
kT, p+(u) (P~,~(~)=~C~(U’U); u, uEY-', i= 1,3, (2.7) 
where C:(t) = t and C:(t) = 4t3 - 3t are the Chebyshev polynomials of 
degree 1 and 3, respectively. Again, the result follows. 
Remark 2.4. In the planar case d = 2 put u = (cos 6, sin e)‘, 0 ,< 6 < 271. 
Circular harmonics of degrees 1 and 3 being orthonormal with respect to 
the uniform distribution on [0,2n] are 
4ff,.m=&c0s 8, h2(e) = Jz sin e, 
~,,de) = Ji cos 38, e3.2(e) = ,/z sin 38. 
If d= 3, one can introduce spherical coordinates u = (sin 8 cos cp, 
sin e sin cp, cos e)‘, 0 < 8 < rc, 0 < cp < 27~ Surface spherical harmonics of 
degrees 1 and 3 being orthonormal with respect to the probability measure 
(47r-’ sin 8 de dv on [0, x] x [0,271] are 
huw=&0se, $,,2(e,cp)=*sinesincp, 
h3(erd=&inec0scp. 
~3.,(e,cp)=t~(5~0~3e-3~0~e), 
t+b3,*(e, q2) = $ &Y$) sin e(5 c0s2 e - 1) sin cp, 
b,,(e, d = 3 dF76 sin e(5 ~0s~ e - 1) cos q, 
$3.4(e, cp) = 15 &@$ sin’ e cos e sin 2q, 
$,,(e, cp) = 15 Jmj sin’ e cos e cos 2~, 
$3,6(e, q) = 15 +$@Z) sin3 e sin 3q, 
*3,7(e, cp) = 15 Jm sin3 e cos 3~ 
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(MacRobert [7, pp. 123, 1261). Replacing the ‘pi k in (2.4) we obtain a 
representation of the process Z(U) in terms of spherical coordinates. To get 
the corresponding representation for d > 3 we refer to the book of Magnus 
and Oberhettinger [S], which gives the surface spherical harmonics in 
terms of spherical coordinates also in this case. 
For an alternative representation for the process Z( .) let, for u E Y”- ‘, 
the ad= d(d+ l)(d+ 2)/6 terms in the expansion of (u’u)~ be listed in some 
arbitrary but fixed order, and let the ith such term be denoted by 
{ td(a, i)}‘. Furthermore, let 
pl= (jrn6 
d(d+2)(d+4)’ 
1 
(2.8) 
(2.9) 
be the coefficients of (u’u)~ (resp. U’U) in the covariance kernel given 
in (2.3). 
PROPOSITION 2.5. Zf f12 given in (2.9) is non-negative, the limiting 
Gaussian process Z(u), u = (ul, . . . . ud)’ E Spd- ‘, can be represented in the 
f orm 
z(U) =A f td(“? k)N,.k+ & i u,N,,,, (2.10) 
k=l k=l 
where Nl,k, k = 1, . . . . ad; N2.k, k = 1, . . . . d are independent unit normal 
variables. 
Proof Since /Iz is assumed to be non-negative, the assertion follows 
readily since the process defined on the right-hand side of (2.10) has 
covariance function ~(24, u). 
In view of the alline invariance of b?,, we can state the following result. 
THEOREM 2.6. Let X have an elliptically symmetric distribution with 
expectation u and covariance matrix C such that E[ { (X- u)’ C-‘(X- P)}~] 
< co. Then Malkovich’s and Aftfi’s measure by” of multivariate skewness 
satisfies 
as n --) CO, where Z( .) is the Gaussian process given in Theorem 2.1, and mzj 
figuring in (2.3) is given by m2j=E[{(X-u)‘~-1(X-u)}j] (j=2,3). 
Proof Let f=C-“‘(X-p), ~j=,JC-1’2(Xj-~) (1 <j<n), where 
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C-l/* is a positive definite square root of 2-l. Let ??i,Ju) and z,(u) be 
as in (1.1) (resp. (2.2)) with fj instead of Xi. From Theorem 2.1 and 
Lemma 2.2 we have J;1?6Tno u -% Z(U) in C(Y-‘). Since the mapping 
assigning to each continuous function on Yd- ’ the square of its maximum 
is continuous, it follows that 
nb;M, = max rib”,,,(u) -% Up:?-, Z2(u). 
ueyd-’ 
EXAMPLE 2.7 (Normal distribution). If the distribution of X is d-variate 
normal the constants fil, f12 figuring in (2.8), (2.9) are given by fil = 6, 
b2 = 0. From Theorem 2.6 and Proposition 2.5 we have 
which is Theorem 1 of Machado [6]. 
EXAMPLE 2.8 (Symmetric multivariate Pearson Type II distribution). 
The random vector X is said to have a symmetric multivariate Pearson 
Type ZZ distribution (denoted by X N MPzzd(m, CL, A)) if X has the density 
f(x) = r(d’2+m+1) (1 -(~-~)‘A-l(~-~))m r(m + 1)7cd12 (Al’/’ 
xZ{(x-p)‘A-‘(x-p)<l} 
for some vector p E Rd and some symmetric positive definite matrix A 
(mE R, m > - 1 (see Fang, Kotz, and Ng [4, Sect. 3.41)). We have 
E[X] = p and 
Since (X-p)’ A-‘(X- cl) has the Beta distribution with density 
r(d/2+m+ ‘) td/2-l(1 -t)m, 
T(d/2) T(m + 1) 
O<t<l, 
it is easily seen that for X- MPZl,(m, ,u, d), 
d+2+2m 
m4=ECI(X-~)‘Z-‘(X-~)}21=d(d+2)d+4+2ml (2.11) 
(d+2+2m)* 
=d(d+2)(d+4)(d+4+2m)(d+6+2m)’ 
(2.12) 
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Straightforward algebra gives 
12(3d+ 6m + 10) 
8’=6-(d+4+2m)(d+6+2m)’ 
/j2= -18 
d-2+2m 
(d+4+2m)(d+6+2m)’ 
so that /I2 figuring in (2.9) may be negative. In this case the representation 
given in Proposition 2.3 is appropriate, since x2 figuring in (2.5) is always 
non-negative. 
EXAMPLE 2.9 (Symmetric multivariate Pearson Type VII distribution). 
The random vector X is said to have a symmetric multivariate Pearson 
Type VZZ distribution (denoted by X- MPl/ll,(m, a, p, A)) if X has the 
density 
r(a) 
( 
1 
! 
--LI 
f(x)=~(a-d/q(rrm)d,’ A,‘,2 1 +&(X-cm+4 
for some vector ALE R” and some symmetric positive definite matrix A 
(a>d/2, m >O (see Fang, Kotz, and Ng [4, Sect. 3.33)). We have 
E[X] = p and 
EI(X-~)(X-II)‘1’2,-~“d_zd=z. (a$+ 1). 
This class includes the class of multivariate t-distributions for a = $(d + m) 
and mEN. Since (X-p)’ A-‘(X-p) has the density 
1 
B(d/2, a -d/2) 
some calculations give 
m4 = E[ { (X- p)’ E;-‘(X- P)}~] 
2a-d-2 
=4d+2)2a-d-4 (0;+2), 
(2a-d-2)2 
=d(d’2)(d’4)(2a-d-4)(2a-d-6) 
(o>;+3) (2.14) 
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and thus 
(2a-d-2)2 
p1=6 (2a-d-4)(2a-d-6)’ 
2a-d+2 
82= l8 (2a-d-4)(2a-d-6)’ 
It is interesting to compare Theorem 2.6 in connection with recent results 
on the asymptotic behaviour of Mardia’s affine invariant measure 
‘I,n=$ i {(xi-X,)‘Sn1(Xj-Xn)}3 
r,j= 1 
of multivariate skewness (Mardia [lo]). Baringhaus and Henze [2] 
showed that under the conditions of Theorem 2.6, 
where 
nB I.+ YIX~(d-])(d+4)/6+Y*X~, 
6% 
“=d(d+2)(6+4)’ 
1 , 
and 
m,j=E[{(X-p)‘Z~l(X-p)}i] (j=2, 3). 
2 
Xd and Xi(d- l)(d+4)/6 are independent X2-variables with d and 
d(d- l)(d + 4)/6 degrees of freedom. Note that yr = pi given in (2.8) and 
y2 = ct,$d(d+ 2) with a2 given in (2.5). 
It is clear that the tests for multivariate normality based on either bTn or 
B,,, are inconsistent against each fixed non-normal elliptically symmetric 
distribution satisfying the conditions of Theorem 2.6. However, apart from 
the problem of testing for normality, there is a more general statistical 
application of Theorem 2.6. Suppose that the distribution of X has non- 
singular covariance matrix Z; and that E[ IXl’] < co. If there is a unit 
vector u,, such that 
b,(u,) := bm4J- dd31 1’ > o 
(Gw3 
(obviously, this is equivalent to the positivity of /I;“), the strong law of 
large numbers implies that 
lim b,,,(u,) = b,(u,) a.s. 
“-+CC 
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Since byn 2 blJuO), we have 
lim nby,, = + cc 
n - ‘rn 
as. 
It follows that Theorem 2.6 provides the asymptotic null distribution of 
byn as a statistic for testing the composite hypothesis that the underlying 
distribution belongs to an afline-invariant class of elliptically symmetric 
distributions having the same spherically symmetric generator. As seen 
above, this test is consistent against each fixed asymmetric distribution in 
the sense that by is positive. 
3. ASYMPTOTIC THEORY FOR MULTIVARIATE KURTOSIS 
We adopt the assumptions and notations given at the beginning of 
Section 2. It is easily seen that also bTn is invariant with respect to affine 
linear transformations of X, , . . . . X,. Thus again we assume that the dis- 
tribution of X is spherically symmetric with unit covariance matrix. Let 
t(u) =E[(u’X)~] (which does not depend on u) and define a stochastic 
process { WJu), u E Y- ’ } by 
W,(u)=J- -f [(u'xj)4-z(u)(2(u'xj)2- l)], 
\ll;;j=l 
14E9+1. 
Note that 
E[(u’x)4-T(u)(2(u’x)2- l)] =o. 
Using the same arguments as those for getting the covariance kernel p(u, v) 
of Section 2 it is seen that 
c(u, u)=cov([(u’x)4-T(u)(2(u’x)2- l)], [(o’x)4-z(u)(2(u’x)2- l)]) 
24m, 
= d(d+ 2)(d+ 4)(d+ 6) 
( u’u)4 
+ 72 m8 2m4m6 
d(d+2)(d+4)(d+6)-d2(d+2)*(d+4) 
3 
+ (4dMp2))’ (u’uJ2 1 
+9 m8 4m4m6 
d(d+ 2)(d+ 4)(d+ 6) - d*(d+ 2)* (d+ 4) 
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(u, v E YdP ‘). Again, W,J .) may be regarded as a random element of 
C(Yd- ‘). Then we have the following result. 
THEOREM 3.1. Let X have a spherically symmetric distribution with unit 
covariance matrix such that E[ 1X1*] < co. Then there is a zero-mean 
Gaussian process W(u), u E 9 d ~ ‘, with continuous sample paths and 
covariance kernel c(u, v). Regarding W( .) as a random element of C(Yd- ‘) 
we have 
w,-% W(.). 
The proof of this result follows the same pattern as that of Theorem 2.1 
and is omitted. 
By analogous arguments it can be verified that the following counterpart 
to Lemma 2.2 is true. 
LEMMA 3.2. Let X= (T,, . . . . Td)‘. Under the conditions of Theorem 3.1 it 
follows that 
sup IW,(u)-J;;(b,,,(u)-E[T:I)I -2 0 
UEYd- 
as n -+ co. Thus we also have that 
J;;(b2,n(+E[T;])L W(.). (3.1) 
In the same way as for the process Z(U), u E YdP ‘, of Section 2 there is 
a representation for the process W(u), u E Yd- I. 
PROPOSITION 3.3. The limiting Gaussian process W(u), u E Y”- I, can be 
represented in the form 
k=l k=l 
(3.2) 
where 
24 1 
2 
6,= 
d(d+2)(d+4)(d+6) m8’ 
1 1 2 2m6m4 d(d+2)(d+4) m8-d3(d+2)3 (d+4) 
4m4m6 4rni 2 
(d(dm+RZ))’ -d3(d+ 2)2 + d4(d+ 2)2 - (d(d:2))2 > 
6X313811-5 
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No; N,,,, k = 1, . . . . 42); N,,,, k = 1, . . . . v(4) are independent unit normal 
random variables, and (P~,~, k= 1, . . . . v(2); (P~,~, k= 1, ,.., v(4), where 
v(2)=(d- l)(d+2)/2 and v(4)=d(d- l)(d+ l)(d+6)/24, are linearly 
independent surface harmonics of degree 2 and 4, respectively, being 
orthonormal with respect to the uniform distribution on Y”- ‘. 
Proof. The proof follows from the fact that, clearly, (2.6) and (2.7) also 
hold for i= 2,4. Then, expressing the covariance kernel in terms of the 
Gegenbauer polynomials 
c;(t) = 1, 
C;(t)=2qi+ l)t’-a, 
c:(t) = $l(J. + l)(J + 2)(1+ 3)?4 - 21(A + l)(l+ 2)? + &I + 1) 
and the Chebyshev polynomials 
c;(t) = 1, 
c;(t)= 2t2 - 1, 
C:(t) = 8t4 - 8t2 + 1, 
it is seen that C(U, v) is the covariance function of the process given on the 
right-hand side of (3.2). 
Remark 3.4. By analogy with Remark 2.4 one can give a representation 
of the process W(u) in terms of spherical coordinates. Again, we restrict 
ourselves to the cases d = 2 and d = 3. In the planar case we have the 
orthonormal circular harmonics of degrees 2 and 4, 
*,,,(tl) = &i sin 28, 
t),,,(0) = $i sin 40, 
e,,*(e) = Jj: cm 20, 
$4,2(e) = Jz cos 48. 
In the case d = 3 surface spherical harmonics of degrees 2 and 4 are 
$2, ,(R cp) = (,/%)(3 cm* 0 - 1 h 
t+b2,J0, cp) = Jls sin 8 cos 9 sin cp, 
I),,(& cp) = Jls sin 8 cos 0 cos cp, 
tj2.,(0, cp) = 4 Jls sin2 8 sin 29, 
yQ2.,(6, cp) = $ JG sin* 8 cos 241, 
11/4~*(e,q)=~(35cos4e-30cos*e+3), 
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Ic14,2(e, d = (15/2 Jlo) sin 8(7 cos3 8 - 3 cos 0) sin q, 
ti4,3(e, d = (1512 Jlo) sin e(7 c0s3 8 - 3 cos 0) cos rp, 
ti4.,(e, d = (15/4 4% sin2 e(7 cos2 8 - 1) sin 2q, 
ti4,d4 CP) = (1514 $1 sin’ e(7 COS* e- 1) cos 2~p, 
Il/,Je, cp) = (105/2 $6) sin3 0 cos 8 sin 3q, 
ti4,,(e, up) = (105/2 $6) sin3 8 cos e cos 3~p, 
I),,,(& cp) = (105/8 J%) sin4 e sin 4q, 
t,G4,9(e, rp) = (105/8 ,,h) sin4 8 cos 4q, 
(see MacRobert [7, pp. 123, 1261). 
Using (3.1) we have the following result which is analogous to Theorem 
2.6. 
THEOREM 3.5. Let X have an elliptically symmetric distribution with 
expectation p and covariance matrix C such that E[ { (X - p)’ C- ‘(X - /A)}“] 
< co, and let 8= C-“*(X- p) = ( TI, . . . . Td)‘, a = E[ T;]. We then have 
as n + co, where W( .) is the Gaussian process given in Theorem 3.1, and mzj 
figuring in the covariance kernel isgiven by my= E[ {(X-u)’ Z-‘(X-,u))jJ 
(j = 2, 3, 4). 
EXAMPLE 3.6 (Normal distribution). If the distribution of X is d-variate 
normal the covariance function c(u, v) of W( .) takes the simple form 
c(u, v) = 24(u’~)~, 
and the centering constant a figuring in Theorem 3.5 is 3. For u E Yd- ‘, let 
the bd = d(d + 1 )(d + 2)(d + 3)/24 terms in the expansion of (u’u)~ be listed 
in some arbitrary but fixed order, and let the ith such term be denoted by 
{sd(u, i)>‘. Denoting by Ni, . . . . Nbd independent unit normal random 
variables, the Gaussian process W( . ) may be represented as 
w(u)=@ 2 sd(u, k)N,. 
k=l 
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Hence 
which is Theorem 2 of Machado [6]. Furthermore, we have 
EXAMPLE 3.7 (Symmetric multivariate Pearson Type II distribution). If 
the distribution of X is MPZl,(m, p, A) (see Example 2.8), it is easily seen 
that the centering constant a figuring in Theorem 3.5 is given by 
a=3d+2m+2 
d+2m+4’ 
In addition to (2.11), (2.12) we have 
After some calculations the constants Sj figuring in the representation (3.2) 
turn out to be 
6,= 
576(d + 2m + 2)3 
d(d+2)(d+4)(d+6)(d+2m+4)(d+2m+6)(d+2m+g)’ 
6, = 
576(d+2m + 2)3 [2(d+4)+m(d+ 2m +4)] 
d(d+2)(d+4)(d+2m+4)3 (d+2m+6)(d+2m+8)’ 
6 =288(d+2m+2)*(m+1)[3(d+2)+(m+1)(d+2m+2)] 
3 d(d+2)(d+2m+4)3(d+2m+6)(d+2m+8) ’ 
EXAMPLE 3.8 (Symmetric multivariate Pearson Type VII distribu- 
tion). If the distribution of X is MPVZZJm, a, p, A) (see Example 2.9), 
the centering constant a figuring in Theorem 3.5 is 
a=32a-d-2 
2a-d-4’ 
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A simple calculation shows that in addition to (2.13), (2.14), 
m*=E[{(X-p)‘C-‘(X-p)}4] 
d(d+2)(d+4)(d+6)(2~-d-2)~ 
=(2u-d-4)(2u-d-6)(2u-d-8)’ 
After straightforward algebra the constants Sj figuring in (3.2) turn out to 
be 
6, = 
576(2~-d-2)~ 
d(d+2)(d+4)(d+6)(2u-d-4)(2u-d-6)(2a-d-8)’ 
6*= 
576(2a-d-2)‘[2(d+4)+a(2u-d-4)] 
d(d+2)(d+4)(2u-d-4)3 (2u-d-6)(2u-d-8)’ 
6 =288(2u-d-2)*(u-1)[3(d+2)+(u-1)(2u-d-2)] 
3 d(d+2)(2u-d-4)3 (2u-d-6)(2u-d-8) ’ 
It is clear that tests for multivariate normality based on 
max ue9pd-I(bz,,(u) - 3) or minuaYd-I(b2,n(z4) - 3) are consistent against a 
fixed non-normal elliptically symmetric alternative distribution X satisfying 
the conditions of Theorem 3.5 if, and only if, the fourth moment a of the 
marginal distribution of C- “‘(X- p) is different from 3. Henze [S] 
showed that, under the conditions of Theorem 3.5, Mardia’s affine 
invariant measure 
of multivariate kurtosis (Mardia [8]) satisfies 
n”*w,,” -E[{(X-p)‘C-‘(X-,u)}*])~ Jv(O,T2), 
where 
t2 = mg - rn: + 4d-‘m4(d-‘rnz - m6). 
In case of normality we have rn2” = d(d+ 2). . . (d+ 2(v - 1)) and thus 
get the familiar result 52 = 8d(d+ 2). Thus, the test for multivariate 
normality based on E,,, is consistent for a fixed elliptically symmetric 
distribution X satisfying the conditions of Theorem 3.5 if, and only if, 
E[{(X-p)‘P(X-p)}2]#d(d+2). 
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More generally, max,,yd-l I&,(u)--a] may be used as a statistic for 
testing the hypothesis that the distribution of X (with expectation p and 
nonsingular covariance matrix C) belongs to an affrne invariant class of 
elliptically symmetric distributions having a fixed known spherically 
symmetric generator with a given in Theorem 3.5. Here the interest is in 
detecting a possible departure in kurtosis. Theorem 3.1 implies that 
max uey-16 Ibz,n(~) - al h as a non-degenerate limit distribution when 
the hypothesis is true. Suppose now that X has a distribution such that 
b,(u,) := E[(dJ- 4d”l Za 
wJ%)2 
for some unit vector uO. Assuming that E[ 1X1”] < co, the strong law of 
large numbers yields 
lim b,,,(u,) = b2(uO) a.s. 
n-m 
Since 
it follows that 
,,limm .mr~, ,/;r lb,,,(u)-al = + cc a.s. 
Hence, the test rejecting the hypothesis for large values of 
max UE9d-l lb2Ju) - al is consistent against each such alternative distribu- 
tion. 
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