Introduction genome, which is divided into age-specific survival and reproduction loci specifying the baseline survival and 48 reproduction probabilities of that individual at the appropriate age (Fig. 1A) , where "age" designates the number 49 of discrete-time stages since the individual was added to the population. These probabilities scale linearly 50 between user-specified bounds (p min , p max ) based on the additive sum L of the bit values in the appropriate loci 
where h is the number of bits per locus per chromosome. The survival and reproduction probabilities are 53 therefore lowest when all bits in the corresponding loci are equal to 0, and highest when they are all equal to 1.
54
In addition to survival and reproduction loci, the genome also contains some number of neutral loci without a 55 phenotypic effect, which serve to track the effects of neutral evolution on genome composition.
56
Upon initialisation, the population consists of some number of new individuals with uniformly-distributed 57 genome composition and age values. The population is then permitted to evolve freely in discrete time, with 58 individuals reproducing and dying at each stage according to the probabilities specified by their genomes 59 (Fig. 1B) . In asexual reproduction, each parent individual gives rise to one offspring per stage in which it
To limit the size of the population and impose competition between individuals, a resource limit is imposed on the population. By default, an initial resource level is set which remains constant throughout the simulation;
70
if the size of the population exceeds this threshold, the survival probability of each individual is subjected to 71 a compounding starvation penalty until the population falls below the resource limit. This typically leads to a 72 rapid fluctuation of population size around the set value ( Fig. 2A) , as populations sequentially overshoot the 73 resource limit and die back to a smaller size (Fig. 2B ).
74
One particularly important aspect of the model of evolution implemented by AEGIS is the manner in which 75 it enables explicit calculation and comparison of fitness values. Because the baseline survival and reproduction
76
probabilities of each individual are directly specified by its genome, the fitness of any individual (defined as 77 its expected lifetime reproductive output) can be directly computed for any given set of probability bounds and 78 starvation regime:
where M is the maximum lifespan of the population and v (equal to 1 for asexual populations and 0.5 for sexual 80 ones) denotes the relative genetic contribution of a parent to its offspring. In the case of so-called genotypic 81 fitness, this value is calculated directly using the baseline survival and reproduction probabilities specified by 82 the individual's genotype sums and user-specified probability bounds, without any starvation penalties. The The runtime of an AEGIS simulation depends primarily on the number of stages, the population size (as 86 determined by the resource limit), the genome size, and whether reproduction is sexual or asexual. Sexual re-
87
production is more computationally demanding, primarily due to the complexity of the recombination process. selection is relaxed towards neutrality in genes affecting late-life.
111
While ageing-like phenotypes consistently evolved across a wide range of initial conditions, the specific 112 4 outcome of the simulation depended heavily on the mutation rate and reproductive strategy imposed on the 113 population ( Fig. 3C ). At very low mutation rates, pre-reproductive-maturation survival rates evolve to near-maximal levels, and very high baseline survival and reproduction probabilities often persist for extended periods 115 following maturation. As mutation levels increase, the pre-maturation survival rates and the post-maturation de-
116
cline in survival and reproduction shift to progressively earlier ages. At very high mutation rates, the increased 117 survival and reproduction of early ages is completely abrogated, and the entire genome behaves similarly to 118 the neutral loci. Hence, as the mutation rate increases, the level of selection required to maintain a favourable 119 genotype increases, resulting in a shift towards more rapid ageing and shorter expected lifespans.
120
In addition to the effect of mutation rates, the choice between sexual and asexual reproduction has dramatic genome appears to evolve neutrally occurs at lower mutation rates when reproduction is asexual.
127
As a result of these differences in life history evolution, the average genotypic fitness of individuals in Muller, 1964; Felsenstein, 1974 Every AEGIS simulation is initialised from a configuration file, which specifies the population and run param-220 eters for that simulation (the config file for Fig. 3B , for example, is shown in Fig. S1 ). Upon run initialisation,
221
the parameters in the config file are used to derive a range of other parameters, such as the survival and re-222 production probabilities corresponding to each possible genotype, the number of loci, and the length of each 223 chromosome in bits. The per-bit probability m + of positive mutations is determined based on the user-specified 224 probability m − of negative mutations and the specified positive:negative mutation ratio ν:
A single genome layout is defined for all individuals, and is randomised at the start of the simulation to 226 misimise the impact of interlocus linkage effects. Finally, the starting population of individuals is initialised:
227 by default, the starting genomes of the population are drawn from a discrete uniform distribution with sample 228 space {0, 1}, while the starting age of each individual is sampled randomly from the set {0, 1, ..., M}, where M 229 is the maximum lifespan.
230
In the case of the simulations presented in Fig. 2 and 3 , the user-defined bounds on survival and reproduction 231 probability (from which age-dependent probabilities are derived via Equations 1 and 2) were defined such that 232 firstly, the population does not regularly go extinct over the course of the simulation, and secondly, almost all 233 individuals die out before reaching maximum lifespan. while also imposing competition for resources between individuals.
244
Following resource updating, the population enters the reproduction phase. For each individual, the prob-245 ability of parental status is determined based on its age, the genotype sum of the reproduction locus corre-246 sponding to that age, and the user-specified probability bounds (Equation 2). Each parent is then randomly 247 and independently classified as a parent or non-parent based on this probability. In asexual populations, the 248 population of parents is then duplicated to generate a population of children, each of which is assigned an age 249 of 0. The genome of each child is then mutated according to the probabilities of positive and negative mutations 250 determined during initialisation: each 0-bit is independently mutated to a 1-bit with probability m + , and each 251 1-bit is independently mutated to a 0-bit with probability m − . Finally, the population of children is then added
252
to the overall population.
253
In sexual populations, the population of parents is grouped into mating pairs at random; in the event of an 254 odd number of parents, one parent is selected at random and does not reproduce. The two chromosomes of # Size of sliding windows for recording averaged statistics : windows = { " pop ul at i on _ si ze " : 1000 , " resources " :1000 , " n1 " : n_base } Figure S1 : An example AEGIS config file. each parent undergo recombination (see below), shuffling corresponding genome segments between the two 256 chromosomes. After recombination, one chromosome is selected at random from each parent, and the two 257 chromosomes are concatenated in a random order to generate a new child individual (assortment). Each child 258 produced in this way is assigned age 0, and the genome of the child population is mutated as in the asexual case 259 before being added to the overall population.
260
Following reproduction, the final phase of each stage is death of individuals. As in reproduction, the 261 survival probability of each individual is determined based on its age, the genotype sum of the corresponding 262 locus, and the user-specified probability bounds (Equation 1), and each individual is independently classified 263 as surviving or dying based on these probabilities. The population of survivors is retained for the next stage of 264 the simulation, while the remaining individuals are discarded.
265
The complete code of the AEGIS simulation software, including the functions for all the above operations, 266 is available at github.com/valenzano-lab/aegis. can be simulated by randomly determining recombination sites along the length of the chromosome (with 271 some independent probability r for each position to be selected as a recombination site) and exchanging the 272 corresponding sequence on each chromosome between each site and the end of the chromosome (Fig. S2A ).
273
However, rather than actually performing a large number of exchange operations, it is computationally far 274 more efficient to simply count the number of recombinations affecting each position along the chromosome 275 and exchange only those portions affected by an odd number of recombination events (Fig. S2B) .
276
In order to avoid a directional bias in recombination (in which, for example, positions at the end of the 277 chromosome are much more likely to be transferred between chromosomes than positions at the beginning),
278
it is also important to randomly determine the orientation of each recombination event, such that some events 279 affect sequence between the recombination site and the end of the chromosome and others affect sequence 280 between the start of the chromosome and the recombination site (Fig. S2C) .
281
In AEGIS, therefore, recombination in sexual populations is implemented as two independent processes, 282 one producing forward-oriented recombination events and the other reverse-oriented ones. At the beginning 283 of the recombination process, forward and reverse recombination sites are determined randomly, with each 284 site having an independent r 2 probability of being selected as a forward site and the same probability of being Fig. S2B and S2C) . In a more efficient implementation, the number of recombination events affecting each chromosomal position is counted, and regions affected by an odd number of events are exchanged. (C) In order to avoid directional bias in the probability of a given chromosomal position being exchanged between chromosomes, forward-and reverse-oriented recombination events must occur with equal probability.
the behaviour of the model over time.
297
Unlike with survival and reproduction loci, the sum over the bits in a neutral locus has no phenotypic 298 effect; as a result, in the absence of linkage, the evolution of each bit in the locus can be assumed to evolve 299 independently.
300
Let µ denote the rate of negative (1 → 0) mutations and ν the ratio of positive to negative mutations.
301
The rate of positive (0 → 1) mutations is then given by µ · ν. These transition probabilities are memoryless: 302 conditional on the state of the bit, the probability of a transition is independent of its past states. The evolution 303 of each bit in the neutral locus can therefore be modelled as a two-state discrete-time Markov chain, with 304 transition matrix
where α = µ, β = µν, the first row and column indicate state 0 and the second row and column indicate state 306 1. At generation k, the state distribution of the Markov chain is therefore given by
After many generations of mutation, the second term within the parentheses tends towards zero, and the Markov 308 chain approaches its limiting distribution:
As a result, the expected value of the bits in a neutral locus converges over time to 310 N = E(bit value) = 0 · α α + β
The equilibrium mean value of neutral loci, therefore, is independent of the mutation rate, and depends only 311 on the ratio between positive and negative mutations. When ν = 0.2, for example, N converges to a value of 312 1 6 ≈ 0.167, as can be observed in the genotype plots in Fig. 3C .
313
We can go further and calculate the degree to which the average value p k of the neutral locus at any gener-
For any deviation δ between p 0 and N , therefore, we can calculate the earliest generation K for which |p k − 316 N | < δ :
Unlike the value of N itself, therefore, the number of generations required for p k to converge to within a given 318 distance of N does depend on the mutation rate µ, with higher values of µ resulting in faster convergence 319 times.
320
The above calculations provide an alternative method for specifying the number of stages in an AEGIS 321 run: rather than explicitly specifying a total number of stages, one can specify the desired value of δ , and the 322 simulation will run until all individuals in the population are at least K generations removed from the starting 323 population, then stop. In principle, this provides a more reliable method for ensuring that the population 324 has evolved to a sufficient state of equilibrium; however, for simplicity, and due to the extra complications 325 introduced by the sexual case (which are not covered here), we have restricted ourselves in this publication to 326 simulations running for a fixed number of stages. 
