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We have previously developed a statistical method to identify gene sets enriched with condition-specific genetic dependencies. The method constructs gene dependency networks from bootstrapped samples in one condition and computes the divergence between distributions of network likelihood scores from different conditions. It was shown to be capable of sensitive and specific identification of pathways with phenotype-specific dysregulation, i.e., rewiring of dependencies between genes in different conditions. We now present an extension of the method by incorporating prior knowledge into the inference of networks. The degree of prior knowledge incorporation has substantial effect on the sensitivity of the method, as the data is the source of condition specificity while prior knowledge incorporation can provide additional support for dependencies that are only partially supported by the data. Use of prior knowledge also significantly improved the interpretability of the results. Further analysis of topological characteristics of gene differential dependency networks provides a new approach to identify genes that could play important roles in biological signaling in a specific condition, hence, promising targets customized to a specific condition. Through analysis of TCGA glioblastoma multiforme data, we demonstrate the method can identify not only potentially promising targets but also underlying biology for new targets.
1. Introduction
Gene set analysis, DDN and EDDY
Identification of biological features underlying disease phenotypes or conditions (e.g. differentially expressed or mutated genes) is critical in identifying therapeutic targets. As specific pathways are capable of complex rewiring between conditions, methods such as Gene Set Enrichment Analysis (GSEA) (1) and network-based analyses (2-4) have become increasingly attractive for extraction of such biological features from genomic data. One can use known genetic interactions as a ground truth network and overlay genomic data from different conditions to statistically evaluate regions with differential activities (5) or condition-specific sub-networks (6) (7) (8) . Differential Dependency † Network (DDN) approaches are able to identify individual differential dependencies (9-13) or condition-specific sub-networks from genome-wide dependency networks such as a protein-protein interaction networks. Differential co-expression analysis methods (14) , such as Gene Set Co-expression Analysis (GSCA), test gene sets for differential dependencies, but they are often overly sensitive to minor correlation changes and produce biased results with respect to the size of gene sets (15) .
In our previous work, we have developed a novel, network-based computational method that overcomes the limitations of other network-based approaches (15) . This novel computational approach -EDDY: Evaluation of Differential DependencY -combines GSEA's gene-set-assisted advantages with the robustness of assessment of differential network dependency. It interrogates gene sets (pathways) in a database to test if dependencies across genes are significantly rewired between conditions (see Fig. 1 ). It was shown to be capable of sensitive and specific identification of pathways with phenotype-specific dysregulation, i.e. rewiring of dependencies between genes in different conditions, with its robust network inference and low false discovery rate (15) .
In this paper, we present a method to integrate known biological interactions to improve the performance of network inference and to enable better interpretation of inferred DDNs. The effect of the degree of prior knowledge integration on inferred DDNs is also analyzed. Finally, we describe the application of prior-knowledge assisted EDDY to glioblastoma (GB) gene expression downloaded from the Cancer Genome Atlas (TCGA). † In this manuscript, we use 'dependency' to denote statistical dependencies derived from data such as co-expression, or conditional dependencies, and 'interaction' to denote known direct or indirect relationships between genes. 
Methods
From two sets of samples representing different conditions, EDDY computes the discrepancy of gene dependency in a specific gene set by contrasting the two resulting probability distributions of candidate network structures (based on a likelihood of each network), constructed via a resampling approach, and evaluates its statistical significance to determine if the network structures are rewired between the conditions.
EDDY: Evaluation of differential dependency
Let a set of variables G = {g 1 values, then the posterior probability distribution Pr ! for a data ! of a given condition C can represent the probability distribution of dependency network structures for G in the condition C. When two data sets, ! ! and ! ! , are given for two different conditions ! and ! , the divergence between the two corresponding probability distributions Pr ! ! and Pr ! ! is computed as a measure of difference between the conditions. The divergence between the conditions C 1 and C 2 is measured using the Jensen-Shannon (JS) divergence, an information-based metric to measure the similarity between two probability distributions (16) and the statistical significance of the divergence is computed using a permutation approach. This approach is a generalization of comparing the best networks from different conditions by considering many possible networks and their likelihoods instead of comparing the single best networks. The benefit of this generalization is a more reliable measure of discrepancy (15) , especially when data is limited. Thus, there is a high chance of finding many local optima for the best network. By considering many probable dependency networks instead of one local optimal network, our approach can represent a more complete picture of dependencies at the cost of additional computation. EDDY then iterates through all gene sets in a database, for example, MSigDB (http://www.broadinstitute.org/gsea/msigdb/) to identify the dysregulated pathways.
Inference of gene dependency network supported by known interactions
To reduce computational complexity, EDDY uses a heuristic method that proposes probable dependency structures by independently evaluating each dependency between two variables. Specifically, ! -test is applied to test the independence between every pair of two variables g i and g j (∈G), obtaining the resultant p-value p ij (=p ji ). An edge !" between g i and g j is included when
where ≥ 1 and a user-specified parameter together control sensitivity of dependency discovery. We integrate known interactions retrieved from pathway databases to support dependency discovery. Formally, let ! ∈ 0, 1 denote a prior weight to control the level of prior knowledge to be incorporated into the inference of GDN and ! ; be a binary-valued variable indicating the existence of known interaction between g i and g j . Known interactions can be retrieved from a pathway database such as Pathway Commons 2. Edge-specific threshold is given,
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Prior weight ( ! ) can be varied between 0 and 1, where ! = 0 specifies no influence of the known gene interactions in GDN inference and all edges in inferred GDN requires full support from the data ! ; = , and ! = 1 makes inferred GDN include all the known interactions unconditionally, ! ; = 0. When ! = 0.5, edges with half the support from the data will be included in the network. Edges are included in a network if they satisfy:
Since information on the condition-specificity of known interaction is generally not available, incorporating known interactions into GDN inference could potentially decrease the divergence between GDNs, hence, the sensitivity of the EDDY algorithm to detect pathways with conditionspecificity. The specific effect of prior weight ( ! ) on the sensitivity of EDDY will be discussed in the Results section.
Considerations: As opposed to data-derived edges, prior edges can have a direction, indicating, for example, the influence of one gene on another. While it is straightforward to incorporate the direction of an edge into EDDY, this may conflict with the acyclic requirement of Bayesian networks. For the computations in this work, directionality was determined not to create cycles. In addition, prior edge encompasses many types of interactions such as catalysis or phosphorylation. It also may describe various degrees of influence from explicitly controlling a state change to simply being a neighbor gene. For the work described here, we excluded these socalled "neighbor" interactions. In future work, we may examine a nuanced means of weighting other types of interactions.
Estimating divergence between two conditionsspecific probability distributions of GDNs
The empirical estimate of the probability distribution, Pr ! , is yielded from bootstrapping samples and the construction of GDNs as described above. Once the probability distribution of dependency network structures Pr ! ! and Pr ! ! are computed, the divergence between the conditions ! and ! is measured using the Jensen-Shannon (JS) divergence and the statistical significance is estimated using a permutation test. See (15) for more detail, and the overall workflow is shown in Fig. 2. 
Topological analysis of Differential Dependency Network (DDN)
GDNs constructed for condition C 1 and C 2 are summarized into differential dependency networks (DDNs) where each edge is annotated as C1-specific, C2-specific, or common. While these conditionspecific dependencies can be used to identify potential targets, the DDN often comprises hundreds of edges, rendering the prioritization of those dependencies non-trivial. We utilize the topological analysis of EDDY-derived DDNs to discern biologically important signaling nodes. These nodes could play important roles in biological signaling, hence, promising targets. For each node i, we will compute the normalized betweenness centrality metrics, | ! ! and | ! ! for GDNs, ! ! and ! ! , respectively (17). The regularized difference
where η is a regularization parameter, is then used to assist in prioritization of genes.
Comparison to Knowledge-fused Differential Dependency Network (KDDN)
The 
Results

Data, Gene Sets and Analysis
We used the gene expression data of 202 glioblastoma multiforme (GBM) samples assigned with GB subtype from TCGA to identify pathways enriched with differential dependency between mesenchymal (58 samples) and non-mesenchymal samples, and between proneural (57 samples) and non-proneural samples. The gene expression data were log-transformed, standardized, and quantized prior to EDDY analysis. The gene sets queried for the analysis were 472 gene sets in REACTOME category of MSigDB. We then mined known interactions from Pathway Commons 2 (http://www.pathwaycommons.org) and matched these to all pairings in the REACTOME gene sets for prior knowledge incorporation. To investigate the effect of the degree of prior knowledge in identifying condition-specific dependencies, the prior weights ! = 0, 0.5, and 1 were used. ! = 0 specifies no influence of the known gene interactions in GDN inference and all edges in inferred GDN requires full support from the data, and ! = 1 makes inferred GDN include all the known interactions unconditionally. When ! = 0.5, dependencies with known interactions are added with half the support from the data.
Pathways identified by knowledge-assisted EDDY
Across three different prior weights ( ! = 0, 0.5, and 1.0), EDDY identified 57 pathways with statistically significant divergence between mesenchymal (MES) and non-mesenchymal for at least one of the weights, and 75 pathways between proneural (PN) and non-proneural. Table 1 presents a subset (24 pathways) of 57 mesenchymal-specific pathways, and pathways) of proneural-specific 75 pathways, based on their biological interest (bold-faced) or pvalue ( ! = 0.5) < 0.05. For each pathway, we include the number of genes in the pathway, pvalues, P D (the proportion of newly discovered dependencies, E D, compared to the total number of edges in GDN, E D +E P ) and P C (the proportion of condition-specific dependencies, E C , compared to total edges, E C +E S ), for different prior weights. As ! increases, more known interactions are added to GDN without condition-specificity, and this has three possible effects. First, conditionspecific edges with weak support from data can gain support from the prior weighting, thereby increasing P C while reducing P D . Second, condition-specific edges with prior support can lose specificity and hence, result in reduced P C . Finally, the loss of condition-specific edges can reduce the diversity of networks in the score distribution, having the indirect effect of increasing the influence of the surviving condition-specific edges on the divergence calculation. Indeed, we observe a consistent decrease in the number of networks in the distribution as we increase prior weight. As a result of these competing effects, p-value does not correlate with prior weight, even when examined over the finer variation of 0.1 (data not shown). However, we did note that the number of pathways with statistically significant divergence tends to decrease with prior weight -28, 20 and 16 pathways with statistically significant divergence between mesenchymal and nonmesenchymal, and 39, 36 and 28 pathways between proneural and non-proneural, as the prior weight increases from 0 to 0.5 to 1.0. Table 1 : A subset of the REACTOME pathways with significant differential dependency between GB mesenchymal and non-mesenchymal. P D gives the proportion of newly discovered dependencies over the total number of edges in GDN and P C the proportion of condition-specific dependencies over total number of edges. Systematic ID from MSigDB is used instead of full pathway for shorten description. Mapping from Systematic IDs for bold-faced pathways are provided in Table 3 and Table 4 , and in Appendix at the end for the rest of pathways. EDDY analysis of mesenchymal vs non-mesenchymal GB show significantly different (p = 0.0165 at ! = 0.5) dependency network for INTEGRIN_ALPHAIIB_BETA3_SIGNALING (M760; http://bit.ly/1Dlgidx). This pathway is representative of biological mechanisms of adhesion in platelets, but there are proteins that participate in other signaling process in a diverse array of tissues and diseases. The class dependent DDNs show interesting differences in the state of this pathway's genes in mesenchymal vs. non-mesenchymal GB. DDN and GDNs in Figure 3 show that mesenchymal GB loses dependency on the cell surface integrins ITGA2B (betweenness normalized difference, !" =-0.83 ‡ , rank, ! !" =2) and ITGB3 ( !" =-0.65, ! !" =7). Activation of ITGA2B/ITGB3-RAP1A-PTK2 signaling axis induces glioma cell proliferation (20) . There is also a shift in the dependencies around SRC kinases between mesenchymal and non-mesenchymal GB samples with no SRC dependency evidence in mesenchymal samples but with new dependencies developed for Csk ( !" =0.12), also a member of Src-family kinase. In previous work, it is also demonstrated that Src family kinases plays very important role in migration and invasion cancer cells (21) . Lastly, there is dependency shift in intracellular signaling effectors for integrins in the mesenchymal samples as evidenced by the !" of PTPN1 ( !" =0.84,
Systematic
These molecules have known roles in immunologic cell function, particularly cells of the monocytic origin (22) (23) (24) (25) . Mesenchymal GB samples have an appreciable amount of microglial (brain resident monocytic cells) cell infiltration that can be detected by RNA expression data (26) , and it is interesting that EDDY appears to be detecting differential dependencies in molecules important for microglial function. In summary, this DDN demonstrates a differential wiring of ITGA2B/ITGB3 signaling network in mesenchymal vs non-mesenchymal GB. Functional validation of such differential wiring could help identifying novel nodes of vulnerability for treatment of subtype specific GB.
Condition-specificity of PI3K events in ERBB2 signaling in proneural GB
Another example of differential network dependency is illustrated in the analysis of proneural vs. non-proneural samples of GB. An example significant dependency network (p = 0.044 at ! = 0) ‡ The full data for the betweenness centrality and their difference between GDNs are not shown due to the space constraint. However, the betweenness centrality is indicated by the size of nodes in the GDNs. is PI3K_EVENTS_IN_ERBB2 Signaling (M570; http://bit.ly/1I87dUt). This pathway highlights the signaling events from ERBB2, add associated family members, signal down through PIK3CA to AKT and mTOR signaling ( Figure 4 ). There is a shift in the dependency of the ERBB signaling receptors between the proneural and non-proneural with a lessened dependency in the proneural. This is consistent with the observation that the proneural subtype of GB seems to be more reliant on PDGFRA signaling than signaling through ERBB2 ( !" =0.77, ! !" =4) and EGFR ( !" =0.71,
=7) (27) . However, PIK3R1 ( !" =0.60, ! !" =10) does show differential dependency in proneural samples, which agrees with observation of enrichment of PIK3R1 mutations in proneural samples (27) . This may suggest that PIK3R1 mutations drive PIK3CA based signaling rather than PIK3CA mutations or ERBB alterations in the proneural subtype. It may also argue that PI3K signaling may needs to be targeted differently in different subtypes of GB.
Comparison to KDDN
Since KDDN does not aggregate score and p-value for pathway as EDDY does, we first identify pathways enriched with differential dependency, and apply KDDN to the same data set using the same prior knowledge for comparison. We used KDDN Cytoscape plug-in with parameters ! set to 0.2, ! to 0.05, and to 0.1, the default settings. The results are summarized in Tables 3 and 4. With the default settings, kDDN identifies fewer edges than EDDY. Nevertheless, the general trend is that EDDY and kDDN find more than twice as much agreement in condition-specific edges than disagreement (selecting edges for opposite conditions). Varying λ 1 and λ 2 can increase the number of kDDN edges to approach those found by EDDY, but we sought a consistent approach to setting these parameters for fair comparison, rather than fitting agreement ad hoc. A key difference between the two applications is that EDDY identifies both condition-specific and shared edges for both conditions. When we include these edges, the overlap improves somewhat, but in general, the alignment between kDDN and EDDY is not substantial. We attribute this disagreement to the enhanced sensitivity of the EDDY method in assessing significance over a distribution of network scores. This might raise a concern for potential false positive discoveries by EDDY. However, our previous analysis of EDDY with simulation data indicates the false positive rate for EDDY is low, which is also supported by low P D (< 0.5) in Table 1 and Table 2 - majority of edges identified by EDDY are known interactions. We leave more comprehensive comparisons between EDDY and kDDN or other similar methods to our future study. 
Discussion
Expression profiling and whole genome sequencing from hundreds of GB specimens by TCGA has revealed a broad spectrum of genetic alterations and discrete expression signatures and subtypes (27; 28) . However, the issue of how to best target these molecular subtypes using pharmacological agents remains to be addressed. An obstacle in identifying subtype-specific drug vulnerabilities is how genetic alterations and gene expression affect wiring of key signaling networks that drives tumor phenotype (29) . In this work we demonstrated that using knowledgeassisted EDDY, it is possible to identify subtype specific network wiring and gene dependencies, which may be used to identify subtype specific drug vulnerabilities.
Finally, we have recently started an implementation of the EDDY algorithm on a GPU, which has shown dramatic acceleration. Besides making computations faster and allowing for the running of larger datasets, we envision a prior weight optimization over the number of conditionspecific edges. Additionally, experimental validation of highlighted differences is a main priority in the future. We have access to cohort of 64 patient derived GB xenografts that include all four GBM subtypes and are available to readily deploy to test novel hypothesis indicated through EDDY analysis.
