We present an algoritlim to detect deadlocks in concurrent message-passing progrants. Even 
Introduction
Ensuring that standard software components are assembled in a way that guarantees the delivery of reliable ser- vices is an important task for system designers. Certifying the absence of deadlock in a composite system is an example of a stringent requirement that has to be satisfi ed before the system can be deployed in real life. This is especially true for safety-critical systems, such as embedded systems or plant controllers, that are expected to always service requests within a fi xed time limit or be responsive to external stimuli. Moreover, in case a deadlock is detected, it is highly desirable to be able to provide system designers and implementers with appropriate diagnostic feedback.
However, despite signifi cant efforts, validating the absence of deadlock in systems of realistic complexity remains a major challenge. The problem i s especially acute in the context of concurrent programs that communicate via mechanisms with blocking semantics, e.g., synchronous message-passing and semaphores. The primary obstacle is the well-known state space explosion problem whereby the size of the state space of a concurrent system increases exponentidly with the number of components. Two paradigms are usually recognized as being the most effective against the state space explosion probIem: abstraction and conzpositional reusoning. Even though these two approaches have been widely studied in the context of formal verifi cation 117, 11,27, 191, they fi nd much less use in deadlock detection. This is possibly a consequence of the fact that deadlock is inherently non-compositional and its absence i s not preserved by standard abstractions (see Example 3). Therefore, a compositional and abstraction-based deadlock detection scheme, such as the one we present in this article, is especially signifi cant.
Counterexample-guided abstraction refi Dement 1221 (CEGAR for short) is a methodology that uses abstraction in an automated manner and has been successful in verifying real-life hardware [lo] and software [S] systems. A CEGAR-based scheme iteratively computes more and more precise abstractions (starting with a very coarse one) of a target system on the basis of spurious counterexamples until a real counterexample is obtained or the system is found to be correct. The approach presented in this article combines both abstraction and compositional reasoning within a CEGAR-based framework for verifying the ab-sence of deadlocks in concurrent message-passing systems.
More precisely, suppose we have a system M composed of components M I , . . . , &In executing concurrently. Then
Our technique checks for deadlock in using the following three-step iterative process:
Related Work
The formalization of a general notion of abstraction fi rst appeared in [ 141. The abstractions used in our approach are conservative. They are only maranteed to preserve 'unde-
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Abstract. Create an abstr-tion such that if 1 1 1 has a deadlock, then so does M . This is done componentwise without having to construct the full state space of h4. 20 times speed-up in time and 4 times less memory consumption). We have also discovered a bug in the real-time operating system MicroClOS version 2.70. The rest of this article is organized as follows. In Section 2 we sumarize related work. This is followed by some preliminary definitions and results in Section 3. In Section 4 we present our abstraction scheme, followed by counterexample validation and abstraction refi nement in Section 5 and Section 6 respectively. Our overall deadlock detection algorithm is described in Section 7. Finally, we present experimental results in Section 8 and conclude in Section 9.
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sirable' properties-of the sy&m (e.g., [21, i 11). Conservative abstractions usually lead to signifi cant reductions in the state space but in general require an iterated abstraction refi nement mechanism (such as CEGAR) in order to establish specifi cation satisfaction. CEGAR 122, 101 is an iterative procedure whereby spurious counterexamples to a specification are repeatedly eIiminated through incremental refi nements of a conservative abstraction of the system. CEGAR has been used, among others, in [29] [ 151. However, to the best of our knowledge, none of these approaches involve abstraction refi nement or compositionality in automated form.
Background
In this section, we present some preliminary defi nitions and results (many of which originate from CSP [ZO, 323) that are used in the rest of the article.
Definition 1 (Labeled Transition System) A lobeled Transition System (LTSj is a qiiudruple (S, inat, E, T ) such that: (i) S is a j n i t e non-empty set uf stutes, (ii) init E S is an initial state, (iiij C is afinite set ofuctions (alphabet) and (iv) T 5 S x C x S is a transition relation. . . > a n -~y a n ) E Path(hf)-Paths and traces are usually represented with the letters and 8 respectively.
Given an LTS
A state s is said to refuse an action a iff there is no transition from s labeled by a. The refusal of a state is the set of all actions that it refuses. Suppose 0 is a sequence of actions and F is il set of actions. Then (0, F ) is said to be a failure of an LTS A I iff Ad can participate in the sequence of actions 0 (i.e., 0 is a trace of A[) and then reach a state whose refusal is F . Finally, A f has a deadlock iff it can reach a state which refuses the entire alphabet Z(A1). We now present these notions formally. 7hen their parallel composition, denoted by usfollows (we write 6' 1 i to mean Pmj,(0)):
Definition 4 (Refusal) Let A f be an LTS ond s E S ( M ) .
Then Ref(s)
3. I f a fZ E(AQ then ((a)^@) 1 i = 8 1 i. where Aft-) . Then AbsRef(a) = U:=' =, AbsRef(ai).
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Next, we introduce the notion of abstract failures, which are similar to failures, except that refusals are replaced by abstract refusals. 
Counterexample VaIidation
In this section we present our approach to check the validity of an abstract counterexample returned by A bs Deadlock. A counterexample is said to be spurious iff it is not valid. A l p 1 AbsRef(a1;) = .E(@I) = ~(~l l ) .
Lemma 6 Let
AbsRef(ak) = E(Afl1).
i, AbsRef(crB)) E Fazl(M,). 
6, Abstraction Refi nement
In case the abstract counterexample x retumed by AbsDeadIock is found to be spurious, we wish to refi ne our abstraction on the basis of T and re-attempt the deadlock check. In this section we present our abstraction refi nement scheme. We begin with the notion of abstract successors. In other words, CY is an abstract successor of s under action a iff ikf has an a-labeled transition from s to some element of a. In our framework, abstraction refi nement involves refi ning an existing equivalence relation on the basis of abstract successors. More precisely, given M , R, EY E S(Af") and A E(Af), we denote by SpEit(Ad, R+ a, A) the equivalence relation obtained from R by sub-partitioning the equivalence class CY according to the following scheme: V S ,~' E a, s and s' beiong to the same sub-partition of Q: iff Vu E A . AbsSucc(s, a) = Note that the equivalence classes (abstract states) other than a are left unchanged.
Definition 14 (Abstract Successor
It is easy to see that
) is a refinement of R. In addition, Split(Af, R, a, A) is a proper refi nement of R iff a is split into more than one piece, i.e., if the following condition holds: (PR) There exist a E A, s, s' E Q, and a' E S(AIR)
such that a' f AbsSucc(s', a) and a' # AbsSucc(s, a).
In our approach, abstraction refi nement involves computing proper refi nements of equivalence relations based We now establish the correctness of AbsRejne. We consider two possible scenarios. 
Experimental Results
We implemented our technique in the MAGIC tool.
MAGIC extracts fi nite LTS models from c programs using predicate abstraction. These LTSs are then analyzed for deadlock using the approach presented in this article. Once a real counterexample T is found at the level of the LTSs MAGIC analyzes K and, if necessary, creates more refi ned modeIs by inferring new predicates. Our actual implementation is therefore a two-level CEGAR scheme. We elide details of the outer predicate abstraction-refi nement loop as it is similar to our previous work [7] . Figure 7 summarizes our results. The ABB benchmark was provided to us by our industrial partner, ABB [I] Corporation. It implements part of an interprocess communication protocol (IPC-1.6) used to mediate communication in a multi-threaded robotics controI automation system developed by ABB. The implementation is required to satisfy various safety-critical properties, in particular, deadlock freedom. The IPC protocol supports multiple modes of communication, including synchronous point-to-point, broadcast, publishlsubscribe, and asynchronous communication. Each of these modes is implemented in terms of messages passed between queues owned by different threads. The protocol handles the creation and manipulation of message queues, synchronizing access to shared data using various operating system primitives (e.g., semaphores), and cleaning up internal state when a communication fails or times out.
In particular, we analyzed the portion of the IPC protocol that implements the primitives for synchronous communication (approx. 1500 LOC) among multiple threads. With this type of communication, a sender sends a message to a receiver and blocks until an answer is received or it times out. A receiver asks for its next message and blocks until a message is available or it times out. Whenever the receiver gets a synchronous message, it is then expected to send a response to the sender. MAGIC successfully venfi ed the absence of deadlock in this implementation.
The SSL benchmark represents a deadlock-free system (approx. 700 LOC) consisting of one OpenSSL server and one OpenSSL client. The UCOSD-n benchmarks are derived from the MicroC/OS version 2.7, areal-time operating system for embedded processors, and consist of n threads (approx. 6000 LOC) executing concurrently. Access to shared data is protected via locks. This implementation suffers from deadlock. In contrast, the UCOSN-n benchmarks are deadlock-free. The RW-n benchmarks implement a deadlock-free reader-writer system (194 LOCI with n readers, n writers, and a controller. The controller ensures that at most one writer has access to the critical section. Finally, the DPN-n benchmarks represent a deadlock-free implementation of n dining philosophers (251 LOC), while DPD-n implements n dining philosophers (163 LOC) that can deadlock. A5 Figure 7 shows, even though the implementations are of moderate size, the total state space is often quite large due to exponential blowup.
All our experiments were carried out on an AMD Athlon This is because in these cases Plain terminates as soon as it discovers a deadlocking scenario, without having to exptore the entire state-space. In contrast, IterDeadIock has to perform many iterations before fi nding an actual deadlock,
Conclusion
We presented a novel algorithm to detect deadlocks in concurrent blocking message-passing programs. The strength of our approach is that it leverages the two powerful paradigms of abstraction and conipositional reasoning, despite the fact that deadlock is non-compositional and its absence is not preserved by standard abstractions. In addition, our technique is automated and employs iterative abstraction refi nement to scale to real-life examples. Experimental results demonstrate the effectiveness of our approach on industrial benchmarks. We believe it can be improved further by using assume-guarantee style reasoning, and we plan to investigate this issue in the future.
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