Abstract : The paper introduces concepts called algebraic controllability and algebraic observability for nonlinear differential algebraic systems with geometric index one. To characterize them, controllable trajectory and observable trajectory are also introduced. It is shown that every linearized algebraically controllable system along any (periodic) controllable trajectory is (uniformly) completely controllable. As a dual result, it is shown that every linearized algebraically observable system along any (periodic) observable trajectory is (uniformly) completely observable.
Introduction
Electro mechanical systems are naturally expressed as differential and algebraic equations because the systems are constrained by the Kirchhoff's law. For example, consider a simple circuit model shown in Fig. 1 [1] . The system is described by
where i 1 and i 2 , e, L 1 and L 2 , G, u denote currents, a terminal voltage, inductances of linear inductors, a linear or nonlinear resistance, an input, respectively [1] . From the algebraic equation (3) produced by Kirchhoff's current law, when the representation of e can be specified by an explicit function of i 1 and i 2 , it is possible to apply a conventional control theory. In fact, if G is a PN junction diode expressed by G(e) = I 0 (exp(ke) − 1), I 0 > 0, k > 0 [2] , then (3) implies that e = 1 k log 1 I 0 (i 1 − i 2 ) + 1 , where i 1 − i 2 + I 0 > 0. Hence the system (1)- (3) is locally equivalent to
However, if the representation of e cannot be specified by an explicit function of i 1 and i 2 , it is difficult to apply a conventional control theory. For example, if G is a parallel connection of linear resistance and PN junction diode expressed by G(e) := ce + I 0 (exp(ke) − 1), c > 0, by the implicit function theorem, Eq. (3) implies that there exists some analytic function α : R 2 → R such that e = α(i 1 , i 2 ). Then the system (1)-(3) can be transformed into
Nevertheless, an explicit representation of α as a function of i 1 and i 2 cannot be obtained. If a differential algebraic system (DAS) is locally equivalent to a system described by ordinary differential equations such as the above example [3] , [4] , the system is called a differential algebraic system with geometric index one. Although DAS with geometric index one can be locally transformed into a system expressed by ordinary differential equations, it might be difficult to study properties of the transformed system (for example, see the system (4)).
The main aim of this paper is to characterize a class of DAS with geometric index one such that a trajectory tracking control is easily realized without transforming into ordinary differential equations. To this end, the article introduces concepts called algebraic controllability and algebraic observability. Moreover, controllable and observable trajectory are also introduced. This paper is partially based on conference paper [1] which discusses the relation between algebraic observability and local observability. Furthermore, conference paper [5] has demonstrated that algebraic observability serves for an observer design of a flatness-based trajectory tracking control. Note that although [1] and [5] have studied an algebraically observable DAS, they have not addressed on an algebraically controllable DAS.
The article is organized as follows. Section 2 defines DAS with geometric index one and explains that uniform complete controllability and observability of linearized systems are useful for trajectory tracking control. Section 3 devotes to mathematical preliminaries for Sections 4 and 5. Section 4 introduces the concepts of algebraic controllability and controllable trajectory. As dual concepts of them, Section 5 introduces the concepts of algebraic observability and observable trajectory, respectively. Conclusions are presented in Section 6.
Trajectory Tracking Control of Nonlinear DAS with Geometric Index One
This section explains a way of trajectory tracking control of nonlinear DAS with geometric index one and gives a motivation for introducing algebraic controllability and observability in the next section [1] .
Let us consider the following DAṠ
where (x,x) ∈ R n × R˜n, u ∈ R m , and y ∈ R p denote state, input, and output variables, respectively. Moreover, f :
respectively. In the present paper, meromorphic functions are defined as the elements of the quotient field of the ring of analytic functions [6] . Let
The system (5)- (7) is called a differential algebraic system with geometric index one if W ∅. More precisely, see [3] , [4] . In the paper, we only study DAS with geometric index one. From now on, let us consider a trajectory tracking control of the system (5)- (7) . First, we define feasible trajectory of system (5)-(7).
Definition 1.
A feasible trajectory of the system (5)- (7) is a triple (x
on R. Moreover, a feasible trajectory (x * (t),x * (t), u * (t)) of system (5)- (7) is called periodic if x Remark 1. If the system (5)- (7) is differentially flat [5] , [7] , and if a flat output is known, a generation of a feasible trajectory is easy (see example 4).
Let (x * (t),x * (t), u * (t)) be a feasible trajectory for the system (5)- (7), and let (x * (t),x * (t)) be a reference trajectory for the system (5)- (7) . Moreover, suppose that (x * (t),x * (t)) ∈ W on R. Then we can analyze error dynamics between the actual and reference trajectories as follows. Let x := x − x * ,x :=x −x * , u := u − u * , and y := y − y * . Then we have
Linearizing the system (8) at x = 0,x = 0, and u = 0, we have
Since (x * (t),x * (t), u * (t)) is a feasible trajectory of the system (5)- (7) and (x * (t),x * (t)) ∈ W on R, g(x * (t),x * (t)) = 0 and the matrix ∂g ∂x (x * (t),x * (t)) is invertible on R. Hence system (9) is equivalent to
where
Hence if we design a feedback controller of the system (10) such that the origin of the resulting closed-loop is exponentially stable, by applying the same controller into the system (8), the origin of the resulting closed-loop is locally exponentially stable [8] . As a result, if x(0),x(0), and u(0) are sufficiently close to x * (0),x * (0), and u * (0), respectively, by applying the above mentioned controller into the system (5)-(7), the actual trajectory (x(t),x(t)) locally exponentially approaches the reference trajectory (x * (t),x * (t)). It is known that if the system (10) is uniformly completely controllable, the system (10) is exponentially stabilizable [9] . Hence it is important to check whether or not the system (10) is uniformly completely controllable.
To define uniform complete controllability, first, we define complete controllability [10] . Definition 2. The system (10) is called completely controllable if for all e 0 ∈ R n and all t 0 ∈ R, there exist t 1 > t 0 and a control input u : R → R m such that x (t 0 ) = e 0 and x (t 1 ) = 0.
It is known that the system (10) is completely controllable if and only if for all t 0 ∈ R, there exists t 1 > t 0 such that
is invertible [10] , where Φ(·, ·) is the transition matrix ofẋ = A(t)x . Uniform complete controllability is defined as follows [10] , [11] .
Definition 3. The system (10) is called uniformly completely controllable if there exist σ > 0 and
We can only check whether or not definition 3 is satisfied only for a fixed linearized system along a specific feasible trajectory (x * (t),x * (t), u * (t)). Hence the following questions are posed.
Question 1.
What is a class of DAS (5)- (7) On the other hand, suppose that we can only apply output signal y in the system (5)- (7) . Then if we design a Luenberger type observeṙ
the dynamics of e := x −x obeẏ
It is known [11] that if the system (10) is uniformly completely observable, then there exists an observer gain L(·) such that the origin of system (15) is exponentially stable.
To define uniform complete observability, first, we define complete observability [10] .
Definition 4.
The system (10) is called completely observable if for all t 1 ∈ R, there exists t 0 < t 1 such that all present state x (t 1 ) ∈ R n can be uniquely determined by (y (t),
It is known that the system (10) is completely observable if and only if for all t 1 ∈ R, there exists t 0 < t 1 such that
is invertible [12] . Uniform complete observability is defined as follows [10] .
Definition 5. The system (10) is called uniformly completely observable if there exist σ > 0 and
Similarly to the case of uniform complete controllability, we can only check whether or not the definition 5 is satisfied only for a fixed linearized system along a specific feasible trajectory (x * (t),x * (t), u * (t)). Hence the following questions are posed [1] .
Question 3.
What is a class of DAS (5)- (7) whose linearizations (10) along feasible trajectories are uniformly completely observable?
Question 4.
What is a class of feasible trajectories stated in the question 3?
Algebraic Preliminary
In order to answer questions 1, 2, 3, and 4, first we give some mathematical preliminaries [1] . Let M (x,x,u) denote the field of all meromorphic functions depending on a finite number of variables of
On the set W, the field M (x,x,u) can be endowed with a differential structure determined by the system (5)-(6) as follows:
where φ(x,x, u,u, · · · ) ∈ M (x,x,u) . A vector space E (x,x,u) of differential one forms spanned over M (x,x,u) is defined as
dt stands for time derivative operator as follows:
,
is a left skew polynomial ring, and thus elements of D (x,x,u) can act on the vector space E (x,x,u) [13] , [14] . In fact, the vector space E (x,x,u) can be endowed with a differential structure by defining a derivative operator d dt as follows:
Furthermore, D (x,x,u) is simple and a non-commutative left and right Euclidean domain [15] , [16] .
The following proposition can be found in [15] .
, and where s := rank R (x,x,u) . Moreover, the degree of the polynomial α is constant for any unimodular matrices U (x,x,u) and V (x,x,u) satisfying (17).
Remark 2. The above normal form is called Smith form or
Jacobson form [15] , [16] . Since D (x,x,u) is Euclidean [15] , the matrices U (x,x,u) and V (x,x,u) can be obtained by repeating elementary row and column operations for the matrix R (x,x,u) .
To define controllable and observable trajectory, we need to define the concept called "substitutable" and "substitutable at almost all point".
is bounded on R, where R (x * (t),x * (t),u * (t)) is defined by substituting x * (t),x * (t), and u * (t) into x,x, and u in R (x,x,u) , respectively.
is called substitutable at almost all point into R (x,x,u) if every coefficient function of each polynomial element of R (x * (t),x * (t),u * (t)) is a finite value at almost all t ∈ R.
Remark 3. If a trajectory (x
) is substitutable at almost all point into R (x,x,u) . The converse is not true.
is substitutable at almost all point into R (x,x,u) .
Algebraic Controllability and Controllable Trajectory
In order to answer the questions 1 and 2, this section introduces algebraic controllability and controllable trajectory of DAS (5)-(7). Differentiating both sides of (5)-(6), we have
Since f and g are meromorphic with respect to each variable, coefficients of polynomials of each element of P . If we can transform the matrix P c (x,x,u) into the simplest form of Jacobson form, we say that the system (5)- (7) is algebraically controllable.
Definition 8.
The system (5)- (7) is called algebraically controllable if there exist unimodular matrices U (x,x,u) ∈ D (n+ñ)×(n+ñ) (x,x,u) and
We note that as mentioned in the remark 2, unimodular matrices U (x,x,u) and V (x,x,u) satisfying (19) can be obtained by repeating elementary row and column operations for the matrix P c (x,x,u) .
Remark 4. Consider a linear time invariant systeṁ
where A 4 ∈ R˜n ×ñ is invertible. Then since (21) is equivalent tõ
the system (20)- (21) is globally equivalent tȯ
In behavioral theory [17] , it is known that the system (23) is controllable in the usual sense if and only if there exist uni-
On the other hand, differentiating both sides of (20)- (21), we have
Here P c corresponds to P Hence formally, the concept of algebraic controllability of the system (5)- (7) is a generalization of controllability of the system (20)-(21). However, we note that algebraic controllability of the system (20)- (21) can be examined without the assumption of invertibility of A 4 .
In order to relate algebraic controllability and uniform complete controllability, we define controllable trajectory of system (5)- (7) as a class of analytic feasible trajectories.
Definition 9.
Suppose that the system (5)- (7) is algebraically controllable. Then a feasible trajectory (x * (t),x * (t), u * (t)) of the system (5)- (7) is called a controllable trajectory if the following conditions are satisfied:
There exist unimodular matrices
and
satisfying (19) such that (x * (t),x * (t), u * (t)) is substitutable at almost all point into U (x,x,u) and V (x,x,u) .
We note that if (x * (t),x * (t), u * (t)) is a feasible trajectory of the system (5)- (7) such that
is bounded on R, (x * (t),x * (t)) ∈ W on R.
Remark 5. If a given the system (5)- (7) is algebraically controllable, there exist unimodular matrices U (x,x,u) and V (x,x,u) satisfying (19) . However, the matrices are not unique. For the reason, we have defined controllable trajectory of the system (5)-(7) such as definition 9. As a result, we cannot conclude that a feasible trajectory of the system (5)- (7) is not controllable trajectory even if the trajectory is not substitutable at almost all point into specified unimodular matrices U (xx,u) and V (x,x,u) satisfying (19) .
Example 2.
Let us consider a simple circuit model (1)- (3) when G(e) := ce + I 0 (exp(ke) − 1). Then the system (1)- (3) is equivalent to
Differentiating both sides of (25)-(27), we have
Repeating elementary column operations for P c (i 1 ,i 2 ,e,u) , we have
and where
Therefore the system (25)-(27) is algebraically controllable. Viewing each element P c (i 1 ,i 2 ,e,u) , we can know that any analytic feasible trajectory (i * 1 (t), i * 2 (t), e * (t), u * (t)) such that exp(ke * (t)) is bounded on R is substitutable into P c (i 1 ,i 2 ,e,u) . Furthermore, viewing each element V (i 1 ,i 2 ,e,u) , we can know that any analytic feasible trajectory (i * 1 (t), i * 2 (t), e * (t), u * (t)) is substitutable at almost all point into V (i 1 ,i 2 ,e,u) . Hence any analytic feasible trajectory (i * 1 (t), i * 2 (t), e * (t), u * (t)) such that exp(ke * (t)) is bounded on R is a controllable trajectory.
Hereafter, through the concept of (periodic) controllable trajectory, we characterize the relation between (uniform) complete controllability and algebraic controllability. To this end, we assume that (x * (t),x * (t), u * (t)) is any feasible trajectory which is substitutable into the matrix P c (x,x,u) . Then we can define behavior
where F denotes the set of all functions which are smooth except for a set of measure zero, that is, for each a ∈ F there exists a discrete set of exception points E(a) ⊂ R such that a ∈ C ∞ (R\E(a), R).
Definition 10.
Behavior B (x * (t),x * (t),u * (t)) defined by (28) is called controllable [16] if for all (x ,0 ,x ,0 , u ,0 ), (x ,1 ,x ,1 , u ,1 ) ∈ B (x * (t),x * (t),u * (t)) , and for almost all t 0 ∈ R, there exist (x ,x , u ) ∈ B (x * (t),x * (t),u * (t)) , an open interval t 0 ∈ I ⊂ R, and t 1 > t 0 with t 1 ∈ I such that (x ,0 ,x ,0 , u ,0 ), (x ,1 ,x ,1 , u ,1 ) (x ,x , u ) are smooth on I and for all t ∈ I
By definition of controllable trajectory of the system (5)- (7), we have the following lemma.
Lemma 1.
Suppose that the system (5)- (7) is algebraically controllable. Let (x * (t),x * (t), u * (t)) be any controllable trajectory of the system (5)- (7) . Then B (x * (t),x * (t),u * (t)) defined by (28) is controllable.
Proof. Since the system (5)- (7) is algebraically controllable, there exist unimodular matrices U (x,x,u) ∈ D (n+ñ)×(n+ñ) (x,u) and
satisfying (19) . Since f and g of (5)- (6) are meromorphic with respect to each variable, every coefficient function of each polynomial element of P (x,x,u) , U (x,x,u) , and V (x,x,u) is a meromorphic function depending on a finite number of variables of {x,x, u,ẋ,ẋ,u, · · · }. Hence we can describe it as β(x,x,u,ẋ,ẋ,u,··· ) α(x,x,u,ẋ,ẋ,u,··· ) by using some analytic functions α and β. Since a composite function of an analytic function and an analytic function is analytic [18] , substituting (x
In addition, by the conditions 2 and 3 of the definition 9, we haveα(t) 0 for almost all t ∈ R. Hence every coefficient function of each element of P (x * (t),x * (t),u * (t)) , U (x * (t),x * (t),u * (t)) , and V (x * (t),x * (t),u * (t)) can be described as the formβ (t) α(t) which is a meromorphic function with respect to t. Therefore
, and where M t is a field of all meromorphic functions with respect to t. Moreover the conditions 2 and 3 of the definition 9 implies
is free, B (x * (t),x * (t),u * (t)) is controllable (see Theorems 6 and 7 in [16] ). Now, we can relate algebraic controllability and complete controllability.
Theorem 1.
Suppose that the system (5)- (7) is algebraically controllable. Then every linearized system (10) along any (periodic) controllable trajectory (x * (t),x * (t), u * (t)) of the system (5)- (7) is (uniformly) completely controllable.
Proof. We assume that (x * (t),x * (t), u * (t)) is any controllable trajectory of the system (5)- (7). Then (x * (t),x * (t), u * (t)) is substitutable into P c (x,x,u) defined by (18) and by Lemma 1, B (x * (t),x * (t),u * (t)) defined by (28) is controllable. Hence for all (x ,0 ,x ,0 , u ,0 ), (x ,1 ,x ,1 , u ,1 ) ∈ B (x * (t),x * (t),u * (t)) , and for almost all t 0 ∈ R, there exist (x ,x , u ) ∈ B (x * (t),x * (t),u * (t)) , an open interval t 0 ∈ I ⊂ R, and t 1 > t 0 with t 1 ∈ I such that (x ,0 ,x ,0 , u ,0 ), (x ,1 ,x ,1 , u ,1 ) (x ,x , u ) are smooth on I and (29) is satisfied for all t ∈ I.
Here, we note that
Since (x * (t),x * (t), u * (t)) is a controllable trajectory of system (5)- (7), ∂g ∂x (x * (t),x * (t)) is invertible for all t ∈ R. Hence (30) and (31) implies thaṫ
where A(·) and B(·) are defined by (11) and (12), respectively. On the other hand, since we can take any (x ,0 ,x ,0 , u ,0 ) and (x ,1 ,x ,1 , u ,1 ) from B (x * (t),x * (t),u * (t)) , we can take any x (t 0 ) ∈ R n and any x (t 1 ) ∈ R n . Therefore (29) implies that for all e ∈ R n and almost all t 0 ∈ R, there exist t 1 > t 0 and a control input u ∈ C ∞ (R, R m ) such that x (t 0 ) = e and x (t 1 ) = 0. Actually, this is satisfied at all t 0 ∈ R. In fact, suppose that there exists a singular point t s ∈ R, that is, for all e ∈ R n , there do not exist t 1 > t s and a control input u ∈ C ∞ (R, R m ) such that x (t s ) = e and x (t 1 ) = 0. Since (x * (t),x * (t), u * (t)) is a controllable trajectory of system (5)- (7), A(·) and B(·) are bounded and smooth on R. Thus for all t 0 ∈ R, e ∈ R n , u ∈ C ∞ (R, R m ), there exists x ∈ C ∞ (R, R n ) such that x (t 0 ) = e (see appendix C. 4 in [19] ). Hence for all δ > 0 and u ∈ C ∞ (R, R m ), there exists e ∈ R n such that x (t s + δ) =ẽ. Therefore for all e ∈ R n , there exist t 1 > t s + δ and a control input u ∈ C ∞ (R, R m ) such that x (t s ) = e and x (t 1 ) = 0. Since t s is a singular point, this is a contradiction. Hence there does not exist any singular point. Thus for all e ∈ R n and all t 0 ∈ R, there exist t 1 > t 0 and u ∈ C ∞ (R, R m ) such that x (t 0 ) = e and x (t 1 ) = 0. This means that the linear system (10) is completely controllable.
Next, we assume that a controllable trajectory (x * (t),x * (t), u * (t)) is periodic. Since then A(t) and B(t) are periodic and bounded on R, it is known that the system (10) is uniformly completely controllable if and only if the system (10) is completely controllable (see theorem 4 in [20] ).
Remark 6. Every linearized system along any feasible trajectory of linear the system (20)- (21) is expressed by the same form with (23). Therefore, in this case, complete controllability of linearized system along any feasible trajectory of system (20)- (21) is independent of a class of feasible trajectory.
Remark 7.
In the case of the linear system (20)- (21), as mentioned in remark 4, algebraic controllability of the system (20)- (21) is equivalent to controllability of the system (23) transformed from the system (20)- (21). Furthermore, in the case of the linear system (23), since it is a linear time invariant system, controllability is equivalent to uniform complete controllability. Hence, as mentioned in remark 6, since every linearized system along any feasible trajectory of the system (20)- (21) is expressed by the same form with (23), in the case of (20)- (21), algebraic controllability is the only answer of question 1.
However, if the system (5)- (6) is nonlinear, at this stage, it is an open problem whether or not algebraic controllability is the only answer of the question 1. (5)- (6) is an algebraically controllable linear system (20)- (21), there exists a controllable trajectory because the each element of corresponding P c (x,x,u) , U (x,x,u) , and V (x,x,u) satisfying (19) is independent of (x,x, u).
Remark 8. If the system
However, in the case of nonlinear systems, in general, it is difficult to guarantee the existence of controllable trajectories although we can know a class of feasible trajectories being controllable trajectory by viewing each element of P c (x,x,u) , U (x,x,u) , and V (x,x,u) . Fortunately, if the nonlinear system (5)-(6) is differentially flat, we can easily generate a controllable trajectory (see example 4).
Algebraic Observability and Observable Trajectory
In order to answer the questions 3-4, this section introduces algebraic observability and observable trajectory of DAS (5)- (7) [1] . Differentiating both sides of the system (5)- (7), we have
.
In the same way as algebraic controllability, algebraic observability is defined.
Definition 11. The system (5)- (7) is called algebraically observable if there exist unimodular matrices
such that
Similarly to the case of algebraic controllability, in order to relate algebraic observability and uniform complete observability, we define observable trajectory of the system (5)- (7).
Definition 12.
Suppose that the system (5)- (7) is algebraically observable. Then a feasible trajectory (x * (t),x * (t), u * (t)) of the system (5)- (7) and Q (x,x,u) .
3. There exist unimodular matrices
satisfying (34) such that (x * (t),x * (t), u * (t)) is substitutable at almost all point into the matrices U (x,x,u) and V (x,x,u) .
Example 3. Let us go back to the example 2 with an output y = i 1 . Differentiating both sides of (25)-(27) and y = i 1 , we have
du dy
Repeating elementary row operations for P o (i 1 ,i 2 ,e,u) , we have
Viewing each element of P o (i 1 ,i 2 ,e,u) , Q (i 1 ,i 2 ,e,u) , and U (i 1 ,i 2 ,e,u) , we can know that any feasible analytic trajectory (i * 1 (t), i * 2 (t), e * (t), u * (t)) of system (25)-(27) with an output y = i 1 such that exp(ke * (t)) is bounded on R is an observable trajectory.
As a duality of theorem 1, we have the following theorem.
Theorem 2.
Suppose that the system (5)- (7) is algebraically observable. Then every linearized the system (34) along any (periodic) observable trajectory (x * (t),x * (t), u * (t)) of the system (5)- (7) is (uniformly) completely observable.
Proof. Since the system (5)- (7) is algebraically observable, there exist unimodular matrices U (x,x,u) ∈ D (n+ñ+p)×(n+ñ+p) (x,x,u) and
satisfying (34). Hence we have
Let (x * (t),x * (t), u * (t)) be any (periodic) observable trajectory of the system (5)-(7). Thus (x * (t),x * (t), u * (t)) is substitutable into P o (x,x,u) defined by (33). Now consider
wherex ∈ F n ,x ∈ F˜n,ū ∈ F p , andt := −t. Eq. (35) is equivalent to
Since (x * (t),x * (t), u * (t)) is an observable trajectory of the system (5)- (7), ∂g ∂x (x * (t),x * (t)) is invertible for allt ∈ R. Hence (36) is equivalent to
where A(·) and C(·) are defined in (10) . In the same way as the proof of theorem 1, we can prove that the system (37) is (uniformly) completely controllable. Hence by the well known duality between (uniform) complete controllability and (uniform) complete observability of a time varying linear system [12] , (uniform) complete controllability of the system (37) is equivalent to (uniform) complete observability of
Since (x * (t),x * (t), u * (t)) is substitutable into the matrix Q (x,x,u) , (uniform) complete observability of (38) is equivalent to that of the system (10).
We note that if the system (5)- (7) is differentially flat [5] , [7] , a trajectory generation of a controllable and observable trajectory is easy. 
the system (25)-(27) is differentially flat [5] . Therefore from the relation (39), for example, we have 
Conclusion
This paper has shown that if a DAS with geometric index one is algebraically controllable, every linearized system along any (periodic) controllable trajectory is (uniformly) completely controllable. As a dual result, the paper has proven that if a DAS with geometric index one is algebraically observable, every linearized system along any (periodic) observable trajectory is (uniformly) completely observable.
It is an open problem whether or not there are other answers of the questions 1 and 3.
