Abstract Based on the standard self-organizing map neural network model and an integrate-and-fire mechanism, we introduce a kind of coupled map lattice system to investigate scale-invariance behavior in the activity of model neural populations. We let the parameter β, which together with α represents the interactive strength between neurons, have different function forms, and we find the function forms and their parameters are very important to our model's avalanche dynamical behaviors, especially to the emergence of different avalanche behaviors in different areas of our system.
Introduction
In recent years, an increasing number of systems that present self-organized criticality have been widely investigated. [1−4] It is shown that all these large dynamical systems tend to self-organize into a statistically stationary state without intrinsic spatial and temporal scales. This scale-invariant critical state is characterized by a powerlaw distribution of avalanche sizes.
In the central nervous system, there are some evidences of scale-invariant behaviors. [5] So some scientists guess that the brain might operate at, or near, a critical state. [6] Recently, some work (including our own's) has been done to investigate the mechanism of the self-organizing map (SOC) process in the brain, [7−12] and SOC behaviors have been found in these models under some certain conditions. However the brain, which possesses about 10 10 ∼ 10 12 neurons, is one of the most complex systems and very structured both in form and function. We believe that the neurobiological features of real brain should affect the emergence of scale-invariant behaviors in the brain. So in our previous models, we have considered the effects of the learning process, the difference between individuals, [10, 11] and the different specific areas. [12] This time, we try to investigate the effect of different interactive function forms. In our new model, we let the parameter β, which can be used to simulate the interactive strength between neurons with another parameter α, be threshold function or sigmoid function and we find that the function form is important to our model's avalanche dynamical behaviors.
Model
Our model is a kind of coupled map lattice system based on the standard self-organizing map (SOM) model. [13] The detailed description of the SOM model's structure and learning mechanism can be seen in our previous work. [11] According to the neuron-dynamical picture of the brain, the essential feature of associative memory process can be described as a kind of integrate-and-fire process. [7] So, to grasp the associative memory mechanism and to do the simulation in our model, we add a kind of integrateand-fire mechanism into our model, it is just like what we used in our previous work. [11, 12] First, we only consider the computing layer (the square lattice) of the SOM model, representing a sheet of cells occurring in the cortex. For any neuron sited at position (i, j) in the lattice, we give it a dynamical variable V ij , which represents the membrane potential. Now, we can present the computer simulation procedure of this model in detail, here we use the open boundary condition: (i) Variable initialization In a two-dimensional input space, we create many input vectors, whose elements are uniformly or unevenly distributed (depending on different aims of our simulation) in the region [ (ii) Learning process During each learning step, a single vector, which is chosen randomly from the input vectors, is input into the network; then the winner neuron is found, and the afferent weight vectors are updated. After some steps, the state of the network reaches a stable and topology preserving case, and the topological structure of the input's space has been learned and stored in the model. (iii) Associative memory and avalanche process Here we use the sequential update mechanism. * The project supported by National Natural Science Foundation of China under Grant Nos. 60074020 and 90203008, and the Doctoral Foundation of the Ministry of Education of China † Email: xiaoweizhao@eyou.com (a) Driving Rule: Find out the maximal value V max , and add V th − V max to all neurons
Then the neuron with maximal value is unstable and will fire, an avalanche (associate memory) begins. This driving process represents that all the neurons receive continual driving from the external or other parts of the brain.
(b) When a neuron's dynamical variable V i * j * exceeds a threshold V th = 1, the neuron (i * , j * ) is unstable and it will fire and return to zero. Each of the nearest four neighbors will receive a pulse and its membrane potential V i j will be changed,
where the term α×β×V i * j * represents the action potential (interactive strength) between fire neuron and its neighbors. Here, the parameters α and β have similar meanings with the same parameters in our previous work. [11, 12] Just like in our previous models, we let β be a function of the distance between firing neuron (i * , j * ) and neuron (i , j ) in the input weight space: β = σ(| ω i * j * − ω i j |), and we want to use it to represent a general Hebbian rule: If two neighbor neurons' responding states for a specific input pattern are similar, the synapse connection between them is strong, otherwise it is weak. But the aim of this paper is to study the effect of function form, so we use two different function forms (threshold and sigmoid functions) here. The details can be seen in the next section.
(c) Repeat step (b) until all the neurons of the lattice are stable. Define this process as one avalanche, and define the avalanche size (associate memory size) as the number of all unstable neurons in this process.
(d) Begin step (a) again and another new avalanche (associate memory) begins.
Simulation Results
In our previous paper, [12] we have discussed the influence of different specific areas formed by our model's topological learning and found that there are different avalanche distribution in different specific areas of our system. It is an interesting behavior, so in this paper, we want to study what will happen to this behavior when we let β have some different function forms. To simplify the simulation we let the parameter α be a constant, 0.25 and only consider the condition with the learning process (it is just like what we used in Ref. [12] ).
In our model, we use the parameter β to simulate the influence of synaptical plasticity. Just as we mentioned above, it should represent a general Hebbian rule. In the following section, we will use two function forms: the first is threshold function, the simplest function form that we can imagine to represent the general Hebbian rule; and the second is sigmoid function. As we can see below, the different function forms and their parameters exactly affect our system's avalanche dynamical behaviors.
Threshold Function
First, we let σ(x) be a very simple function form, threshold function,
That is to say: If two neighbor neurons' responding states are very similar (the difference between them is smaller than a threshold θ), the synapse connection (interactive) channel between them is completely open, otherwise it is completely close. This is the simplest function form that we can imagine to represent the general Hebbian rule, and this simple type of function is very commonly used in construction of artificial neural networks to represent neuron activation's all-or-none property. The most important and the only parameter is threshold or central point θ (see Fig. 4 ). We first let θ = 2/L, L = 50, where we introduce the variant 1/L to reduce the negative effect of the system size to our integrate-andfire mechanism. Just like in Ref. [12] , we let the input (data) space be unevenly distributed in step (i). After the learning process, we can find that the neural net's afferent weight self-organizes into a topological map of the input space, and that some specific areas are formed (This state means that the neighbor neurons of the computing layer respond to the near input vectors, and more neurons respond to the input space's high density region.) We also find similar avalanche dynamical behaviors with paper, [12] that is, the sizes of avalanches originated from the neurons responding to high-density input area obey good powerlaw distribution P (S) ∝ S −τ , τ ∼ 1.03. But for those of low-density area, the size distribution is not a very good power-law behavior, and few large size avalanche happens and the mean avalanches' size is small. The results can be seen in Fig. 1 .
However, with the change of the parameter θ, something happens. To see its effect clearly, we let θ change from 0.1/L to 7/L and let lattice size L be 20, 35, and 50. The result can be seen in Table 1 and Fig. 2 . With the increasing of θ the size distribution of avalanches originated from neurons responding to low-density area has more and more obvious power-law behavior, and the mean size of the avalanches also increases. We can see in Figs. 2 and 3 that when θ = 5/L, the avalanches originated both from the high-density area and from the low-density area have similar power-law behavior, exponent τ , and mean avalanche size. That means the neurons responding to low-density area also reach an SOC state, just like those corresponding to high-density area. We can also find in Table 1 and Fig. 2 that with the decreasing of θ the mean size of avalanches from high-density area decrease, the probability of large size avalanches decreases, and the exponent τ increases. Finally the neurons responding to high-density area only have avalanches with size 1, just like those of low-density area. That means these neurons gradually deviate from the SOC state to a localized behavior. So we can conclude that when θ is very large, our whole system reach an SOC state; and when θ is very small, our whole system is in a completely localized state. Only in a certain range of θ, there are different but appropriate avalanche dynamical behaviors in different specific areas. The ratio S h / S l , as a function of θ, which indicates the difference between S h and S l . Fig. 3 The same as Fig. 1 , but with parameter θ = 5/L. Table 1 The critical exponent of the model using the threshold function with different threshold θ (The unit is 1/L) and L = 50. For avalanches originated from neurons corresponding to the high-density input area, the critical exponent is τ h ; and for those corresponding to low-density area, it is τ l . The symbol * indicates that under the tagged situation, the avalanche behavior is not a very good power-law behavior or even just a localized behavior, and the critical exponent τ is just an approximation to help us understand. Why does this kind of phenomenon happen? After learning, the afferent weights of our neural network selforganize into a topological map of the input space. So in the weight space, responding to the high (low)-density region of the input space, the neurons also have high (low)-density distribution. In the low-density area, the mean size of weight distances between neighbor neurons | ω i * j * − ω i j | is large, while in the high-density area, the mean size is small. When we let θ be an appropriate value (e.g. θ a = 2.5/L), it is just in the middle of these two mean sizes. So for the neurons responding to high-density area, the parameter β = σ(| ω i * j * − ω i j |) is just 1, which means the synaptic connection channel between neighbor neurons is completely open, and for the neurons responding to low-density area, the parameter β = σ(| ω i * j * − ω i j |) is 0, which means the synaptic connection channel between neighbor neurons is completely close. So there will be different mean interactive strength between neurons responding to different input regions. As we have discussed in our previous work, as the synaptic connection strength increases, the large size avalanches have more probability to occur and the SOC behavior becomes more obvious. So there are different avalanche dynamical behaviors in different regions. We imagine that, in this way, the brain can appropriately distinguish the different patterns stored in its different specific regions as different SOC attractors.
But if the value of θ is not appropriate, the phenomenon will change. When θ is so large (e.g. θ L = 7/L) that it is beyond the mean sizes of weight distances between neighbor neurons responding to the high-and even the low-density area, the parameter β of both of the two areas are 1. So the mean interactive strength of the two areas are strong, and there are similar SOC behaviors in them, the brain will be hard to distinguish the different specific regions in it. And when θ is too small (e.g. θ s = 0.1/L), even smaller than the mean size of weight distances between neighbor neurons responding to the highdensity area, the parameter β of both of the high-density and low-density areas will be 0. So the mean interactive strength of the two areas are very weak, and there are no SOC but only the same localized behaviors in these regions. Figure 4 can help us understand the phenomena clearly. Fig. 4 The sketch of threshold functions with different thresholds. Weight distances x of high-density area and low-density area are distributed around area A and area B, respectively. When threshold is very small (θs), no matter whether x exists in area A or area B, σ(x) is 0; when threshold is large (θL), no matter whether x exists in area A or area B, σ(x) is 1; only when threshold is appropriate (θa), is σ(x) 1 in area A and 0 in area B.
Sigmoid Function
We also let σ(x) be another function form, the sigmoid function. It is a monotonic function with S-shaped graph. Because it can exhibit a graceful balance between linear and nonlinear behavior, it is also very commonly used in the construction of artificial neural networks. The function form used here is defined by
where θ is the central point, and γ is the slope parameter of the sigmoid function. By varying the parameter γ, we can obtain sigmoid functions of different slopes (see Fig. 8 ), and when γ is very large, the sigmoid function becomes simply a threshold function with the same central point θ. We have discussed the influence of the central point (threshold) θ, so in this subsection we let θ be an appropriate constant 2/L and only consider the effect of slope parameter γ. Table 2 The critical exponent of the model using the sigmoid function with different slope parameter γ (The unit is L) and L = 35. For avalanches originated from neurons corresponding to the high-density input area, the critical exponent is τ h ; and for those responding to low-density area, it is τ l . The symbol * has the same meaning as Table 1 . Firstly, let the lattice size parameter L be 35, and let γ = 10L, we can find in Fig. 5 that the avalanche dynamical behaviors of our system are similar to the situation with the same θ value but using the threshold function. It is easy to understand because the sigmoid function will degenerate to the threshold function with the same θ value when γ is very large. But from Fig. 6 , we can see that when we let γ = 0.5L, the neurons corresponding to different input space regions obey similar avalanche size distributions and have similar mean avalanche sizes. From Table 2 and Fig. 7 , we can see that, with decreasing of the γ, the mean size of avalanches from neurons corresponding to high density input space also gradually decreases. At last, it tends to the similar mean size of avalanches from neurons responding to low density input space. Why does this kind of phenomenon happen? We know that, with the decreasing of γ, the slope of sigmoid function also decreases, so the mean value of β = σ(x) between neurons responding to high-density area gradually decreases from 1, and the mean value of β between neurons responding to low-density area gradually increases from 0. When γ is small enough (e.g. γ = 0.5L), the difference between the mean values of β of these two areas is small, so the avalanche dynamical behaviors of the two areas will tend to be similar. Figure 8 can help us understand this phenomenon clearly. 8 The sketch of sigmoid functions with different slope parameters γ. Weight distances x of high-density area and low-density area are distributed around area A and area B, respectively. When slope is large, β = σ(x) is 1 in area A and 0 in area B, but when slope is small, the difference of β's values between area A and area B is small. There is another phenomenon that we should notice. In Fig. 9 , we can see that when the parameter γ is very small (γ = 1), the avalanche size distribution has a peak near the avalanche size of 800, and some particular neurons' mean avalanche sizes are very large. This phenomenon is very similar to a state that is called "full synchronization" in Ref. [14] , which means that all avalanches are slowly absorbed into a single one which ends up dominating also the whole lattice. Why does this phenomenon happen? We guess it is the effect of the "quenched disorder". After learning, although our neural reaches a topological preserving state in weight space, the weight distances x between neurons are not unanimous in our system. It is this inhomogeneity that makes the values of β have fluctuation and adds some "quenched disorder" in our system. When γ is very small, the slope of sigmoid function is also small, so no matter for neurons respond to high-density area or low-density area, the values of term α × β are distributed around 0.125. Just as said in Ref. [14] , when α × β is small, relatively small quenched disorder will push the system to the full synchronization state. But when γ is large, the value of α × β of high-density area is distributed around 0.25, the quenched disorder is too small to push the area from the SOC state to the full synchronization state. We believe it is this reason that the effect of the "quenched disorder" is obvious when γ is very small but absent when γ is large. To prove our hypothesize, we add some similar quenched disorder like what are used in Ref. [14] into our system, and get the expected results.
Conclusion
In this paper, we find that the interactive function form between neurons is very important to the avalanche dynamical behaviors, especially to the emergence of different avalanche behaviors in different areas of our system. Only with appropriate function form and parameters (e.g. θ and γ), different areas of our system can display different avalanche behaviors. Just as we mentioned in our previous paper, [12] because of the differences existing in the specific areas of brain, it is hard for us to imagine that the whole brain will only operate at a single universal SOC state. We guess that if there is SOC mechanism existing in the real brain, it might be operating in this way: responding to a special outer pattern (external input signal), only some specific areas of brain reach the SOC state; different patterns are stored in different specific areas as different SOC attractor, and associative memory, no matter triggered by external input signal or by the brain itself, can be designed as the process that these areas of brain evolving into the corresponding SOC attractor. But how does this mechanism distinguish different SOC attractors and how does it prevent the brain from evolving into improper attractors? We guess that the key to this problem is the proper interactive function form: only with the proper form, can the brain have proper associating memory corresponding to special external pattern and can distinguish the large numbers of things around us. Of course, the proper function form and parameters are obtained by our tuning in this work; but for the real brain, we believe, the proper function should be obtained by the brain's lengthy (maybe several hundred millions of years) evolution.
The scale invariance in neurobiology is noticed by scientists only in recent time. Theoretical and experimental investigations in this field are only at their beginning. How the scale invariance comes about and how it affects our actions and the way we think are not known. Our work just attempt to indicate some relations between scale invariance behavior and brain dynamical process. We hope it will give some help for the understanding of this exciting field. Of course, it should be noted that our model is only a very simple simulation of brain and many details of neurobiology are ignored. For this reason, there is still a lot of work to do.
