Abstract-Large-scale Protein-Protein interaction data sets exist in Saccharomyces cerevisiae due to many interaction detection methods such as yeast two-hybrid assay, mass spectrometry of purified complexes, correlated mRNA expression profile and so on. How to make use of these data sets to understand the protein function is very important. We use the algorithm [17] developed by Stijn van Dongen to describe the functional modules in PPI networks.We analyze four protein-protein networks from Saccharomyces cerevisiae, and our results suggest that the functional modules detected are consistent with the biology knowledge. ProteinProtein interaction network was separated into clusters using MCL algorithm. Based on the clusters resulted from MCL algorithm, we assign the function annotations using Pvalue and majority methods. The majority method is based on the majority rule [15] . The predicted function of proteins provide clue to biology experiments. Two methods are used to assign function annotations for the known clusters and unknown proteins, we compare the two predicted results, the results show that the two methods are consistent with each other.
I. INTRODUCTION
I N/the post-genomic era one of the most important tasks is how to mine biology information from those protein-protein interaction networks. Various biological experiments were used to study the function of unknown protein. Small scale experiments [7] were designed to study the individual gene function. Large scale methods include yeast two-hybrid assay [11] , [20] , mass spectrometry of purified complexes [6] , [9] , correlated mRNA expression profile [5] , [10] . Many interaction data sets of kinds of model organism accumulate based on these experiments.
In a protein-protein interaction network, one node represent one protein, if two proteins interact with each other, there is one edge between them. One protein-protein interaction network is abstracted as one graph in view of the above mentioned condition. Several progress reports have been published by the graph-theoretical methods. For example, the scale-free topological structure of the proteinprotein network from S.cerevisiae has been described in [3] , [12] . Intuitively, proteins which have similar function interact more likely with each other. So the other method such as clustering of protein-protein interaction network is also significant to analyze the network. The popular clustering algorithms include: Clique Finder [1] , Densityperiphery based clustering [2] , Network Blast [16] and so on. These algorithms are used to cluster the proteinprotein interaction network to uncover the topological structure and predict the function of unknown proteins. Different clustering algorithms are used in different networks.
In this paper, we focus on the MCL algorithm. The subnetwork which are isolated from the largest connected subgraph are removed before the program run. Based on the clusters resulted from the program, we assign function annotations to the unknown proteins and known clusters. The function annotations of proteins were downloaded from MIPS [13] . The data version is 2.1(09.01.2007). As a single node, if it is assigned 99 from MIPS, we call this node an unknown node. The cluster which includes unknown nodes is called an unknown cluster. If a single node is assigned functional annotation which is different from 99, we call the node a known node. The nodes included by the cluster are all known nodes, in this case, we call the cluster as a known cluster. From the compared results based on the two predicted methods(P-value and majority methods), we find that the two methods are consistent with each other.
The rest of the paper is organized as follows. In section II, we list the source of the data sets, give a brief description of the platform and the methods used during the running program. Section III reveals the results. Conclusions are presented in section IV.
II. MATERIALS AND METHODS

A. Interaction Data Sets
We use four data sets which come from Saccharomyces cerevisiae protein-protein interaction networks. The basic information of the four data sets are summarized in Table  1: In 2002, von Mering,C. et al. count up the numbers of proteins and interactions. There were 5400 yeast proteins and 80000 interactions among them. Proteins are represented by the nodes, interactions between proteins are represented by the edges. Low level of reliability edges and related nodes are removed. Then 2617-11855 data set came into being. The first data set includes 11855 edges among 2617 nodes [4] . The data set is denominated as the numbers of nodes and edges related to the network. The second data set includes 711 nodes and 704 edges. The third network include 2455 high-confidence proteinprotein interactions during 988 proteins. The fourth data set involve 2238 interactions during 1827 proteins. The interactions are based on direct interactions identified by biochemical experiments and two-hybrid experiments, but not protein complexes. We derive the function annotations of proteins from Munich Information Center for Protein Sequences (MIPS) [13] , [19] .
B. Algorithm Used For Clustering Yeast Networks
In this paper, the MCL algorithm is used for the yeast networks. The MCL algorithm is short for the Markov Cluster Algorithm. The algorithm use two simple algebraic operations on matrices to simulate flow. Expansion is the first operation, this step models the spreading out of flow. Expansion squares the matrix which is converted from the adjacency matrix of a network. Inflation is the second operation, this step models the contraction of flow. Inflation is a Hadamard power followed by a diagonal scaling. Expansion and inflation are repeated until there is no change on the matrix. We download the MCL program from http://micans.org/mcl/. Install the software under Fedora 15 operating system. The kernel version is 2.6.42.3 . The inflation factor -i which affect the cluster granularity was chosen as 1.4. Different inflation factor represents different levels of granularity, different clustered results will be derived. Finally we get the clusters resulted from MCL algorithm.
C. Computation Of P-value
Assuming that unknown proteins should have the same function of the clusters. P-value [8] , [18] , [23] is used to assign every cluster a main function. Then the unknown proteins are assigned function of the cluster which include the node. The equation used for computing P-value is: 
Hypergeometric distribution is used for each function categorization to model the probability of at least k proteins from a cluster of size n by chance in a category containing C proteins from a total network size of G proteins. The equation test whether a cluster is enriched with proteins which are from a particular category or which are from a random category. The smaller the Pvalue, the probability that the function category come from a particular category is higher.
We use C++ language to implement the P-value algorithm. Because the computation of P-value is one high precision operation, we use NTL( A Library for Doing Number Theory) which is download from http://www.shoup.net/ntl/download.html to improve accuracy. NTL provides arbitrary length integer arithmetic and arbitrary precision floating point arithmetic. We choose the unix version of the software.
Every cluster contains different function categories, we choose the function category of the lowest P-value as the main function of the cluster. If multiple function categories have the same lowest P-value, those function categories are assigned to the cluster.
We assign the main function of the cluster to the unknown node. If a node belongs to multiple clusters, we choose the function of the cluster whose P-value is minimum . Then this function will be assigned to the node.
D. Computation Of Majority
Roded Sharan et al. studied conserved subnetworks in multiple species [16] , and they predicted protein functions when the proteins in a cluster were significantly enriched and at least half of the proteins had the same annotations. The prediction was based on conserved subnetworks in multiple organism. Function annotations which came from directed partners of known proteins were used to predict the function of unknown proteins [15] , [22] . In the set of 554 unknown proteins, the number of proteins which have at least one partner of known function is 364. The numbers mean that there are 190 proteins which can not be assigned function making use of the information of directed partners. And two or more partners of 69 proteins have known function. Two or more partners of only 29 proteins have common function. These figures mean that few fraction of unknown proteins may be predicted exactly. This method is called majority rule.
To better take advantage of the global information, first a protein-protein network is clustered into different clusters, then the most common function annotations in one cluster are assigned to the unknown nodes which are belong to the cluster.
Based on this idea, we choose the most common function of known proteins as the function of unknown cluster. Analogously, we predict the function of known cluster. We call this method majority method. This method will assign function annotation to a unknown protein whenever the unknown node belongs to a cluster. Even if the partners of the unknown protein are unknown proteins.
We use C++ language to implement the majority algorithm.
III. RESULTS
A. Clusters In Networks
In this paper, we choose MCL algorithm to cluster the protein-protein networks. There are several parameters of the MCL algorithm to control the results. The inflation value is the main parameter. We choose the inflation value 1.4 so that the number of predicted unknown proteins are much more. The clusters of the four yeast networks are listed in the supplementary data(Clustering results of the MCL algorithm.I14.pdf). For example, the title out.168.txt.I14 is the cluster result of the network 711-704. The rest files are other results respectively.
B. Function Annotation Of Known Clusters And Unknown Clusters
For every network, first we extract the largest connected subgraph from the original network. Next we make use of the MCL algorithm to cluster the subgraph. Based on the results of the algorithm, we assign function annotation to the known clusters and unknown proteins. During the process of function annotation, we use two different methods which include P-value and majority methods.
For the function prediction of a known cluster with P-value method, the nodes in the cluster are known for they have a single function annotation or more than one function annotation. We compute the P-value for every function annotation. The function annotation which have the lowest P-value was assigned to the cluster as the function of the cluster. If multiple function annotations have the same lowest P-value, the set of function annotations were assigned to the cluster. For the function prediction of a known cluster with majority method, we count the number of every function annotation which is belonged to the nodes of the cluster. The function annotation which has the max number is assigned to the cluster. If multiple function annotations have the same max number, the set of the multiple function annotation are assigned to the cluster.
For a unknown cluster which includes known nodes and unknown nodes whose function annotation are "99", we ignore the unknown nodes, compute the P-value of known function annotation, assign the function annotation which have the lowest P-value to the cluster as above. Then the majority method is used for the function prediction of the unknown clusters. We count the number of every function annotation which is belonged to the known nodes of the cluster. The most common function annotation that the function annotation has the max number is assigned to the cluster. If multiple function annotations have the same max number, the set of multiple function annotations are assigned to the unknown cluster.
C. Function Prediction Of Unknown Proteins
Based on the function prediction of the unknown clusters, we predict the function of the unknown proteins. If the unknown protein belongs to a single cluster, then the function of the cluster are assigned to the unknown protein. If the unknown protein belongs to more than one cluster, then the function of the clusters which have the lowest P-value or the maximal majority value are assigned to the unknown protein. Every unknown protein is assigned function due to the above methods.
We compare the function prediction results of unknown proteins which are belonged to 2617-11855 network [4] . Table 7 − 10(supplement data) summarize the predicted function annotations of 194 unknown proteins. For the same 2617-11855 network, based on the clustering results, the number of predicted proteins by two methods is 194, 76 unknown proteins are predicted in the study of [4] . Only 10 proteins are the same proteins between two unknown sets. Our new prediction of unknown proteins provide more clues to biology experiment. The rest unknown proteins of the other three networks are predicted using the same methods. The resulted prediction are listed in 
2) Function prediction after blank out the function of the nodes:
We blank out the function of known nodes one by one. Every network have many known nodes, we choose three nodes whose degree are max and three nodes whose degree are minimum as the representative nodes for every network. The fist column are the nodes whose figure 1 , The first node is YJR022w whose degree is 20, the degree of YFL039c is 18, the degree of YNL189w is 13. The degree of the last three nodes(YGL044c, YGL096w, YGL134w) are all 1.
The second column is "deleted function" which represent the function deleted. For example, the node YJR022w has two functions:11.04.01 and 11.04.03.01. The first step, we delete the function of 11.04.01, predict the function of the cluster which YJR022w belongs to. The second step, we continue to delete the function of 11.04.03.01, predict the function of the same cluster. We do the same operation on the rest nodes. For the node of YFL039c, the last function is represent as "node", because there are many similar function, if we delete one by one, there will no effect to the final predicted results, the similar function we don't delete. "node" represents we delete the all the functions of the node YFL039c which means that we delete the node YFL039c from the cluster at the last step.
The third column is "p-value" which represents the predicted function of the unknown cluster using P-value method after blank out the function of one node. The fourth column "majority" has the similar meaning. The difference is that we use majority method as the predicted method. The fifth column "original p-value" represents the predicted function of the same unknown cluster , in which the function of the node is not deleted. The sixth column "original majority" represents the similar meaning as the fifth column. The difference is that function predicted method is majority method. We use the same steps to the other three networks. The result are illustrated by fig 2 ,fig 3 and fig 4 respectively . From the result, we find that the predicted function using two methods are high consistency after blank out the function of the nodes. Even though the results are high consistency with the original results.
3) Complement to BLASTP method:
We divide every network into two subsets, one subset include known proteins and the other subset include unknown proteins. We use blast-2.2.25+(downloaded from ftp://ftp.ncbi.nlm.nih.gov/blast/executables/blast+/)to predict the function of unknown proteins based on sequence similarity. The BLAST database are required to run BLAST locally, database downloaded from ftp://ftp.ncbi.nlm.nih.gov/blast/db/. The main control parameter evalue which represents expectation value threshold for saving hits. We set the evalue 0.1 to compare the sequence similarity. The result summarize in table 3. We list the number of predicted proteins in every network. The results show that limited number of proteins are predicted based on BLASTP. Our methods predict much more proteins. The predicted results generate complement effect to BLASTP method. There are one text file of BLASTP results(result of blastp.pdf) in supplementary data. We only list the proteins which have the lowest evalue.
E. Comparison of conductance
Several researches used conductance to measure the goodness of clusters. Roughly speaking, the conductance is the ratio the number of edges on the boundary of a set with the number of edges in the cluster. Let the volume vol(S) of a set S be the total degree of nodes in it,i.e., vol(S) = ∑ v∈S deg(v). The conductance ϕ(S) of a set S is defined to be the ratio of the number of edges e(S,S) coming out of S with the minimum of the volume of itself and the volume of its complementS, i.e. ϕ(S) = e(S,S)/ min{vol(S), vol(S)}.
To measure the goodness of a cluster in a network, we compute the conductance of the cluster. For the 2617 − 11855 network, we get sixty-six known clusters, sixty-four unknown clusters. The conductances of most of these clusters are larger than 0.5. The same network was studied by [4] and they got 48 quasi-clique, during the 48 conductance values, there were 23 values larger than 0.5. Our result is different from that. The different result may be due to the used different clustering methods for the same network.
IV. CONCLUSIONS
Many interaction detection methods resulted in largescale protein-protein interaction data sets. How to extract useful knowledge to give indication for the biology experiments in the future is important. Cluster analysis is one of the most important methods. MCL algorithm which is widely used in bioinformatics is unsupervised cluster algorithm for networks. We choose MCL algorithm as the cluster analysis algorithm. The inflation value is set to be 1.4.
In previous study, the researchers [15] use majority rule to predict the unknown proteins, to better make use of the global information, we use majority methods to predict the function of unknown proteins. We also make use of P-value method. We assign function to the known clusters. In the most cases, the function annotation results are consistent. By using the same two methods, we predict the function of the unknown proteins. The least percentage of similarity reach to 77. These results suggest that the clusters found by MCL algorithm are consistent with the biological knowledge. In this paper, we predict the function of unknown proteins which are from previous data sets, the method also can be used for new data sets and based on the predicted results, experiment cost will drop. Ke Zhan received master degree in biochemistry and molecular biology from HuaZhong Agriculture University, WuHan,China, in 2010. He is currently working toward the PhD degree in computer science at Institute of Software,Chinese Academy of Sciences. He is interested in bioinformatics and parallel computing.
