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RESUMO 
O objetivo do trabalho foi analisar a adequação de Gráficos de Controle (coloquialmente 
chamadas também de Cartas de Controle) para o controle da qualidade e do desempenho de 
processos químicos. Dentro deste tema, Cartas de Controle usualmente aplicadas na indústria 
foram testadas e analisadas para verificar o seu impacto e aplicabilidade com dados 
provenientes de processos transientes. Os resultados obtidos indicaram que a utilização 
inadvertida dessas ferramentas (inicialmente concebidas para a indústria mecânica) pode trazer 
impactos indesejáveis como ocorrência de alarmes falsos e atraso na detecção. Os dados 
provenientes de indústrias químicas, particularmente quando apresentam autocorrelação, 
devem ser analisados de maneira diferenciada. Voltado para essa necessidade, uma 
ferramenta inédita foi criada para o controle de qualidade quando há esse tipo de dados: a carta 
para coeficientes angulares, que utiliza as tendências lineares de pequenos trechos de dados 
para antecipar a detecção de causas especiais. Entre as vantagens dessa ferramenta estão 
facilidade de aplicação (a carta dispensa recursos computacionais específicos ou utilização de 
séries temporais), alto desempenho e robustez frente a ruídos nos dados. Os gráficos de 
controle apresentam a vantagem de dispensar o conhecimento prévio do processo, podendo 
tratá-lo como uma caixa preta, abordagem muito conveniente para processos muito 
complexos, com grande número de etapas e variáveis, onde abordagem fenomenológica e 
fundamental através de modelos diferenciais matemáticos entre variáveis dependentes e 
independentes pode ser bastante laboriosa na prática do controle. Para verificar se um ajuste 
comum ao processo possa não ser suficiente para fazer o processo convergir novamente ao 
set point (e voltar à zona de controle), sugere-se o uso de uma ferramenta auxiliar, a Dinâmica 
de Sistemas. Ela seria usada na indicação da necessidade de intervenção especial em um 
processo. Com o seu método particular de criar modelos multivariados, a Dinâmica de Sistemas 
fornece uma maneira qualitativa e quantitativa de identificar as variáveis críticas para a 
qualidade do processo e para analisar seu comportamento dinâmico bem como as relações 
multivariadas existentes em uma planta química, consistindo em uma grande oportunidade para 
ser aplicada no nível operacional. Ela pode servir para mostrar se uma determinada intervenção 
especial faria o sistema se descontrolar ainda mais (fato comum de processos com excesso de 
controle, over-controlled) ou se poderia servir para fazê-la convergir novamente a uma zona 
de controle.  
 
Palavras-chave: Controle de Qualidade, Processos Transientes, Dinâmica de 
Sistemas, Gráficos de Controle, Processos Químicos. 
xv 
 
ABSTRACT 
The purpose of this study was to examine the suitability of using ordinary control charts 
such as Shewhart´s and Averages chart to control the quality and performance of chemical 
processes. Within this theme, control charts commonly used in industry were tested and 
analyzed to determine its impact and applicability with data from transient processes. The 
obtained results indicate that the inadverted use of such tools (originally designed for 
mechanical engineering, which has discrete processes) can lead to undesirable effects such as 
the occurrence of false alarms and delay on special causes detection. Therefore, data originated 
at chemical industries, especially when autocorrelation is present, must be analyzed through 
special techniques. Towards this need, a new tool was created specially to this sort of data:  The 
Slope Chart, which uses the linear trends of small subgroups of data to anticipate special causes 
detection. The main advantages of this tool are ease of application (this charts does not requires 
specific computer resources or time series modeling), higher performance and robustness 
against noise. Control Charts allow users to deal with the process as Black Boxes, not 
requiring previous knowledge about the process for special cause detection. For a high 
complexity process, where there are a considerable number of steps and variables, this is an 
advantage provided that classic control would require phenomenological studies which might be 
laborious. Therefore, an auxiliary tool in the cases where an ordinary correction may not enough 
is proposed. Furthermore, it has been proposed the use of System Dynamics as an auxiliary tool 
to indicate whether or not it is necessary to act at the process. With its particular method of 
creating multivariate models, the System Dynamics serves the purpose of quality control, 
providing both qualitative and quantitative ways to see critical variables to the process quality 
and to analyze its dynamic behavior and the existing multivariate relations in chemical industries, 
consisting of a significant opportunity to be used at operational level. It can be useful to simulate 
whether a potential action would bring more variability to the process (which is usual in over-
controlled processes) or would be useful to correct the process. 
 
 
Keywords: Quality Control, Transient Processes, System Dynamics, Control Charts, Chemical 
Processes. 
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Capítulo 1 
1 Introdução 
 
 
 
 
 
1.1 Considerações Gerais 
Desde que a qualidade deixou de ser um atributo exclusivo de produtos e 
passou a ser um atributo obrigatório também para os processos produtivos, muitas 
ferramentas surgiram para apoiar a iniciativa de melhorar desempenho e robustez de 
processos para torná-los aptos a fabricar produtos com excelência. 
Dentro deste contexto, ferramentas e métodos como gráficos de controle 
(também conhecido como Cartas de Controle, termo não bem aceito formalmente, 
porém bastante popular no meio fabril onde são aplicados), desenho de experimentos, 
inferência estatística ligada à análise de dados e análises gráficas têm sido 
constantemente aplicadas com o objetivo de manter a competitividade das indústrias na 
sua estrutura de custos, na imagem associada aos seus produtos, no atendimento à 
demanda e na qualidade. 
Essas ferramentas são utilizadas por programas e metodologias como o 
Gerenciamento da Qualidade Total, Seis Sigma e Manufatura Enxuta, que surgiram da 
necessidade de transformar o processo produtivo, atualizando-o conforme as novas 
exigências de mercado em termos de competição em nível global e do elevado nível de 
expectativa do mercado consumidor em relação à qualidade e confiabilidade dos 
produtos. 
Grande parte dessas ferramentas foi inicialmente concebida nas indústrias de 
manufatura de bens de consumo  particularmente nas automobilísticas, que ocupam 
um lugar de destaque na concepção e utilização de técnicas para o aumento da 
produtividade e certificações de qualidade.  
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Com o fluxo natural do conhecimento, essas técnicas passaram a ser utilizadas 
e melhoradas por diferentes segmentos produtivos, de indústrias de base às de 
especialidades químicas, de prestação de serviços às financeiras, na tentativa de trazer 
os mesmos benefícios financeiros e de competitividade que foram observados nas 
indústrias onde foram inicialmente aplicadas. 
As indústrias químicas, particularmente, possuem características que a 
diferenciam dos processos de manufatura convencionais  o que pode tornar a 
aplicação de tais ferramentas um caso diferenciado. Entre as discrepâncias é possível 
apontar a presença de processos contínuos, etapas de mistura, escoamento de fluidos, 
alteração de propriedades físicas e químicas dos materiais, forte influência da 
modelagem e simulação de processos e a constante presença do controle automático 
de processo. 
Uma das ferramentas a ser analisada no presente trabalho é a Carta de 
Controle, voltada para o controle estatístico de processo. A Carta de Controle nasceu 
na indústria de manufatura e posteriormente migrou para a indústria de processos com 
o mesmo objetivo pela qual foi criada: identificar causas especiais que afetem o 
desempenho de variáveis críticas para o processo. 
Mesmo com a forte presença do controle automático, dentro das indústrias 
químicas há muitas oportunidades de aplicação para o controle estatístico de processo. 
É possível destacar três situações distintas: 
• Malhas abertas  Os processos químicos são em sua maioria multivariados e a 
implementação de malhas fechadas de controle automático em todos os 
elementos da planta pode não ser possível. Nesses casos, o controle estatístico 
pode ser usado para garantir que as causas especiais sejam detectadas 
adequadamente; 
• Entradas de processo  Todos os insumos e variáveis que marcar o ponto inicial 
do processo em questão. Por exemplo, matéria-prima; 
• Malhas fechadas - Para inibir a mudança de set point do controlador pelo 
operador da planta sem que haja necessidade. 
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Ao longo desse trabalho utiliza-se o termo Carta de Controle ao invés da 
tradução correta do inglês de Control Chart, gráfico de controle, em virtude desse 
termo já estar disseminado no meio produtivo. 
Ainda dentro da distinção de causas comuns e especiais, a Dinâmica de 
Sistemas será apresentada como ferramenta para ajudar os times de produção a 
entender quando um distúrbio no processo precisa ser corrigido ou quando ele tem a 
tendência de voltar naturalmente ao seu estado inicial. 
 
1.2 Objetivo 
O objetivo do presente trabalho é analisar aspectos técnicos que são críticos 
para a qualidade e desempenho de produtos e processos químicos. 
Dentro deste tema, Cartas de Controle usualmente aplicadas na indústria foram 
testadas e analisadas para verificar o seu impacto e aplicabilidade dentro de processos 
químicos. 
Além da detecção de causas especiais pela Carta de Controle, a decisão de 
atuação no processo cabe aos operadores de planta. Propõe-se utilizar a Dinâmica de 
Sistemas, inicialmente proposta por Jay Forrester em 1956 (Forrester, 1969) como 
ferramenta auxiliar na indicação da necessidade de se intervir no processo. 
Objetivos complementares incluem a criação de ferramentas específicas de 
controle de qualidade aplicadas para processos químicos e a utilização da modelagem 
em Dinâmica de Sistemas para instrução operacional. A restrição para criação dessas 
ferramentas é o enfoque prático e embasamento teórico racional e simples. 
Não é objetivo deste trabalho a validação quantitativa das respostas e tempos 
de detecção em Cartas de Controle para todos os processos envolvidos e sim a 
construção do panorama geral e adequação da aplicação das ferramentas em 
processos de mistura. 
 
1.3 Justificativa 
A dinâmica de projeto e operação de uma planta química difere dos outros 
processos por possuir etapas de mistura, mudança de estado físico e transferência de 
4 
 
massa. Processos químicos usualmente são operados de forma contínua, semi-
contínua ou batelada o que faz com que os requisitos para o controle da qualidade 
sejam diferentes das demais indústrias (Juran, 1988). 
A Figura 1.1 mostra uma comparação entre processos contínuos e discretos. A 
comparação tem o objetivo de mostrar que, por terem características distintas, há 
necessidade de adequação de todo o ferramental inicialmente desenvolvido para a 
indústria de processos discretos, freqüentemente representada pela indústria mecânica. 
 
Figura 1.1- Comparação entre as características típicas de processos contínuos e discretos. 
 
De forma geral, as características particulares de processos contínuos fazem 
com que a aplicação direta das ferramentas desenvolvidas inicialmente para processos 
discretos, fique mais complexa, havendo a necessidade de adequação (Moore, 2006). 
Grande parte da necessidade de adequação das ferramentas para serem 
aplicadas em processos contínuos vem do fato de que as variáveis com que se trabalha 
nesses processos são autocorrelacionadas. Esse fenômeno, em que o valor presente 
da variável é dependente do valor por ela assumido nos instantes anteriores, impacta 
na detecção de causas especiais podendo ocasionar alarmes falsos, atrasos na 
detecção entre outros (Montgomery, 2005). 
Processos Discretos
 Produção em unidades e lotes 
(dezenas, milhares)
 Eventos isolados e pontuais
 Efeitos que acontecem em 
uma dada etapa não 
necessariamente se 
propagam para a  etapa 
seguinte
 Pouca ou nenhuma 
autocorrelaçãonos dados
Processos Contínuos
 Produção contínua ou em 
bateladas (m3,  toneladas)
 Eventos interligados e 
contínuos
 Efeitos que acontecem em 
uma etapa tem a 
tendência de se espalhar 
pelas etapas subseqüentes
 Presença de  
autocorrelação nos dados
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Existem na literatura, diversos estudos de técnicas especiais para projetar 
Cartas de Controle adequadas para dados autocorrelacionados. Elas utilizam recursos 
como séries temporais e sistemas de ponderação para amortecimento da estrutura de 
autocorrelação. Da mesma forma, existem técnicas para remover a estrutura de 
autocorrelação dos dados de forma a amenizar o impacto que esse fenômeno tem na 
detecção de causas especiais. 
Embora essas técnicas específicas sejam aplicáveis, raramente se observa o 
uso delas em ambiente de produção devido à complexidade de aplicação e a exigência 
de recursos computacionais específicos. Esse trabalho procura preencher a lacuna 
existente na área, mostrando os impactos da aplicação de cartas comuns do controle 
estatístico de processo em processos de mistura. Dessa forma, procura-se atender as 
necessidades do controle de qualidade na produção química e a pesquisa em controle 
estatístico de processos com um enfoque ainda não existente na utilização e 
adequação das ferramentas para processos químicos. 
Buscando entender o público envolvido com o controle estatístico de processo, 
Palm et al.(1997) identificaram três grupos de interesse distintos. 
O primeiro grupo seria composto basicamente por pessoas com interesse 
prático. São pessoas que aplicam os métodos já consolidados na teoria nos processos 
produtivos. Essas pessoas buscam na aplicação simples e rápida das ferramentas, 
aumento de produtividade e melhoria na qualidade dos produtos. Raramente têm 
treinamento e capacitação em estatística. 
O segundo grupo é aquele que também tem interesse prático e que, devido à 
sua área de atuação, precisa de técnicas avançadas de controle estatístico de 
processo. Faz uso de aquisição de dados em tempo real e de softwares e recursos 
tecnológicos diferenciados. Usualmente tem algum treinamento em estatística e Cartas 
de Controle. São exemplos de área de atuação para esse grupo as indústrias químicas 
e a área de semicondutores. 
O terceiro grupo é formado por pessoas com foco em pesquisa e 
desenvolvimento que se dedica a ferramentas avançadas e técnicas inovadoras, 
procurando soluções para os problemas trazidos pelos outros dois grupos. É o grupo 
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que usualmente contribui com artigos e trabalhos publicados na literatura. A Figura 1.2, 
adaptada de Palm et al., (1997) mostra o relacionamento entre os três grupos. 
 
 
 
Figura 1.2 - Relacionamento entre os grupos de interesse em Cartas de Controle, adaptado de 
Palm et al. (1997). 
 
Entre alguns dos problemas que podem surgir entre esses grupos estão à falta 
de interação e comunicação deficiente. Esses problemas podem trazer diferentes 
conseqüências a cada um dos grupos:  
 Aplicação inadequada da ferramenta em produção para o grupo 1 
 Falta de atualização dos métodos para o grupo 2 
 Falta de fomento e motivação para o grupo 3 
Segundo Woodall et al. (1999) existe a necessidade de aproximar as 
ferramentas sofisticadas propostas por pesquisadores, da aplicação pelas pessoas do 
primeiro e segundo grupo. O enfoque deve ser utilizar as ferramentas e métodos 
sofisticados para gerar cartas simples de utilizar. Esse requisito deve atender também 
ao contexto de processos químicos como a presença de cenários multivariados e o 
fenômeno da autocorrelação (Jarrett, et al., 2007) particularmente no projeto de Cartas 
de Controle (Jensen, et al., 2006). 
Grupo  1
Aplicação ampla
Grupo  2
Oportunidades técnicas
Grupo  3
Teoria e métodos
Tecnologia  da 
informação
Informações
e dados
Dados de processo
Tratamento computacional
Novas 
aplicações
Novos 
problemas
Treinamento
Consultoria Pesquisa
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Um dos pilares que justificam a relevância desse trabalho é, portanto, constituir 
uma base comum para os três grupos de aplicação de Cartas de Controle através da 
análise de Cartas de Controle comumente aplicadas pelos grupos 1 e 2 em processos 
de mistura, sob a análise científica pertinente ao grupo 3. 
Se por um lado o controle estatístico de processo permite conhecer o 
comportamento do processo produtivo através da análise dos dados provenientes do 
mesmo, por outro, a modelagem clássica na engenharia química permite expressar o 
comportamento do processo através de equações diferenciais. Essa abordagem 
(modelagem) tem como obstáculos a dificuldade de modelar um sistema de equações 
acurado e a complexidade de resolução dos sistemas matemáticos (Ingham, et al., 
1994). 
O projeto de um processo químico é feito para que ele funcione sob controle, de 
maneira estável e produzindo na especificação do cliente. A modelagem e simulação 
prestam grande auxílio nessa fase, pois permitem a reprodução de cenários de forma 
quantitativa (Luyben, 1996). Já que quando o processo está operando em produção, 
variáveis imprevisíveis ou novas necessidades podem surgir. 
Uma forma de garantir que o processo produza nas condições de projeto é 
realizar a coleta de dados e usar Cartas de Controle para detectar se houve mudanças 
nas variáveis controladas do processo de forma que alterações no processo devam ser 
feitas a fim de trazer o processo de volta à condição de controle. 
Por outro lado, quando o processo sai de controle, está operando em condições 
indesejáveis, ou em um nível insatisfatório de desempenho, é necessário avaliar o que 
deve ser feito para que ele atinja o estado requerido.  Para isso devem ser avaliados 
modelos descritivos do processo (empíricos ou teóricos). Uma equipe de 
produção/processos com conhecimento satisfatório acerca do processo conseguirá 
levar as variáveis críticas para as condições desejadas. 
Essas situações podem ser resumidas na Figura 1.3. 
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Figura 1.3 - Condições opostas em que um processo pode estar inserido: estado final versus 
estado em transição. 
 
É importante verificar se as ferramentas utilizadas por times de produção 
envolvidos diretamente com a produção como, por exemplo, as Cartas de Controle, são 
capazes de fornecer as informações de maneira adequada mesmo que as pessoas 
envolvidas na análise não detenham o conhecimento dos fenômenos levados em 
consideração no projeto. 
A preocupação com o nível de conhecimento, treinamento e discernimento do 
nível operacional da produção é crítica, pois o seu desempenho reflete diretamente na 
qualidade dos produtos e na estabilidade do processo.  
Diversas ferramentas e abordagens se apresentam para a solução de 
treinamento operacional (Sauer, et al., 2008; Spanel, et al., 2001; Yang, et al., 2001) e 
dentro desse contexto, a Dinâmica de Sistemas se apresenta como uma ferramenta 
para simplificar a tarefa de treinamento operacional, particularmente no que diz respeito 
à indução de variabilidade dentro do processo, sendo este o segundo pilar que justifica 
a relevância do trabalho. 
 
Estado em transição
(Não desejado)
Partidas de produção
Anomalias no processo
Equívocos de projeto
Necessidade de otimização
Estado Final
(Desejado)
Sistema estável
Produzindo na especificação
Sob controle estatístico
Controle de variáveis
O processo está estável?
Há tendências nas 
variáveis controladas?
Modelagem e simulação
O processo vai atingir 
(ou voltar a atingir) 
o estado final?
Coleta de dados
Modelagem na
Engenharia
dirigida para:
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1.4 Estrutura da Dissertação 
O presente trabalho está estruturado em quatro capítulos, cujo conteúdo está 
apresentado da seguinte forma: 
O capítulo 1 apresenta a contextualização do trabalho, a introdução, os 
objetivos e a justificativa do trabalho. O capítulo 2 apresenta a revisão bibliográfica 
pertinente aos temas discutidos nesta dissertação. 
O capítulo 3 apresenta a metodologia que foi seguida, apresentando os 
materiais utilizados, o sistema experimental e as ferramentas empregadas para análise. 
O capítulo 4 apresenta os resultados obtidos e está dividido em quatro partes:  
• Caracterização do Sistema;  
• Controle de Qualidade de Produtos e de Variáveis Críticas do Processo;  
• Simulação teórica, parâmetros de Cartas de Controle e Carta para Coeficientes 
angulares;  
• A Necessidade de Atuação no Processo e a Dinâmica de Sistemas 
O capítulo 5 é voltado para aspectos de implantação das ferramentas em 
ambiente de produção e casos de uso. 
O capítulo 6 é dedicado às conclusões. 
O capítulo 7 é dedicado às sugestões para trabalhos futuros. 
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Capítulo 2 
2 Revisão da Literatura 
 
 
 
 
 
O presente capítulo tem por objetivo apresentar algumas técnicas e 
metodologias como forma de dar subsídios às argumentações e conceitos que são 
utilizados no trabalho. Os conceitos e técnicas a serem apresentadas são: 
• Características peculiares da indústria química; 
• Autocorrelação; 
• Cartas de Controle e controle estatístico de processo; 
• Aspectos de controle de qualidade de produto e processos;  
• Controle automático de processos; e 
• Dinâmica de Sistemas. 
Para detalhes como equações de Cartas de Controle, informações adicionais e 
tabelas, o ANEXO I fornece os dados pertinentes às ferramentas utilizadas neste 
trabalho. 
 
2.1 Características Peculiares da Indústria Química 
A indústria química é aquela na qual transformações químicas e físicas são 
aplicadas a produtos para agregar-lhes valor ou permitir que sejam usados por outros 
processos que agreguem valor. Dentro dessa categoria encaixam-se indústrias como a 
petroquímica, especialidades químicas, de materiais (polímeros sintéticos e naturais, 
cerâmicas e vidro), de gases industriais e de recobrimento (tintas e vernizes) (Shreve, 
et al., 1977). 
A indústria química tem característica de possuir muitos processos com 
característica contínua ou semi-contínua. 
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Além de projetar e pesquisar sobre a transformação química a ser executada, o 
engenheiro químico também tem que projetar as séries de transformações físicas que 
são necessárias para preparar a matéria-prima para a etapa de reação e as etapas 
necessárias para obter o produto que se deseja na pureza necessária.  
Entre as operações mais comuns na indústria química estão bombeamento, 
armazenamento, mistura, transmissão de calor, mudança de estado físico, separação 
por destilação, separação por extração, adsorção, absorção entre outras (Perry, 1973). 
Da mesma forma que o projeto de processos contínuos (bem representados 
pelos processos químicos) difere da indústria de processos discretos, também o 
monitoramento e controle do processo produtivo é sujeito às peculiaridades de cada um 
dos grupos (Ingham, et al., 1994). 
Devido à necessidade de estocar os diversos produtos e matérias-primas em 
tanques, vasos ou torres de produtos intermediários e o fato desses estoques estarem 
alinhados às outras etapas do processo e fazerem parte do processo produtivo, 
influencia nos parâmetros de qualidade medidos ao longo do processo, gerando 
tendências, e provocando o fenômeno chamado autocorrelação. Isso acontece porque 
as amostragens ou medições são efetuadas normalmente em um período de tempo 
menor que o necessário para a completa renovação do produto estocado nesses vasos 
intermediário. Como resultado, a amostra no tempo presente é normalmente 
dependente da anterior (Fialho, 1998). 
A existência de autocorrelação pode aumentar a ocorrência de alarmes falsos 
e, portanto, a possibilidade de se agir quando não é necessário, introduzindo um 
desequilíbrio no sistema que pode eventualmente causar variações não previstas no 
produto  desperdiçando esforços e gerando perda de produtividade (Fialho, 1998). 
Na indústria de processos discretos, que podem ser representados pela 
indústria de manufatura, usualmente a produção se dá peça-a-peça ou em unidades. 
Geralmente o efeito na linha de produção desses processos é estanque e cessa 
imediatamente após ter sido eliminada a causa dos distúrbios. Por exemplo, é possível 
separar a peça defeituosa do processo de forma que a peça imediatamente após seja 
produzida dentro das especificações (Juran, 1988). 
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Existem, além disso, indústrias mistas, em que características dos dois 
processos (discretos e contínuos) podem ser encontradas. A indústria siderúrgica pode 
ser citada como exemplo de uma indústria em que são encontrados processos 
contínuos e processos discretos. Nessas indústrias, o fato de estarem misturados os 
dois tipos de processo torna mais importante a utilização correta das ferramentas certas 
para cada tipo de processo. 
O ferramental inicialmente criado e desenvolvido para processos discretos parte 
de suposições que nem sempre são verdadeiras para indústrias com processos 
contínuos ou semi-contínuos. Para esses casos, como para a maioria dos processos 
químicos, existe a necessidade de adequação. 
 
2.2  Autocorrelação 
Quando se trata de detectar causas especiais em sistemas químicos, deve-se 
atentar ao fenômeno da autocorrelação, responsável por muitos alarmes falsos que 
levam à interferência desnecessária no processo (Montgomery, 2005). A autocorrelação 
é a existência de correlação entre os termos de uma seqüência de dados ordenados 
com o tempo (Box, et al., 1976). 
Isso equivale a dizer que o resultado que se observa no instante atual, por 
exemplo, o teor de um agente contaminante no produto final, foi influenciado pelos 
resultados dos instantes anteriores. Portanto, se houver a contaminação de um tanque 
de alimentação em um dado instante, o resultado disso será refletido não somente no 
instante atual como também será sentido por algum tempo, até que a influencia cesse. 
O fenômeno da autocorrelação pode ser criado pelos gradientes de 
concentração em um reator, misturas imperfeitas e outros processos que possam 
prolongar o efeito de uma perturbação.  
São exemplos de variáveis autocorrelacionadas: vazão, pressão, temperatura, 
concentração e volume. 
As Figura 2.1 e Figura 2.2 mostram a diferença entre os resultados de 
processos sem autocorrelação e com autocorrelação. Nos gráficos a seguir, o eixo das 
ordenadas representa a característica medida e o eixo das abscissas, o tempo. 
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Figura 2.1 – Resultado típico de dados de um 
processo sem autocorrelação. 
Figura 2.2 – Resultado típico de dados de um 
processo autocorrelacionado. 
Pode-se perceber que, para a primeira figura, as observações sucessivas 
apresentam-se de forma independente uma das outras, não há a definição de 
tendências. Já na segunda figura, as observações são dependentes, isto é, um valor 
abaixo da média tende a ser seguido por outro valor abaixo da média, isso produz uma 
série de dados que se movem em seqüências longas no tempo, mantendo a mesma 
tendência nesse intervalo (Montgomery, 2005; Charnes, 1995). 
Para ilustrar a existência de autocorrelação em processos químicos será 
utilizado o exemplo de um tanque de alimentação simples, de volume V, com correntes 
de entrada e saída iguais, F. Sendo Ct a concentração de entrada em um instante t. e Xt 
a concentração de saída no mesmo instante t. O esquema está ilustrado na Figura 2.3. 
 
Figura 2.3 – Tanque de alimentação para com entradas e saídas conhecidas: modelagem da 
autocorrelação. 
 
Assumindo homogeneidade dentro do tanque, a relação entre Ct e Xt será: 
 
dt
dXCX ttt τ−=
 
Equação 2.1 
V
F, Ct
F, Xt
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Em que τ = V / F, tempo de residência do sistema. Se a concentração da 
corrente de entrada sofrer uma mudança em forma de degrau de C0 no tempo t=0, 
então a concentração de saída no tempo t será: 
 
( )τ/0 1 tt eCX −−=  Equação 2.2
 
Na prática, em um processo real, não se observa a variável Xt continuamente, 
mas sim em todos os pequenos intervalos de tempo, Δt. Por isso:  
 
( )( )τ/11 1 ttttt eXCXX Δ−−− −−+=  Equação 2.3
 
Ou então, simplificando: 
 
1)1( −−+= ttt XaaCX  
Equação 2.4
 
Onde 
τ/1 tea Δ−−=  
 
Os valores da concentração de saída, Xt , dependem da concentração de 
entrada, Ct, e do tempo de amostragem, Δt. Se for admitido que Ct seja uma variável 
aleatória, sem autocorrelação, então a correlação entre os sucessivos valores de Xt (ou 
ainda, a autocorrelação entre Xt e Xt-1) será: 
 
τ/1 tear Δ−=−=  Equação 2.5
 
Pode-se observar que se o valor de Δt for muito maior que τ, 0≅ρ , ou seja, se 
o intervalo entre duas amostragens Δt for muito longo, muito maior que o tempo de 
residência τ, as observações entre as concentrações de saída não serão 
correlacionadas. No entanto, se τ≤Δt , as observações serão correlacionadas, 
conforme se pode observar na Tabela 2.1. 
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Tabela 2.1 - Correlação entre as observações do modelo para o tanque agitado. 
Δt/τ  r 
1  0,37 
0,5  0,61 
0,25  0,78 
0,1  0,9 
 
Portanto, se a amostragem for feita no mínimo uma vez por tempo de 
residência, haverá significativa correlação entre as observações. Se as amostras forem 
coletadas quatro vezes por tempo de residência, a autocorrelação será de 0,78.  
A presença de autocorrelação entre observações a partir de 0,25 já pode 
aumentar a presença de alarmes falsos em Cartas de Controle, razão pela qual a 
autocorrelação deve ser sempre analisada antes da implementação das Cartas de 
Controle (Montgomery, 2005). 
A presença de autocorrelação também pode ser mostrada através de gráficos. 
A Figura 2.4 mostra o gráfico de dispersão das observações individuais versus seus 
valores imediatamente anteriores para dados com o sistema experimental. 
 
 
Figura 2.4 – Diagrama de dispersão de dados autocorrelacionados – demonstração de 
autocorrelação dos dados. 
 
Pode-se perceber que há clara correlação entre as observações atuais e seus 
pares imediatamente anteriores, comprovando a existência de correlação nos dados. É 
importante ressaltar que o que indica a presença do fenômeno é a existência de um 
 
Xt-1
X
t
390380370360350340330320310
390
380
370
360
350
340
330
320
310
17 
 
padrão de correlação. Esse padrão não necessariamente é linear, podendo apresentar 
outras formas como quadrática, cúbica, exponencial ou logarítmica. 
Por fim, é possível determinar o nível de autocorrelação analiticamente, através 
da função autocorrelação: 
 
)(
),cov(
2
t
ktt
k xs
xxr −=
 
Equação 2.6
Em que: 
),cov( ktt xx −  é a covariância das observações que estão k períodos de tempo atrás da 
observação atual; 
)(2 txs  é a variância de todas as observações, considerada constante. 
 
Para uma série de dados isenta de autocorrelação, espera-se que o valor da 
função de autocorrelação para seus pontos seja zero, ou próxima de zero para 
diferentes valores de k. 
Quando kr  apresenta valores diferentes de zero, diz-se que a série de dados 
possui autocorrelação. Cartas simples como as de Shewhart são muito suscetíveis à 
presença de autocorrelação (Montgomery, 2005). 
A Figura 2.5 mostra a comparação do diagrama de dispersão quando os dados 
são autocorrelacionados e quando não há autocorrelação nos dados. Os gráficos do 
lado esquerdo mostram o comportamento das variáveis ao longo do tempo. Para o 
processo autocorrelacionado foi utilizado um dos conjuntos de dado executados para a 
obtenção dos resultados desse trabalho em que o tanque agitado sofre uma 
perturbação e tem sua concentração diminuída. Para o processo sem autocorrelação 
foram utilizados dados fictícios de análise dimensional de peças em uma indústria 
mecânica, provenientes de amostragem aleatória. 
 
 Figura 2
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e calibração para que o modelo seja adequado à realidade (Box, et al., 1976; Charnes, 
1995; Callao, et al., 2003). A seção 2.8.4.5 apresenta maiores detalhes sobre séries 
temporais. 
 
2.3 Cartas de Controle 
A primeira Carta de Controle foi descrita em um memorando técnico pelo Dr. 
Walter A. Shewhart, dos laboratórios Bell em 1924, aplicada na fabricação de fusíveis 
(Juran, 1988). A Carta de Controle é a principal ferramenta do controle estatístico de 
processo e é basicamente um gráfico com pontos dispostos usualmente de forma 
cronológica, com a presença de limites de controle estatisticamente determinados 
(Stapenhurst, 2005). 
Os pontos presentes na Carta de Controle são usualmente medidas de 
características ou propriedades de um determinado processo produtivo e podem ou não 
passar por tratamento matemático antes de serem colocados no gráfico. Quando 
aplicada no monitoramento de processos, as cartas são utilizadas para determinar qual 
é a ação mais apropriada a ser tomada, a fim de se manter a eficácia de um processo 
(Joglekar, 2003; Ishikawa, 1982). 
Muitos métodos em controle estatístico de processo foram desenvolvidos para 
maximizar a quantidade de informação retirada de um conjunto limitado de dados. Com 
o advento da coleta em tempo real, existe a necessidade da evolução dos métodos 
para atender ao tratamento de grandes quantidades de dados (Stapenhurst, 2005). 
 
2.3.1  Causas Comuns e Especiais 
A principal função das Cartas de Controle é servir como base para que as 
pessoas envolvidas na produção possam tomar a decisão sobre quando é necessário 
intervir em um processo de modo a manter a qualidade do produto.  
Em outras palavras, as cartas servem para mostrar quando a variabilidade 
observada em um processo é devida à existência de causas comuns, que são inerentes 
ao processo e têm natureza aleatória, ou quando existe a atuação de causas especiais, 
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que não são aleatórias e usualmente implicam na necessidade de intervenção 
(Montgomery, 2005). 
A Tabela 2.2 mostra as principais diferenças entre causas comuns e especiais 
(Stapenhurst, 2005). 
 
Tabela 2.2 - Comparação entre características de causas comuns e especiais. 
CAUSAS COMUNS  CAUSAS ESPECIAIS 
Mensuráveis  Mensuráveis 
Sempre presentes  Presentes esporadicamente 
Inúmeras fontes  Poucas fontes 
Inerente ao processo  Estranho ao processo 
Previsível  Não previsível 
Pode ser um problema  Usualmente é um problema 
Reduzida por análise e melhoria de 
processo 
Removida por identificação, isolamento e 
eliminação da causa 
 
O nome Cartas de Controle se justifica pelo fato que elas mostram quando um 
processo está sob controle estatístico (somente causas comuns atuando) ou fora de 
controle (presença de causas especiais) (Joglekar, 2003). 
 
2.3.2  Características de Cartas de Controle 
A utilização das Cartas de Controle não se limita aos dados finais do processo, 
que medem as características do produto ou serviço. É importante também aplicar a 
ferramenta nos diversos fatores que introduzem variabilidade no produto final, de forma 
que a sua qualidade seja mantida (Ishikawa, 1982). 
Uma Carta de Controle típica pode ser observada na Figura 2.6. 
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Figura 2.6 - Carta de Controle para valores individuais típica – com limites de controle e linha da 
média. 
 
Na Figura acima, os pontos são as observações individuais. A linha no centro 
do gráfico ( X ) é a média de todas as observações e as linhas nas partes superior (UCL) 
e inferior (LCL) são denominados limite superior de controle e limite inferior de controle, 
respectivamente. Em uma carta de Shewhart, esses limites são colocados a uma 
distância de três desvios padrão da média (Ishikawa, 1982). 
Diz-se que um sistema está fora de controle quando existem pontos situados 
fora da região entre os dois limites de controle ou quando a seqüência de pontos exibe 
um comportamento que atende a critérios estabelecidos empiricamente para determinar 
causa especial. Quando o sistema está sob controle, as seguintes características são 
observadas (Juran, 1988): 
• A maior parte dos pontos está situada perto da linha da média (linha central); 
• Pontos ocorrendo fora dos limites de controle são raros; 
• A distribuição dos pontos é aleatória, sem agrupamentos, tendências ou qualquer 
indício de comportamento não-aleatório. 
O projeto de uma Carta de Controle consiste em determinar o tipo de carta a 
ser utilizado, de acordo com o sistema e os dados disponíveis; calcular os limites de 
controle e determinar a forma de coleta (Costa, et al., 2008). 
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2.3.3  Tipos de Cartas de Controle 
Existem dois tipos de Cartas de Controle - Cartas de Controle para dados 
contínuos e as Cartas de Controle para dados discretos. A Tabela 2.3 mostra os 
principais tipos de Cartas de Controle por tipo de variável. 
 
Tabela 2.3 - Tipos de Cartas de Controle aplicadas para dados contínuos e dados discretos. 
Tipo de dados  Subcategoria  Cartas de Controle 
Dados contínuos 
Observações individuais  I & MR , CUSUM , EWMA 
Observações por 
subgrupos 
X  & R,  X  & S , CUSUM , EWMA 
Dados discretos 
Proporção  NP , P 
Contagem  U , C 
 
Neste trabalho, o enfoque será em cima das Cartas de Controle para variáveis 
contínuas, visto que na indústria química, grande parte das medidas, como por 
exemplo: pressão, concentração, temperatura, volume, fluxo e rendimento são 
contínuas. Para referências em Cartas de Controle para dados discretos (atributos), ver 
Woodall (1999). 
O ANEXO I contém as equações para as Cartas de Controle utilizadas neste 
trabalho. Uma breve revisão das características e utilização de cada carta pode ser 
encontrada a seguir: 
• A carta I é uma Carta de Controle onde valores individuais são graficados de 
forma a identificar causas especiais. Nessa carta não há tratamento prévio dos 
dados e os pontos são as observações individuais. É o tipo mais simples de 
Carta de Controle, também chamada de Carta de Shewhart. 
• A carta MR, (moving range) ou intervalo móvel, é uma carta em que os pontos 
que aparecem no gráfico são resultado da diferença entre o ponto atual e o seu 
antecessor. Essa carta serve para identificar mudanças súbitas de 
comportamento dos pontos. É normal no controle estatístico a associação dessa 
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carta com a carta de Shewhart para reforçar a habilidade na detecção de causas 
especiais. 
• A carta CUSUM é uma carta elaborada em que os pontos observados no gráfico 
são resultado de uma fórmula de soma cumulativa. A carta CUSUM pode ser 
visualizada de várias formas e tem diversos parâmetros que podem ser 
ajustados de forma a torná-la mais ou menos sensível à variação ponto-a-ponto. 
Cada ponto que aparece em uma CUSUM leva em consideração os pontos 
anteriores e sua variação. É utilizada, por exemplo, para detectar pequenas 
mudanças na média. 
• A carta EWMA (Exponentially Weighted Moving Average) ou carta de médias 
móveis exponencialmente ponderadas é outra carta elaborada em que cada 
ponto graficado na carta leva consigo o peso da variação das observações 
anteriores. O peso das observações anteriores decai exponencialmente, de 
acordo com o parâmetro ajustado l. Essa carta serve para amplificar 
movimentos lentos da média em direção aos limites de controle de forma a 
antecipar a detecção de causas especiais. 
• A carta X , ou carta para médias, é uma carta em que diversos pontos coletados 
são unidos em uma média, que será usada na Carta de Controle (o conjunto de 
dados coletados que formam um único ponto na carta é chamado de subgrupo). 
Essa carta serve para identificar quando o comportamento das médias de cada 
subgrupo está mudando dentro da variação normal, esperada pelo processo ou 
quando está fora de controle. 
• A carta R é usada quando há mais de um dado coletado por ponto da Carta de 
Controle. Nessa carta, o valor graficado é o intervalo entre o maior e o menor 
valor observado dentro de cada subgrupo. É uma carta para avaliar a dispersão 
dentro de cada subgrupo, que pode afetar a média do processo. A carta R é 
comumente associada à carta para médias, como um complemento para 
acelerar a detecção de causa especial. 
• A carta S é a carta que mostra o desvio padrão de cada subgrupo e o insere 
dentro de limites de controle para detectar quando a variabilidade do processo 
está fora de controle. Também costuma ser associada à carta de médias. 
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2.3.4  Cartas de Controle e Tipos de Erros 
A escolha dos limites de controle é muito importante, pois é baseado neles que 
se tomam as decisões de interação com o processo. Escolher limites de controle mais 
distantes da linha central implica em diminuir a chance de aparecer um ponto fora dos 
limites que não seja gerado por uma causa especial (erro tipo I). Além disso, aumenta a 
chance de que um ponto gerado por uma causa especial caia dentro dos limites de 
controle e passe despercebido (erro tipo II) (Montgomery, 2005). A Figura 2.7 mostra os 
dois tipos de erros possíveis na interpretação das Cartas de Controle.  
Interpretação 
   
Sob controle  Fora de controle 
Realidade    
Sob controle  OK  Erro tipo I 
Fora de controle  Erro tipo II  OK 
Figura 2.7 – Explicação dos erros Tipo I e Tipo II. 
 
Apesar dos limites de controle serem posicionados a um determinado número 
de desvios padrões da média, se a distribuição dos dados é conhecida (por exemplo, a 
curva normal), é possível calcular os limites de controle em cima da probabilidade de 
cometer erro tipo I que se quer assumir. Grande parte das Cartas de Controle mais 
comuns utilizam limites de controle situados a três desvios padrões da média. Limites 
bem projetados garantem que ambos os erros estejam controlados e em níveis 
aceitáveis. 
 
2.3.5 Regras de Aumento de Sensibilidade 
Para aumentar o desempenho de Cartas de Controle, algumas regras empíricas 
foram criadas para auxiliar no processo de detecção de causas especiais (Oakland, 
2003). Tais regras podem ser usadas em conjunto com os limites de controle e 
permitem que uma causa especial seja descoberta mesmo quando todos os pontos 
estão dentro dos limites de controle.  
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A vantagem da aplicação dessas regras é o aumento do poder de detecção e 
antecipação da detecção da causa especial. A utilização dessas regras traz a 
desvantagem de aumentar o risco de alarmes falsos (Costa, et al., 2008). 
Além da regra básica de Cartas de Controle: 
• Um ponto distante mais que três desvios padrões da média; 
As seguintes regras de aumento de sensibilidade podem ser utilizadas: 
• Nove pontos seguidos do mesmo lado da linha central; 
• Seis pontos seguidos, todos subindo ou descendo; 
• Quatorze pontos alternando-se seguidamente para cima e para baixo; 
• Dois pontos seguidos distantes mais que dois desvios padrões da média, do 
mesmo lado da linha central; 
• Quatro de cinco pontos seguidos distantes mais que um desvio padrão da média, 
do mesmo lado da linha central; 
• Quinze pontos seguidos distantes até 1 desvio padrão da média, em qualquer 
lado da linha central; 
• Oito pontos seguidos distantes mais de um desvio padrão da média em qualquer 
lado da linha central. 
Na prática, a utilização dessas regras não é consenso e a utilização de todas 
elas sem discriminação tende a aumentar a incidência de alarmes falsos. 
 
2.3.6  Aspectos Práticos 
A aplicação de Cartas de Controle na indústria normalmente passa por duas 
fases distintas: na primeira fase, dados históricos ou dados coletados são analisados a 
fim de que seja feita a estimativa dos parâmetros da Carta de Controle e para que 
possa ser observado se o processo historicamente encontrava-se sob controle. Em uma 
segunda fase, os dados do processo são coletados a fim de serem monitorados pelas 
cartas e controle (Oakland, 2003; Montgomery, 2005). 
Durante a fase de estimativa de parâmetros, pode-se fazer uso de dados 
históricos e procura-se coletar dados que representem o processo sem a presença de 
causas especiais. O objetivo é traçar os limites de controle utilizando uma estimativa 
representativa do desvio padrão histórico do processo. Dessa forma, cada processo 
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terá uma carta projetada especificamente para ele. A calibração do desvio padrão 
histórico tem que ser refeita periodicamente visto que as condições do processo podem 
mudar ao longo do tempo (por exemplo, um projeto de otimização de processo pode 
reduzir variabilidade do processo, evidenciando a necessidade da projeção de novos 
limites de controle adequados ao processo). 
O desenvolvimento das Cartas de Controle está intimamente ligado ao 
desenvolvimento do monitoramento e controle de processos em tempo real (Palm, et 
al., 1997). O controle de processos em tempo real desperta a necessidade de se 
trabalhar com recursos computacionais mais eficientes, capazes de efetuar todas as 
ações e cálculos necessários. A aplicação de controle de processos em tempo real é 
uma característica bastante observada em processos químicos. 
Dentro da complexidade de aplicação das Cartas de Controle, é natural a 
existência de equívocos na utilização de Cartas de Controle e elas podem variar de 
processo a processo. No entanto, segundo Palm et al. (1997), existem algumas 
situações indesejadas e aplicações indevidas que são comuns a todas as áreas: 
• Utilizar Cartas de Controle como ferramenta para escrever relatórios: em alguns 
processos produtivos, é comum que as Cartas de Controle sirvam unicamente 
para relatar aos superiores como anda o gerenciamento do processo, 
desperdiçando a potencialidade de aplicação das Cartas de Controle para 
melhoria de processos; 
• Simplificar o uso de Cartas de Controle: alguns processos necessitam de 
Cartas de Controle especificamente projetadas para eles.  Um exemplo de 
processo que necessita de cartas especiais é o que apresenta autocorrelação. A 
utilização de cartas não apropriadas ou a interpretação dos dados como se o 
processo não apresentasse autocorrelação, pode levar a conclusões totalmente 
equivocadas; 
• Capacitação de pessoal: raramente as pessoas envolvidas na operação do 
processo têm o treinamento em estatística necessário para a interpretação e 
análise das ferramentas de controle estatístico e a evolução da tecnologia na 
utilização de Cartas de Controle resultou em pessoas que tomam decisões sem 
ter o discernimento suficiente para isso. Dessa forma, tanto o projeto da carta 
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para simplificar a sua interpretação quanto o treinamento passaram a ser 
questões críticas; 
• Amostragem: os sistemas de controle de processo raramente utilizam noções de 
amostragem e estratificação. Usualmente as decisões sobre amostragem nessa 
área são feitas por escolhas aleatórias ou por conveniência; 
• Confusão na interpretação de limites: misturar limites de controle e 
especificação; 
• Confundir melhoria da qualidade com eliminação de pontos fora dos limites de 
controle; 
• Tentativas de automatizar a detecção de mudanças com processos complexos e 
de difícil interpretação que raramente conseguirão ser bem utilizadas por 
pessoas sem o treinamento adequado. 
 
2.3.7  Aplicações Recentes e Tendências na Pesquisa em Controle Estatístico de 
Processo 
Essa seção tem como objetivo mostrar o cenário atual da pesquisa e das 
publicações relevantes em controle estatístico de processo. 
 
2.3.7.1 Start-up 
Determinar o tempo de start-up é muito importante para que a Carta de 
Controle utilizada possa funcionar corretamente após o estado transiente. Robinson 
(2007) propõe usar uma carta X  & R para determinar esse tempo em start-ups. O ajuste 
dos parâmetros foi feito de modo que fosse possível detectar quando o processo saiu 
da fase de start-up. A detecção acontece quando os dados do processo estabilizam-se 
na zona entre os limites de controle. Já Zantek (2006) mostra em seu trabalho a 
adaptação de seqüências CUSUM para aplicação em processos curtos e situações de 
start-up. 
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2.3.7.2 Estimativa de Parâmetros 
A estimativa de parâmetros é muito importante na área de Cartas de Controle, 
pois as cartas são construídas e calibradas em cima de parâmetros inferidos de 
amostras do processo. A forma mais comum de estimar parâmetros é supor que eles 
seguem a distribuição Normal. Lin et al. (2007) mostra o efeito da estimativa de 
parâmetros para Cartas de Controle adaptativas trabalhando em condição fora da 
normalidade.  Para situações em que a distribuição dos dados não é conhecida, 
Teyarachakul et al. (2007) propõe o uso de simulação Monte Carlo para encontrar os 
limites de controle. Maiores detalhes sobre estimativa de parâmetros podem ser 
encontrados na seção 2.8.4.1 
 
2.3.7.3 Warm up 
Uma dificuldade comum na aplicação de Cartas de Controle é o tempo de 
warm-up, onde o processo ainda não está estabilizado. Os dados oriundos dessa 
condição atrapalham na aquisição de parâmetros do estado estacionário (fase I).  
Usualmente, profissionais da área inspecionam a série temporal da saída do 
processo e determinam o comprimento e o efeito do transiente inicial. Esse método não 
é suficientemente rigoroso para dar resultados confiáveis. Robinson (2007) usa as 
regras de Montgomery et al. (2005) aplicados em uma Carta de Controle para 
determinação desse tempo. Para comprovar a eficácia do método, mostra a aplicação 
da metodologia com dados de uma central de help desk. 
 
2.3.7.4 Design Econômico 
A pesquisa na área de design econômico demonstra a preocupação com os 
custos envolvidos no monitoramento de processos. A associação de Cartas de Controle 
e estratégias de amostragem é fundamental para garantir que os esforços e recursos 
aplicados para esse fim não sejam desperdiçados. Uma estratégia de amostragem 
adequada minimiza o risco de falha na utilização de Cartas de Controle devido à 
insuficiência de dados. 
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Segundo Montgomery (2005), são basicamente três as categorias de custos 
usualmente consideradas no design econômico de Cartas de Controle: o custo 
associado à obtenção e análise das amostras, o custo associado à investigação de 
causas especiais e o custo associado à correção e ao impacto da produção de itens 
fora de especificação. A otimização acontece em uma função que associa esses custos. 
Um grande problema do design econômico é a falta de robustez das cartas, 
devido à escassez de dados. Além disso, existem dois problemas básicos no projeto 
que são a incerteza nos custos e a incerteza quanto ao cenário a ser observado na 
aplicação da carta. Vommi et al. (2007) apresentam uma metodologia para resolver o 
segundo problema, utilizando-se da freqüência de ocorrência de cada cenário. 
 
2.4 Aspectos de Qualidade de Produto e Processo 
 
2.4.1 Cartas de Controle, Variabilidade e os Processos 
Pode-se definir processo como uma série de etapas que acontecem de forma 
ordenada nos sistemas produtivos visando transformar os insumos de entrada em 
produto para um determinado cliente. A Figura 2.7, adaptada de Stapenhurst (2005), 
mostra a definição de um processo genérico. 
 
 
Figura 2.8 - Definição de um processo com entradas, saídas e etapas. 
 
Um dos principais pontos para entender a eficácia dos processos e, por 
conseguinte, entender o controle estatístico de processo é entender a variabilidade. A 
Processo
Equipamento
PessoasMateriais
Procedimentos
Ambiente
Entrada
Saída
(Produto)
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variabilidade é inerente a todos os processos produtivos e impacta diretamente na 
saída do processo (produto). Ela está presente, em maior ou menor escala, em todos 
os recursos utilizados no processo: materiais, pessoas, ambiente, equipamentos e 
procedimentos, além da própria matéria-prima. Obviamente, se as condições de 
entrada e os recursos utilizados variam, será observado no produto final efeito 
equivalente à combinação de todas essas variações que acontecem ao longo do 
processo. 
Pode-se tomar como exemplo uma indústria química que fabrica um 
determinado produto fluido em uma concentração específica. A matériaprima 
alimentada no começo do sistema produtivo passa por uma série de etapas para chegar 
à condição final.  
É missão dos responsáveis pela produção assegurar que o produto final esteja 
dentro das especificações requeridas pelo cliente e que as propriedades do produto 
sejam constantes ao final da produção ao longo do tempo. 
No entanto, ao longo do processo, diversos fatores de variabilidade podem ser 
introduzidos como: 
• Variação na especificação da matéria prima entregue pelo fornecedor; 
• Mudança nas condições dos equipamentos de troca térmica e mássica; 
• Alteração de concentração e eficiência de catalisadores; 
• Em processo de controle manual, modo de operação de cada operador; 
• Influência de fatores externos como temperatura ambiente e umidade. 
Isso tudo faz com que sejam necessários diversos instrumentos e ferramentas 
auxiliares para manter o processo rodando de forma a garantir o produto dentro da 
especificação e com um mínimo de variabilidade possível. 
 
2.4.2 Limites de Controle e Limites de Especificação 
Segundo Palm et al. (1997) é comum na aplicação e interpretação de Cartas de 
Controle que haja a confusão entre limites de controle e limites de especificação. 
Limites de especificação são as medidas desejadas dos parâmetros de 
qualidade de um produto. Por exemplo, os clientes de uma fábrica de tintas desejam 
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que a viscosidade do produto esteja dentro de uma faixa aceitável de valores para que 
a aplicação final do produto tenha a desempenho desejada. O que motiva a existência 
dos limites de especificação são fatores econômicos e de mercado (Montgomery, 
2005). 
Já os limites de controle têm origem estatística e são calculados para 
determinar quando um processo está ou não, sob controle estatístico. Cartas de 
Controle diferentes podem ter limites de controle calculados de forma distinta (Oakland, 
2003). 
A Figura 2.9 mostra os dois tipos de limites em um gráfico. Na figura, USL 
significa Limite de Especificação Superior e LSL, Limite de Especificação Inferior. Pode-
se perceber observando a figura que um processo pode estar produzindo fora da 
especificação e mesmo assim, estar sob controle. Essa situação mostra que o processo 
não é capaz de produzir dentro da especificação mesmo quando operando sob 
controle.  
A Figura 2.10 mostra a situação oposta. Nesse caso, os limites de 
especificação são mais largos que os limites de controle, indicando que sempre que o 
processo estiver sob controle ele estará produzindo dentro da especificação. 
 
 
Figura 2.9 – Exemplo de gráfico de controle com limites de controle 
mais largos que da especificação. 
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Figura 2.10 – Exemplo de gráfico de controle com limites de controle 
mais estreitos que da especificação. 
 
Esforço deve ser empregado para fazer com que a primeira situação migre para 
a segunda porque obviamente a segunda situação é a melhor. A Carta de Controle 
alertará para possíveis causas especiais, permitindo a atuação antes que exista a 
geração de defeitos. Da mesma forma é possível dizer que na ausência de causas 
especiais, ou quando o processo está sob controle estatístico, ele sempre produz na 
especificação desejada.  
 
2.4.3 Controle de Qualidade: Produto versus Processo 
A evolução dos conceitos de qualidade leva o foco do controle e inspeção da 
qualidade no produto para o foco no controle de variáveis-chave do processo. Sendo o 
produto final uma função dos elementos que o compõem e da série de etapas pelas 
quais passou, a premissa é a de que se todos esses elementos estiverem controlados e 
dentro dos limites aceitáveis, a qualidade do produto está garantida. Essa abordagem é 
denominada qualidade do produto pelo processo (Pzydek, 2003). 
A Figura 2.11 mostra a seqüência de etapas comuns em um processo químico 
genérico com os elementos de entrada de cada etapa. Na abordagem de controle e 
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inspeção da qualidade, o produto teria a sua qualidade controlada depois da etapa final, 
com correções no processo caso alguma falha tenha sido detectada. Na abordagem de 
controle por processo, as variáveis críticas de entrada são monitoradas (por exemplo: 
pressão e temperatura no reator e carga térmica fornecida na separação) e o produto é 
liberado pelo acompanhamento e validação das variáveis do processo, não pela 
inspeção final dos produtos. 
 
 
Figura 2.11 – Variáveis usuais de um processo da indústria química e principais parâmetros. 
 
O controle estatístico de processo passou, portanto, a ter importância também 
no monitoramento de variáveis críticas para o processo  influenciando a liberação de 
produtos pelo processo, garantindo dessa forma, a qualidade dos produtos. 
 
2.4.4 A Qualidade em Processos Químicos 
A tarefa de garantir que o processo químico atue dentro das variáveis 
especificadas a fim de obter um produto dentro da qualidade que o cliente espera é 
outro ponto que apresenta discrepâncias com relação à indústria de manufatura. 
A primeira diferença que pode ser apontada é o fato de muitos produtos 
estarem na forma fluida, o que faz com que os produtos sejam estocados em tanques e 
outros equipamentos de grande volume. Mesmo que o tanque inteiro esteja dentro das 
especificações do cliente, se em algum momento acontecer uma contaminação ou uma 
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carga de produto fora da especificação for feita, todo o tanque pode sair dos limites 
aceitáveis. 
Além disso, são processos em que os produtos dependem de análises mais 
complexas para operação e controle de qualidade, o que faz com que o custo das 
análises, o risco de falha no resultado da análise e o tempo para o resultado do teste 
sejam maiores. Da mesma forma, as matérias-primas são suscetíveis à variação de 
condições ambientais como temperatura, umidade e pressão. 
Por fim, dependem de reações ou etapas de mudança de fase com equilíbrio 
delicado, altamente dependente de condições físicas e de especificação de matéria-
prima. Por isso, o controle sobre essas variáveis assume grande importância. 
 
2.5 A Abordagem de Controle Automático de Processos 
Com o passar dos anos, devido à maior concorrência, exigências mais severas 
com relação ao meio ambiente, a segurança e a rápida mudança das condições 
econômicas no mundo, as exigências com relação à qualidade dos produtos da 
indústria química tem se acentuado cada vez mais.  
Para atender a esses requisitos, novas tecnologias e processos complexos são 
desenvolvidos e empregados. Esses novos processos exigem controles automatizados 
que possam atuar com eficiência, garantindo a qualidade requerida para os produtos. A 
implementação de controle automatizado de processos tem como objetivo atingir três 
objetivos principais (Hangos, et al., 2001): 
• Atender às especificações fornecidas pelo cliente; 
• Operar o processo dentro de níveis de segurança e impactos ambientais; 
• Manter a taxa de produção em níveis adequados. 
A implantação de um sistema de controle parte da escolha da abordagem do 
controle (feedback ou feedforward) e do tipo do controlador. Esses devem levar em 
conta condições econômicas e as necessidades oriundas da dinâmica do processo em 
questão. 
Controles como o Proporcional (P), Proporcional-Integral (PI) e Proporcional-
Integral-Derivativo (PID) são construídos de acordo com a dinâmica do processo em 
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questão e a acurácia requerida para as variáveis de saída do processo. A escolha dos 
parâmetros de controle é crucial para garantir a operação estável do processo. 
A dinâmica dos processos é amplamente estudada na área de controle por 
diversos motivos, entre eles: 
• Aproximar um modelo teórico para a resposta do controlador frente a uma 
perturbação; 
• Avaliar a estabilidade do processo; 
• Fazer modelos matemáticos para sintonizar os parâmetros do controlador. 
O controle dos processos baseia-se na medição de variáveis-chave e na 
atuação no processo de forma a eliminar qualquer perturbação. Para uma estratégia de 
controle feedback, o esquema ilustrado na Figura 2.12 é válido. 
 
 
Figura 2.12 -  Esquema de controlador feedback para um processo genérico. 
 
O objetivo do controlador proporcional é eliminar qualquer erro existente no 
instante atual entre o valor desejado para a variável (set point) e o valor medido da 
variável em um dado momento: 
 .P0Q >  =RSP0Q T =,P0Q Equação 2.7
 
A atuação de um controlador proporcional frente à existência de qualquer erro é 
dada pela seguinte relação: UP0Q >  VW. .P0Q T UX Equação 2.8
 
Processo
YmControladorYsp
Entrada
Saída
36 
 
Em que Kc é a constante de controle proporcional e UX é o valor da resposta do 
controlador no estado estacionário. Observando a equação acima é possível concluir 
que a atuação do controlador se dará sempre que o valor de e(t) for diferente de zero, 
ou seja, sempre que existir diferença entre o set point e o valor da variável, existirá a 
atuação do controlador. 
Para determinar os parâmetros do controlador é necessário conhecer os 
parâmetros do sistema tal como o tempo de residência e o ganho estacionário. A 
definição desses parâmetros não é trivial e é determinante para o desempenho do 
controlador. 
 
2.6 A relação entre Controle de Processos e Controle Estatístico 
Como processos atuais são complexos e com múltiplas etapas, o controle 
automático de processos é empregado para manter as diversas variáveis controladas 
dentro do valor especificado (considerando os limites de tolerância) sem a necessidade 
da intervenção humana. Como as etapas de um processo químico geralmente são 
seqüenciais e autocorrelacionadas, quanto mais rápida for a ação, menor será o 
impacto no produto final já que a perturbação certamente se espalhará por todas as 
etapas subseqüentes, podendo trazer conseqüências imprevisíveis. Em vista disso, 
existe a necessidade de atuar mesmo nas mínimas variações existentes nas variáveis. 
No entanto, existem perturbações que não são vislumbradas no modelo criado 
(ou aproximado) para o projeto da malha de controle, pois o processo está sempre 
sujeito a diversas condições externas e internas que não podem ser manipuladas ou 
controladas. Cabe ao controle estatístico de processo monitorar essas variáveis críticas 
para o processo porque nem todas as variáveis são (ou podem ser) contempladas no 
plano de controle automático.  
É possível, portanto, utilizar Cartas de Controle nas variáveis de entrada (ex: 
material recebido do fornecedor) para garantir que o processo esteja sempre dentro dos 
estreitos limites de especificação. A Figura 2.13 mostra a ilustração de uma possível 
interface entre as duas áreas em um processo químico típico. 
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controle estatístico continua sendo a principal ferramenta para tomada de decisão nas 
plantas químicas. 
Dessa forma, as duas formas de controle interagem e complementam-se. 
 
2.7 Controle Hierárquico 
Levando em consideração a co-existência de diversas estratégias de meios de 
controle e supervisão (desde o controle automático de processos até aquele com 
intervenção manual após alarmes de gráficos de controle, por exemplo), faz-se 
necessário adicionar o conteúdo de controle hierárquico nessa revisão bibliográfica, que 
permitirá a discussão da aplicação prática do ferramental proposto. 
O aumento da complexidade dos processos bem como a maior exigência do 
mercado em relação ao desempenho das plantas industriais fez com que o conceito de 
controle unificado, com única uma central de computação processando todos os 
códigos e informações, perdesse atratividade nos aspectos práticos e econômicos.  
Substituindo esse conceito, novas técnicas de controle permitem a instalação 
de diversas bases de aquisição e processamento de dados, possibilitando uma ação de 
controle local rápida e eficiente bem como a descentralização da informação e das 
estruturas de controle. Devido à quantidade necessária de recursos computacionais 
para analisar e controlar os sistemas mais complexos, técnicas como a criação de 
subsistemas que conseguem atuar independentemente e operar com conexões entre 
elas são utilizadas para atingir o desempenho esperado desses sistemas controlador 
central (Levine, 1999). 
A evolução das técnicas de instrumentação e transmissão de sinais bem como 
o aumento da complexidade do controle dos processos produtivos permitiu o 
surgimento e evolução do controle hierárquico. Nesse método, um problema global, 
definido a partir do sistema como um todo é decomposto em subsistemas que 
selecionam suas funções de controle independemente, pela ação dos controladores 
locais num nível inferior(Skogestad, et al., 1996). Em outras palavras, diversos controles 
subordinados a uma hierarquia maior exercem suas funções de maneira independente, 
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de importância e o seu posicionamento pode se alterar de acordo com as condições do 
negocio. 
A teoria de sistemas multiníveis fornece um modelo de organizações constituído 
por conexões entre subsistemas de tomada de decisão, permitindo que o controle 
descentralizado seja tão eficiente quanto um equivalente centralizado (Gomide, 1979). 
Dentre as características de um sistema de multinível com controle hierárquico 
estão (Mackulak, et al., 1979; Hax, et al., 1975): 
• Estratificação do problema global em subproblemas, pertencentes à estrutura 
piramidal de controle; 
• O sistema é um conjunto de modelos, onde cada nível tem o seu próprio 
conjunto de características e variáveis relevantes, pela qual o comportamento do 
sistema é descrito; 
• Coordenação efetiva por toda a estrutura organizacional, estabelecendo sub-
objetivos consistentes para cada nível; 
• A operação dos sistemas em multicamadas depende da comunicação nos dois 
sentidos entre os subsistemas dos diversos níveis e inclui a determinação das 
estratégias usadas e a seleção da função de intervenção; 
• Hierarquia geral, que considera a existência de metas e objetivos conflitantes 
entre os subproblemas. O nível mais alto tem a responsabilidade de resolver a 
interação entre as unidades dos níveis inferiores através de acoplamentos e 
restrições apropriadas, manipulando incertezas e conflitos de objetivos; 
• Níveis mais altos sofrem mudanças dos pontos de operação mais lentamente e 
tem tempos de decisão maiores Problema mais alto tem menos estruturação e 
contem um grau de incerteza maior. 
Um exemplo de estrutura hierárquica para uma indústria de processos pode ser 
observada na Figura 2.15, baseada em (Senborn, et al., 1983). 
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Figura 2.15 - Esquema ilustrativo da hierarquia de tomada de decisão em processos com controle 
multicamada (Senborn, et al., 1983). 
 
É possível observar que todas as camadas interagem entre si, cada uma 
recebendo coordenação da superior e transmitindo de volta informação que permitirá 
que as funções continuem acontecendo. Em uma mudança de estratégia de controle, a 
hierarquia de controle deve ser observada para que não aconteçam distúrbios no 
funcionamento do sistema de controle. 
 
2.8 Outras Técnicas e Ferramentas com Potencial de Aplicação 
O objetivo dessa seção é mostrar ferramentas que estão presentes em outras 
áreas de conhecimento que tem potencial para migrar para o ambiente da indústria 
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química. Ênfase foi dada nas ferramentas utilizadas na Engenharia Elétrica por possuir 
métodos de controle digital, sistemas com poder de aprendizado, métodos de simulação 
e técnicas de processamento de sinais que podem ser usados com os dados 
provenientes da indústria química por sua semelhança no que diz respeito ao caráter 
estocástico, o grande número de cenários possível e a autocorrelação nos dados.  
Algumas ferramentas têm histórico de aplicação na área de controle de 
qualidade na indústria química, para outras o uso ainda é incipiente. A descrição das 
ferramentas a seguir foi feita com o intuito de abrir novas possibilidades de aplicação e 
permitir uma análise crítica sobre o trabalho desenvolvido. 
Cadeias de Markov são extensões lógicas de cursos básicos de probabilidade. 
Trata-se de uma classe de processos randômicos, úteis para uma grande variedade de 
sistemas práticos com complexidade matemática aceitável. Suas aplicações vão desde 
inferência Bayesiana, modelos econômicos, teoria dos jogos até criação de listas de 
procura no site Google®. 
Em um processo de Markov, os estados anteriores são irrelevantes para a 
predição dos estados seguintes, desde que o estado atual seja conhecido. Devido às 
suas propriedades, Cadeias de Markov podem ser empregadas em sistemas de 
Manufatura, onde há inúmeros estados possíveis e a existência de retrabalhos, desvio 
de processos e refugos (Gershwin, et al., 1981)(Davis, et al., 1987). Exemplos de 
aplicação de cadeia de Markov em controle de qualidade podem ser consultadas em 
Zachary(2005), Bai(2002), Knoth(2006) e Magalhães (2006). 
Redes de Petri, abordagem bastante popular para modelagem de sistemas 
estocásticos de alta complexidade permite, por exemplo, a construção de sistemas de 
controle de manufatura flexível, nos quais os cenários possíveis são numerosos. O 
modelo tem sido aplicado por apresentar diversas características interessantes como 
(Desrochers, et al., 1995) (Haas, 2002): 
Entre as Vantagens que podem ser apontadas para a aplicação de redes de 
Petri estão: 
• Redes de Petri capturam relações precedentes, interações estocásticas e 
eventos concorrentes e assíncronos. 
• Possui natureza gráfica, que ajuda na visualização de sistemas complexos 
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• Fácil modelagem de Conflitos e tamanho de estoques intermediários 
• Detecção de Impasses (Deadlock) - situação em que ocorre um impasse e dois 
ou mais processos ficam impedidos de continuar suas execuções 
• Redes de Petri representam uma ferramenta que permite modelar sistemas 
hierárquicos com uma sólida base matemática 
• Diversas extensões são possíveis para aprofundar e facilitar a modelagem como 
Redes de Petri Colorida, Estocásticas, e temporais. 
• Podem ser usadas para implementar sistemas de controle em tempo real para 
manufaturas flexíveis, podendo substituir CLP´s (controladores lógico-
programáveis) 
Aplicações de Redes de Petri na engenharia química já foram registradas 
principalmente em análises de risco (Balasubramanian, et al., 2002) (Vernez, et al., 
2003) (Nemeth, et al., 2009) mas também no Schedulling de plantas batelada (Ghaeli, 
et al., 2005) (Ghaeli, et al., 2008). 
Pela sua forma gráfica simples e pela quantidade de cenários que o método 
consegue projetar, algumas aplicações na indústria química podem ser propostas como 
mapeamento do impacto de alterações no processo, hierarquização de variáveis críticas 
(para o caso em que muitas causas possíveis podem gerar o mesmo desvio na variável 
controlada) e como alternativa para a simulação estocástica clássica 
Existe um potencial de aplicação nos cenários de simulação estocástica da 
Engenharia química. Entre os cenários em que a abordagem estocástica é 
freqüentemente utilizada estão a otimização de reatores com reações complexas 
(Marcoulaki, et al., 1996) (Salis, et al., 2005) (Reverberi, et al., 2008) e a simulação de 
processos de transferência de massa (Fox, et al., 1987)(Mizutani, et al., 2000) 
(Haseltine, et al., 2005). 
No Processamento de Sinais, a presença de autocorrelação (ou simplesmente 
correlação, conforme citado na literatura específica) é bastante comum e ao contrário 
de outras técnicas para lidar com ela, a amostragem de sinais é feita para garantir a 
autocorrelação nas amostras (pois do contrário a reconstrução do sinal não seria 
possível). 
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Dentro de processamento de sinais, outras técnicas como a aplicação de filtros 
e a detecção de sinais tem o potencial de aplicação no controle de qualidade pois a sua 
função primaria é detectar (e no caso do filtro, eliminar) amostras que não estejam 
dentro do padrão 
Por fim,a utilização de modelos de Séries Temporais como as séries de média 
móvel (MA) e auto-regressão (AR) são fundamentais no processamento de sinais na 
engenharia elétrica para garantir a análise e predição do comportamento dos sinais. 
Tais técnicas quando empregadas nos dados de controle de qualidade podem ser 
usadas para reduzir o impacto da autocorrelação nos dados, permitindo o uso das 
ferramentas usuais de controle estatístico de processo. Aplicações de séries temporais 
em controle estatístico de processo podem ser encontradas em Pan (2005) e Jiang 
(2001). 
 
2.9 Dinâmica de Sistemas 
A Dinâmica de Sistemas é uma abordagem versátil para entender sistemas que 
se comportam dinamicamente, sem que necessariamente exista um equacionamento 
ou modelo teórico para eles, e vem sendo estudada desde 1956  quando foi concebida 
pelo professor Jay W. Forrester, do Massachussets Institute of Technology (Forrester, 
1969). 
Apesar de ser uma forma de modelagem, na dinâmica de sistema o modelo é 
construído a partir de observações do fenômeno em questão e as variáveis são 
adicionadas ao modelo podendo interagir com outras de forma multivariada. 
Sistema pode ser definido como um conjunto de elementos que agem e 
interagem de forma a terem uma identidade. O conjunto de elementos apresenta um 
comportamento que os distingue e que não é observado quanto esses elementos 
encontram-se isolados dos demais. O termo dinâmica refere-se a qualquer elemento, 
objeto ou situação cujo comportamento e/ou configuração muda quando observado ao 
longo do tempo (Coyle, 1996). 
A Dinâmica de Sistemas parte do pressuposto que o comportamento dos 
sistemas é resultado tanto da interação do sistema com o meio externo (além das 
fronteiras do sistema, pré-definidas) quanto consigo mesmo (Forrester, 1969). 
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O método visa a análise de sistemas em função da sua evolução com o tempo, 
procurando observar e/ou predizer o comportamento de determinados sistemas que 
estão funcionando de forma dinâmica.  
Na Dinâmica de Sistemas, os modelos não são construídos para serem do tipo 
causa-e-efeito ou univariados, mas sim para serem um núcleo em que as diversas 
variáveis interagem entre si, gerando comportamentos distintos.  
Para enxergar a estrutura e o comportamento dos sistemas, o método utiliza 
alguns elementos como ciclos de retroalimentação e de auto-balanceamento, fluxos e 
estoques que podem ser modelados e numericamente avaliados (Sterman, 2001). 
As aplicações da Dinâmica de Sistemas são bastante amplas, sendo as mais 
proeminentes: comportamento de mercado, sistemas econômicos, ecossistemas, 
dinâmica de populações, e efeito de políticas administrativas e leis (Coyle, 1996). 
Os fluxos e estoques da modelagem por Dinâmica de Sistemas são análogos 
às derivadas e integrais da modelagem clássica. A Dinâmica de Sistemas utiliza 
softwares específicos para o cálculo do comportamento do sistema. É esperado que ao 
longo do processo o modelo sofra ajustes e acertos, se possível com dados reais, para 
aumentar a sua fidelidade com o sistema real (SDG, 2000). 
Ao contrário da modelagem tradicional, para construir um modelo usando 
Dinâmica de Sistemas não é necessário conhecimento do fenômeno envolvido  basta 
o conhecimento prático 
 
2.9.1  Diagramas Presentes em Dinâmica de Sistemas 
A Figura 2.16, (Coyle, 1996) mostra um diagrama de influências, uma 
representação ilustrativa de um sistema dinâmico típico. O esquema representa a 
dinâmica de temperatura de uma sala em um prédio que possui aquecimento central 
automático. 
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Figura 2.16 – Exemplo de diagrama de influências para o fluxo de calor em um ambiente com 
temperatura controlada. 
 
A convenção utilizada nos modelos de sistemas dinâmicos é a seguinte: 
• As setas tracejadas simbolizam fluxo de informações, as setas cheias 
simbolizam fluxo físico através do sistema; 
• Os sinais + e - simbolizam a natureza da interação e as caixas simbolizam 
forças ou elementos externos ao sistema, que não dependem dele; 
• Os textos em negrito representam parâmetros necessários à avaliação do 
modelo; 
• O símbolo D representa um atraso ou retardo no fluxo em que está presente, as 
setas circulares no centro da figura indicam a existência de ciclos 
retroalimentados ou de balanceamento. 
As setas podem ser interpretadas da seguinte maneira: quanto maior a 
diferença entre as temperaturas real e desejada, maior será a taxa de fornecimento 
de calor pelo aquecedor porque a seta que mostra a influência tem sinal +. Por outro 
lado, quanto maior a taxa de perda de calor, menor será a quantidade de energia na 
sala, uma vez que para essa interação, o sinal é -. 
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Os parâmetros introduzem constantes ou fatores de conversão necessários 
para que os fluxos sejam coerentes com o fenômeno real. No exemplo acima, para a 
fictícia conexão entre quantidade de calor e temperatura, são introduzidos fatores de 
conversão. Os atrasos ou retardos, marcados pela letra D, simbolizam que os efeitos 
daquele fluxo não ocorrem. Depois que o aquecedor central aumentou a taxa de 
aquecimento, existe um intervalo de tempo até que esse fluxo seja alterado na sala. 
O conjunto de influências dos elementos do sistema formam ciclos. No caso 
acima, existem dois ciclos de balanceamento, que têm a característica de naturalmente 
evoluírem para atingir um determinado valor ou alvo, mesmo frente a perturbações. 
No exemplo acima, uma diminuição na temperatura externa aumentará a taxa 
de perda de calor, que por sua vez impactará na quantidade de energia na sala. Com 
menos energia na sala, a temperatura dessa cai, aumentando a diferença entre a 
temperatura real e a desejada. Com isso, a programação do equipamento cuidará de 
aumentar a taxa de calor fornecida, que depois de certo atraso, aumentará a taxa de 
recebimento de calor pela sala, impactando na quantidade de calor da sala que 
finalmente aumentará a temperatura da mesma.  
Essa seqüência se repetirá até que a temperatura da sala e a desejada estejam 
dentro dos limites de tolerância do equipamento. A Figura 2.17 mostra a resposta 
gráfica esperada para esse sistema frente a uma diminuição súbita na temperatura 
externa, se o atraso no fluxo de calor puder ser desprezado frente à velocidade dos 
outros fluxos. Nesse caso o sistema modelado é dito de primeira ordem. 
Caso o atraso no sistema de calor não possa ser desprezado, é esperado um 
comportamento oscilatório de aproximação ao valor-alvo, como pode ser observado na 
Figura 2.18. O sistema modelado com atraso é um sistema de segunda ordem, pois tem 
duas variáveis que representam acúmulo ou nível: a quantidade de energia na sala e o 
atraso no fluxo de calor. 
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Figura 2.17 – Resposta típica de um sistema modelado através de 
dinâmica de sistemas com auto-balanceamento. 
 
 
Figura 2.18 – Resposta típica de um sistema modelado através de 
dinâmica de sistemas com auto-balanceamento e atrasos. 
 
Em qualquer dos dois casos, observa-se que assim que ocorre o distúrbio, o 
sistema auto-balanceado volta, depois de certo tempo, a um determinado valor. Nesse 
caso, o valor é a temperatura escolhida no termostato. Um sistema auto-balanceado 
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deve conter no mínimo um ciclo do tipo - predominante sobre os outros. Todos os 
sistemas auto-balanceados tem a característica de tenderem a um valor-alvo. 
Nem sempre os ciclos são auto-balanceados. Eles podem ser retroalimentados. 
Nesse caso, tendem à fugir do equilíbrio e assumir valores cada vez maiores (ou 
menores). A Figura 2.19 mostra o outro tipo de representação em Dinâmica de 
Sistemas, que é o diagrama de fluxo. Nessa representação simplificada do capital 
investido sob uma taxa de juros, o ciclo é do tipo retroalimentado. Considera-se que não 
há retiradas no período. 
 
 
Figura 2.19 – Diagrama de fluxo de um sistema retroalimentado: capital investido no banco sob 
uma determinada taxa de juros. 
 
Nesse tipo de diagrama, equivalente e conversível no diagrama de influências, 
a convenção é a seguinte: 
• Os balões em forma de nuvem representam os limites do sistema, além dos 
quais, não se deseja modelar o comportamento; 
• O triângulo invertido representa uma válvula, que controla o fluxo para o estoque 
(representado pela seta larga); 
• A seta larga indica a direção do fluxo para dentro ou fora do estoque 
• As setas finas indicam fluxo de informação que pode influenciar outras variáveis. 
Essas são acompanhadas de sinais positivos ou negativos, que indicam a 
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natureza da influência que causam em outras variáveis: proporção direta ou 
inversa; 
• Os quadrados são os estoques (ou níveis), onde existem acúmulos criados pelos 
fluxos, os sinais indicam o tipo de influência: tendendo ao equilíbrio ou à 
retroalimentação; 
• Os textos indicam variáveis de entrada ou fatores de conversão. 
 
O diagrama pode ser interpretado da seguinte maneira, existe um fluxo físico 
(nesse caso, de capital) fluindo para o sistema. O fluxo é controlado pela válvula dos 
juros. O capital é acumulado no retângulo, onde existe o estoque. Nesse caso, a 
quantidade de capital acumulada no estoque interfere diretamente na válvula: quanto 
maior o capital no estoque, maior o fluxo de capital para dentro dele. A taxa de juros é 
constante e é inserida como um fator no modelo. 
A Figura 2.20 mostra o resultado esperado quando é aplicada uma taxa de 
juros de 15% ao período, por 24 períodos com um capital inicial de 10 unidades.  
 
 
Figura 2.20 – Evolução simulada através de dinâmica de sistemas para capital aplicado a uma 
determinada taxa de juros. 
 
Pode-se perceber que ao contrário dos sistemas auto-balanceados, os sistemas 
retroalimentados têm tendência a se desequilibrarem, atingindo valores extremos. 
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Entre alguns exemplos de sistemas retroalimentados estão: crescimento 
populacional, contaminações biológicas, reações em cadeia e cenários de explosão de 
combustível (Coyle, 1996; Forrester, 1969). 
 
2.9.2  Publicações em Dinâmica de Sistemas na literatura 
Na área de logística, o diagrama de influências ajuda a entender os fluxos de 
suprimentos e as demandas que ajustam o processo todo. As aplicações podem ser 
tanto a fim de simular o comportamento da cadeia de suprimento como Lai et al. (2003) 
que utilizaram Dinâmica de Sistemas em uma fábrica de artigos eletrônicos com o 
propósito de fornecer à alta administração uma ferramenta eficiente no auxílio à tomada 
de decisões, a  fim de se otimizar a cadeia. Ashayeri et al.(2006) usou um estudo na 
empresa LG para otimizar o desempenho da cadeia de suprimento usando Dinâmica de 
Sistemas para otimizar o plano de demanda. 
Como grande parte das empresas precisa voltar suas atenções para aos 
impactos ambientais que sua atividade traz, também é possível encontrar Dinâmica de 
Sistemas utilizada para modelar e mitigar os efeitos da atividade industrial sobre o meio 
ambiente. Regan et al.(2006) utilizaram o método como forma de enxergar os efeitos no 
longo prazo da interação entre os aspectos econômicos e ambientais na indústria de 
mineração. Anand et al. (2006) modelou um sistema para reduzir a emissão de gás 
carbônico na indústria de cimento da Índia. A preocupação com a gestão dos recursos 
hídricos também encontra em Dinâmica de Sistemas uma excelente forma de prever o 
comportamento de longo prazo da disponibilidade de água em uma região.  
Na área de administração a Dinâmica de Sistemas ajuda a simular e entender 
os efeitos de forças externas que impactam diretamente na empresa. Vuuren et 
al.(1999) criaram um modelo para entender as perspectivas da demanda de ferro e aço 
mundiais em longo prazo. Galanakis (2006) modelou uma proposta de estrutura, 
baseada em Dinâmica de Sistemas de como acontece e quais são os fatores que 
impactam na inovação em empresas e setores públicos. Entre as variáveis de sua 
análise estão a demanda por produtos, o ambiente da empresa, política de reaplicação 
dos lucros em pesquisa e desenvolvimento e o custo de patentes e licenças.
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Capítulo 3 
3 Materiais e Métodos 
 
 
 
 
 
Para atingir o objetivo proposto foram realizadas as seguintes etapas: 
 
Desenvolvimento do Sistema Operacional: Foram pesquisados na literatura 
os parâmetros usuais de projeto de tanques agitados para construir um sistema 
experimental que se adequasse a esses parâmetros. O sistema atende às 
características dos processo químicos: dados autocorrelacionados, operação em modo 
contínuo, sujeito a distúrbios frente à contaminações e efeitos de mistura e possui 
dimensões e parâmetros compatíveis com tanques reais. 
 
Coleta de Dados: O sistema experimental, que usa corante como traçador, foi 
acoplado em linha com um espectrofotômetro de leitura contínua para permitir uma 
freqüência de coleta de dados mais alta. Experimentos foram planejados de forma a 
atender os objetivos e  fornecer os dados necessários para a modelagem do sistema 
através de Dinâmica de Sistemas. 
 
Análise dos Dados: Os dados coletados foram analisados nas Cartas de 
Controle mais utilizadas na prática, a fim de analisar a capacidade de detecção e o 
comportamento específico frente a sistemas autocorrelacionados. Estudos adicionais 
como o comparativo com cartas EWMA e CUSUM e a relação das Cartas de Controle 
com controle automático de processo foram executados e analisados frente aos dados 
obtidos. Além disso, ferramentas que se adéquam à realidade de processos 
autocorrelacionados foram propostas. 
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Figura 3.2 – Representação Esquemática do Aparato experimental – Sistema de mistura. 
 
O sistema permite a mistura da solução de corante (com vazão controlada 
através da bomba peristáltica) com a água proveniente do barrilete, colocado em uma 
posição mais alta e com nível mantido constante através do sistema de vertedor. O 
corante utilizado foi do tipo alimentício, cor violeta (marca Glacial) e com pico de 
absorbância em 521 nm. 
A mistura foi feita no vaso agitado de vidro, com capacidade para até 10 litros. 
A potência no agitador foi ajustada para permitir regime turbulento no interior do 
mesmo. Na saída do vaso está acoplado um espectrofotômetro com leitura em modo 
contínuo. Os dados de leitura são processados e enviados para o computador, onde o 
tratamento dos dados é feito. 
Todas as soluções e inserções de corante foram calculadas para que caíssem 
dentro da faixa da curva de calibração, previamente obtida. Na região em que se 
trabalhou, a relação entre absorbância (UA) e a concentração de corante (volume 
corante/volume solução) é linear.  O intervalo de concentração no qual a relação linear 
é válida é entre 0,0002 e 0,002 (volume de corante/volume de solução). O coeficiente 
de correlação (R2) é de 0,999, o que, juntamente com a constatação gráfica do ajuste, 
indica que o modelo foi bem ajustado aos pontos experimentais. 
Nas tabelas a seguir estão as principais propriedades do sistema em questão. 
VasoEspectrofotômetro
Barrilete
Água
Solução
Corante
Bomba Peristáltica
Computador
Vertedor
Saída
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Tabela 3.1 - Propriedades da água utilizadas nos experimentos para cálculos. 
Propriedade Valor 
ρ 1000 g/m3
ν 1.10-6 m2/s 
 
Tabela 3.2 - Propriedades do sistema experimental. 
Propriedade Valor 
Vt 10 L 
Dh 5,5.10-2 m 
Dt 2,4.10-1 m 
Dp/Dt 0,2292 
Rmáx 2000 rpm 
h 7.10-2 m 
vH2Om 1,83.10-5 m3/s 
vtm 1,00.10-5 m3/s 
vcm 4,17.10-6 m3/s 
 
O sistema experimental foi construído de forma a atender a maior parte dos 
critérios estabelecidos na literatura para valores típicos de tanques agitados (Tabela 
3.3). 
 
Tabela 3.3 - Dados para sistemas reais (Perry, 1973; Levespiel, et al., 1970; Choi, et al., 2004; 
Lamberto, et al., 1999; Lima, et al., 2005; Arratia, et al., 2004). 
Propriedade Valores Recomendados 
Regime de operação para boas misturas Turbulento 
Local de injeção do traçador Garantir uniformidade na saída do tanque 
Re Turbulento: Re>10.000 
h Dt/4 
V/vazão 11 
Posição eixo vertical Descentralizado 
Rot 1150 a 2000 rpm 
ν máx 750 m
2/s 
Em que o número de Reynolds calculado para tanques agitados é dado pela 
seguinte equação (Perry, 1973). 
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YZ > [\]^_`a.bcd.ef
ν\]^_`a  Equação 3.1
 
A Tabela 3.4 mostra os conjuntos de dados utilizados nesse trabalho. 
Tabela 3.4 – Lista experimentos executados. 
 
 
Em todos os conjuntos, o intervalo entre duas leituras consecutivas de 
absorbância pelo espectrofotômetro foi de 2 segundos. Os experimentos estão 
dispostos em ordem cronológica. 
Como os estudos foram direcionados para determinar o comportamento geral 
do sistema de mistura, focando na aleatoriedade de comportamento nos experimentos 
Conjunto Descrição Vol(litros) Agitação
Inserção
perturbação
Duração 
perturbação
(s)
Valor 
estacionário
(UA)
1 Inserção de corante (contaminação) 4 Sim Pulso 2 0
2 Inserção de corante (contaminação) 4 Não Pulso 2 0
3 Inserção de corante (contaminação) 4 Sim Pulso 2 0
4 Inserção de corante (contaminação) 4 Não Pulso 2 0
5 Inserção de corante (contaminação) 4 Sim Degrau permanente 0
6 Inserção de corante (contaminação) 8 Sim Degrau permanente 0
7 Redução vazão de corante (mudança especificação) 4 Sim Degrau permanente 0,98
8 Redução concentração corante 4 Sim Degrau permanente 0,91
9 Inserção de corante (mudança especificação) 4 Sim Degrau permanente 0,48
10 Mudança de especificação de corante por 2 min 8 Sim Degrau 120 0,39
11 Mudança especificação corante 4 Sim Degrau permanente 0,48
12 Desvio Padrão 4 Sim - - 0,47
13 Mudança temporaria especificação corante 4 Sim Degrau 120 0,23
14 Mudança de especificação de corante 8 Sim Degrau 900 0,23
15 Desvio Padrão 8 Sim - - 0,47
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para enxergar o potencial das ferramentas, não foi aplicado o uso de replicatas. A única 
exceção foi para o conjunto número 9 (com sua replicata  conjunto 11) porque nesse 
caso, os dados foram usados para simular uma associação em paralelo dos tanques. 
Os primeiros seis conjuntos de dados foram realizados para analisar o 
comportamento de Cartas de Controle frente à situação de contaminação, que é 
caracterizada pelo aumento repentino e intenso da concentração de corante no tanque. 
Foram testadas as seguintes variantes: com e sem agitação, com saída na parte 
superior ou inferior do tanque, modo de inserção (pulso ou degrau) e volume do tanque 
(4 ou 8 litros).  Esses experimentos também serviram para conhecer melhor a dinâmica 
de mistura e resposta do sistema experimental. 
Os conjuntos de dados 12 e 15 foram executados de acordo com o 
procedimento usual em controle estatístico de processos, onde o primeiro passo é o 
levantamento (ou obtenção) de dados da variável controlada a fim de determinar o 
desvio padrão histórico do processo.  
Para avaliar o desvio do processo que tem uma média histórica de trabalho, os 
conjuntos 7 a 11, 13 e 14 foram estudados. Nesses conjuntos, o processo varia dentro 
dos limites de controle ao redor da média histórica (calculada a partir da concentração 
da solução de corante utilizada e a vazão de água para o processo) quando uma 
perturbação é aplicada. As seguintes perturbações foram testadas: 
• Redução da concentração da solução de corante sem correção (conjuntos 8, 9, 
11, e 14); 
• Mudança na especificação com correção (conjunto 10 e 13) para volumes de 
tanque diferentes; 
• Redução da vazão de corante (conjunto 7 ). 
 
3.2 Método de Análise dos Dados 
Os dados obtidos foram estudados com foco na qualidade do processo. Nesse 
âmbito, três aspectos técnicos puderam ser analisados: 
• Controle de qualidade de produtos; 
• Controle de variáveis críticas; 
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• Modelos dinâmicos para decisão operacional. 
A fim de analisar os dados obtidos, os seguintes passos foram seguidos: 
 
Sistema Experimental: 
Caracterização do sistema: foram analisados o tempo de residência do sistema, as não-
idealidades do sistema, a autocorrelação dos dados e o efeito da posição de saída do 
tanque. 
 
Controle de Qualidade de Produtos e de Variáveis:  
Cartas de Controle básicas aplicadas a processos químicos: Os dados experimentais 
foram submetidos à cartas usuais na indústria como Shewhart, I&MR e X -R. Foram 
estudados casos de um tanque simples e associação de tanques em série e paralelo. 
• Ajuste de dados do processo para agilizar a correção de perturbações: foi 
sugerida uma forma de utilizar dados provenientes do processo para agilizar a 
correção de perturbações, utilizando o tamanho da perturbação e a velocidade 
com que a variável controlada está se distanciando da média. 
• Comparação entre cartas: as cartas de Shewhart foram comparadas com as 
cartas EWMA e CUSUM para verificar a diferença de desempenho entre elas. 
• Simulação teórica e amostragem para Controle Estatístico de Processo: nessa 
seção foi estudado como a simulação pode auxiliar no processo de amostragem 
para Cartas de Controle. 
• Proposta de ferramenta: tendo em vista os resultados obtidos nas seções 
anteriores, uma ferramenta para auxiliar a detecção e dinamizar o processo de 
utilização de Cartas de Controle foi proposta. 
 
Modelos Dinâmicos para Decisão Operacional 
Para concluir os estudos feitos nesse trabalho, a Dinâmica de Sistemas foi 
apresentada como solução alternativa como ferramenta de instrução e melhoria de 
processo em nível operacional. 
Para analisar os tempos de detecção das Cartas de Controle, foi utilizada a 
fração do tempo de residência (T) transcorrida antes que a detecção acontecesse. A 
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razão de adotar essa variável é a possibilidade de expandir as análises realizadas 
nesse trabalho para sistemas com diferentes tempos de residência. 
Além disso, todos os tempos de detecção são acompanhados do número de 
pontos transcorridos entre a perturbação e a detecção pela carta. O objetivo de mostrar 
esse dado é poder extrapolar os dados obtidos para um sistema real, bastando, para 
isso, utilizar o intervalo de amostragem de um ponto a outro para o processo real, 
podendo avaliar assim, o impacto da utilização de cada tipo de Carta de Controle, suas 
vantagens e desvantagens. 
Para fazer a simulação numérica do sistema através de Dinâmica de Sistemas 
foi utilizado o software Vensim® 5.7.a. As Cartas de Controle foram construídas com o 
Software Minitab® versão 14 e versão 15. Os ajustes de curvas foram executados com 
o Software OriginPro® 8. 
61 
 
Capítulo 4 
4 Resultados e Discussões 
 
 
 
 
 
4.1 Caracterização do Sistema 
Apresentam-se a seguir, observações experimentais e cálculos com o objetivo 
de caracterizar o sistema estudado. A unidade utilizada para o estudo e comparação é 
a Unidade de Absorbância (UA). Todos os experimentos foram executados na faixa de 
valores de absorbância em que ela é linearmente proporcional à concentração de 
corante, de forma que a tradução visual nos gráficos entre absorbância e concentração 
pode ser feita. 
 
4.1.1 Cálculo de Desvio Padrão do Sistema 
A fim de se determinar o desvio padrão do sistema, foram realizados dois 
experimentos no qual o estado estacionário foi mantido durante 15 minutos (Conjuntos 
12 e 15). O desvio padrão calculado com os pontos das corridas foi de 0,0050 UA para 
o conjunto 12 e 0,0048 para o conjunto 15. 
Essa corrida equivale à fase I da implantação do CEP em um processo 
produtivo, no qual os dados são obtidos a fim de determinar o desvio padrão histórico 
em cima do qual as cartas serão projetadas (Montgomery, 2005). 
4.1.2 Tempo de Residência do Sistema 
O tempo de residência do sistema reflete diretamente na velocidade com que 
se perceberá qualquer mudança na saída do sistema. Os volumes utilizados foram 4 e 
8 litros. Em ambos os casos, a vazão de saída foi de 10 mL/s. 
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gh] > hiiiji > hii k Equação 4.1
gl] > liiiji > lii k Equação 4.2
 
Portanto, para os experimentos com tanque 4L, são necessários 400 segundos 
para que um volume equivalente à capacidade do tanque flua através do sistema. Para 
os experimentos com 8L, são necessários 800 segundos para que o equivalente a um 
volume do tanque passe pelo mesmo. Essa relação entre vazão e volume influencia 
diretamente na dinâmica de resposta do sistema. Constantes de tempo maiores trarão 
mudanças na variável saída mais lentas. Tempos de residência menores trarão 
respostas mais rápidas. Como a correlação entre o tempo de residência sistema e o 
tempo de resposta é direta, para efeito de estudo de rapidez de detecção e tempo de 
resposta, nesse trabalho foi adotada a seguinte variável adimensional. 
 m > fYZknakfog  Equação 4.3
Em que:  fYZknakfo - tempo decorrido entre o início do evento e a detecção do mesmo g  Tempo de residência do sistema 
 
Dessa forma, todas as observações e análises ficam em uma variável 
adimensional que pode ser calculada para cada sistema distinto. A variável T 
representa a fração do tempo de residência do sistema transcorrido entre dois eventos. 
 
4.1.3 Não Idealidades do Sistema Experimental 
Dependendo da geometria do tanque e das condições de agitação, o sistema 
pode apresentar regiões de estagnação e by-pass, podendo interferir no resultado 
observado no final do processo. 
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Observando a Figura 4.1, que mostra os dados do conjunto 1, pode-se verificar 
que o sistema aparentemente não contém regiões de estagnação ou de mistura 
imperfeita e nem by-pass para a saída posicionada no fundo do reator já que a 
resposta observada é típica de sistemas ideais perturbados em modo pulso. O tempo 
em que todo o corante injetado esvai é de aproximadamente 1600 segundos, ou quatro 
vezes o tempo de residência do tanque. 
 
 
Figura 4.1 – Dados mostrando a variação da absorbância no tanque agitado para o conjunto de 
dados n.1. 
 
4.1.4 Influência do Volume de Trabalho do Tanque 
A Figura 4.2 mostra a dinâmica de resposta, frente à mesma perturbação, para 
o volume de tanque 4 litros e 8 litros, respectivamente (conjuntos 5 e 6). 
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Figura 4.2 – Dados mostrando a comparação entre os conjuntos de dados n. 5 e 6: mesma 
perturbação aplicada a volumes de tanques diferentes. 
 
Pode-se observar que, frente a mesma perturbação, a dinâmica de resposta 
para o volume de 8 litros é mais lenta que para o volume de 4 litros. Enquanto que para 
o volume de 4 litros, o processo parece estabilizar-se por volta do ponto 800, para o 
volume maior, o processo não atinge o seu valor final antes do ponto 1500. O momento 
da perturbação foi alinhado no gráfico para coincidir para os dois conjuntos, de forma a 
permitir a comparação. 
 
4.1.5 Influência da Posição de Saída do Tanque 
As duas possíveis posições para saída do tanque foram testadas a fim de 
verificar se a dinâmica de resposta seria diferente. A Figura 4.3 mostra o gráfico de 
dispersão comparando a resposta dos conjuntos 1 e 3  agitados, com perturbação em 
modo pulso.  As seqüências foram inseridas no gráfico com um intervalo de 28 pontos 
de modo a facilitar a visualização do comportamento das mesmas. Pode-se perceber 
que as duas configurações apresentaram comportamento semelhante. No entanto, para 
a saída na região superior, a concentração máxima foi aproximadamente o dobro da 
observada para a saída na região inferior.  
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Para os casos dos tanques sem agitação, situação semelhante foi observada. 
Observando a Figura 4.4, pode-se verificar que, a despeito de os sistemas sem 
agitação demorarem mais para responderem à uma contaminação, quando a saída do 
tanque foi posicionada na posição superior, o pico de concentração foi muito maior do 
que para o caso em que a saída foi posicionada embaixo. Nessa figura também existe o 
espaço de 28 pontos entre as duas seqüências para facilitar a visualização. 
Pode-se perceber que a dispersão dos efeitos da contaminação tem 
comportamento semelhante nos dois casos. Essa cauda no gráfico, resultante do 
processo de transferência de massa no tanque é típica de sistemas 
autocorrelacionados. 
 
Figura 4.3 - Comparação entre o comportamento com saída no topo e fundo para os conjuntos n. 1 
e n. 3: sistemas com agitação. 
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Figura 4.4 - Comparação entre o comportamento com saída no topo e fundo para os conjuntos n. 2 
e n. 4: sistema sem agitação. 
 
4.1.6 Autocorrelação no Sistema Estudado e Seus Efeitos 
Conforme mencionado na seção anterior, a cauda observada frente à 
perturbação em modo pulso é típica de processos autocorrelacionados. Para comprovar 
a autocorrelação dos dados provenientes do sistema, a Figura 4.5 mostra o gráfico em 
que no eixo das ordenadas estão representados os pontos de absorbância obtidos no 
conjunto de dados 3 e no eixo das abscissas, os mesmos pontos, deslocados em uma 
posição no tempo para frente. 
Pode-se perceber claramente a correlação entre os pontos obtidos e os seus 
antecessores imediatos, mostrando que o processo é autocorrelacionado. Os pontos 
que não estão alinhados com os outros são os cinco pontos obtidos no momento em 
que há uma variação muito grande na concentração de saída do reator. 
A Figura 4.6 mostra o mesmo gráfico para os dados do conjunto 5. Como a 
perturbação foi feita em modo degrau, e com amplitude menor, não há pontos que 
destoem do comportamento geral, mostrando que esses pontos também são 
autocorrelacionados. 
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Figura 4.5 – Diagrama de dispersão para demonstrar a autocorrelação 
nos dados do conjunto de dados n. 3. 
 
 
Figura 4.6 – Diagrama de dispersão demonstrando autocorrelação para 
os dados do conjunto de dados n. 5. 
 
Com o fenômeno da autocorrelação é esperado que o sistema mude em 
tendências longas ao invés de oscilar com pontos independentes entre si. As 
perturbações podem demorar para afetar o conjunto de dados, da mesma forma que 
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correções no processo tendem a levar um certo tempo antes de levarem o processo 
novamente ao controle estatístico.  
Outro fenômeno presente no sistema é o atraso na resposta ou delay: 
qualquer mudança no processo tende a demorar certo tempo antes de se manifestar na 
saída do processo. A existência desses dois fenômenos faz com que detectar se uma 
determinada causa especial foi eliminada ou continua presente no sistema após uma 
ação corretiva seja mais complexa, visto que nem a reação do sistema nem a evolução 
da resposta introduzida no sistema (observada graficamente) são imediatas. 
 
4.2 Controle de Qualidade de Produtos e de Variáveis Críticas do Processo 
Os resultados e análises dessa seção mostram o impacto que a utilização de 
Cartas de Controle comuns tem em um processo autocorrelacionado. É mostrado o 
efeito das regras de sensibilidade e das cartas avançadas EWMA e CUSUM no 
processo estudado. Além disso, uma ferramenta para estimar o tamanho da 
perturbação frente a qual o processo está sendo submetido é proposta como meio de 
mitigar o impacto financeiro que a saída do controle estatístico pode causar ao 
processo. 
 
4.2.1 Utilização de Dados Históricos no Projeto de Cartas de Controle 
A utilização de Cartas de Controle sem o conhecimento do desvio padrão e 
média histórico pode impossibilitar a utilização da Carta de Controle para detecção de 
causas especiais. A Carta de Controle de Shewhart será utilizada para detectar a 
presença de uma contaminação para o conjunto 1.  
A contaminação aplicada aumentará o valor da absorbância da corrente de 
saída do tanque agitado. Considerar-se-á que a média do processo é zero (processo 
não contaminado) e o desvio padrão histórico, no valor de 0,005 UA (calculado com o 
conjunto 12 - desvio padrão). A carta aplicada com esses parâmetros encontra-se na 
Figura 4.7. 
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Figura 4.7 - Carta de valores individuais para o conjunto n. 1 com 
utilização de dados históricos. 
 
Figura 4.8 – Carta de valores individuais para o conjunto n. 1 sem a 
utilização de dados históricos. 
 
Pode-se perceber que a detecção da causa especial ocorreu no oitavo ponto 
transcorrido após a perturbação. Em termos adimensionais, T=0,0375.  
Utilizar a Carta de Controle usando a média e o desvio padrão calculados 
diretamente a partir dos pontos presentes na carta pode não levar ao valor prático da 
 
28252219161311852
1,50
1,25
1,00
0,75
0,50
0,25
0,00
Pontos
A
bs
 (
UA
)
_
X=0
UCL=0,15
LCL=-0,15
Perturbação Detecção
 
28252219161310741
1,4
1,2
1,0
0,8
0,6
0,4
0,2
0,0
Pontos
A
bs
 (
UA
)
_
X=0,865
UCL=1,028
LCL=0,701
70 
 
aplicação de Cartas de Controle. A ausência de dados históricos do processo pode 
inviabilizar o projeto da Carta de Controle, como pode ser observado na Figura 4.8, 
onde os limites de controle e média foram calculados com os valores presentes na 
carta. Apesar de mostrar um caso extremo, a figura serve para demonstrar o impacto da 
falta de dados históricos no projeto de uma Carta de Controle. 
 
4.2.2 Cartas de Controle para Valores Individuais Aplicadas a Processos 
Essa seção tem como objetivo mostrar o impacto de diferentes perturbações na 
velocidade de detecção das causas especiais. 
A Figura 4.9 mostra a Carta de Controle para o conjunto 7. O processo estável 
é submetido à uma redução de 10 para 9 ml/min em vc quando a corrida está em 300 
segundos. A média histórica do processo é 0,98 UA. O desvio padrão é de 0,005 UA. 
 
 
Figura 4.9 - Carta de Controle para valores individuais identificando o tempo decorrido entre a 
perturbação e detecção para o conjunto n. 7. 
 
A figura acima serve para mostrar que a Carta de Controle de Shewhart, 
mesmo para dados autocorrelacionados, serve para diferenciar causas especiais das 
causas comuns. Sem os limites de controle, a oscilação natural do processo ao redor 
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da média (antes da perturbação) poderia ser entendida como causa especial e, nesse 
caso, correções desnecessárias seriam colocadas no sistema causando um aumento 
da variabilidade do processo. 
Para essa corrida, a detecção da mudança aconteceu após 48 pontos de 
amostragem, o equivalente a T=0,24. Um novo patamar foi atingido com T=0,30. 
Considerando que o sistema reage lentamente, a correção da vazão no momento da 
detecção não impediria o sistema de flutuar fora da zona de controle por alguns 
minutos. Para o caso acima, a perturbação no sistema foi da ordem de 14 vezes o 
desvio padrão histórico.  
Para casos em que a perturbação no sistema é de ordem maior, a resposta da 
carta (e a própria resposta da variável monitorada) fica mais ágil. As figuras abaixo 
mostram as Cartas de Controle para mudanças permanentes na concentração do 
corante (Cc). A Figura 4.10 mostra a carta para um sistema em que a concentração de 
corante sofre uma mudança brusca de 0,14 para 0,07 (conjunto 8). A média histórica 
para esse sistema é de 0,91 UA. 
 
 
Figura 4.10 - Carta de Controle de valores individuais mostrando o intervalo entre a perturbação e 
detecção para o conjunto n. 8. 
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Os primeiros pontos da seqüência são os pontos provenientes do sistema em 
estado estacionário. Sendo assim, as primeiras gotas de solução com a concentração 
diferente chegaram ao tanque no ponto 35. A detecção aconteceu 6 pontos depois, no 
ponto 41, depois de transcorridos T=0,03.  
Para esse caso pode-se perceber que a Carta de Controle apontou a existência 
de causa especial com agilidade. Isso pode ser justificado pelo fato de que a 
perturbação aplicada teve amplitude grande: a concentração caiu pela metade, o que 
equivale a uma mudança de 0,455 UA na escala desse gráfico (os pontos do final da 
corrida foram retirados para não prejudicar a visualização do gráfico). Considerando 
que o desvio padrão do sistema é de 0,005 UA, a mudança equivale a 91 desvios 
padrões do processo, enquanto que a carta aponta como fora de controle qualquer 
ponto que flutue fora de 3 desvios padrões. 
A Figura 4.11 mostra a situação em que uma perturbação de menor amplitude 
foi aplicada. Uma mudança de 48 vezes o desvio padrão foi aplicada para o processo 
com média histórica de 0,48 UA (conjunto 9). 
 
 
Figura 4.11 - Carta de Controle para valores individuais para o conjunto de dados n. 9. 
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que para o caso anterior. A resposta do sistema possibilita que a correção do processo 
seja feita em um intervalo menor do que o tempo que o processo demora para reagir. 
No conjunto 10, a mesma magnitude de perturbação foi aplicada ao sistema, só 
que para um volume maior, de 8 litros. Além disso, para representar uma situação mais 
típica em um processo produtivo, o processo é corrigido assim que as causas especiais 
são percebidas. Na Figura 4.12 é possível perceber que estão assinalados os 
momentos de perturbação, detecção pela carta e o momento em que, no experimento, 
foi corrigida a causa especial. A perturbação dura 2 minutos (0,3 do tempo de 
residência). 
 
 
Figura 4.12 - Carta de Controle de valores individuais para o conjunto de dados n. 10. 
 
A carta detectou a causa especial depois de transcorridos 50 pontos ou T= 
0,125 do tempo de residência do sistema (contra T=0,07 do sistema de 4L). A correção 
aconteceu no ponto 71. Percebe-se que mesmo depois da correção da causa especial 
(concentração de corante baixa) o sistema ainda oscila e tende para valores mais 
baixos antes de retomar a sua trajetória rumo à zona de controle.  
Essa resposta demorada pode prejudicar a ação dos controladores do processo 
que, levados pela tendência da carta, podem superestimar o tamanho da correção 
necessária (nesse caso, elevando a concentração de entrada do corante mais do que o 
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necessário) o que fatalmente levará a uma nova zona fora de controle (dessa vez na 
parte superior) introduzindo ao processo, uma variabilidade desnecessária e por 
intervalos de tempo longos. 
Percebe-se que as características do sistema atrapalham a visualização da 
tendência do processo, já que os dados são autocorrelacionados e apresentam atraso 
na resposta à perturbações. Por esse motivo, não fica claro com a aplicação das Cartas 
de Controle para valores individuais, se o sistema tende a voltar ao estado desejado, se 
as correções efetuadas são adequadas ou ainda, se é necessário intervir de maneira 
mais acentuada para o sistema voltar ao controle estatístico. 
 
4.2.3 Estimativa da Magnitude da Perturbação Afetando o Processo 
O aumento do T para a detecção aumenta com a diminuição da amplitude da 
perturbação, o que mostra que a detecção da causa especial não depende somente da 
carta utilizada ou das características do sistema, mas também da amplitude da 
perturbação. 
A Tabela 4.1 mostra a comparação entre o tempo adimensional transcorrido 
para a detecção e a amplitude da perturbação. 
 
Tabela 4.1 - Comparação entre T para a detecção e a amplitude da perturbação para diversos 
conjuntos de dados. 
Conjunto 
A 
(em número de desvio padrão 
histórico) 
V (l)  T  p` 
7  14  4 0,24 48 
8  91  4 0,03 6 
9  48  4 0,07 7 
13  7  4 1,09 92 
10  48  8 0,26 50 
 
Apesar de terem sofrido a mesma magnitude de perturbação, as respostas para 
os conjuntos 9 e 10 foram diferentes porque o conjunto 10 foi executado com o volume 
de 8 litros no tanque enquanto que o conjunto 9 foi executado com 4 litros no tanque. 
Pode-se perceber que houve uma grande diferença entre as detecções para os dois 
conjuntos, devido à dinâmica mais lenta do experimento com volume maior no tanque. 
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Para os experimentos executados com volume de 4 litros, é possível criar um 
índice para a gravidade da saída do controle estatístico. Basicamente, quanto maior a 
magnitude da perturbação, maior será a tendência dos pontos se distanciarem da 
média histórica do processo. Em outras palavras, a velocidade com que a Absorbância 
lida na saída do processo evoluirá para cada vez mais longe da média do processo será 
maior, quanto maior for o distúrbio aplicado (Figura 4.13). 
 
 
Figura 4.13 - Gráfico de dispersão para a magnitude da perturbação vs a velocidade de mudança 
na absorbância lida no espectrofotômetro após a saída do controle estatístico. 
 
Dessa forma, mesmo que para magnitudes maiores, a detecção aconteça mais 
rapidamente usando a carta de Shewhart, mais rápida tem que ser a correção no 
processo para evitar prejuízos ao processo produtivo, já que perturbações maiores 
tendem a levar a média do processo rapidamente para patamares diferentes dos 
historicamente observados. 
Sendo assim, pelo simples cálculo desse índice no momento em que o 
processo sai do controle estatístico, é possível ter uma aproximação da perturbação 
que o processo está enfrentando. Novos pontos podem ser medidos e colocados na 
carta para enriquecer o modelo. Somente a experiência adquirida ao longo do tempo e 
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com a coleta de pontos será possível enriquecer esse modelo de predição e interpolar 
pontos com maior precisão de forma a fazer um melhor uso dessa ferramenta. 
Com a aplicação dessa ferramenta é possível mitigar o efeito que processos 
com dados autocorrelacionados apresentam: é difícil detectar com agilidade quando a 
causa especial que está afetando o processo ainda está agindo (ou deixou de agir 
sobre o processo) e qual o tamanho da correção necessária (já que o processo tende a 
oscilar em grandes tendências), pois é possível aproximar a magnitude da perturbação 
afetando o processo. 
 
 
4.2.4 Cartas I&MR 
Outra associação comumente usada para detectar causas especiais é associar 
o uso de Cartas de Controle para valores individuais com a carta de intervalo móvel. 
Dessa forma é esperado que caso haja uma diferença grande entre dois pontos da 
seqüência, a carta de intervalos móveis acuse causa especial. 
A Figura 4.14 mostra a carta I&MR para os dados do conjunto 1. 
 
 
Figura 4.14 - Carta I&MR para o conjunto n.1. 
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A vantagem dessa carta é poder visualizar concomitantemente a evolução das 
observações individuais e a evolução dos intervalos móveis, ou a variação que ocorreu 
entre o ponto imediatamente anterior e o atual. 
Pode-se observar que essa carta pode dar um direcionamento a respeito da 
natureza da perturbação. Enquanto os pontos individuais saem dos limites de controle e 
permanecem fora dessa região, os pontos na carta de intervalo móvel retornam à região 
do controle estatístico alguns pontos após a perturbação ter sido detectada. 
Percebe-se também que depois que os pontos da carta MR retornam à zona de 
controle estatístico, eles tendem a permanecer nelas, sem apontar quaisquer outras 
causas especiais. Isso aconteceu porque a contaminação ocorreu em modo pulso. 
A Figura 4.15 mostra a carta I&MR para os dados do conjunto 5, onde houve 
uma perturbação em modo degrau. Percebe-se que o gráfico MR não apontou nenhum 
ponto fora da zona de controle, mas não parece apresentar comportamento aleatório. 
Esse comportamento atípico do gráfico MR ao longo de todos os pontos é um indício de 
que a causa especial não é pontual e sim persistente com o passar do tempo. 
 
 
Figura 4.15 -  Carta de I&MR para perturbação em modo degrau (conjunto de dados n.5). 
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Por essas Cartas de Controle é possível concluir que a carta I&MR pode auxiliar 
a detecção de causas especiais dando indícios do tipo de perturbação atuante no 
sistema. 
Como os dados são autocorrelacionados, seria de se esperar que a carta não 
apresentasse grandes desvios no intervalo móvel já que a variável monitorada muda de 
valor vagarosamente. Por isso, essa característica pode ser observada no caso 
particular em que a amplitude da perturbação aplicada é grande, como no caso da 
contaminação. 
O conjunto 13, observado na Figura 4.16, é um conjunto em que a amplitude da 
perturbação aplicada em modo degrau, foi menor. A perturbação na concentração de 
corante ocorreu por 2 minutos (Duração de T=0,3).  
 
 
Figura 4.16 - Carta I&MR para o conjunto 13. 
 
Pode-se perceber que, ao contrário dos dois conjuntos anteriores, a carta MR 
não serviu para indicar a natureza da perturbação e nem apontou a existência de causa 
especial. A disposição dos pontos não se modificou desde a perturbação até o final da 
corrida. 
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4.2.5 Regras de Aumento de Sensibilidade 
A Figura 4.17 mostra a aplicação das regras de sensibilidade ao conjunto de 
dados 13. Os pontos mais claros representam pontos que foram classificados em algum 
desses critérios. Os pontos mais escuros (somente os primeiros da seqüência) são 
pontos que passaram pelas regras de aumento de sensibilidade. 
 
 
Figura 4.17 – Resultado das regras de sensibilidade aplicadas à cartas de Shewhart para o 
conjunto n. 13. 
 
O eixo das abscissas da Carta de Controle foi dividido em duas partes para 
facilitar a visualização, sendo os primeiros 280 pontos do gráfico dispostos na parte 
superior e os 280 pontos restantes, na parte inferior. 
Pode-se observar que quase todos os pontos reprovaram em algum teste 
(pontos reprovados ficam em cor mais clara). 
A lista das regras aplicadas foram: 
II - Nove pontos seguidos do mesmo lado da linha central; 
III - Seis pontos seguidos, todos subindo ou descendo; 
IV - Quatorze pontos alternando-se seguidamente para cima e para baixo; 
V - Dois de três pontos seguidos distantes mais que dois desvios padrões da 
média, do mesmo lado da linha central; 
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VI - Quatro de cinco pontos seguidos distantes mais que um desvio padrão da 
média, do mesmo lado da linha central; 
VII - Quinze pontos seguidos distantes até 1 desvio padrão da média, em 
qualquer lado da linha central; 
VIII - Oito pontos seguidos distantes mais de um desvio padrão da média em 
qualquer lado da linha central. 
Com exceção dos primeiros pontos da seqüência, os pontos da região 1 
(pontos 0 a 214) reprovaram nos testes II e VII. A maior parte dos pontos da região 2 
(pontos 215 a 500) reprovaram nos testes I,II, III,V, VI e VIII. Os pontos da região 3 
(pontos 500 a 720) reprovaram nos testes II, VI e VIII. 
Como os dados são provenientes de um sistema autocorrelacionado, seria de 
esperar que os pontos reprovassem nos testes, já que eles têm como critério reprovar 
pontos que apresentem tendência semelhante (e que contrariem a aleatoriedade 
esperada em dados provenientes de um processo discreto sob controle estatístico). 
Como nos dados de processos autocorrelacionados tais relações sempre 
existirão, sem que exista necessariamente causa especial, as regras de sensibilidade 
não se aplicam de forma prática. A utilização de tais regras em dados 
autocorrelacionados introduzirão um grande número de alarmes falsos. 
 
4.2.6 Cartas para Médias e Associação de Tanques/Reatores em Paralelo 
Para analisar a eficácia de uma carta qr-R para associação de tanques em 
paralelo, dois conjuntos de dados foram utilizados: o conjunto 9 e o conjunto 11, já que 
ambos representam o mesmo sistema experimental sujeito à mesma perturbação. Esse 
caso representa uma situação em que a perturbação atingiu os dois tanques ao mesmo 
tempo. 
Para adequar essa situação, a seqüência de dados foi sincronizada para que o 
momento do distúrbio coincidisse em ambas. A Figura 4.18 mostra o gráfico de 
dispersão para os dois conjuntos. A carta qr R para esses conjuntos encontra-se na 
Figura 4.19. 
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Figura 4.18 – Gráfico de dispersão para dados dos tanques agitados utilizados em paralelo. 
 
 
Figura 4.19 - Carta !s-R  para a associação em paralelo de tanques agitados. 
 
Cada ponto da carta para médias equivale à média entre os valores individuais 
de cada uma das seqüências. O intervalo móvel amostral corresponde à maior 
diferença encontrada dentro de cada subgrupo (nesse caso, como são duas 
seqüências, cada subgrupo é composto de dois pontos, que foram coletados no mesmo 
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tempo, cada um proveniente de uma seqüência). Para o gráfico acima, o intervalo é a 
diferença entre os dois pontos de cada subgrupo.  
Tanto na carta para médias como para intervalos, a detecção ocorreu 0,02 após 
o distúrbio, contra 0,07 que demorou a carta para valores individuais, com um só 
tanque. Isso acontece porque os limites de controle para a carta qr padrão, com o 
mesmo desvio padrão histórico são mais estreitos do que para a carta de valores 
individuais.  
Observando a carta de intervalo móvel, percebe-se que a detecção da causa 
especial foi mais lenta do que na carta para médias. Usando somente a carta de 
intervalo móvel, a detecção aconteceu após 7 pontos, contra 4 pontos da carta para 
médias. 
Outro fator que contribuiu para a detecção mais rápida da causa especial foi o 
fato de que ambas as seqüências sofreram distúrbios, o que amplifica a velocidade com 
que a seqüência de médias se move. Como a carta para intervalos nesse caso mostra a 
diferença entre os pontos dentro de um mesmo subgrupo, se o experimento seguisse 
todas as condições de idealidade, não seria detectado nenhum ponto fora da curva 
(pois se assim fosse, as duas curvas seriam idênticas e, por conseguinte, o intervalo, 
sempre nulo).  
Essa característica da carta MR é particularmente útil se o fato de os dois 
sistemas apresentarem comportamentos diferentes frente ao mesmo distúrbio for uma 
causa especial que se deseja detectar.  
O caso em que apenas uma seqüência sofre distúrbio também foi testado e 
pode ser observado na Figura 4.20. A carta qr-R para essa seqüência tem 
comportamento diferente, como mostra a Figura 4.21. 
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Figura 4.20 -  Diagrama de dispersão para associação em paralelo. Somente um tanque sendo 
perturbado. 
 
 
Figura 4.21 - Carta de controle para médias, com apenas um tanque sendo perturbado. 
 
A detecção pela carta para médias ocorreu no ponto 187, ou seja, 157 pontos 
após o distúrbio ter ocorrido em um dos tanques em paralelo. Isso equivale a um atraso 
de 0,785. Pela carta de intervalos móveis, a detecção ocorreu no ponto 201, ou então 
depois de transcorridos 1,005 do tempo de residência ou 171 pontos de amostragem. 
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Como a carta de intervalos móveis para médias mostra a maior diferença entre os 
pontos de um subgrupo, ela pode ajudar a detectar se a perturbação que ocorreu afetou 
apenas um dos tanques, pois nesse caso o intervalo móvel tende a crescer 
monotonicamente até que a causa especial seja removida ou que o novo estado seja 
atingido. 
Na associação paralela de tanques agitados pode-se concluir que a carta para 
médias detecta a causa especial com agilidade diretamente proporcional à amplitude da 
perturbação. As cartas para intervalos ajudam a detectar se a perturbação ocorre em 
todos os tanques ou em tanques específicos do sistema. 
Na associação em paralelo de tanques, quando o distúrbio acontece em um 
tanque específico, a detecção sofre um atraso muito grande. No caso estudado, o 
atraso foi de 314 segundos entre a perturbação e a detecção. Esse mesmo fenômeno 
de atraso pode atrapalhar na eliminação de causa especial já que qualquer correção 
aplicada ao sistema deve experimentar um atraso similar para aparecer na Carta de 
Controle. 
 
4.2.7 Comparação de Desempenho entre Cartas de Shewhart, EWMA e CUSUM 
Duas cartas que podem ser usadas como alternativa às cartas de Shewhart são 
as cartas EWMA e CUSUM. Essa seção apresenta a diferença de desempenho 
encontrada entre as três cartas e quais são as observações práticas quanto à 
variabilidade natural do sistema e o emprego das Cartas de Controle. 
Para o conjunto 14, onde uma perturbação equivalente a 26 vezes o desvio 
padrão foi aplicada, a carta de Shewhart pode ser observada na Figura 4.22. 
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Figura 4.22 - Carta de Shewhart para o conjunto n. 14. 
 
Pode-se perceber que a detecção demorou 21 pontos amostrais (o equivalente 
a um tempo adimensional de 0,105).  As Figura 4.23 e Figura 4.24 mostram as cartas 
EWMA (l=0,4) e CUSUM para o conjunto 14 respectivamente. 
 
 
Figura 4.23 - Carta EWMA com l=0,04 para o conjunto n. 14. 
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Figura 4.24 - Carta CUSUM com parâmetros padrão para o conjunto n. 14. 
 
É possível observar que tanto a carta EWMA como a carta CUSUM foram 
capazes de detectar a causa especial mais cedo, demorando 14 pontos para a EWMA e 
12 pontos a CUSUM (0,07 e 0,065 do tempo especial, respectivamente). Isso se deve 
ao fato de que essas cartas são mais sensíveis à variação do processo, acusando uma 
causa especial antes que os dados excedam os limites tradicionais da carta de 
Shewhart. A Tabela 4.2 mostra a comparação entre o número de pontos transcorridos 
entre a perturbação e a detecção por cada uma das cartas. 
Tabela 4.2 – Resumo dos resultados de detecção das cartas de Shewhart, EWMA e CUSUM. 
Conjunto A  p` Shewhart p` EWMA (l=0,2) p` EWMA (l=0,4) p` EWMA (l=0,6) p` EWMA (l=0,8) p` CUSUM 
13 7 X 92 87 87 89 90 87 
7 14 X 48 - - - 48 - 
14 26 X 21 9 14 17 19 12 
9 48 X 7 - 4 5 6 - 
8 91 X 6 - 5 5 6 - 
10 48 X (tanque 8L) 50 41 41 49 49 41 
 
Esta tabela mostra os resultados obtidos para os seis conjuntos onde foi 
possível aplicar os três tipos de cartas. A comparação de resultados é uma mera 
indicação de tendências e do comportamento geral das cartas frente a dados 
autocorrelacionados. Para os casos em que os pontos até a detecção são próximos, 
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não é possível atestar diferença estatística, uma vez que replicatas não foram 
realizadas. 
Os campos preenchidos com - foram situações em que houve alarmes falsos, 
mascarando a detecção. Observando os dados da tabela é possível concluir que as 
cartas EWMA e CUSUM de maneira geral, conseguem detectar com maior rapidez a 
ocorrência de causas especiais, chegando a ser, em alguns casos, 12 pontos mais 
rápida que as cartas de Shewhart. 
Foi possível concluir também que a existência de ruídos e oscilações dentro 
dos limites de controle pode prejudicar a detecção de causas especiais pela ocorrência 
de alarmes falsos. Como as cartas EWMA e CUSUM possuem uma sensibilidade 
maior, existe um risco maior de alarmes falsos na aplicação delas.  
Além disso, o fato dos dados serem autocorrelacionados contribui para que as 
funções soma da EWMA e a função cumulativa da CUSUM progridam mais 
rapidamente em direção aos limites de controle do que progrediriam dados não 
autocorrelacionados. 
O fator l das cartas EWMA foi ajustado em cinco diferentes valores para 
mostrar como a eficiência dessa carta pode variar com o aumento do fator.  Pode-se 
observar que a medida que a sensibilidade da carta EWMA diminui (aumentando l), os 
alarmes falsos diminuem.  
Em contrapartida, aumentado o fator l, o tempo de detecção aumenta, 
chegando bem próximo dos valores para a carta de Shewhart  esse ajuste pode ser 
necessário caso a variabilidade da variável monitorada seja grande  equivalente a 
alguns múltiplos do desvio padrão histórico do processo. 
 
4.2.8 Dinâmica de Resposta do Sistema e Amplitude de Perturbação 
Um dos maiores problemas no controle estatístico de processo, quando a 
variável sai do controle, é determinar qual foi a intensidade da causa especial que tirou 
a variável da zona de controle estatístico e qual a intensidade necessária da correção. 
A Figura 4.25 mostra a correlação entre o número de pontos decorridos entre a 
perturbação e a detecção pela Carta de Controle versus a amplitude da perturbação. 
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Figura 4.25 – Gráfico de dispersão e ajuste de modelo exponencial para a correlação pontos até a 
detecção versus amplitude da perturbação. 
 
O intervalo de coleta entre os pontos foi constante em todos os casos e a 
amplitude da perturbação é medida em número de desvio padrões. É possível perceber 
nitidamente que as duas variáveis estão correlacionadas e que o ajuste exponencial foi 
adequado. A equação para o modelo ajustado encontra-se na Equação 4.4. 
 pt > uPv,wjhxi,jivyz{,hi|}ji~h}ywQ Equação 4.4
 
Dessa forma, ajustando-se os pontos até a detecção e amplitude é possível ter 
uma aproximação do tempo de resposta entre a perturbação e a detecção de acordo 
com a amplitude da perturbação. Percebe-se que para amplitudes baixas (menores do 
que 10x o desvio padrão) o tempo de resposta torna-se muito longo. Se o processo está 
sujeito a perturbações de menor amplitude, justifica-se o uso de Cartas de Controle 
mais sensíveis como CUSUM e EWMA para acelerar o processo de detecção.  
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Esses métodos não são necessários caso a amplitude das perturbações 
esperadas sejam maiores, já que para esses casos, a maior eficiência na detecção das 
cartas EWMA e CUSUM não é destacada. 
A Figura 4.26 mostra o gráfico comparando a carta EWMA com a carta de 
Shewhart.  
 
 
Figura 4.26 – Gráfico de dispersão para a comparação entre o número de pontos até a detecção da 
carta EWMA e da carta de Shewhart. 
 
Na figura acima é possível observar que a carta EWMA é mais ágil na detecção 
na maioria dos casos. É possível perceber que a partir da amplitude 50, os pontos já 
estão muito próximos, indicando que o desempenho das duas cartas é semelhante. 
A partir do conhecimento histórico acerca do processo, pode-se optar por 
utilizar a carta de Shewhart ou uma carta EWMA, se for sabido quais causas especiais 
e que tamanho de amplitude pode-se esperar para a variável controlada.  
Em amplitudes menores de perturbação, a diferença pode chegar a 12 pontos 
de amostragem (conforme seção anterior) o que evidencia a vantagem desses métodos 
mais avançados frente à carta de Shewhart. 
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4.2.9 Observações sobre Utilização das Cartas em Processos Autocorrelacionados 
Abaixo estão as principais observações e conclusões desta seção. 
• A utilização de Cartas de Controle requer dados históricos para determinar os 
seus parâmetros; 
• A velocidade de detecção depende diretamente da amplitude da perturbação; 
• Uma vez que o processo tenha saído de controle, há a tendência de ele flutuar 
fora dessa zona por certo tempo, mesmo que haja correção na causa especial; 
• Não é possível usar a carta de Shewhart para prever a natureza da perturbação 
nem verificar se a correção aplicada trará o sistema de volta à zona de controle; 
• Os estudos acerca da velocidade com que a variável se distancia da média do 
processo quando este sai do controle estatístico pode ser usado para estimar o 
tamanho da perturbação aplicada ao processo, auxiliando assim o processo de 
correção, tanto em função do tempo quanto em função da amplitude da correção 
a ser aplicada. 
• Cartas MR quando usadas em conjunto com cartas para valores individuais 
podem dar um indício da natureza da perturbação. Cartas MR usadas junto com 
cartas para médias ajudam a identificar se a perturbação está ocorrendo em 
todas as linhas ou de forma isolada; 
• Regras de sensibilidade não são úteis para dados autocorrelacionados e podem 
induzir a alarmes falsos; 
• Quando valores individuais são agrupados e graficados em uma Carta de 
Controle para médias, não houve ganho na rapidez de detecção; 
• Cartas CUSUM e EWMA são mais rápidas ao detectar causas especiais do que 
a carta de Shewhart, mas estão sujeitas a alarmes falsos em cenários com 
ruídos constantes ou maior variabilidade; 
• Com a informação do número de pontos até a detecção e a amplitude da 
perturbação é possível interpolar e estimar o tempo de resposta para o sistema. 
Utilizando o conhecimento acerca do processo é possível determinar se a carta 
de Shewhart pode ser usada ou se uma carta mais sensível se faz necessária. 
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• Ao optar pela utilização de carta de Shewhart, EWMA ou CUSUM para monitorar 
o processo, deve-se levar em conta as seguintes variáveis: amplitude esperada 
da perturbação, rapidez necessária para a detecção, variabilidade do processo 
quando sujeito somente à causas comuns. 
 
4.3 Simulação Teórica, Parâmetros de Cartas de Controle e Carta para 
Coeficientes Angulares 
O objetivo dessa seção é verificar como a simulação teórica do modelo ideal de 
tanque agitado pode ajudar na definição de amostragem para a Carta de Controle. 
Para o modelo teórico de tanque agitado (um tanque único, com dinâmica de 
primeira ordem), foram testados diversos tempos de residência para avaliar a agilidade 
na resposta do sistema e na conseqüente detecção pelas Cartas de Controle. O 
resultado pode ser observado na Figura 4.27. 
 
 
Figura 4.27 – Comportamento simulado de sistemas com diferentes 
tempos de residência, frente a mesma perturbação degrau aplicada no 
instante zero. 
 
Para ilustrar melhor o efeito do tempo de residência do sistema sobre a 
detecção, a situação de contaminação foi simulada, utilizando o desvio padrão histórico 
de 0,005 UA  para construir a linha do limite superior de controle (3 desvio padrões 
0
0,2
0,4
0,6
0,8
1
0 200 400 600 800 1000 1200 1400
A
bs
 (U
A
)
Tempo (s)
Tau = 100
Tau = 200
Tau = 300
Tau = 400
Tau = 500
Tau = 1000
Tau = 2000
Tau = 3000
92 
 
acima da média).  A figura acima foi ampliada, com o limite de controle inserido. O 
resultado pode ser observado na Figura 4.28. 
 
 
Figura 4.28 – Ampliação dos resultados para diversos tempos de residência com o limite de 
controle superior inserido. 
 
Pode-se perceber que o tempo de residência do sistema tem impacto direto no 
tempo de detecção pela Carta de Controle. Quanto maior o tempo de residência de um 
processo, maior é o tempo de detecção de causas especiais nele.  
Essa informação pode ser usada na hora de definir o intervalo de amostragem  
Se o sistema é menos dinâmico, uma freqüência menor de coleta pode ser utilizada. 
A Tabela 4.3 mostra os tempos de detecção para cada tempo de residência 
definido. 
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Tabela 4.3 – Tempos transcorridos da perturbação até a detecção para diferentes tempos de 
residência. g (s)  td (s)
100 3
200 5
300 5
400 7
500 9
1000 17
2000 29
3000 47
 
Observando a tabela acima se pode observar que, para a perturbação degrau 
aplicada em um sistema com tempo de residência igual a 3000 s, o sistema demorará 
47 s para detectar qualquer distúrbio. Por isso, utilizar um intervalo de amostragem 
mais curto do que 47 s não é recomendável, já que qualquer perturbação que o sistema 
possa sofrer demorará no mínimo esse tempo para ser sentida. 
No caso do sistema experimental utilizado, o sistema demora no mínimo 5 s 
para responder, como mostra a tabela acima, o que mostra que intervalos mais curtos 
que esse não agregariam mais informação do que a necessária para detectar causas 
especiais rapidamente. 
É importante ressaltar que o degrau aplicado tem que ter a mesma ordem de 
grandeza que os eventuais distúrbios que o processo possa sofrer para ter aplicação 
prática. 
 
4.3.1 Aproximação Linear Utilizada para Predição de Tempos de Resposta 
A análise de detecção para diversas constantes de tempo de sistema pode ser 
útil para prever causas especiais antes que elas ocorram. O gráfico ampliado para os as 
diferentes constantes ilustra a resposta de sistemas diferentes frente à mesma 
perturbação. Pode-se perceber que, na região de controle estatístico, a resposta à 
perturbação foi aproximadamente linear.  
94 
 
Dessa forma, se o processo estiver estatisticamente monitorado, é possível 
fazer uma aproximação de quando o alarme será acionado, por extrapolação linear dos 
primeiros pontos.  
Essa ferramenta pode auxiliar o controle do processo porque permite antecipar 
a existência da causa especial antes que a mesma aconteça: A extrapolação linear 
pode ser usada como uma ferramenta para auxiliar no processo de diferenciar se o 
comportamento dos pontos é alarme falso ou não.  
Além disso, uma vez traçada a reta, é possível acompanhar os pontos 
subseqüentes para verificar se a tendência traçada está sendo seguida ou não. Se o 
comportamento dos pontos destoarem da reta traçada, é possível ter informações que 
ajudam no monitoramento e controle do processo. 
A Figura 4.29 ilustra como essa extrapolação pode auxiliar no controle 
estatístico de processo para o conjunto 14. 
 
 
Figura 4.29 - Carta de Shewhart para  o conjunto n. 14 com aproximações lineares para auxiliar a 
detecção de causas especiais. 
 
No momento em que o processo está sob controle estatístico, foi possível traçar 
a reta número 1. Por volta do ponto 70 fica evidente que a tendência (que levaria a um 
alarme de baixa concentração ao redor do ponto 160) não está sendo seguida. A partir 
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daí é possível traçar uma segunda tendência, que indicaria um segundo alarme (dessa 
vez por concentração alta) no ponto 220. 
No instante em que a seqüência destoa da reta 2 nas proximidades do ponto 
175, assumindo valores maiores que os da reta ajustada,  fica claro que uma causa 
especial está prestes a ser detectada.  A Tabela 4.4 mostra a comparação entre os 
coeficientes das três retas. Pode-se perceber que a inclinação da reta 3 é muito mais 
acentuada que as retas anteriores. 
 
Tabela 4.4 – Comparação entre os coeficientes das retas 1, 2 e 3 para a aproximação linear. 
Coeficiente 
Linear 
Coeficiente 
Angular 
0,2316 0,000051 
0,2311 -0,000061 
0,2377 0,001252 
 
A equação ajustada para a reta 3 é dada por: 
 12%5  > 0,2377 0,001252P4.8çãQ Equação 4.5
Em que:  12%5  é a absorbância ajustada para a reta 3 e 4.8çã  é o número da observação relativo a cada ponto ajustado nessa reta 
 
Substituindo-se o valor do limite superior de controle (Abs=0,245 UA) na 
absorbância, encontramos 4.8çõ. = 5,8; o que indica que, com a absorção 
oscilando ao redor de 0,2377 UA (média histórica do processo), se a variável continuar 
a seguir essa tendência, o processo sairá do controle estatístico em 5,8 pontos de 
observação.  
Como o intervalo entre duas observações é de 2 segundos (ou T=0,005), existe 
a previsão de que o processo sairá do controle estatístico em aproximadamente 10 
segundos (T=0,025).  
A Tabela 4.5 apresenta os valores de tempo projetados para a saída do 
controle estatístico para as outras duas retas. 
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Tabela 4.5 – Tempos projetados para a saída do controle estatístico para as retas 1 e 2. P* ducd (s) T 
227,9 455,8 1,1395 
262,8 525,6 1,314 
 
Observando os resultados da tabela, é possível perceber que, dado o ajuste 
feito nas retas 1 e 2, a chance de que existisse uma causa especial atuando no 
processo, levando-o para fora da zona de controle, era pequena. 
As retas traçadas também ajudam no processo de correção. Se o processo sair 
do controle, a reta é uma boa aproximação do comportamento do processo nos 
próximos instantes. Nesse caso, auxilia a verificar a intensidade da perturbação e como 
será, aproximadamente, a evolução dela nos próximos instantes.  
Essa informação pode ajudar no processo corretivo, posicionado tanto a 
intensidade da correção como a rapidez com que ela tem que ser aplicada. Entretanto 
falta ainda determinar uma regra prática para predizer qual é o ponto até detecção 
crítico para cada sistema, de forma que seja possível antecipar a correção sem o risco 
de alarme falso. 
A carta para coeficientes angulares proposta na próxima seção contorna esse 
problema fornecendo um critério para antecipar a detecção de causas especiais.  
4.3.2 Carta de Controle para Coeficientes Angulares 
O fato de a aproximação visual poder ser utilizada como ferramenta é devido à 
diferença de inclinação das retas, que aponta quando uma seqüência de dados tem a 
tendência de sair do controle estatístico. A presença de coeficientes angulares grandes 
nas aproximações lineares apresentam risco à estabilidade do processo pois se há 
inclinação da tendência, há um risco maior da variável sair do controle estatístico em 
um intervalo curto de tempo. 
Sendo assim, é possível propor uma ferramenta para avaliar quantitativamente 
se o processo autocorrelacionado tem a tendência de sair da zona de controle. 
Combinando os conceitos de Carta de Controle e coeficiente angular em uma única 
ferramenta, se em uma Carta de Controle que mostra os coeficientes angulares das 
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aproximações lineares for construída, é possível avaliar quando a tendência dos dados 
se altera, apresentando risco de sair da zona de controle. 
A utilização de coeficientes angulares permite a detecção de causas especiais 
antes mesmo que o processo saia da zona de controle, fazendo com que um controle 
proativo da variável crítica possa ser executado. 
Para que a ferramenta proposta possa ser usada corretamente, é necessário 
determinar quantos pontos seriam necessários para calcular o coeficiente angular das 
retas ajustadas. Para isso, a análise de tamanho de amostra e poder do software 
Minitab® foi utilizada.  
O tamanho de amostra foi determinado com o objetivo de aplicar o teste-t para 
uma amostra já que para essa finalidade é importante observar a diferença entre o 
valor histórico com o valor da média dos pontos. 
Quando um processo monitorado com cartas para valores individuais sai de 
controle estatístico, a variável resposta distanciou-se 3 desvios-padrões da média 
histórica do processo. Por isso, o intervalo mínimo a ser enxergado entre duas 
amostras do processo é também de 3 desvios-padrões (ou 0,005 UA). Utilizando o valor 
padrão de Power = 0,8, o resultado de tamanho de amostra obtido foi de 5 pontos. 
Isso significa que para enxergar no ajuste linear uma precisão de 3 desvios-
padrões (ou na prática, se o processo saiu ou não do controle estatístico) são 
necessários 5 pontos.  
Portanto, uma reta ajustada com 5 pontos da seqüência deve ter poder 
suficiente para avaliar se a tendência do processo é de sair ou permanecer na zona de 
controle. 
Sendo assim, é possível usar os ajustes como uma ferramenta auxiliar na 
detecção de causas especiais e na correção de processos, já que a intersecção da reta 
ajustada com a linha de controle mostra uma estimativa de quanto tempo de intervalo 
há entre o instante atual e uma potencial saída de controle estatístico de processo. À 
medida que o intervalo diminui, aumenta a chance de que o processo saia do controle 
estatístico. 
Os coeficientes angulares ajustados através do método dos quadrados mínimos 
(Equações no ANEXO 3) para os pontos provenientes do processo podem ser usados 
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como ferramenta para auxiliar no processo de visualizar quando a inclinação da reta 
mudou de forma significativa, com a tendência de sair dos limites de controle.  
A Figura 4.30 mostra uma carta de Shewhart aplicada aos coeficientes 
angulares aproximados com o ponto atual mais 4 pontos imediatamente anteriores  
totalizando 5 pontos por estimativa. 
 
 
Figura 4.30 - Carta de Shewhart para os coeficientes angulares estimados com 5 pontos para o 
conjunto n. 14. 
 
Observando a figura acima, percebe-se que o coeficiente angular calculado no 
ponto 172 ultrapassa o limite de controle superior indicando que existe uma inclinação 
positiva na tendência do processo superior àquelas observadas anteriormente.  
Conforme seria de se esperar, a média da carta de coeficientes angulares é 
zero (sem tendência de sair do controle no curto prazo). O primeiro ponto fora da zona 
de controle indica que a variável-resposta tem a tendência de aproximar-se mais 
rapidamente dos limites de controle (nesse caso, do limite superior), pois um coeficiente 
angular mais acentuado significa que a tendência está inclinando-se.  
Traçando a aproximação linear visual na carta para os valores de absorbância 
do conjunto 14, é possível verificar que o processo tem a tendência de sair dos limites 
de controle em aproximadamente 10 pontos. 
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A carta para coeficientes angulares indica a saída de controle, mas também 
auxilia a detectar quando a variável volta a estabilizar. Observando a Figura 4.30 é 
possível verificar que no ponto 252, com a volta do valor do coeficiente angular para os 
limites de controle, a tendência do processo está novamente estabilizando. 
O método da carta de coeficientes angulares é equivalente à carta EWMA em 
sua calibração mais sensível. Essa carta tem a vantagem de apresentar baixa 
vulnerabilidade a ruídos já que utiliza o método dos quadrados mínimos para o cálculo 
do coeficiente angular.   
Mesmo que na carta para valores individuais apareça o ponto fora da zona de 
controle, a carta para os coeficientes angulares não indicará mudança visível na 
tendência. Essa característica é particularmente vantajosa para dados provenientes de 
processos autocorrelacionados. 
A construção da Carta de Controle para coeficientes angulares necessita do 
ajuste fino do número de pontos utilizados na estimativa do coeficiente angular. Caso 
um número maior de pontos seja usado, aumenta-se o Poder de visualização da 
diferença e, por conseguinte, os pontos da carta tendem a sair mais cedo da zona de 
controle  o que pode trazer a vantagem de maior rapidez na detecção ou a 
desvantagem da incidência de alarmes falsos. 
As Figura 4.31 e Figura 4.32 mostram os coeficientes angulares estimados com 
10 e 20 pontos, respectivamente. 
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Figura 4.31 - Carta de Shewhart para os coeficientes angulares estimados com 10 pontos para o 
conjunto n. 14. 
 
 
Figura 4.32 - Carta de Shewhart para os coeficientes angulares estimados com 20 pontos para o 
conjunto n. 14. 
 
Conforme seria esperado, à medida que mais pontos são usados para a 
estimativa do coeficiente angular, mais estreitos tornam-se os limites de controle. Tanto 
na carta com 10 pontos quanto na carta com 20 pontos é possível perceber a incidência 
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de alarmes falsos (ou seja, a variação do coeficiente angular não aconteceu por conta 
de uma causa especial). 
Esse efeito da carta de coeficientes angulares é similar ao efeito da diminuição 
do fator l da carta EWMA ou de um ajuste mais sensível para a carta CUSUM 
(menores valores de k e H).  
Fazendo a estimativa com 10 pontos (e usando um poder de 0,8), a diferença 
possível de se observar é de 0,005 enquanto que com 20 pontos (usando o mesmo 
poder) a diferença diminui para 0,003.  
Essas diferenças são muito menores que o valor de 0,015 para a saída da zona 
e controle  o que justifica a incidência de alarmes falsos, já que mesmo diferenças 
menores que os 3 desvios padrões na média do processo são detectadas e acusadas 
na Carta de Controle, o que gera o alarme falso. 
Para o conjunto de dados 9, onde existe um nível maior de ruídos nos dados e 
uma perturbação maior foi aplicada, a carta para coeficientes angulares também 
mostrou-se capaz de detectar a causa especial mais rapidamente que a carta 
convencional. A carta de coeficientes angulares para esse conjunto de dados pode ser 
observada na Figura 4.33. 
 
 
Figura 4.33 - Carta de Shewhart para os coeficientes angulares estimados com 5 pontos para o 
conjunto n. 9. 
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Sabendo que a perturbação ocorreu no ponto 26, percebe-se que a detecção 
ocorreu 9 pontos depois (no ponto 35), contra 21 pontos da carta de Shewhart. A maior 
agilidade da carta de coeficientes angulares para o conjunto 9 mostra que ela pode ser 
uma alternativa às cartas de Shewhart e é competitiva frente à carta CUSUM e EWMA 
pois teve uma influência menor dos ruídos e da variabilidade inerente ao processo. 
Da mesma forma que para o conjunto 14, se mais pontos forem utilizados na 
estimativa, a incidência de alarmes falsos aumenta consideravelmente, como pode ser 
observado nas Figura 4.34 e Figura 4.35, nas quais os coeficientes angulares foram 
calculados com 10 e 20 pontos, respectivamente. 
 
 
Figura 4.34 - Carta de Shewhart para os coeficientes angulares estimados com 10 pontos para o 
conjunto n. 9. 
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Figura 4.35 - Carta de Shewhart para os coeficientes angulares estimados com 20 pontos para o 
conjunto n. 9. 
 
Percebe-se que para o ajuste com 20 pontos, nenhum coeficiente angular 
apareceu na zona de controle  Isso foi observado porque a variabilidade observada na 
fase pré-perturbação no conjunto de dados 9 é maior que para o conjunto 11. A maior 
sensibilidade devido ao aumento no número de pontos da estimativa faz com que todos 
os coeficientes apareçam fora dos estreitos limites de controle. 
 
4.4 A Necessidade de Atuação no Processo e a Dinâmica de Sistemas  
Essa seção tem como objetivo mostrar como a aplicação de Dinâmica de 
Sistemas pode se tornar ferramenta no nível operacional para manter a qualidade do 
produto. Basicamente, serão ressaltadas duas características importantes do método 
para a qualidade em processos químicos. 
• A simbologia e os diagramas da Dinâmica de Sistemas para entender quais são 
as variáveis críticas do sistema e como elas interagem entre si para criar o 
produto dentro das especificações e; 
• Ciclos retroalimentados e autobalanceados para entender quando é necessário 
atuar no processo para que ele volte às condições de operação ou quando o 
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processo como um todo tende naturalmente a voltar para o estado desejado, 
sem a necessidade de atuação; 
 
4.4.1 Dinâmica de Sistemas para Modelagem do Sistema Operacional 
A metodologia de Dinâmica de Sistemas será usada para simular o tanque 
agitado utilizado como sistema experimental.  
4.4.1.1 O Modelo Qualitativo Usando Dinâmica de Sistemas 
Para a construção do modelo, foi utilizado como suporte o software Vensin®, 
próprio para Dinâmica de Sistemas e que auxilia a disposição gráfica das variáveis e 
constantes, bem como os cálculos numéricos que porventura possam ser 
implementados. As equações implementadas para modelos de Dinâmica de Sistemas 
são elementares, baseados em equações simples.  
O método tem a vantagem de permitir o entendimento acerca das múltiplas 
variáveis presentes no processo e suas interações de maneira gráfica e sem a 
necessidade de conhecimento específico em engenharia ou projeto de processos 
produtivos. 
Para montar o modelo baseado em Dinâmica de Sistemas, é preciso diferenciar 
o que são variáveis de processo (qualquer entidade que sofre influencia dentro do 
modelo), o que são fluxos (entidades que regulam o aumento ou diminuição de 
estoques), constantes (entidades que não sofrem influencia, somente influenciam 
outras dentro do modelo), e estoques (representações de acúmulos dentro do método, 
que pode sofrer alteração através dos fluxos). 
A Tabela 4.6 mostra os elementos para modelagem via Dinâmica de Sistemas 
classificados por função. 
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Tabela 4.6 – Elementos para modelagem através de Dinâmica de Sistemas para o tanque agitado. 
Estoque  Unidade 
Corante  mL 
Constantes  Unidade 
Concentração de solução  adm 
Vazão solução  m3/s 
Volume tanque  m3 
Tipo perturbação  discreto 
Tamanho perturbação  adimensional 
Coeficiente de calibração  UA 
Agitação  discreto 
Vazão Água  m3/s 
Variáveis  Unidade 
Vazão de saída  m3/s 
Delay  s 
Concentração Saída  adm 
Concentração lida no espectrofotômetro  UA 
Fluxos  Unidade 
Entrada Corante  mL/s 
Saida Corante  mL/s 
 
A variável a ser estudada no processo é a Concentração Saída (variável), que 
é convertida em Concentração lida no espectrofotômetro (variável) através do 
Coeficiente de calibração (constante). Essas variáveis refletem a Saída de corante 
(fluxo) e a quantidade de Corante no tanque (estoque). 
O balanço material de Corante no tanque pode ser mostrado graficamente 
usando a representação de Dinâmica de Sistemas, através da seguinte relação (Figura 
4.36): 
 
Figura 4.36 - Modelo através de Dinâmica de Sistemas em primeiro nível para o tanque agitado. 
 
Corante no
tanqueEntrada corante Saida corante
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Essa figura corresponde ao balanço de massa para o corante no tanque, já que 
não há geração interna. A variação no estoque é igual a diferença entre a quantidade 
que entra e a quantidade que sai do sistema. As setas largas representam fluxo de 
material. 
Continuando a construção do modelo, o próximo passo é inserir as variáveis e 
constantes que interferem diretamente nas taxas e no estoque, como pode ser 
observado na Figura 4.37. 
 
Figura 4.37 -  Modelo através de Dinâmica de Sistemas em primeiro nível com variáveis principais 
para o tanque agitado. 
 
As setas finas permitem visualizar as interações entre variáveis e fluxos. A 
representação permite concluir que a concentração lida é uma variável dependente da 
concentração de saída. A notação <Time> denota a dependência do modelo com 
relação ao tempo. A Figura 4.38 mostra o diagrama de árvore para o estoque de 
corante no tanque. 
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Concentração
solução
Vazão
saida
Concentração
saida
<Time>
Concentração lida
107 
 
 
 
Figura 4.38 -  Diagrama de árvore para o estoque de corante no tanque – modelagem através de 
Dinâmica de Sistemas. 
 
O diagrama de árvore é uma ferramenta que auxilia no desenvolvimento do 
modelo. Ele simboliza as inter-relações entre as variáveis, denotando nesse caso, que o 
estoque de Corante no tanque só se altera se uma das variáveis for alterada (Entrada 
Corante ou Saída Corante). 
Para continuar a desenvolver o modelo, um ajuste precisa ser feito devido a 
uma característica peculiar do sistema, que é a presença de delay. Por isso, a Figura 
4.39 contempla a presença do delay, que esclarece que uma mudança no estoque só 
será sentida na saída de corante após certo tempo. 
 
Figura 4.39 - Modelo construído através de Dinâmica de Sistemas com a inclusão do atraso na 
resposta. 
 
Até o momento, a representação acima permite o seguinte raciocínio: a 
concentração lida depende da concentração de saída, com um certo atraso (ou 
Corante no tanque
Entrada corante
Concentração solução
Vazão solução
Saida corante
Concentração saida
Vazão saida
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Delay) na resposta. Essas duas variáveis refletem a quantidade de Corante no tanque, 
que é governada por dois fluxos: o de Entrada de corante e o de Saída de corante. 
Por sua vez, o que governa a taxa de entrada é a Concentração da solução e o que 
governa o fluxo de saída é a Vazão de saída. 
Uma vez que as principais variáveis e constantes do modelo tenham sido 
definidas formando o modelo básico, outras podem ser adicionadas para que o modelo 
fique completo. Essa etapa é importante porque mostra todas as variáveis e constantes 
que estão envolvidas no processo e qual a sua influência sobre as demais. A Figura 
4.40 mostra o modelo completo para o sistema de tanque agitado através da 
abordagem de dinâmica de sistema. 
 
Figura 4.40 - Modelo completo construído usando Dinâmica de Sistemas para o tanque agitado. 
 
Pode-se perceber que todas as variáveis foram inseridas juntas e podem ser 
visualizadas graficamente. O diagrama de árvore para a concentração lida pode ser 
observada na Figura 4.41. 
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Figura 4.41 -  Diagrama de árvore para a modelagem da concentração lida no espectrofotômetro. 
 
O diagrama de árvore ajuda a mapear influências e manter a coerência do 
modelo. 
Para que o modelo fique mais representativo, os sinais + e - podem ser 
adicionados, mostrando uma correlação proporcional direta ou inversamente 
proporcional, como pode ser observado na Figura 4.42. 
 
Figura 4.42 -  Modelo completo em Dinâmica de Sistemas com sinais indicando a correlação entre 
as variáveis. 
 
Os sinais podem ser interpretados da seguinte forma: (1) quando existe um 
sinal +, significa que existe uma correlação proporcionalmente direta. Por exemplo, 
quando aumenta o valor da Concentração solução, a Entrada corante sofrerá também 
Concentração lida
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um aumento; (2) quando existe um sinal -, significa que existe uma correlação 
proporcional inversa, por exemplo, quando aumenta o valor da variável Saída corante, 
diminui a quantidade de Corante no tanque; (3) as variáveis discretas não permitem a 
adição de sinal. 
O modelo completo permite o mapeamento da influência de cada variável do 
processo nas demais, possibilitando a descrição fenomenológica do processo, além da 
visão do processo de forma multivariada e não univariada. 
Uma das propostas é que o mapeamento seja uma ferramenta útil para 
instrução operacional, visando fornecer aos operadores de fábrica a visão de processo 
e dos efeitos que as mudanças nas variáveis do processo causam na variável-saída 
bem como quais são os fatores que podem influenciar a qualidade do produto final.  
Uma das vantagens da metodologia é que a construção do modelo não requer 
conhecimento teórico acerca do processo. Através do conhecimento prático dos efeitos 
das variáveis é possível construir o modelo e dessa forma ter todas as influências 
mapeadas em um diagrama que pode ser usado para instrução operacional.  
O conhecimento teórico de engenharia pode ser usado posteriormente, caso 
seja necessário um refinamento maior, com a inclusão de outras variáveis não 
especificadas e a inclusão de equações matemáticas para simulação quantitativa.  
O modelo pronto também pode ajudar a determinar quando é necessária 
atuação no processo: O sistema modelado não apresenta nenhum loop. Do jeito que 
está, é tipicamente um sistema retroalimentado, ou seja, qualquer alteração nas 
variáveis do modelo levará o sistema a outro estado, sem que necessariamente, ele 
atinja outro valor ou patamar estável. 
A Dinâmica de Sistemas foi criada para construir modelos em cima de 
fenômenos multivariados para os quais nem sempre existem fundamentos teóricos ou 
modelos disponíveis previamente. Isso torna a aplicação para nível operacional 
possível, visto que para os operadores sem treinamento os fenômenos, etapas e 
mudanças que ocorrem em um processo químico têm exatamente essa característica. 
Outra situação possível para o sistema modelado seria a presença de malha de 
controle fechada controlando a saída de corante. A Figura 4.43 mostra como ficaria o 
modelo se uma malha de controle fosse implementada no processo. 
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Figura 4.43 - Modelo construído com a presença de uma malha de controle – exemplificação do 
loop negativo. 
 
Com a malha de controle, o sistema apresentado passa a ser caracterizado 
como um sistema autobalanceado, ou seja, mesmo com a presença de uma 
perturbação externa, o sistema tende a voltar ao estado estacionário, 
independentemente da característica do distúrbio.  
Esse fato é confirmado pelo loop negativo que existe entre variável-saída, 
controlador, vazão de solução e vazão saída. Os sinais + e - foram mostrados 
somente nas variáveis que formam o loop para a visualização do efeito do controlador 
no processo frente a uma mudança na concentração lida. 
Quando existem os dois tipos de ciclos dentro do modelo, a predição sobre a 
tendência natural do processo fica mais complexa, pois se deve determinar qual dos 
dois é predominante no modelo. Essa determinação pode ser feita de duas maneiras: 
qualitativamente, com a experiência no processo real e com as observações feitas ao 
longo do tempo e quantitativamente, inserindo no modelo qualitativo, equações que 
permitam predizer de maneira numérica qual dos loops é predominante. 
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Com a representação qualitativa do modelo é possível determinar as relações 
entre as diversas variáveis e constantes do modelo e entender como elas interagem e 
qual o comportamento esperado que elas tenham ao longo do tempo. Entender essa 
dinâmica ajuda a evitar em última instância, que mudanças desnecessárias sejam 
induzidas no processo. Entender que determinado conjunto de variáveis forma um ciclo 
autobalanceado ajuda o nível operacional a reduzir o número de mudanças 
desnecessárias no processo (ou no set point do controlador). O mapeamento do 
diagrama de influências também facilita a correção de causas especiais uma vez que 
elas sejam detectadas pela Carta de Controle já que aponta quais são as prováveis 
causas-raízes para aquela perturbação. 
 
4.4.1.2 O modelo Quantitativo  
Da mesma forma que o diagrama de influências reporta a interligação entre 
variáveis e constantes em concordância com o que se observa na realidade, o resultado 
da simulação numérica, baseada nas relações mapeadas no modelo qualitativo, deve 
ser similar ao que foi observado na prática.  
O software utilizado auxilia no processo de adicionar as equações e na 
simulação numérica. A figura 4.53 mostra a interface do programa utilizado com o 
usuário, quando as equações numéricas são inseridas para cada uma das variáveis. 
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Figura 4.44 - Modelo construído com a presença de uma malha de controle – exemplificação do 
loop negativo. 
 
Na figura acima, as constantes podem ter o seu valor alterado a cada instante 
(por exemplo, alterando a concentração atual de corante) deslizando a barra de valor 
para a direita ou para a esquerda. As variáveis de saída automaticamente respondem à 
perturbação e isso aparece nos gráficos das variáveis de saída diretamente.  
A lista de equações construída para adequar o modelo usando Dinâmica de 
Sistemas pode ser encontrada no ANEXO II. 
Pode-se observar na Figura 4.45 que existe uma concordância razoável entre o 
resultado da simulação numérica e os dados do conjunto 9. 
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Figura 4.45 – Comparação entre os dados obtidos para o conjunto n. 9 e o resultado da simulação 
usando Dinâmica de Sistemas. 
 
Já a Figura 4.46 mostra que há concordância também para outro conjunto 
simulado. Dessa vez, para o conjunto 14. 
 
 
Figura 4.46 - Comparação entre os dados obtidos para o conjunto n. 14 e o resultado da simulação 
usando Dinâmica de Sistemas. 
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Sendo assim, percebe-se que o modelo qualitativo foi adequado ao servir de 
base para a simulação numérica. O equacionamento criado em paralelo com a 
utilização do software permitiria até que o nível operacional utilizasse a ferramenta para 
entender como a dinâmica do sistema se comporta e simular os efeitos de correções e 
perturbações no sistema. 
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Capítulo 5 
5 Casos de uso e Aplicações das Ferramentas Propostas 
 
Este capítulo visa fornecer subsídios para a correta analise da viabilidade de 
aplicação da carta para coeficientes angulares em ambientes de produção bem como 
estabelecer casos de uso e seqüenciamento de passos para a implantação da 
ferramenta. 
Para isso, o capítulo está dividido em duas partes: a primeira mostra as 
principais características e recomendações sobre a carta para coeficientes angulares. 
Isso se justifica pois há grande probabilidade que essa carta venha a substituir uma 
Carta de Controle já existente no processo. Sendo assim, conhecer as principais 
propriedades da carta auxiliará no processo de decidir se a aplicação da ferramenta é 
viável ou não. 
A segunda parte traça cenários possíveis que podem ser encontrados quando 
da aplicação da ferramenta. Também mostra uma seqüência de passos a ser seguida 
para a correta aplicação da ferramenta para cada cenário traçado. 
 
5.1 Análise da Aplicação da Carta para Coeficientes Angulares 
Antes de aplicar qualquer ferramenta no meio produtivo é necessária uma 
análise aprofundada dos benefícios, riscos e investimentos necessários para a 
utilização bem sucedida da ferramenta. 
Essa seção tem como objetivo resumir e mostrar as principais características e 
recomendações sobre a carta para coeficientes angulares de forma a facilitar a decisão 
sobre sua aplicação no meio produtivo. 
As principais propriedades e recomendações a serem observadas sobre a carta 
para coeficientes angulares são as seguintes: 
a) Cartas para coeficientes angulares foram testadas e devem ser aplicadas 
preferencialmente com dados autocorrelacionados, quanto menor a estrutura de 
autocorrelação, menor o desempenho esperado da carta 
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b) A carta não serve para controle de atributos, apenas para variáveis do tipo contínuas 
c) O fator crítico para o bom funcionamento da carta é o número de pontos utilizado no 
cálculo do coeficiente angular. O número de pontos é dependente do desvio padrão 
histórico do processo, do nível de ruído presente nos dados e da sensibilidade desejada 
para a carta 
d) A carta possui um diferencial competitivo na detecção de oscilações pequenas e 
longas ao redor da média. Se a variável em questão oscila bruscamente de valores ou 
se a tendência de oscilação é curta, outras cartas (como a de shewhart ou a de médias) 
serão igualmente eficientes 
e) Assim como qualquer Carta de Controle, a coleta de dados históricos e a periódica 
aferição dos parâmetros da carta é decisivo para a manutenção do seu desempenho ao 
longo do tempo, especialmente quando ocorrerem mudanças e melhorias no processo 
 
5.2 Casos de Uso 
Cada meio produtivo possui suas próprias características, que podem levar a 
diferentes conclusões sobre a aplicação de novas ferramentas para melhorar a 
velocidade e a qualidade da detecção de causas especiais. Essa seção tem como 
objetivo traçar cenários que podem ser encontrados quando da aplicação da carta para 
coeficientes angulares. 
Levando-se em consideração a aplicação prática, o primeiro procedimento a ser 
tomado é analisar quais são as ferramentas disponíveis e em uso no momento e qual o 
nível de satisfação da organização com relação a eles. 
Entender as características técnicas da ferramenta em uso e as da nova 
ferramenta a ser utilizada (conforme seção anterior) é imprescindível para garantir que 
a implementação atenderá às expectativas do nível gerencial. 
Em seguida, verificar o nível atual de conhecimento da equipe operacional e 
definir qual nível é necessário para a efetiva implementação da ferramenta em questão. 
Caso seja desejado, para promover uma melhora no nível de visão sistêmica da equipe 
operacional e, caso necessário, para mapear as variáveis críticas e os locais de 
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atuação em caso de causa especial (para processos sem controle automático) a 
Dinâmica de Sistemas pode ser utilizada como ferramenta adicional. 
Por fim, analisar qual é o cenário de controle de qualidade no qual o processo se 
encaixa. Para analisar os casos de uso possíveis das ferramentas apresentadas, são 
colocados quatro cenários de análise com os respectivos roteiros sugeridos para 
implementação. Os cenários não levam em consideração o nível de maturidade das 
ferramentas de controle em uso. 
Os cenários são os seguintes: 
a. Produção não possui malhas de controles digital instaladas nem utiliza 
controle estatísticos de processo; 
b. Produção não possui controles digitais mas utiliza técnicas de controle 
estatístico de processo; 
c. Produção possui malhas de controle digital instaladas e funcionando e não 
utiliza controle estatísticos de processo; 
d. Produção possui tanto malhas de controle digital quanto controle estatístico 
de processo em funcionamento. 
A aplicação das ferramentas propostas é possível nos quatro cenários, 
entretanto, cada cenário apresentará um tipo diferente de desafio na 
implantação. 
5.2.1 Caso de Uso a: Sem Malhas de Controle, Sem CEP 
Processos que não utilizem de técnicas de controle digital nem controle 
estatístico de processo enfrentarão como principais desafios a mudança cultural dos 
recursos que utilizarão as ferramentas e a construção da base de dados para 
implantação do CEP. 
A sugestão para esse cenário é estabelecer fases de implantação para o 
controle estatístico de processo com Cartas de Controle básicas para uma posterior 
migração para cartas de coeficientes angulares em variáveis autocorrelacionadas. 
O roteiro seqüencial sugerido encontra-se na Figura 5.1. 
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5.2.2 Caso de Uso b: Sem Malhas de Controle, Com CEP 
Processos que já utilizam de técnicas de controle estatístico de processo 
podem começar aplicando a carta para coeficientes angulares em pontos onde o 
desempenho utilizando outros tipos de Carta de Controle não é satisfatório. 
O grande desafio para esse cenário é a adaptação operacional para um novo 
tipo de carta e a implementação dos cálculos necessários. 
A sugestão para esse cenário é definir quais serão as primeiras variáveis 
monitoradas por CEP que migrarão para o novo tipo de carta. 
O roteiro seqüencial sugerido encontra-se na Figura 5.2. 
 Figura
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Caso o processo venha a utilizar malhas de controle automático posteriormente, 
as etapas do cenário d podem ser seguidas para a adaptação do processo. 
 
5.2.3 Caso de Uso c: Com Malhas de Controle, Sem CEP 
Processos que utilizam malhas de controle mas não utilizam CEP passam de 
certa forma pelos mesmos desafios do cenário a. O maior desafio nesse cenário é 
definir se será vantajosa a utilização do CEP e em que pontos ela é necessária. Além 
disso, o problema de hierarquia de controle deve ser resolvido para evitar grandes 
problemas de conflito no controle do processo. 
O roteiro seqüencial sugerido para o cenário c encontra-se na Figura 5.3 
 Figura 5
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5.2.4 Caso de Uso d: Com Malhas de Controle, Com CEP 
Processos em que o CEP está aliado ao uso de malhas de controle são 
processos mais maduros e preparados para receber novas ferramentas como a carta 
para coeficientes angulares com maior chance de sucesso. 
O maior desafio nesse processo será analisar em que pontos do processo a 
nova ferramenta pode ser aplicada e em quais pontos ela pode substituir ou ser usada 
em conjunto com outras ferramentas de CEP. Da mesma forma que para o cenário 
anterior, uma análise na hierarquia de controle é crucial para o sucesso na 
implementação. 
O roteiro seqüencial sugerido encontra-se na Figura 5.4 
 Figura 5
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Quanto aos critérios utilizados para a decisão sobre implantar uma nova 
ferramenta de controle de qualidade no processo, os seguintes tópicos podem ser 
apontados: 
• Qual será o benefício em desempenho que a implantação trará? 
• Quais serão os maiores riscos em inserir um novo processo decisório dentro das 
camadas do controle hierárquico? 
• Quanto tempo será necessário para coleta de dados e maturação do modelo? 
• Em que pontos as ferramentas utilizadas não apresentam desempenho 
satisfatório? 
• Quais são as malhas abertas que precisam ser controladas com esforço 
considerável? 
• Quais são as variáveis que apresentam autocorrelação e cuja flutuação se dá em 
longas tendências? 
• Quais malhas fechadas de controle mais sofrem alterações manuais de set point 
pela operação? 
• Qual será o nível de treinamento e investimentos exigidos para adequar a nova 
ferramenta à rotina operacional? 
Se as respostas às perguntas acima forem favoráveis, os roteiros seqüenciais 
para implementação podem ser utilizados como ferramenta auxiliar na implementação 
da nova ferramenta. 
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CAPÍTULO 6 
6 Conclusão 
 
 
 
 
 
Terminado o estudo pretendido por esse trabalho, as seguintes conclusões 
podem ser tiradas: 
É possível a aplicação das ferramentas da qualidade estudadas nesse trabalho 
em processos químicos, desde que se atente para os possíveis impactos que podem 
ser observados tais como atrasos, alarmes falsos, resposta lenta a correções e 
ineficácia das regras de sensibilidade aplicadas às Cartas de Controle. 
Cartas de Controle que utilizam o principio básico de antecipação de tendências 
(EWMA, CUSUM e Carta para coeficientes angulares) são mais eficazes que as cartas 
de simples observação dos valores (Shewhart, intervalo móvel e médias) na detecção 
de causas especiais porque os dados autocorrelacionados flutuam em longas 
tendências e com interdependência entre eles. 
A carta proposta nesse trabalho parece ter desempenho igualmente ou superior 
ao observado nas cartas EWMA e CUSUM. Ela se ajusta aos dados correlacionados e 
elimina os principais efeitos indesejados na aplicação de Cartas de Controle para dados 
autocorrelacionado: atraso na detecção e sensibilidade a ruídos. 
A Dinâmica de Sistemas, apesar de modelada com sucesso para o sistema 
experimental estudado, deve ainda ser testada em campo, na presença de operadores 
para que se possa comprovar sua eficácia para o objetivo pretendido. É fato que o 
método traz uma série de vantagens que podem ser aproveitadas tais como a 
possibilidade de modelar sistemas multivariados baseado somente na experiência 
acerca do processo em questão, apresentar uma interface visualmente amigável, 
simplicidade nos conceitos e na aplicação do método, e possibilidade de expansão para 
simulação numérica do modelo usando equações simples. 
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CAPÍTULO 7 
7 Sugestões para trabalhos futuros 
 
 
 
 
 
Concluído o trabalho, seguem sugestões para trabalhos futuros e estudos 
dentro do mesmo tema: 
• Comparação e validação estatística do desempenho da carta para coeficientes 
angulares frente às outras Cartas de Controle em diferentes sistemas reais; 
• Estudos utilizando outros sistemas da indústria química como destilação, 
adsorção, secagem e fluidização; 
• Validação da Dinâmica de Sistemas no nível operacional através de pesquisas e 
estudos comportamentais; 
• Construção e análise de um modelo para um processo químico inteiro usando 
Dinâmica de Sistemas. 
• Análise da aplicação de ferramentas de outras áreas para o controle de 
qualidade na engenharia química (Cadeias de Markov, Redes de Petri, Técnicas 
de Processamento de Sinais e Análise de Séries Temporais) 
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ANEXO I – Equações para Cartas de Controle de dados contínuos e informações 
adicionais 
I & MR  É o tipo mais simples de Carta de Controle para dados contínuos. É 
composto por dois gráficos e é utilizado quando se quer observar os valores 
individualmente. O gráfico I mostra o valor individual observado. O segundo mostra o 
intervalo móvel, que é a diferença entre o ponto atual e o ponto imediatamente anterior. 
A figura 1 mostra uma carta I & MR com limites estabelecidos em 3 desvios padrão. 
No gráfico de valores individuais, a linha central representa a média, calculada 
por: s > j  w     Equação A 1
Onde N é o número total de observações individuais. Os limites de controle são 
calculados da seguinte forma:  >  s   k Equação A 2 >  s T  k Equação A 3
Onde s é o desvio padrão, calculado por: 
k > ∑ P_ T sQw_j T j  Equação A 4
E A=3 Usualmente. 
O intervalo móvel é dado por: Y > _ T _xj Equação A 5
A linha central é calculada com a média das observações de intervalo móvel Yrrrrr > ∑Y_ xj  /B Equação A 6 >  Yrrrrr   .´k Equação A 7 >  Yrrrrr T  .´k Equação A 8
Onde B e B´ são constantes lidas na tabela abaixo 
Tabela A1 – Parâmetros para construção das cartas MR. 
n  2  3  4  5  6  7  8  9  10  11  12  13  14  15 
B  1,128  1,693  2,059  2,326  2,534 2,704 2,847 2,97  3,078 3,173 3,258  3,336  3,407 3,472
B´  0,853  0,888  0,88  0,864  0,848 0,883 0,82  0,808 0,797 0,787 0,778  0,77  0,763 0,756
Se LCL<0 então LCL=0 
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;< & R  É um dos tipos mais comuns de Carta de Controle, usado quando é 
possível reunir os dados coletados em subgrupos, dos quais se tira a média. São dois 
gráficos que mostram o comportamento da média amostral e do intervalo entre 
observações.  
A média (;<Q das observações (;@) depende do número de observações (n) 
dentro de cada subgrupo.  s > j  w     Equação A 9
A linha central é dada pela média das médias dentro de cada subgrupo:   > jrrr  wrrr   rrr¡/¢  Equação A 10
E os limites:  >  s  . k√  Equação A 11 >  s T . k√ k Equação A 12
Onde o coeficiente C, depende do número de observações, n. 
O intervalo, R, é a diferença entre o maior e o menor valor dentro de cada 
subgrupo onde a média é tirada. A Linha central, bs é calculada com as m observações 
de intervalos: bs > bj  bw  b¤¤  Equação A 13
E os limites:   > ´bs Equação A 14 >  ´bs Equação A 15
Onde C´ é um coeficiente que depende de n. 
A figura 2 mostra uma carta ;< & R para N=108 pontos de dados e n=3. 
 
CUSUM  É abreviação de CUmulative SUM control Chart. É uma carta que 
grafica a soma cumulativa dos desvios entre cada um dos pontos. Esse tipo de Carta de 
Controle tem a característica especial de possui a memória dos pontos anteriores. 
Usualmente são graficadas médias amostrais, mas desvios também podem ser usados.  
Os limites de controle não são paralelos nem constantes. Esse tipo de carta é bastante 
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útil para detectar pequenas variações, entre 0,5 L e 2,5 L. Cartas de Shewhart 
usualmente são incapazes de detectar mudanças pequenas como da ordem de 1,5L. 
A carta incorpora a informação da seqüência de dados inteira, mostrando a 
cada ponto, a soma cumulativa de todos os desvios entre as j amostras e um valor-alvo 
μ0: 
_ >¥P¦s_§j T ¨iQ Equação A 16
O CUSUM funciona acumulando os desvios do alvo que estejam acima do alvo 
em uma função C+ e os desvios abaixo em outra função, C-. Essas funções chamam-se 
CUSUM superior unilateral e CUSUM inferior unilateral respectivamente. _z > ©oªi,_ T P¨i  «Q  _xjz ¬ Equação A 17_x > ©_ªi, P¨i T «Q T _  _xjx ¬ Equação A 18
Onde K é chamado valor de referência e usualmente é adotado como a metade 
da diferença entre a alvo μ0 e μ1, que é a média do processo fora de controle. 
Pode-se perceber que as funções CUSUM acumulam os desvios do alvo que 
sejam maiores que K. O critério para decidir se o processo está ou não fora de controle 
é o intervalo de decisão, H. A grandeza H usualmente tem valor igual a cinco vezes o 
desvio padrão do processo. 
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ANEXO II – Equações do modelo em Dinâmica de Sistemas 
A lista abaixo apresenta todas as equações do modelo construído a fim de 
obter-se uma simulação numérica do sistema experimental. Essa lista foi compilada da 
simulação do conjunto 14. Sendo assim, todas as variáveis de entrada listadas estão 
com os valores para simular esse conjunto. 
O formato com que essas equações, unidades e observações estão dispostas 
seguem o seguinte modelo: 
< Variável > = <Equação descritiva> 
Unidade [valor mínimo; valor máximo; incremento] 
Observações 
Duas unidades de medida tiveram que ser criadas para que as equações 
tivesse consistência dimensional. As unidades criadas foram: mls e mlc, Volume de 
solução de corante e volume de corante respectivamente. 
Lista das equações utilizadas no modelo dinâmico:  
Agitação= 1 
Unidade: Segundos [1; 10; 10] 
Obs: Valores assumidos: 1s para agitação ligada e 10s para desligada 
 
Coeficiente de calibração= 647.543 
Unidade: UA*mls/mlc 
Obs: Obtido experimentalmente 
 
Concentração atual de corante = 0.032 
Unidade: mlc [0; 0.08; 0.01] 
Obs: Concentração da solução que está entrando no sistema, pode ser alterada a 
qualquer instante 
 
Concentração inicial solução corante=0.0209825 
Unidade: mlc/mls [0; 0.08; 0.01] 
Obs: Concentração de início do processo 
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Concentração lida= Coeficiente de calibração*Concentração saida+0.01 
Unidade: UA 
Obs: Equação da curva da calibração, obtida experimentalmente 
 
Concentração saida= DELAY FIXED(Corante no tanque/Volume tanque; Delay; 0) 
Unidade: mlc/mls 
Obs: A função DELAY FIXED atrasa a relação Corante no tanque/Volume tanque em 
alguns segundos, utilizando como entrada o valor Delay 
 
Concentração solução= IF THEN ELSE(Time<326;  Concentração inicial solução 
corante; Concentração atual de corante) 
Unidade: mlc/mls [0;1000; 0.01] 
 
 
Corante no tanque= INTEG (Corante no tanque* (Entrada corante - Saida corante) + 
Entrada corante - Saida corante)) 
Unidade: mlc [0; 1000] 
Obs: A função INTEG indica que a quantidade de corante é uma variável do tipo nível, 
e que pode ser função dela mesma. 
 
Delay= Agitação+IF THEN ELSE(Tamanho da perturbação>0.35; 10*Tipo perturbação ;  
Tipo perturbação*300) 
Unidade: Segundos [0; 150; 1] 
Obs: Essa é a variável que indica quanto tempo de atraso há entre a mudança na 
variável e a mudança na leitura do espectrofotômetro. Se o tamanho da variável 
perturbação é maior que 0,35, o atraso total é igual a dez vezes o valor da variável tipo 
de perturbação caso contrário, será de trezentas vezes o valor da mesma variável. 
 
Entrada corante=Concentração solução*Vazão solução 
Unidade: mlc/Segundos [0; 1; 0.01] 
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FINAL TIME  = 1200 
Unidade: Segundos 
Obs: Tempo total de simulação 
 
INITIAL TIME  = 0 
Unidade: Segundos 
Obs: Tempo em segundos em que a simulação deve começar. 
 
Saida corante= Vazão saida*Concentração saida 
Unidade: mlc/Segundos [0; 2; 0.01] 
  
Tamanho da perturbação= 0.7 
Unidade: Segundos [0; 1; 0.01] 
Obs: Inserir o tamanho da perturbação na concentração de corante entre 0 e 1 de forma 
a identificar quanto de atraso o sistema terá na leitura no espectrofotômetro. 
 
TIME STEP  = 2 
Unidade: Segundos [0; 1000] 
Obs: O passo de avanço da simulação em segundos. 
 
Tipo perturbação=2 
Unidade: Segundos [1; 5; 1] 
Obs: SE perturbação Repentina = 1 SE perturbação na concentração de corante =2 SE 
perturbação na vazão = 5 
 
Vazão água= 9.84 
Unidade: mls/Segundos [0; 11; 0.5] 
Obs: Colocar a vazão de água a ser usada no experimento 
 
Vazão saida= Vazão água+Vazão solução 
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Unidade: mls/Segundos [0; 15; 0.5] 
  
Vazão solução= 0.166667 
Unidade: mls/Segundos [0; 0.2; 0.005] 
  
Volume tanque= 8000 
Unidade: mls [4000; 8000; 4000] 
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ANEXO III – Equações do método dos Quadrados Mínimos para ajuste de 
coeficiente Angular 
As equações abaixo mostram as fórmulas para cálculo do coeficiente angular 
de conjunto de dados correlacionados. 
 
Havendo n pares de dados (xi,yi) o coeficiente angular a será dado por:  > P∑;@=@Q T P∑;@QP∑=@QP∑ ;@MQ T P∑;@QM  Equação A 19
 
O coeficiente linear do ajuste será:  > P∑=@QP∑;@MQ T P∑;@QP∑ ;@=@QP∑ ;@MQ T P∑;@QM  Equação A 20
 
E o coeficiente de correlação dado por: +2 > ­;=®­;;­== Equação A 21
 
Onde:  ­;; >¥¯;° T ;s±2°>1  Equação A 22­== >¥¯=° T =s±2°>1  Equação A 23­;= >¥¯;° T ;s±¯=° T =s±°>1  Equação A 24
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ANEXO IV – Detalhamento das ferramentas de outras áreas apresentadas na 
seção 2.8 
Processos e cadeia de Markov 
Cadeias de Markov são extensões lógicas de cursos básicos de probabilidade. 
Trata-se de uma classe de processos randômicos, úteis para uma grande variedade de 
sistemas práticos com complexidade matemática aceitável. Suas aplicações vão desde 
inferência Bayesiana, modelos econômicos, teoria dos jogos até criação de listas de 
procura no site Google®. 
Em um processo de Markov, os estados anteriores são irrelevantes para a 
predição dos estados seguintes, desde que o estado atual seja conhecido. A definição 
formal de um processo de Markov é a seguinte: 
 ;PQ > . ;P T 1Q  ²PQ Equação A 25 
 
Em que w(n) é uma seqüência com média nula que segue distribuição 
Gaussiana dada pela seguinte função densidade: 
 '(P²Q > 1³2´L4M .x(µM¶·µ Equação A 26 
 
Quando x(n) pode assumir apenas um número finito de valores discretos, o 
processo de Markov é denominado cadeia de Markov. Uma cadeia de Markov é um 
conjunto de estados discretos, segundo o modelo, é possível definir probabilidades para 
a transição de um determinado estado i para o estado j como sendo Pij. 
Aplicando esse conceito para um processo simples, consistindo de duas 
máquinas em seqüência (M1 e M2) com um estoque intermediário (E) no meio delas, 
conforme a Figura A.1. 
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Figura A.1 - Descrição de Processo para Exemplificação da Cadeia de Markov. 
 
Cada máquina é descrita pelos seguintes parâmetros: Tempo de 
processamento, tempo até a quebra e tempo para manutenção. É possível começar a 
modelagem usando somente uma máquina e descrevendo os seus estados (ai) 
possíveis: 
ai =  1, se a máquina estiver funcionando e  
0, se a máquina estiver quebrada 
Com essas definições, é possível montar a cadeia de Markov para esses 
estados, como pode ser observado na Figura A.2. 
 
 
Figura A.2 - Cadeia de Markov para uma máquina com dois estados. 
 
A transição de um estado para outro é definida pelas probabilidades indicadas. 
Essas probabilidades podem ser obtidas em campo, observando a máquina em 
operação por um longo período de tempo. 
O estado da linha de produção inteira é determinado pelo estado de cada 
máquina mais a quantidade de material que está presente no sistema: 
Ei= (número de peças no sistema, a1, a2) 
 
Estoque Máquina 2Máquina 1
0 1
Probabilidade 
(Conserto)
Probabilidade 
(Quebra)
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Figura A.3 - Representação da cadeia de Markov para os estados possíveis dada uma quantidade 
arbitrária de peças no sistema. 
 
Na figura acima, cada seta representa uma probabilidade específica de 
acontecimento. 
Como todos os parâmetros que descrevem o estado da linha são inteiros, o 
sistema pode ser descrito por um conjunto de estados mutuamente exclusivos E1, E2, 
E3,..., Em e o sistema é limitado a estar em um só estado a cada instante de tempo. É 
possível descrever as probabilidades para que o Sistema sofra uma transição de estado 
e esse conjunto de probabilidades definirá e permitirá a modelagem do sistema frente a 
esses parâmetros. 
A probabilidade de transição pode ser descrita da seguinte forma: 
P [Ei (k) | Ea (k-1), Eb(k-2), Ec(k-3)...]  Equação A 27
Em que k é um instante de tempo arbitrário, discreto e inteiro e os índices: 1 ¸°,, , W … ¸ º. 
 
Cadeias de Markov que possuem a seguinte propriedade são chamadas de 
cadeia de Markov Discreta com Transição Discreta:  
P [Ei (k) | Ea (k-1), Eb(k-2), Ec(k-3)...] = P [Ei (k) | Ea (k-1)] Equação A 28
 
O que significa dizer que o estado futuro dependerá somente do estado atual, 
ou que a probabilidade de transição para o próximo estado dependerá somente do 
estado atual. 
Alguns outros estados possíveis da cadeia de Markov são classificados em: 
1,1
1,0 0,1
0,0
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• Limite: Estado para o qual o sistema segue quando k tende ao infinito 
• Transiente: Estado dos qual se pode sair, mas nunca voltar 
• Armadilha: Estado nos quais o sistema permanece, caso entre neles 
• Recorrente: Conjunto de estados dos quais o sistema não pode sair 
 
Redes de Petri 
Carl A. Petri criou uma abordagem de modelagem através de rede para analisar 
sistemas de comunicação que depois se tornou referência para modelagem, análise, 
simulação e controle de sistemas de manufatura (Desrochers, et al., 1995). 
A modelagem de redes de Petri contém diversos elementos para sua 
estruturação. Uma determinada rede é definida por um número finito de lugares e 
transições, ligados por funções de entrada e saída. Marcadores (tokens) são usados 
nos lugares para definir se determinadas transições estão habilitadas ou não. 
Transições habilitadas são aquelas em que há um marcador (ou outro número definido 
de marcadores) em todas as entradas. Quando falta um ou mais marcadores nas 
entradas que apontam para determinada transição, ela fica desabilitada.Transições 
quando habilitadas disparam, removendo um marcador de cada entrada, depositando 
marcadores nos lugares de saída. Por fim, Transições podem ser imediatas ou 
temporais. A Figura A.4 mostra uma representação esquemática de uma rede de Petri. 
 
Figura A.4 - Representação esquemática de uma rede de Petri. 
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Na figura, marcadores são representados por pontos, lugares são 
representados por círculos. Setas indicam entradas e saídas e as transições são 
indicadas por barras finas e grossas (transições imediatas e temporais 
respectivamente). A seta inibidora mostra que a transmissão da esquerda está 
desabilitada (pois há um marcador no lugar que a inibe) e a transmissão da direita está 
habilitada pois há marcadores presentes nela. 
A Figura A.5 mostra um exemplo de rede de Petri aplicada para a modelagem 
de uma central de serviços (Haas, 2002) . 
 
 
Figura A.5 - Rede de Petri para modelagem de uma central de serviços. 
 
Nessa figura, temos a seguinte legenda: 
e1 = Chegada de requisição; 
e2 = Serviço Terminado; 
e3 = Começo do serviço; 
d1 = Fila de requisições; 
d2 = Fila de serviços requisitados; 
d3 = Serviços em andamento. 
 
Nessa rede de Petri, as requisições são contínuas (cada vez que e1 dispara, 
ela remove o marcador de e1, coloca um marcador em d2 e um marcador em d1) e 
controladas pelo tempo de disparo da transição, O lugar d2 representa a fila de serviços 
requisitados e como a transição e3 é imediata, sempre que um serviço é terminado 
(transição e2) e sai do lugar d3, imediatamente um novo serviço começa a ser 
trabalhado. A transição e2 retira um marcador do sistema, indicando o fim do serviço. 
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Por causa dessas características de marcadores e transições temporais, as 
redes de Petri são úteis na modelagem de: 
• Atividades concorrentes: Porque uma ou mais transições podem ser habilitadas 
com o mesmo marcador; 
• Atividades sincronizadas: Um disparo em uma transição para um lugar pode 
causar a habilitação de uma ou mais transições simultaneamente; 
• Atividades com dependência de predecessores: Uma transição não pode se 
tornar habilitada até que todos os lugares que servem de entrada para ela 
contenham pelo menos um marcador; 
• Priorização de atividades: Um marcador depositado em um lugar com alta 
prioridade pode servir como um inibidor para outras transições de prioridade 
menor. Adicionalmente, um lugar que representa limitação de recursos pode 
conduzir marcadores sempre para a transição de alta prioridade, colocando 
restrições adicionais na hierarquia do sistema. 
Marcadores em um lugar podem representar elementos de sistema tais como 
matéria-prima, produtos semi-acabados e outros elementos do produto. A presença ou 
ausência de marcadores na entrada habilita ou desabilita transições, que usualmente 
são representações de processos ou etapas produtivas. 
Redes de Petri também podem conter sub-sistemas, modelados pelo mesmo 
método, para rotinas menores de execução. Essa habilidade de interligar diversas redes 
de diferentes complexidades torna o projeto de hierarquização de estruturas muito mais 
simples, justificando o seu uso em projeto e visualização de sistemas de controle. 
Apesar da construção simplificada, basicamente por causa do baixo número de 
elementos usados na construção de redes, o método permite simulação estocástica e 
para sistemas mais complexos, programas especializados permitem por exemplo 
adição de marcadores com cores diferentes, aumentando as possibilidades de 
modelagem (nas redes de Petri simples, o único elemento que diferencia o disparo de 
transições quando há marcadores presentes é a sua quantidade em cada lugar). Tais 
redes de Petri são chamadas de Redes de Petri Coloridas 
 
Processamento de Sinais 
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A necessidade de processar sinais analógicos e digitais fez com que técnicas 
de amostragem, estatísticas e modelagem fossem desenvolvidas na engenharia elétrica 
de maneira aprofundada. Algumas técnicas empregadas no processamento de sinais 
têm potencial para serem aplicadas em conjunto com o controle de qualidade de 
processos. 
Dentre as principais aplicações do processamento de sinais estão os sistemas 
de comunicação, controle digital, processamento de imagens, instrumentação, radares, 
aplicações biomédicas e em vídeos e música. 
Grande parte das ferramentas foi desenvolvida para o processamento de sinais 
digitais, cuja aplicação é mais complexa que sinais contínuos e apresentam natureza 
estocástica, envolve amostragem, reconstrução de sinais e utilização de filtros. 
Um sinal que carrega informação, ao contrário sinais de natureza determinística 
como a saída de corrente contínua, é encarado como sendo de natureza randômica e a 
melhor forma de projetar um sistema que consiga lidar com ele de maneira eficaz é a 
utilização de estatística no processamento de sinais. 
 
Amostragem e Autocorrelação 
O processamento de sinais usualmente passa pelo processo descrito na Figura 
A.6. 
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Figura A.6 - Etapas da amostragem para geração de sinais digitais e posterior reconstrução. 
 
Amostragem é essencialmente a seleção de um numero finito de dados 
coletados em um intervalo de tempo finito, suficientes para representar uma 
distribuição. A amostragem em processamento de sinais é importante, pois é através 
dela que sinais analógicos são convertidos em sinais digitais. A determinação da 
amostragem correta é importante para garantir que a detecção e a reconstrução do 
sinal possam ser executadas. 
Reconstrução de um sinal significa o preenchimento dos espaços existentes 
entre as amostras recebidas. A reconstrução tenta fornecer uma função continua mais 
próxima possível da função original amostrada. Logicamente, tanto no controle de 
qualidade de processos quanto no processamento de sinais, o fato de existir um 
intervalo entre uma amostra e outra pode gerar efeitos indesejados. No controle de 
qualidade, o efeito será o atraso na detecção da causa especial e no processamento de 
sinais, a existência de distorções. 
Se a distribuição ou a função densidade do sinal recebido não é conhecida ou é 
muito difícil de ser estimada, a análise de segundo momento pode ser necessária. O 
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segundo momento é representado pela função correlação e função covariância. 
Dependendo da distribuição probabilística do sinal, a análise de segundo momento 
pode caracterizar completamente o sinal (por exemplo, para processos randômicos que 
seguem a distribuição gaussiana). 
A função correlação, também chamada de função autocorrelação (já definida 
anteriormente) expressa a correlação entre duas amostras do mesmo sinal e é função 
do intervalo de amostragem. Quanto maior o intervalo decorrido entre uma amostra e 
outra, menor será correlação entre as suas amostras e mais difícil será o 
processamento, podendo até se tornar impossível. 
Da mesma forma que um procedimento de amostragem pode ser criado para 
garantir a autocorrelação nas amostras, o mesmo procedimento pode ser seguido para 
reduzir o impacto da autocorrelação nos dados. O método mais comum para estimar a 
freqüência de amostragem é o método de Nyquist-Shannon, que propõe condições e 
equações para garantir a reconstrução do sinal (Jerri, 1977). 
 
Filtros 
A filtragem é uma das operações mais freqüentes na engenharia elétrica e as 
suas ferramentas também podem ter potencial de aplicação no controle de qualidade. 
Filtros têm a característica de serem programáveis para escolher sinais com 
determinadas características (Manolakis, et al., 2005). Em uma aplicação para o 
controle de qualidade, a utilidade de Cartas de Controle é separar dados que estejam 
dentro da população normalmente observada nos dados históricos daqueles que 
parecem destoar do comportamento usual. Os filtros têm exatamente essa 
característica de segregar amostras em determinadas condições (usualmente faixas de 
freqüências). 
A aplicação de Filtros em seu meio original inclui (Porat, 1997): 
• Supressão de ruídos: eliminar ou reduzir a presença de ruídos em sinais de 
radio, televisão, câmeras, infravermelho e sensores de uso médico como eletro e 
encefalogramas; 
• Melhora em determinadas faixas de freqüência: Equalizadores de áudio e vídeo 
e melhoria de imagens; 
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• Limitação de banda: A amostragem de sinais analógicos geralmente leva a 
distorções. A aplicação de filtros com limitação de banda pode reduzir esses 
efeitos. Além disso, filtros de limitação de banda ajudam em sistemas de 
comunicação; 
• Atenuação ou remoção de freqüências específicas: Filtros de linha em energia 
elétrica. 
A filtragem não é uma operação exclusiva de sinais digitais e as diferenças 
entre filtragem de sinais digitais e analógicos pode ser encontrada em Porat (1997). 
Existem quatro tipos básicos de filtro: 
• Filtro passa-baixas: Projetados para passar freqüências baixas até uma certa 
freqüência de corte, atenuando as restantes e bloqueando freqüências mais 
altas; 
• Filtro passa-altas: Projetados para passar freqüências acima de certa freqüência, 
atenuando freqüências restantes e bloqueando freqüências mais baixas; 
• Filtro passa-faixas: Servem para permitir freqüências em um determinado 
intervalo e bloquear as outras; 
• Filtro rejeita-faixas: Projetados para bloquear determinada faixa de freqüências. 
O projeto de um filtro geralmente envolve a estimativa de seus parâmetros e os 
parâmetros principais a serem determinados são as freqüências limite de faixas e as 
tolerâncias de atenuação. 
Muitos métodos de Cartas de Controle podem ser vistos como o equivalente 
aos resultados obtidos na saída de um filtro linear e é possível traduzir os critérios de 
Cartas de Controle em equações de projeto de filtros (Chin, 2004) e utilizar as 
características da filtragem linear para acelerar o processo de detecção de causas 
especiais particularmente quando os dados são autocorrelacionados: enquanto grande 
parte das Cartas de Controle perde desempenho quando são utilizadas com dados 
autocorrelacionados, os filtros levam vantagem por terem sido concebidos 
matematicamente no ambiente de processamento de sinais (onde a presença de 
autocorrelação é rotineira) (Apley, et al., 2007). 
Um caso em que a aplicação de filtros é possível foi mostrado por Luceño 
(1999) Partindo do pressuposto que uma variável controlada opera em condições 
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normais e pode ser modelada como ruído branco (com média, desvio padrão e valor-
alvo definidos) e que determinada perturbação, conhecida, representada 
arbitrariamente por f(t) pode perturbar o processo de maneira severa de tempos em 
tempos em tempos, um filtro especial pode ser montado de forma que a detecção 
rápida dessa causa especial específica seja acelerada. 
 
Separação de Ruídos 
Em alguns casos, onde a coleta de dados para controle de qualidade apresenta 
ruídos, devido principalmente a erros no processo de coleta, falhas no instrumento de 
medida, interferência no sistema de transmissão ou problemas de confiabilidade, Cartas 
de Controle mais sensíveis podem indicar equivocadamente a presença de causas 
especiais. Um dos mecanismos mais simples que existem nos sistemas de 
comunicação é o sistema de detecção de sinais no meio de ruídos. 
O sistema de detecção de ruídos trabalha separando o ruído captado 
(usualmente composto de amostras aleatórias e sem autocorrelação) do sinal 
propriamente dito (de onde pretende-se por exemplo, extrair informações). A Figura A.7 
mostra o esquema usual de detecção de sinais no meio de ruídos. 
 
 
Figura A.7 – Esquema de funcionamento de um detector de sinais. 
 
A utilização de detectores de sinal poderia ser aplicada no controle de 
qualidade nos casos em que a fonte do distúrbio é conhecida e causa um 
comportamento padrão na variável controlada. Nessas condições, a utilização de 
algoritmos de detecção de sinais poderia tornar a detecção de causas especial muito 
ágil. 
 
Estimativa de parâmetros 
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A estimativa de parâmetros trata da inferência de valores desconhecidos a 
partir de um conjunto de observações de variáveis randômicas. Na utilização para 
sistemas elétricos existem basicamente duas classes de problemas de estimativa de 
parâmetros: 
1. Quando os valores são desconhecidos 
2. Quanto o número de pontos a ser estimado é desconhecido 
Os parâmetros que comumente precisam ser estimados são média, função 
correlação e função densidade. Entre os métodos de estimativa de parâmetros, o MLE 
(Maximum Likelihood estimation) cuja tradução seria Estimativa de maximização de 
probabilidades, é bastante usado. 
O método foi desenvolvido pelo Estatístico e geneticista Sir R. A. Fischer no 
começo do século XX e serve para ajuste de modelos a dados reais.  Para um 
determinado conjunto de dados de um modelo probabilístico, o MLE elege valores dos 
parâmetros do modelo cuja probabilidade de ocorrência é maior (por exemplo, se os 
dados forem pertencentes à distribuição normal, o parâmetro que maximiza a 
probabilidade da média populacional é a média amostral. Nenhum outro número tem 
probabilidade maior de ser a média populacional que a média amostral) (Therrien, 
1992).  
Como os métodos servem para inferência de parâmetros, podem ser aplicados 
no controle de qualidade para determinação de parâmetros como média e desvio 
padrão em distribuições não-normais ou onde a inferência estatística não for adequada 
ou possível. A aplicação do método de estimativa de parâmetros pode ser encontrada 
em Balakrishnan (2007) e em conjunto com controle estatístico de processo em Pan 
(2007). 
 
Séries Temporais: AR e ARMA 
Séries temporais são de uso recorrente na engenharia elétrica (e em outras 
ciências como economia, ciências sociais, estudos climáticos e medicina). Elas são 
utilizadas para diversos fins, inclusive na análise de sinais. Por definição uma série 
temporal é uma seqüência de observações de certa variável de interesse, que é 
observada em certos intervalos de tempo. 
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Essa seqüência é observada ao longo do tempo e dela procura-se extrair 
informações importantes como a tendência seguida. A Figura A.8 mostra os diversos 
tipos possíveis de tendências de séries temporais. 
 
 
Figura A.8 - Tipos possíveis de tendências observadas em séries temporais. 
 
O exemplo mais simples de modelo de serie temporal pode ser visualizado 
abaixo: 
 ;% >   A% Equação A 29
 
Na equação, b é a média do processo, A% é o componente aleatório do modelo 
(usualmente com média nula e variância constante). 
Mais parâmetros podem ser adicionados ao modelo, resultado na equação 
geral para séries temporais: 
 ;% > »?»P0Q  M?MP0Q   ¼?¼P0Q  A% Equação A 30
 
Em que os coeficientes ¼P0Q são parâmetros desconhecidos do modelo e ?¼P0Q 
são funções do tempo t.  
Aleatório
Crescente
Decrescente
Periódico
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Esses modelos, que podem ser ajustados por técnicas de regressão linear, 
pressupõem independência dos erros e entre as observações, ;%. No caso dessas 
condições não serem respeitadas, outros modelos devem ser utilizados. 
O modelo de Box-Jenkins (Box, et al., 1976) pode ser usado com 
autocorrelação nos dados e considera que a observação ;% pode ser modelada como 
função de A% nos tempos anteriores à observação da seguinte forma: 
 ;% > E ¥CDA%xD½DX X Equação A 31
 
Em que os erros são variáveis aleatórias independentes com distribuição 
normal, média zero e variância constante. Esse modelo pode ser usado para ajustar 
dados autocorrelacionados e dele derivam outros modelos a serem tratados, como o 
modelo Auto-regressivo (AR) e modelos de média móvel (MA) 
O modelo Auto-regressivo (AR) é uma caso particular e simplificado do modelo 
de Box-Jenkins e sua equação é a seguinte: 
 ;% > F  C»;%x»  CM;%xM   C$;%x$  A% Equação A 32
 
O modelo acima é denominado modelo Auto-regressivo de ordem p e a notação 
utilizada para mostrar isso é : AR(p) pois ;% está sendo expresso em termo das p 
componentes anteriores a ela, de forma que F,C»,CM …C$ são os parâmetros 
desconhecidos do modelo. 
Outra derivação do modelo de Box-Jenkins é o modelo chamado de médias 
móveis (MA), dados por: 
 ;% > E T G»A%x» T GMA%xM T T G¾A%x¾  A% Equação A 33
 
O modelo MA, de maneira semelhante, usa a notação MA(q) para expressar 
que trata-se de uma série de ordem q. 
A série apresenta as seguintes propriedades: 
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 ¿P;%Q > E Equação A 34O0 > 7P;0Q > L2¥G°2À°>0  Equação A 35OÁ > L2PTGÁ  G1GÁ1  G2GÁ2  GÀTÁGÀ          
Em que k=1,2,3, ..., q 
Equação A 36
 
Em que as funções média e autocovariância são definidas formalmente por 
(respectivamente): 
 ¿P;%Q > Â ;'%P;QÃ;½x½  Equação A 37O∞P, 0Q > ¿ª¯; T E±¯;0 T E0±¬ Equação A 38
 
Existem ainda modelos mistos, chamados ARMA que une os dois conceitos: 
 ;% > F  C»;%x»  CM;%xM  C$;%x$ T G»A%x» T GMA%xM T T G¾A%x¾  A% Equação A 39 
 
E a notação, da mesma forma é assim utilizada ARMA(p,q) para denominar o 
modelo de ordem p e q 
A utilização das aproximações de séries temporais em controle estatístico de 
processo é feito seguindo os seguintes passos: 
 
1. Identificação e escolha do modelo apropriado; 
2. Escolha do número de termos a serem utilizados na série; 
3. Ajuste do parâmetros; 
4. Calculo dos resíduos e checagem da adequação. 
A identificação do modelo deve ser feita através de uma serie histórica com no 
mínimo 50 observações (Shumway, et al., 2006).  
A principal ferramenta para identificação do modelo é a função autocorrelação, 
mostrada anteriormente. O ajuste dos dados será considerado satisfatório se o cálculo 
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da função de autocorrelação com os resíduos do modelo apresentar resultados nulos 
(Box, et al., 1976). 
Além disso, deve-se fazer uso dos gráficos de estimativas da função de 
autocorrelação e de autocorrelações parciais para descobrir até que termo deve-se usar 
na estimativa da equação. As Figura A.9 e Figura A.10 mostram a função autocorrelação e 
autocorrelação parcial (respectivamente) obtidas para dados autocorrelacionados. 
 
 
Figura A.9 - Função autocorrelação obtida para dados provenientes de um processo de mistura: 
antes do ajuste. 
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Figura A.10 - Função autocorrelação parcial obtida para dados provenientes de um processo de 
mistura: antes do ajuste. 
 
Para estimar os parâmetros do modelo, métodos de regressão como o método 
dos mínimos quadrados (ANEXO 3) podem ser utilizados. Uma vez estimados os 
parâmetros do modelo escolhido, o cálculo dos resíduos pode ser executado para 
verificar a adequação do modelo. A Figura A.11 mostra a função autocorrelação para os 
resíduos do ajuste feitos com os dados mostrados na figura anterior. 
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Figura A.11 - Função autocorrelação obtida para dados provenientes de um processo de mistura: 
depois do ajuste. 
 
Considerando que os resíduos calculados devem ser livres de autocorrelação, o 
controle estatístico de processo pode ser executado graficando os resíduos ao invés 
dos dados obtidos em campo. 
As Figura A.12 e Figura A.13 mostram Cartas de Controle obtidas a partir de 
dados autocorrelacionados. A primeira mostra a carta de valores individuais para os 
dados sem tratamento. A segunda mostra a mesma carta para os resíduos, após a 
eliminação da autocorrelação nos dados. 
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Figura A.12 - Carta de controle obtida para dados autocorrelacionados provenientes de um 
sistema de tanque agitado em estado estacionário. 
 
 
Figura A.13 - Carta de controle obtida para resíduos obtidos após o ajuste usando séries 
temporais a partir de dados autocorrelacionados provenientes de um sistema de tanque agitado 
em estado estacionário. 
 
Pode-se perceber que após o tratamento os pontos, não há mais pontos fora da 
zona de controle, essa informação aliada ao conhecimento de que o processo estava 
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operando em estado estacionário, permite concluir que a utilização de gráficos de 
Shewhart com os dados autocorrelacionados ocasionou 3 pontos de alarme falso. 
