Conventional approaches to relation extraction usually require a fixed set of pre-defined relations. Such requirement is hard to meet in many real applications, especially when new data and relations are emerging incessantly and it is computationally expensive to store all data and re-train the whole model every time new data and relations come in. We formulate such a challenging problem as lifelong relation extraction and investigate memoryefficient incremental learning methods without catastrophically forgetting knowledge learned from previous tasks. We first investigate a modified version of the stochastic gradient methods with a replay memory, which surprisingly outperforms recent state-of-the-art lifelong learning methods. We further propose to improve this approach to alleviate the forgetting problem by anchoring the sentence embedding space. Specifically, we utilize an explicit alignment model to mitigate the sentence embedding distortion of the learned model when training on new data and new relations. Experiment results on multiple benchmarks show that our proposed method significantly outperforms the state-of-the-art lifelong learning approaches.
Introduction
The task of relation detection/extraction aims to recognize entity pairs' relationship from given contexts. As an essential component for structured information extraction, it has been widely used in downstream tasks such as automatic knowledgebased completion (Riedel et al., 2013) and question answering (Yih et al., 2015; Yu et al., 2017) .
Existing relation detection methods always assume a closed set of relations and perform once-and-for-all training on a fixed dataset. While making the evaluation straightforward, this setting clearly limits the usage of these methods in realistic applications, where new relations keep emerging over time. To build an evolving system which automatically keeps up with the dynamic data, we consider a more practical lifelong learning setting (also called continual learning) (Ring, 1994; Thrun, 1998; Thrun and Pratt, 2012) , where a learning agent learns from a sequence of tasks, where each of them includes a different set of relations. In such scenarios, it is often infeasible to combine the new data with all previous data and re-train the model using the combined dataset, especially when the training set for each task is huge.
To enable efficient learning in such scenarios, recent lifelong learning research Lopez-Paz and Ranzato, 2017) propose to learn the tasks incrementally, while at the same time preventing catastrophic forgetting (McCloskey and Cohen, 1989; Ratcliff, 1990; McClelland et al., 1995; French, 1999) , i.e., the model abruptly forgets knowledge learned on previous tasks when learning on the new task. Current lifelong learning approaches address such challenge by either preserving the training loss on previously learned tasks (GEM) (Lopez-Paz and Ranzato, 2017) , or selectively dimming the updates on important model parameters (EWC) . These methods usually involve adding additional constraints on the model's parameters or the updates of parameters by utilizing stored samples. Despite the effectiveness of these methods on simple image classification tasks, there is little research validating the practical usage of these methods in realistic NLP tasks. In fact, when applying these methods to our relation extraction task, we observe that they underperform a simple baseline that updates the model parameters (i.e., learning by SGD) with a mix of stored samples from previous tasks and new samples from the incoming task. We further test this simple baseline on commonly used continual learning benchmarks and get similar observations.
In this work, we thoroughly investigate two existing continual learning algorithms on the proposed lifelong relation extraction task. We observe that recent lifelong learning methods only operate on the models' parameter space or gradient space, and do not explicitly constraint the feature or embedding space of neural models. As we train the model on the new task, the embedding space might be distorted a lot, and become infeasible for previous tasks. We argue that the embedding space should not be distorted much in order to let the model work consistently on previous tasks. To achieve this, we propose an alignment model that explicitly anchors the sentence embeddings derived by the neural model. Specifically, the alignment model treats the saved data from previous tasks as anchor points and minimizes the distortion of the anchor points in the embedding space in the lifelong relation extraction. The aligned embedding space is then utilized for relation extraction. Experiment results show that our method outperforms the state-of-the-art significantly in accuracy while remaining efficient.
The main contributions of this work include:
• We introcduce the lifelong relation detection problem and construct lifelong relation detection benchmarks from two datasets with large relation vocabularies: SimpleQuestions (Bordes et al., 2015) and FewRel (Han et al., 2018) .
• We propose a simple memory replay approach and find that current popular methods such as EWC and GEM underperform this method.
• We propose an alignment model which aims to alleviate the catastrophic forgetting problem by slowing down the fast changes in the embedding space for lifelong learning.
Problem Definition
Generic definition of lifelong learning problems In lifelong learning, there is a sequence of K tasks {T (1) , T (2) , . . . , T (K) }. Each task T (k) is a conventional supervised task, with its own label set L (k) and training/validation/testing data (T
, each of which is a set of labeled instances {(x (k) , y (k) )}. The goal of lifelong learning is to learn a classification model f . At each step k, f observes the task T (k) , and optimizes the loss function on its training data with a loss function (f (x), y). At the same time, we require the model f learned after step k could still perform well on the previous k − 1 tasks. That is, we evaluate the model by using the average accuracy of k tasks at each step as
To make f perform well on the previous tasks, during the lifelong learning process, we usually allow the learner to maintain and observe a memory M of samples from the previous tasks. Practically, with the growth of the number of tasks, it is difficult to store all the task data 1 . Therefore, in lifelong learning research, the learner is usually constrained on the memory size, denoted as a constant B. Thus at each step k, the learner is allowed to keep training samples from {T (j) |j = 1, . . . , k − 1} with size less or equal to B.
Lifelong relation detection In this paper we introduce a new problem, lifelong relation detection. Relation detection is an important task that aims to detect whether a relation exists between a pair of entities in a paragraph. In many real-world scenarios, relation detection naturally forms a lifelong learning problem because new relation types emerge as new knowledge is constantly being discovered in various domains. For example, in the Wikidata (Vrandečić and Krötzsch, 2014) knowledge graph, the numbers of new items and properties are constantly increasing 2 . So we need to keep collecting data and updating the model over time in order to handle newly added relations.
The problem of lifelong relation detection has the same definition as above with only one difference: during prediction time, we hope to know whether an input paragraph contains any relation observed before. Therefore at time k, given an input x from task j <k, instead of predicting an y ∈ L (j ) , we predict y (k) ∈ k j=1 L (j) . That says, the candidate label set is expanding as the learner observes more tasks, and the difficulty of each previous task is increasing over time as well.
3 Evaluation Benchmarks for Lifelong Learning
Previous non-NLP Benchmarks
Lifelong MNIST MNIST is a dataset of handwriting ten digits (LeCun, 1998) , where the input for each sample is an image, and the label is the digit the image represents. Two variants of the MNIST dataset were proposed for lifelong learning evaluation. One is MNIST Permutations , where a task is created by rearranging pixels according to a fixed permutation. K different permutations are used to generate K tasks. Another variant is MNIST Rotations (Lopez-Paz and Ranzato, 2017) , where each task is created by rotating digits by a fixed angle. K angles are chosen for creating K tasks. In our experiments, we follow (Lopez-Paz and Ranzato, 2017) to have K = 20 tasks for each benchmark.
Lifelong CIFAR CIFAR (Krizhevsky and Hinton, 2009 ) is a dataset used for object recognition, where the input is an image, and the label is the object the image contains. Lifelong CIFAR100 (Rebuffi et al., 2017a ) is a variant of CIFAR-100 (CI-FAR with 100 classes) by dividing 100 classes into K disjoint subsets. Each task contains samples from 100 K classes in one subset. Following (LopezPaz and Ranzato, 2017) , we have K = 20 tasks, where each of them has 5 labels.
The Proposed Lifelong Relation Detection Benchmarks
Lifelong FewRel FewRel (Han et al., 2018 ) is a recently proposed dataset for few-shot relation detection. There are 80 relations in this dataset. We choose to create a lifelong benchmark based on FewRel because there are a sufficient number of relation labels. We extract the sentence-relation pairs from FewRel and build our lifelong FewRel benchmark as follows. Each sample contains a sentence with the relation it refers, and a candidate set of 10 randomly chosen relations. The model is required to distinguish the right relation from the candidates. We apply K-Means over the averaged word embeddings of the relation names and divide 80 relations into 10 disjoint clusters. This results in 10 tasks in this benchmark, and each task contains relations from one cluster.
Lifelong SimpleQuestions SimpleQuestions is a KB-QA dataset containing single-relation questions (Bordes et al., 2015) . (Yu et al., 2017) created a relation detection dataset from SimpleQuestions that contains samples of question-relation pairs. For each sample, a candidate set of relations is also provided. Similar to lifelong FewRel, we divide relations into 20 disjoint clusters by using K-Means. This results in 20 tasks, and each task contains relations from one cluster.
Simple Episodic Memory Replay Algorithm for Lifelong Learning
Catastrophic forgetting is one of the biggest obstacles in lifelong learning. The problem is particularly severe in neural network models, because the learned knowledge of previous tasks is stored as network weights, while a slight change of weights when learning on the new task could have an unexpected effect on the behavior of the models on the previous tasks (French, 1999) . Currently, the memory-based lifelong learning approaches, which maintain a working memory of training examples from previous tasks, are proved to be one of the best solutions to the catastrophic forgetting problem. In this section, we first propose a memory-based lifelong learning approach, namely Episodic Memory Replay (EMR), which uses the working memory by sampling stored samples to replay in each iteration of the new task learning. Surprisingly, such a straightforward approach with a clear motivation was never used in previous research. We first compare EMR with the state-of-the-art memory-based algorithm Gradient Episodic Memory (GEM). We also show that the EMR outperforms GEM on many benchmarks, suggesting that it is likely to be among the top-performed lifelong learning algorithms, and it should never be ignored for comparison when developing new lifelong learning algorithms.
Episodic Memory Replay (EMR)
EMR is a modification over stochastic gradient descent algorithms. It replays randomly sampled data from memory while training on a new task, so the knowledge of previous tasks could be retained in the model. After training on each task k, EMR selects several training examples to store in the memory M, denoted as M T replay . Note that EMR could work with any stochastic gradient optimization algorithm, such as SGD, Adagrad, AdaDelta, and Adam, to optimize the model f with the mixed mini-batches.
We try two variations of D
replay sampling: first, task-level sampling, which samples from one previous task j each time, i.e., D
train . Second, sample-level sampling, which samples all over the memory, i.e., D
The two approaches differ in the task instance sampling probability. The task-level approach assumes a uniform distribution over tasks, while the sample-level approach has a marginal distribution on tasks that is proportional to the number of their training data in M. 4 When tasks are balanced like MNIST and CIFAR, or when the stored data in the memory for different tasks are balanced, the two approaches become equivalent. However, the sample-level strategy could sometimes make the code implementation more difficult: for some lifelong learning benchmarks such as MNIST Rotation, MNIST Permutation, and CIFAR-100 used in (Lopez-Paz and Ranzato, 2017) , the tasks could differ from each other in the input or output distribution, leading to different computation graphs for different training examples. From our preliminary study, the tasklevel approach could always give results as good as those of the sample-level approach on our lifelong relation detection benchmarks (see Table 1 ) , so in our experiments in Section 6 we always use the task-level approach.
Comparing EMR with State-of-the-art Memory-based Lifelong Algorithm
In this part, we will first thoroughly introduce a state-of-the-art memory-based lifelong learning algorithm called Gradient Episodic Memory (GEM) (Lopez-Paz and Ranzato, 2017) , and then compare EMR with it in both time complexity and experimental results on several benchmarks.
Gradient Episodic Memory (GEM)
The key idea of GEM (Lopez-Paz and Ranzato, 2017) is to constrain the new task learning with previous task data stored in memory. Specifically, it constrains the gradients during training with the following operation. When training on task k, for each mini-batch D
train , and the average gradients on the stored data of each previous task j, denoted as g
task . More concretely, we define
where j<k, (·) is the loss function, and
i ) is a training instance in T (j) that was stored in memory M. Then the model f is updated along the gradientg that solves the following problem:
g is the closest gradient to the gradient on the current training mini-batch, g
train , without decreasing performance on previous tasks much since the angle betweeng and g (j) task is smaller than 90 • . Time Complexity One difference between EMR and GEM is that EMR deals with unconstrained optimization and does not require the gradient projection, i.e., solvingg. But since the model f is deep networks, empirically the time complexity is mainly dominated by the computation of forward and backward passes. We analyze the time complexity as below:
In task k, suppose the mini-batch size is |D| and the memory replay size is m, our EMR takes |D| + m forward/backward passes in each training batch. Note that m is a fixed number and set to be equal to the number of instances stored for each previous task in our experiments. While for GEM, it needs to compute the gradient of all the data stored in the memory M, thus |D| + |M| forward/backward passes are taken. Its complexity is largely dominated by the size |M| (upper bounded by the budget B). When the budget B is large, with the number of previous tasks increases, M grows linearly, and GEM will become infeasible.
Superior Empirical Results of EMR The EMR algorithm is much simpler compared to the GEM. However, one interesting finding of this paper is that the state-of-the-art GEM is unnecessarily more complex and more inefficient, because EMR, a simple stochastic gradient method with memory replay, outperforms it on several benchmarks. The results are shown in Table 1 . The numbers are the average accuracy, i.e. 1 k k j=1 acc f,j , at last time step. For both algorithms, the training data is randomly sampled to store in the memory, following (Lopez-Paz and Ranzato, 2017) . On lifelong relation detection, the EMR outperforms GEM on both of our created benchmarks. To further show its generalizability, we apply the EMR to previous lifelong MNIST and CIFAR benchmarks and compare to the results in (Lopez-Paz and Ranzato, 2017) with all the hyperparameters set as the same. Still, EMR performs similarly to GEM except for the MNIST Rotation benchmark. 5 From the above results, we learned the lesson that previous lifelong learning approaches actually fail to show improvement compared to doing memory replay in a stochastic manner. We hypothesise that GEM performs worse when there is positive transfer among tasks, making the gradient projection an inefficient way to use gradients computed from memory data. Therefore, in the next section, we start with the basic EMR and focus on more efficient usage of the historical data.
Embedding Aligned EMR (EA-EMR)
Based on our basic EMR, this section proposes our solution to lifelong relation detection. We improve the basic EMR with two motivations: (1) previ-ous lifelong learning approaches work on the parameter space. However, the number of parameters in a deep network is usually huge. Also, deep networks are highly non-linear models, and the parameter dimensions have complex interactions, making the Euclidean space of parameters not a proper delegate of model behavior (French, 1999) . That is, a slight change in parameter space could affect the model prediction unexpectedly. The above two reasons make it hard to maintain deep network behaviors on previous tasks with constraints or Fisher information. Therefore, we propose to alleviate catastrophic forgetting in the hidden space (i.e., the sentence embedding space).
(2) for each task, we want to select the most informative samples to store in the memory, instead of random sampling like in (Lopez-Paz and Ranzato, 2017) . Therefore the budget of memory can be better utilized.
Embedding Alignment for Lifelong Learning
This section introduces our approach which performs lifelong learning in the embedding space, i.e., the Embedding Aligned EMR (EA-EMR). In EA-EMR, for each task k, besides storing the original training data (x (k) , y (k) ) in the memory M, we also store their embeddings. In the future after a new task is trained, the model parameters are changed thus the embeddings for the same (x (k) , y (k) ) would be different. Intuitively, a lifelong learning algorithm should allow such parameter changes but ensure the changes do not distort the previous embedding spaces too much.
Our EA-EMR alleviates the distortion of embedding space with the following idea: if the embedding spaces at different steps are not distorted much, there should exist a simple enough transformation a (e.g., a linear transformation in our case) that could transform the newly learned embeddings to the original embedding space, without much performance degeneration on the stored instances. So we propose to add a transformation a on the top of the original embedding and learn the basic model f and the transformation a automatically. Specifically, at the k-th task, we start with the model f (k−1) , and the transformation a (k−1) , that trained on the previous k − 1 tasks. We want to learn the basic model f and the transformation a such that the performance on the new task and stored instances are optimized without distorting the previous embedding spaces much.
We propose to minimize the above objective through two steps. In the first step, we optimize the basic model f by:
This step mainly focuses on learning the new task without performance drop on the stored samples.
In the second step, we optimize a to keep the embedding space of the current task and restore the previous embedding space of stored samples:
Embedding Alignment on Relation Detection Model We introduce how to add embedding alignment to relation detection models. The basic model we use is a ranking model that is similar to HR-BiLSTM (Yu et al., 2017) . Two BiLSTMs (Hochreiter and Schmidhuber, 1997) are used to encode the sentence and relation respectively given their GloVe word embedding (Pennington et al., 2014) . Cosine similarity between the sentence and relation embedding is computed as the score. Relation with maximum score is predicted by the model for the sentence. Ranking loss is used to train the model 6 . This base model is our model f , which is trained on a new task k at each step and results in an updated model f (k) . Our proposed approach (Figure 1 ) inserts an alignment model a to explicitly align to embedding space for stored instances and maintain the embedding space of the current task. Note that the label y (the relation here) also has embedding, so it needs to pass through the alignment model a as well.
Selective Storing Samples in Memory
When the budget of memory is relatively smaller, how to select previous samples will greatly affect the performance. Ideally, in order to make the memory best represents a previous task, we hope to choose diverse samples that best approximate the distribution of task data. However, distribution approximation itself is a hard problem and will be inefficient due to its combinatorial optimization nature. Therefore, many recent works such as GEM ignore this step and randomly select samples from each task to store in the memory. Rebuffi et al. (2017b) proposed to select exemplars that best approximate the mean of the distribution. This simplest distribution approximation does not give an improvement in our experiments because of the huge information loss. Therefore, we propose a better approach of sample selection by clustering over the embedding space from the model. The embedding after alignment model is used to represent the input because the model makes prediction based on that. Then we apply KMeans (the number of clusters equals the budget given to the specific task) to cluster all the samples of the task. For each cluster, we select the sample closest to the centroid to store in the memory.
We leave more advanced approaches of representative sample selection and their empirical comparison to future work.
Experiments

Experimental Setting
We conduct experiments on our lifelong benchmarks: lifelong SimpleQuestions (Bordes et al., 2015) and lifelong FewRel (Han et al., 2018) to compare our proposed methods EA-EMR, EA-EMR without Selection (EA-EMR NoSel), EA-EMR without Alignment (EA-EMR noAlign), and EMR with the following baselines.
• Origin, which simply trains on new tasks based on the previous model.
• EWC , which slows down updates on important parameters by adding L 2 regularization of parameter changes to the loss.
• GEM (Lopez-Paz and Ranzato, 2017) , which projects the gradient to benefit all the tasks so far by keeping a constraint for each previous task.
• AGEM (Anonymous, 2019) , which only uses one constraint that the projected gradient should decrease the average loss on previous tasks.
On both FewRel and SimpleQuestions, the epoch to train on each task is set to be 3. Learning rate for the basic model is set to be 0.001. The hidden size of LSTM is set to be 200. The batch size is set to be 50. For each sample in the memory, 10 candidate relations is randomly chosen from all observed relations to alleviate the problem that new relations are emerging incessantly. Parameters for our model and baselines are set as follows. For EA-EMR and EA-EMR NoSel, when training the alignment model, the learning rate is set to be 0.0001, and the training epoch is set to be 20 and 10 for FewRel and SimpleQuestions respectively. For AGEM, 100 samples are randomly chosen from all the previous tasks to form a constraint. For EWC, we set the balancing parameter α = 100. For GEM and EMR related methods, the batch size of each task is set to be 50.
Lifelong Relation Detection Results
Evaluation Metrics
We use two metrics to evaluate the performance of the model:
• Average performance on all seen tasks after time step k, which highlights the catastrophic problem: Table 2 : This table shows the accuracy on the whole test data ("Whole" column), and average accuracy on all observed tasks ("Avg" column) after the last time step. The average performance of 5 runs are listed here and the best result on each dataset is marked in bold.
• Accuracy on whole testing task:
Results on FewRel and SimpleQuestions We run each experiment 5 times independently by shuffling sequence of tasks, and the average performance is reported. The average accuracy over all observed tasks during the whole lifelong learning process is presented in Figure 2 , and the accuracy on the whole test data during the process is shown in Appendix A.1. We also list the result at last step in Table 2 . From the results, we can see that EWC and GEM are better than the Origin baseline on both two datasets, which indicates that they are able to reduce the catastrophic forgetting problem. However, our EA-EMR perform significantly better than these previous state-of-the-arts. The proposed EMR method itself achieves better results than all baselines on both datasets. The ablation study shows that both the selection and the alignment modules help on both tasks.
The Effect of Embedding Alignment To investigate the effect of our embedding alignment approach, we conduct two ablation studies as below: First, we remove both the alignment loss in equation 5.1, as well as the alignment module a, which results in significant drop on most of the cases (the line "w/o Alignment" in Table 2 ). Second, to make sure that our good results do not come from introducing a deeper model with the module a, we propose to only remove the embedding alignment loss, but keep everything else unchanged. That means, we still keep the module a and the training steps, with the only change on replacing the loss in step 2 with the one in step 1 (the line "w/o Alignment but keep the architecture" in Table 2 ).
We can see that this decreases the performance a lot. The above results indicate that by explicitly doing embedding alignment, the performance of the model can be improved by alleviating the distortion of previous embedding space.
Comparison of Different Sample Selection Strategies
Here we compare different selection methods on lifelong FewRel and SimpleQuestions. EMR Only randomly choose samples. (Rebuffi et al., 2017b) propose to choose samples that can best approximate the mean of the distribution. We compare their sampling strategy (denoted as iCaRL) with our proposed method (K-Means) which encourages to choose diverse samples by choosing the central sample of the cluster in the embedding space. From the results in Table 3 , we can see that our method outperforms iCaRL and the random baseline. While iCaRL is not significantly different from the random baseline.
Related Work
Lifelong Learning without Catastrophic Forgetting Recent lifelong learning research mainly focuses on overcoming the catastrophic forgetting phenomenon (French, 1999; McCloskey and Cohen, 1989; McClelland et al., 1995; Ratcliff, 1990 ), i.e., knowledge of previous tasks is abruptly forgotten when learning on a new task.
Existing research mainly follow two directions: the first one is memory-based approach (LopezPaz and Ranzato, 2017; Anonymous, 2019) , which saves some previous samples and optimizes a new task with a forgetting cost defined on the saved samples. These methods have shown strength in alleviating catastrophic forgetting, but the computational cost grows rapidly with the number of previous tasks. The second direction is to consolidate parameters that are important to previous tasks Ritter et al., 2018; Zenke et al., 2017) . For example, Elastic Weight Consolidation (EWC) slows down learning on weights that are important to previous tasks. These methods usually do not need to save any previous data and only train on each task once. But their abilities to overcome catastrophic forgetting are limited.
Lifelong Learning with Dynamic Model Architecture There is another related direction on dynamically changing the model structure (i.e., adding new modules) in order to learn the new task without interfering learned knowledge for previous tasks, such as (Xiao et al., 2014; Fernando et al., 2017) . These approaches could successfully prevent forgetting. However, they do not suit many lifelong settings in NLP. First, it cannot benefit from the positive transfer between tasks. Second, the size of the model grows dramatically with the number of observed tasks, which makes it infeasible for real-world problems where there are a lot of tasks.
Remark It is worth noting that the term lifelong learning is also widely used in Chen, 2015; Shu et al., 2016 Shu et al., , 2017 , which mainly focus on how to represent, reserve and extract knowledge of previous tasks. These works belong to a research direction different from lifelong learning without catastrophic forgetting.
Conclusion
In this paper, we introduce lifelong learning into relation detection, and find that two state-of-theart lifelong learning algorithms, GEM and EWC, are outperformed by a simple memory replay method EMR on many benchmarks. Based on EMR, we further propose to use embedding alignment to alleviate the problem of embedding space distortion, which we think is one reason that causes catastrophic forgetting. Also, we propose to choose diverse samples to store in the memory by conducting K-Means in the model embedding space. Experiments verify that our proposed methods significantly outperform other baselines.
