The relationship between urbanization, energy use, and CO2 emissions has been extensively studied in recent years, however little attention paid to the differences in urban forms. Previous studies implicitly assume that the urban form is homogenous across different urban areas. Such an assumption is questionable as urban form can have many different facets. This paper investigates the effects of urbanization on the road transport energy use by considering different urban forms from a dataset of (3) there is a non-linear (quadratic) relationship between road energy use per capita and urban population. This implies that an increase in total municipality population over a specific turning point can result in a decrease in road energy use per capita. However, (4) the ratio of urban residential buildings with private gardens has a negative and significant influence on road transport energy use.
Introduction
Around 54% of the world's population lives in urban areas. This is projected to increase to 66% by 2050 with an extra 2.5 billion inhabitants occupying urban spaces (UN, 2014) . Such rapid urbanization has generated a multitude of problems and opportunities for not only the economy, but also the environment as urban transport accounts for more than one-fifth of global carbon dioxide emissions (Liddle, 2013) . The growth rate of transport energy use -three quarters of which consumed on the road -is projected to increase 2% annually (Saboori et al., 2014) . This means that good understandings of road energy use are required to provide insight into the development of more sustainable cities, although the connections between urbanization and environmental impacts are not clear (Brian C O'Neill, 2012; Ergas et al., 2016; Li and Lin, 2015; Liddle, 2014; Ponce De Leon Barido and Marshall, 2014; Poumanyvong and Kaneko, 2010; Ramana Gudipudi and Kropp, 2016) .
Some scholars claim that urbanization has positive environmental impacts by decreasing road energy use Liddle, 2013) while others claim it generates more emissions (Poumanyvonga et al., 2012) . These conflicting results make the real effects of urbanization on the environment inconclusive (Poumanyvonga et al., 2012) , leading to the need for more studies regarding the potential detrimental effects of urbanization on the environment. Such disagreements in the extant literature may be due to the quality of data used, as well as the deployment of different methodologies.
Specifically, the failure to consider urban form differences could be one reason as most studies implicitly assume that it is homogenous across different areas. This is questionable due to its multiple facets (e.g., urban area, urban density, residential dwelling spatial structure) across countries and geographical regions. In addition, many recent empirical studies have found that some urban form variables (e.g., urban area, residential density, housing sizes and types, urban structure) can have significant impacts on environment (i.e., carbon emission, energy use) (Boyko and Cooper, 2011; Fang et al., 2015; Lee and Lee, 2014; Norman et al., 2006; Perkins et al., 2009; Reingewertz, 2012 ; Yang et al., 2015; Yin et al., 2015) . Therefore, further studies with careful considerations of the different urban forms become imperative. Specifically, there have been few studies that examine urbanized area level spatial form impact on the environment due to the lack of appropriate measures (Lee and Lee, 2014) . As such, the objective of this paper is to investigate the effects of urbanization on road transport energy use. This is achieved by considering a variety of urban forms taken from available municipality level information on urban residential building spatial structures across 386
Norwegian municipalities from 2006 to 2009. Based on the cross section analysis, the findings demonstrate that the effect of urbanization partly depends on the level of urban density, implying that additional increases in urbanization of already densely populated areas yield greater decreases in road transport energy use per capita.
The paper is structured as follows. First, the related literature is explained. Second, the model, data, and empirical strategy are presented. Third, the main estimation results and discussions are given.
Finally, the conclusions are offered.
Literature review
A popular framework used to distinguish the impact of population and income on the environment is stochastic impacts by regression on population, affluence, and technology (STIRPAT). This was developed by Dietz and Rosa (1997) and exhibited in the following equation (2.1) where I is the environmental impact, P is population, A is affluence, consumption per capita or income per capita, and T is the technology or impact per unit of consumption. The subscript i denotes cross sectional units; a, b, c, and d are the parameters to be estimated; and e is the error term in the regression model: ln( ) ln ln ln
Researchers applying the STIRPAT frame to carbon emissions or energy use typically include data on population, income, urbanization level, urban density, and age compositions in their analyses, summarized in the appendix A1 (Boyko and Cooper, 2011; Fan et al., 2006; Hossain, 2011; Liddle, 6 2004; Liddle and Lung, 2010; Martínez-Zarzoso et al., 2007; Martínez-Zarzoso and Maruotti, 2011; Menz and Welsch, 2012; Norman et al., 2006; Perkins et al., 2009; Poumanyvong and Kaneko, 2010; Poumanyvonga et al., 2012; Yang et al., 2015; Zhu and Peng, 2012) . The common feature in these studies is the lack of information on the urban form which may be ascribed to the deficiency of appropriate measures of urban area level spatial structure (Lee and Lee, 2014) as well as the limited variables in the STIRPAT framework. Indeed, many variables describing urban form (e.g., area, share of residential building type, urban density) are identified as important driving forces with environmental impacts (Boyko and Cooper, 2011; Norman et al., 2006; Perkins et al., 2009) . Further, there are two arguments supporting the idea of controlling the ratio of residential building type in a municipality space area from empirical observations. First, it is reasonable to believe that distance from city center is a determinant factor of road transport energy use. According to urban theory, the density of residential housing has a negative relationship with the distance to the city center (Gaigné et al., 2012) . Therefore, it is hypothesized that more compact urban areas lead to less transport energy use. Second, it has been empirically verified that age-structure plays a critical role in housing location decisions (Lee et al., 2016) . At the same time, there is the implicit idea of housing hierarchy in which low-and moderate-income tenants move into more comfortable quarters while the wealthier tenants save to become first-time homebuyers who thereafter trade up to bigger and better homes (MorrowJones and Wenning, 2005) . It therefore seems appropriate to assume that the density of housing has a negative connection with age structure and that the omission of these variables, given that they have significant explanatory power, may lead to different estimation results. Thus, by introducing the variables of urban building type, urban area (or urban settlement area), and urban density into the equation, the estimations in this paper may provide greater understanding of the factors that influence road energy use in geographical spaces.
Data and models
The municipality data stem from Statistics Norway (SSB) where the definition of municipalities follows the Norwegian nomenclature from 2012. These data include: energy use from road transport, <16, 16-44, 45-66, and 67 ≥) . In Norway, the under 16s are not allowed to drive and the retirement age is 67. Further, the middle groups are assumed workers who are divided into two subgroups for three reasons. As the stock of wealth is assumed different within and between these subgroups according to the life-cycle hypothesis that poses individuals build up assets at the initial stages of their working lives to be used during retirement, 5 it is reasonable to believe the older working group (45-67) have smaller households and larger asset stocks than the younger one (16-44).
Nevertheless, there are no united classifications for age structures within the literature. For example, Liddle (2011) divided the population into five age groups (< 20, 20-34, 35-49, 50-69, and 70 ≥) whereas Zhu and Peng (2012) integrated the working population into one group. Further, Cao and Yang (2017) classified the age of 44 as an important node (16-24, 25-34, 35-44, 45 >) . The classifications of Cao and Yang (2017) and Zhu and Peng (2012) , combined with the Norwegian factors, resulted in our division into four groups. The study period (2006) (2007) (2008) (2009) Norway by merging the municipalities into the large ones (Parliament, 2017) . Further, it is also seen that some researchers try to distinguish the effects of urbanization from the impacts of urban density ( e.g., see Liddle (2004) , Wang et al. (2017) ). Figure 3 shows the natural logarithm of energy use on road per capita for each municipality plotted against the natural logarithm of population for 2009. It seems that there is a quadratic relationship between population and road energy use per capita.
According to new economic geography theory, the agglomeration effects occur in urban economics during the process of population concentration (Krugman, 1991) which can lead to energy efficiency improvements. Specifically, figure 3 implies that there may be an economic scale effect of population on the road energy use in cities. Indeed, this effect has been empirically verified in Italian cities (Burgalassi and Luzzati, 2015) .
Insert Figure 1 , 2, and 3 here
Variables and model analyses 9
The analysis begins with a simple identity: 
The identity can be rewritten as: 
The per capita energy consumption is treated as the independent variable for two reasons. 9 First, the urban area is an important variable but varies very little in this data and therefore it is difficult to precisely estimate the relationship between urban area and road energy use. However, by using the term per capita such considerations are avoided because of the perfect collinearity among urbanization, urban density, and urban-area per capita in log estimation form. Second, the energy use per capita is more important than the total energy use when we consider the energy use efficiency. Regarding energy (or energy use/carbon emission), many researchers identify variables such as population, economic growth rates, urbanization, and age composition as key drivers of road energy demand (Belloumi and Alshehry, 2016; Liddle, 2004; Liddle, 2013; Okada, 2012; Perkins et al., 2009; Poumanyvonga et al., 2012) . In addition to the aforementioned factors, urban formation patterns and urban density relative to urbanization levels are also acknowledged as important in explaining transport energy use (Boyko and Cooper, 2011; Martínez-Zarzoso and Maruotti, 2011; Norman et al., 2006; Perkins et al., 2009 
This can be transformed as follows (Equation 3.4):
The right side of equation is the log of energy intensity, or energy per GDP. Integrating Equation 3 ln ln ln ln ln ln
Here, income y is substituted by the median household income after tax. There are two reasons for this. First, it is sensible to consider that road transport, especially passenger car transport, is more relative to household unit than per capita. This accords with Liddle (2004) who posits that the household is an important level of analysis for road transport. Second, it is more convenient to combine urbanization rate and household size into the analysis when the household unit is considered as shown in Equation 3.1. In addition, because it is assumed that residential building type has strong relationships with age composition (Lee et al., 2016) , urbanization, and urban density (Perkins et al., 2009 ), the share of residential building type is introduced into the estimated equation to mitigate potential bias. Furthermore, with the same urbanization rate and urbanization density, there may be different urban forms due to the differences in urban area. Therefore, the interaction term of urbanization rate and urban density is also considered. Further, it is hypothesized that the effects of age composition partly depend on income level. Thus, the interaction terms of income and age composition are also included in the equation. Due to the economic scale of the population, the quadratic relationship between population and road energy use is tested. Finally, although studies (Poumanyvonga et al., 2012) 
Here,  are estimated parameters and LR denotes the share of individual households with private gardens of total residential housing stock. The variable "urban area per capita" is not included to avoid perfect collinearity in the estimations as is shown in equation (3.1). 10 Fixed effect estimation assumes the unobserved, time-constant factors are correlated with the explanatory variables.
11 Random effect estimation assumes the unobserved, time-constant factors are uncorrelated with the explanatory variables.
12 The P value is below 0.0000 which shows a strong rejection of no serial correlation. 13 The P value is below 0.0000 which shows a strong rejection of no heteroskedasticity.
13 Table 2 reveals that the results obtained from the three models of pooled OLS, OLS, and PCSE OLS are not sensitive to the choice of estimating method and all variables have the same sign. As the results do not indicate major differences between these models, the discussion focuses on a series of OLS alternative models in 2009 which contain all significant variables and the most recent data. These alternative OLS models are used to test the sensitivity of the observed results. Table 3 shows the alternative estimation results for energy use per capita from road transport which are based on the OLS method and the data for 2009. The main interpretations focus on columns 2, 6, and 7, while the others are used for comparison.
Insert Table 3 here
This study finds several interesting results.
14 All seven models in Table 3 show there is a quadratic relationship between population and energy use per capita, statistically significant at the 1% threshold.
These results are consistent and imply there is a turning point in the population; i.e., column 2 is 9.27
(1.16/ (2×0.06)). In this example, the average of the logged population is 8.48 (the minimum value is 5.37 and the maximum 13.26, see appendix Table A2 ) which implies that an increase of a municipality's total population over its turning point ( Table A2 ). Thus, the elasticity of income relative to road energy use per capita is 0.06. density is negative and statistically significant which implies a compact city is more sustainable, and the elasticity for the interactive variable between urbanization and urban density is negative and significant. This implies that the effect of urbanization partly depends on the level of urban density. In column 6, the net impact of the urbanization is negative, 18 implying that additional urbanization can decrease energy use in the denser area. Indeed, the elasticity for urbanization is negative and significant at 5% (P value is 0.026) in column 3 without considering the interactive term between urbanization and urban density. The net effect of urbanization is consistent with the argument that urbanization contributes to a decrease in road energy use (Liddle, 2004 (Liddle, , 2013 . Finally, it is also interesting to note that the variable of residential building type has a negative and significant effect on road energy use per capita. Of this table 3, the magnitudes of coefficient and statistical significance in column 2 greatly increase (e.g., the coefficient of population, urban density, and urbanization rate increase by 52%, 61%, and 55% respectively, and the statistical significances also improve to under the 1% threshold) when compared with column 3. This implies that the variable of residential building type strongly relates to population, urban density, and urbanization rate, and therefore cannot be ignored. Moreover, in column 7 the coefficient of the interaction term between urban density and the sum ratio of households with private gardens over the total residential housing stock is negative and statistically significant at the 1% threshold. This implies that the residential development policy for energy deduction should focus more on dense areas. (2017) and Zhu and Peng (2012) . For example, Cao and Yang (2017) suggest that age has a positive effect on environment, and Zhu and Peng (2012) suggest that the working group (age 16-64) has more positive effects on the environment than other cohorts. Furthermore, the elasticity of urban density with respect to per capita road energy use is negative given the urbanization rate and the ratio of low residential housing stock which implies that compact cities contribute to decreases in road energy use per capita. Moreover, the interaction terms among urban density, urbanization, and the ratio of low density dwelling types are negative and significant which may provide some insightful information for policymakers on energy reduction. The interaction term between urban density and urbanization rate is negative which infers that increasing urban density in areas with high urbanization rates would contribute more to decreasing the road energy use per capita than in areas with lower rates. 21 It also implies that the urbanization policy in a sprawl city (low level of urban density) may increase the energy use on road per capita. 21 According to the partial derivation of model in column 7 of 
Here, all the coefficients are negative and significant. Because the urbanization rate is between 0 and 1, the logged urbanization rate (ur) is negative and the first item is positive. Moreover, the smaller the level of urbanization rate, the larger the absolute value of logged urbanization rate or ur, and the larger value of the first item. Given the other variables and parameters, there would be a smaller effect of the urban density on road energy use per capita in an area with less urbanization.
As the interaction term between urban density and ratio of low density residential dwelling stock is negative and significant, an increase in the share of houses with private gardens can curb the growth rate of energy use on road per capita. Moreover, it seems to be better effects in reducing road energy use in higher urban density areas than lower ones 22 , which may not be a surprise. The result implies that the people living in high-density houses consume more energy on road than people living in lowdensity ones. In fact, a low-density house has some special characteristics (e.g., access to private green gardens) which high-density residential buildings do not. Therefore, it is reasonable to expect that people living in low-density housing may spend more time in their detached homes, both for relaxation purposes and necessary gardening. This empirical result supports the so-called compensatory mechanism hypothesis which suggests that people living in densely populated urban areas (i.e., inner city apartments) with limited needs for everyday transport tend to undertake longer travel in their leisure time as a compensation for limited access to green/outdoor areas (Holden and Norland, 2005) . However, the casual mechanism is not evident, and it is therefore not clear that the negative relationship between energy use on road transport and low density housing rate is due to these reasons. As such, future studies should aim for a better understanding of such leisure-time behaviors.
Taken together, the findings of this study have some policy implications for reducing energy use on road transport per capita in Norway. First, many municipalities that have the total population below turning point value should be encouraged to merge in order to use the economic scale of population, which can make public transportation play more important role. This finding supports the current ongoing municipality reform in Norway, which aims to reform current 428 municipalities to be 354 ones by 2020 (Parliament, 2017) . Second, as the maximum value of urban density in Norwegian 22 According to the partial derivation of model in column 7 of . Here, the coefficient is negative and statistically significant. Therefore, given other conditions, the greater the urban density value, the greater the decreased effect of the low residential house share on road energy use per capita. municipalities is 42.26 per hectare 23 (see appendix Table A2 ) which is comparatively smaller compared to data from other countries, 24 a more compact city is preferred. Third, the verification of compensatory mechanism hypothesis suggests that it would be effective to reduce the road energy use per capita by providing more public green spaces and entertainment infrastructures in dense urban areas.
Conclusions
This article examines the influences of urbanization on the road transport energy use with the consideration of different urban forms by using 386 Norwegian municipality-level data from the period 2006 to 2009. After controlling for household income , population, average household sizes, age compositions, urbanization level, urban population density, and the urban residential building structure (the ratio of residential building unit with private garden to the total residential building unit), this paper reveals that (1) urban density has a negative and significant effect on road transport energy use. This implies that the process of population concentration can contribute to curbing the growth rate of road energy use per capita and that (2) the impact of urbanization partly depends on the level of urban density. This result suggests that additional urbanization increases in areas of higher density levels would contribute more to decreasing road energy use per capita than in areas with lower levels. This is important because it highlights that the residence policies of large Norwegian cities should concentrate more on the denser centers. The results further reveal that (3) there is a quadratic relationship between road energy use per capita and urban population which suggests that the latter has a concave effect on the former. In this study, the urban population is not yet at its peak point, and the real effect of urban population is positive. Nevertheless, this implies that policymakers concerned with energy reduction should focus more on cities with larger populations. At the same time, urban policy should encourage municipalities with smaller populations to merge in order to use the economic 23 8.349 4226 e  scale of population in reducing the road energy use per capita. Moreover, (4) the interaction term between the ratio of low density dwelling stock and urban density is negative and significant. This result implies that people living in higher urban density areas create more road energy than those in low density areas, supporting the compensation mechanism hypothesis (Holden and Norland, 2005) .
Notwithstanding, there are some limitations in this study worthwhile to mention. Predictors for explaining the variance of road energy use per capita are limited and by no means comprehensive. At the same time, the results are obtained under the peculiarity of Norway that is a long-stretched country with low population density. Moreover, the results may only reflect the short-run effects as they are obtained from a very short period (2006) (2007) (2008) (2009) and, therefore, may provide an incomplete empirical relation of certain aspects. Nevertheless, the study provides a foundation for further investigations on the role of urban form in road energy use in rapidly urbanizing areas. Specifically, the co-existence effects of urban density (compact city) and compensation mechanism (sprawl city) suggest that there may be a trade-off between these two different urban development strategies which deserves a followup study to decide where the boundary is. east, north are a group of dummy variables to capture the characteristic of region. The base group is north here. The robust standard errors are applied in the OLS for the year in 2009, the cluster-robust standard errors are applied in the pooled ordinary least squares (pooled OLS), the panels-corrected standard errors are applied in the PCSE model. All standard errors are given in parentheses. Statistical significance is indicated by: *** P<0.01, ** P<0.05, and * P<0.10. 
