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Motivation for Data Redistribution
Distributed Memory Multicomputers such as the Intel Paragon, IBM SP-1 and the Connection Machine CM-5 offer significant advantages over shared memory This research was supported in part by an IBM Graduate Fellowship and in part by the National Aeronautics and Space Administration under Contract NASA NAG 1-613. Authors are also grateful to the National Center for Supercomputing Applications, the San Diego Supercomputing Center, and the Argonne National Lab for providing access to their machines. multiprocessors in terms of cost and scalability. Unfortunately, to extract all that computational power from these machines, users have to write efficient software for them, which is an extremely laborious process.
The recent HPF effort [l] aims at easing the programming process through the use of data distribution directives. Such directives can help compilers in guiding the partitioning of computation and thus the generation of calls to appropriate communication primitives. The HPF standard also provides directives for data redistribution dynamically during program execution. This has been found to provide increased speedups for some programs like the 2D Fast Fourier Transform (FFT) and Alternating Direction Integration (ADI).
Redistribution of data is critical for programs exploiting data and functional parallelism together. In such programs, a given processor system is partitioned between a set of data parallel tasks to provide increased speedups [2, 3, 4, 51. Frequently, data dependence constraints require arrays be redistributed from one subsystem to another. Figure 1 illustrates this clearly; array A is being written into by the data parallel task executing on the first set of processors and being read by the data parallel task on the second set of processors. Since the tasks themselves may require different distributions for A , redistribution involves not only changing the distribution but also changing the processor sets. The PARADIGM compiler effort [6] at the University of Illinois considers the problem of simultaneous exploitation of functional and data parallelism. This has been a primary motivation for the work presented in this paper.
In our work we will consider only "regular" distri-
Figure 1: Need for Redistribution in MPMD Programs this approach is very costly compared to a method like ours which makes use of the distribution information in a more intelligent manner. The important features of our work are: (1) Redistribution routines are to be automatically generated at compile time; (2) The source and target processor sets can be any arbitrary subset of the given processor system; (3) Arrays being redistributed can have any of the possible regular distributions on the source and target processor sets. We handle all the types of distributions in an uniform manner; (4) Arrays being redistributed can have an arbitrary number of dimensions; (5) Multiple arrays can be redistributed simultaneously using message aggregation [7, 81 . This means we have just one send-recv between a pair of processors even if there is data from more than one array being communicated between them.
Our redistribution techniques rely on a mathematical representation for regular distributions which we call PITFALLS (Processor Index Tagged FAmiLy of __ Line Segments). We felt the need for a new representation for our work because none of the current representations [8, 71 satisfied our requirements. We needed the ability to mathematically represent a regular distribution on any given subset of processors of the given system and t o perform redistribution communication analysis efficiently,
The PITFALLS representation along with the redistribution algorithm based on it is discussed in the next section. Section 3 discusses our implementation What we mean by these terms is made clearer in Figure 2 . The consideration of only such distributions is reasonable because a large number of scientific programs have been found to use them.
The Data Redistribution Problem
Having motivated the need for redistribution, we can now formally define a redistribution R to be the set of routines that -given an multi-dimensional array A on a set of source processors P, with source distribution D, ~ transfer all the elements of the array to a set of target processors Pt with a target distribution Dt. In the general case, D, and Dt can specify arbitrary regular data distributions along each dimension of the array. Therefore, the redistribution routines need to figure out exactly what data needs to be sent(received) by each source(target) processor. It is possible to use a simple runtime resolution approach for redistribution. In this approach, each source processor computes the index of each of the elements it owns based on the source distribution; then, it uses this index to compute the target processor for it based on the target distribution and packs it into a buffer meant for that processor; finally, sends the contents of its buffers to the target processors. The target processors essentially do the reverse. However, as we shall see later, and provides a feel for the efficacy of our method. Finally, in the last section, we discuss the implications of our work and future extensions.
Related Work
It is possible for one to argue that redistribution can be performed using compiler techniques such as those outlined in [7, 9, 8, lo] . These techniques generate the communication required for any program statement to execute correctly given the distributions of the arrays involved in the statement. One could now use a statement of the form B = A where B is distributed according to the target distribution and A is distributed according to the source distribution. However, most current compiler techniques are not able to efficiently handle all possible combinations of regular distributions of A and B. In addition, they cannot handle different processor sets for A and B.
The work by Agarwal et. al. [ll] provides runtime support for redistributions. They construct schedules for redistribution at runtime and reuse schedules if a particular redistribution pattern occurs more than once. However, this work neither handles the
nor does it consider arbitrary source and target processor sets.
Recent work by Thakur et. al.
[12] considers routines for redistributions of regular arrays in the form of a library for a HPF compiler. The methods proposed treat possible source-target distributions in a pairwise manner. For specific cases of source-target data distributions, they use efficient methods; however, for more general cases, they use a runtime resolution approach such as the one described before. For multidimensional arrays, [12] proposes a solution which is very expensive for certain cases; in such cases, multidimensional redistributions are considered to be composed of a series of one-dimensional redistributions.
The PITFALLS Representation and Redistribution
Redistributing an array between a source-target pair of processor sets involves computing the elements to be sentlreceived between each source-target pair of processors. The PITFALLS representation is particularly useful in this context as it can be used to easily determine which pairs of source-target processors need to communicate and the intersection of the data sets of such a pair. We first develop the PITFALLS representation and redistribution algorithm for a onedimensional array in a step by step manner. Later, we extend our ideas for multi-dimensional arrays. We do not consider the effects of alignments in our discussion here, taking them into account is easy since the PIT-FALLS representation is powerful enough to capture alignment information.
Line Segments (LS)
Consider a one-dimensional array A of size N . Fundamental to the PITFALLS representation is the idea of using Line Segments (LS) to represent a contiguous block of elements. An LS L can be represented by a pair of numbers ( I , r ) . For our representation, this LS (in the context of array A) is taken to mean the block of elements of A with indices starting at 1 and ending at r (numbering T -1 + 1). We call the quantity 1
Note that a single element with index 1 has the LS representation Since our interest is in being able to find intersections for sets of elements, we note that the intersection where max(ll,12) 5 min(r1, r2). If this is not true, the intersection is 0.
FAmiLy of Line Segments (FALLS)
The LS notion can be extended t o what we call a FAmiLy of Line Segments (FALLS). A FALLS F
can be represented by a tuple ( l , r , s , n ) . Intuitively, F represents a set of n equally spaced, equally sized blocks of elements; the first block starts at 1 and ends at r ; the stride between successive 1's is s. Note that these are non-overlapping blocks. The ith (0 5 i 5 n -1) LS of F (denoted by Li and called the ith member) is given by: Figure 3 shows a few examples of FALLS.
Using the notion of FALLS, it is possible to represent the set of elements of A owned by a particular processor under any regular distribution. Figure 4 shows the FALLS representation for elements owned by processor 1 in a 4-processor system for various distributions of A when N = 32. In this example, it turns out that in every case, processor 1's elements can be represented using a single FALLS. This may not be true in the general case, where, more than one FALLS may be needed. However, it is easy to show that no more than two FALLS are needed for the regular distribution of any dimension of an array [13] . over every pair of members from the two FALLS and compute their intersection using the LS intersection algorithm. We can see that this technique can be very inefficient by considering the example of FALLS intersection shown in Figure 5 . In this example, there are just 4 non-empty intersections whereas our brute force algorithm would perform 16 iterations.
There are a couple of important observations to make in our example of Figure 5 . One of them is that the intersecting pairs of members of the two FALLS (circled in the figure) have the same relationship between them; i.e., their relative displacement is the same. This gives rise to the idea of periodicity in the relationships between members of the two FALLS.
The length of the intersection period (FPF1 nF2) for a given pair of FALLS F1 = ( 1 1 , T I , SI, n l ) and FZ = (12, rz, sg, n2) can be written down as:
We also find it convenient to define a pair of quantities called ml and mz as follows:
Intuitively, these quantities represent the number of members of each FALLS occurring in a period. It can easily be verified that a pair of members from the two FALLS ( i l , iz) will have the same relative displacement as the pair of members ( 2 1 + ml, iz + mz). For t.he example of Figure 5 , FPF, nF2 = 8, ml = 1, and in2 = 1.
Another observation to make in Figure 5 is that t,he intersection of the two FALLS in this case turns out to be a FALLS (as noted in the figure). These observations imply that we need only look at possible intersections between pairs of members of the two FALLS that occur within a period and extend each such intersection to all other periods (thus giving rise to a FALLS structure). This gives us a more efficient intersection computation algorithm shown in Figure 6 .
For the algorithm, (11 , 12) is the first pair of members of the two FALLS that intersect; all other terms have the same meaning as explained above. Although the algorithm outlined above substantially cuts down on the number of iterations performed as compared to the brute force algorithm described first, it is still not very efficient. This can be seen by considering the example of Figure 7 . For this example, ml = 1 and m2 = 4, which means our algorithm iterates 4 times. However, we see that the intersection consists of just one FALLS, which means 3 of the iterations produce no FALLS and are thus wasted. This gives us the possibility of constructing another algorithm which still looks at pairs of members within a period, but, does not consider pairs that do not intersect. This pruning is done by considering the intersection of a pair of LS's L1 = ( I l , r l ) and Lz = ( 1 2 ,~) . We see that this intersection is The equations above give us a method to determine which members of the two FALLS will actually intersect. It can be seen that given a member of the first FALLS we can use these conditions to determine the lower and upper bounds of members of the other FALLS (i2s) that will intersect with the given member. We can now construct an efficient intersection algorithm as shown in Figure 8 . Note that we do not check for an empty LILl n L2 because we are
guaranteed it is non-empty by iterating over the loop bounds computed using the conditions listed above.
For our example of Figure 7 , we can see that our algorithm will iterate only once and produce the FALLS FIFl nFa = (2,3,16,2) .
As seen before, some regular distributions may result in a processor having a set of FALLS representing its elements rather than just one FALLS. Intersection Figure 9 : Example of Redistribution of a set of multiple FALLS with another set of multiple FALLS can be done by intersecting each possible pair of FALLS from the two sets (using the algorithm described above).
The conditions used for constructing the efficient FALLS intersection algorithm can also be used to construct a constant time boolean function B, n Fa defined as:
In evaluating the function we use the parameters of the two FALLS. Intuitively, the function checks for the existence of at least one pair (il , i2) satisfying the intersection conditions. Due to lack of space we are unable to present more details of this boolean function. As we will see later, it plays an important role in computing PITFALLS intersection.
Processor Index Tagged FAmiLy of Line Segments (PITFALLS)
Returning to the problem of redistribution, we can now see that a possible method could be to first construct a FALLS representation for each source processor based on the source data distribution and for each target processor based on the target data distribution. Next, we could iterate over all source-target pairs and determine the data to be sent between them using the FALLS intersection algorithm described above. However, this may not be very efficient in many cases since there may be many source-target processor pairs that do not communicate. Figure 9 shows a redistribution of a 32-element array from a BLOCK distribution to a BLOCII'CYCLIC(2) distribution. Here we assume there are 4 sending processors and 8 receiving processors. If we consider the edges to represent communication, we can see that there will be no communication, for instance, between processor 0 on the Figure 10 : Example of PITFALLS sors, but also helps us determine which pair of processors will have a non-empty intersection. Consider a pair of PITFALLS PI = (II, r l , SI, n1, d l , PI) and P2 = (12,r2, s2, n2, d2,p2) . We can now write down the FALLS representation for a pair of members (p1,pz) from the two PITFALLS as:
We have previously defined a boolean function to determine whether a pair of FALLS will have a nonempty intersection. We can now use this function to determine whether the pair of FALLS ( P I , P a ) will intersect. Hence, we can decide whether the pair of processors ( p l , p 2 ) will need to communicate during redistribution. This is the basis for the PITFALLS intersection algorithm shown in Figure 11 . The advantage of using PITFALLS is that we do not use a separate set of FALLS for each processor; instead, one set of PITFALLS is used for the entire set of processors across which an array is distributed. The PITFALLS representation is parameterized by the IDS of the processors. Thus, given an ID, we can determine the FALLS representation for the associated processor. An example of PITFALLS for a BLOCKCYCLIC (2) distribution of a 32 element array is shown in Figure 
10.
It can be shown easily that no more than three PITFALLS are needed to represent a regular distribution of any dimension of an array [13] .
As mentioned before, for redistribution, we are interested in being able to perform intersections on our representation. The advantage of the PITFALLS representation is that it not only helps us perform efficient intersection of data sets for a pair of proces-
Multi-dimensional Array Redistribution
Until this point we have only considered a onedimensional case for all our representations and algorithms. Extending these to the multi-dimensional case is simple and can be done by considering the FALLS representations for each dimension and performing intersections on them independently. The resulting FALLS in each dimension represents the set of indices that need to be transferred along each dimension. During the actual packing and transfer, we combine the indices along all dimensions. Since the multi-dimensional algorithm involves the application of the one-dimensional algorithm for each dimension independently, it scales linearly with the number of dimensions involved. This is a significant advantage over the methods of [12] .
A similar approach is used for the PITFALLS intersection in multiple dimensions; we consider the PIT-FALLS representation for source and target processor sets in each dimension and perform the PITFALLS intersection for that dimension using our algorithm of Figure 11 . Later, we combine the results of these intersections and obtain rectangular sections of data that need to be transferred. More details on the multidimensional redistribution can be found in [13].
Multi-array Redistribution
For multiple arrays being redistributed from one processor set to another processor set, we pack all the data to be transferred between a pair of processors for all the arrays into a single buffer before sending its contents. This way, we ensure that no more than one message is sent between a pair of processors even if the communication involves data for more than one array. This idea is similar to the concept of message aggregation [8, 71
Implementation and Results
As mentioned earlier, the work proposed in this paper is aimed a t supporting exploitation of functional and data parallelism in the PARADIGM compiler. Since the PARADIGM compiler is still under design and implementation, we tested our methods by independently generating and timing redistribution routines using our algorithms for a few different redistributions on the Intel PARAGON and CM-5. For the purposes of communication analysis using PITFALLS, we assumed virtual IDS for individual processors in the source and target processor sets. We then used structures to map between virtual and real IDS during actual communication. The idea behind having such structures is very similar to the concepts of Groups, Contexts and Communicators described in the MPI standard [14] . Due to the unavailability of reliable implementations of MPI on the PARAGON and CM-5 at the time of submission, we chose to use our own interface.
We generated and timed our algorithm and the runtime resolution algorithm (described in Section 1) for a total of 18 redistributions for array sizes of 128 x 128 and 512 x 512. The results are shown in Tables 1  and 2 . From these, we can see that our redistribution algorithm performs much better than the runtime resolution algorithm. The performance improvement becomes more appreciable for larger array size; making it vital to use an efficient technique such as ours for redistributions of large arrays. The improvement obtained seems to be independent of the underlying machine; the order is similar for both target machines.
Conclusions and Future Work
In this paper we have described a technique for carrying out array redistribution in an efficient manner. Our technique relies on a mathematical representation (PITFALLS) for regular distribution of arrays. The representation makes the communication analysis required for redistribution very simple and efficient. The results we provide show that our method is much superior to naive runtime resolution type of methods.
The factor of improvement achieved is higher for large array sizes, making it critical to use an efficient technique like ours for redistribution.
We are currently exploring the possibility of using the PITFALLS representation for general communication analysis in the PARADIGM compiler. We would also like to consider redistribution of sections of an array and not the entire array. Such redistributions are needed sometimes a t procedure boundaries if the procedure called modifies only a section of the input array. We are also going to undertake a more thorough analysis of the overheads of our method and look into the possibility of reducing these overheads further.
B,A 
