ABSTRACT Reconstruction of a hand's motion with electroencephalography (EEG) signals is a challenging problem that has not been solved yet. Most related studies rely on a motion tracking system to record a sequence of hand coordinate values paired with biosignals, in order to train a mapping function between them. For amputees, this approach is not possible. There are also only a few studies about how different training techniques may affect the accuracy of a motion reconstruction system. A virtual avatar for presenting different upper limb motions was developed. Subjects were asked to follow the avatar's motion, while the subject's EEG and electromyography (EMG) signals were recorded and paired with avatar's hand trajectory values. This task was performed under three conditions: repeating the motion by memory, repeating the motion while watching it on a screen, and repeating the motion while seeing it in virtual reality (VR). We did not find any significant difference between the three conditions in terms of correlation values. Still, we found that using both EEG and EMG at the same time led to a better result than using only one of them. Additionally, significant differences were found in the EEG activity, suggesting that even if the task (moving the arm) was the same for the three conditions, the brain dynamics were different. Specifically, we found that using the VR resulted in a higher alpha desynchronization during the motion. Finally, our results, when only EEG signals were used, were comparable with other studies that have used a motion tracking system.
I. INTRODUCTION
In neuroscience, motion reconstruction refers to predicting the position of a limb by using biosignals, such as electromyography (EMG), or electroencephalography (EEG). It is mainly used for prosthetic control, but can be applied to controlling other robotic devices, or even video games. Still, there are several different problems, depending on the target extremity and the used measurement methods, that need to be solved to make the motion reconstruction systems reliable.
In prosthetics, the main interface for reconstructing the wanted motion, or detecting the motion intention of the amputee, is usually EMG, which is used for acquiring muscle electric signals from the remaining muscles of the amputated limb. Foot prostheses have achieved high accuracy [1] due to their low number of Degrees of Freedom (DoF) as well as for the well-studied dynamics of the lower limbs. Although hand prostheses have a much higher number of DoF, their motion reconstruction has also achieved high accuracy, even for individual fingers [2] .
Naturally, detailed reconstruction of the position and velocity of distal parts of a limb become more difficult with a higher level of amputation due to the lack of muscles related to their motion. Still, the motion dynamics of the leg are well known, so it is possible to create reliable above-knee prostheses [3] , even without having direct EMG information on the state of the muscles controlling the foot. For the upper limbs, the control problem becomes much more complex in the case of an above elbow, or transhumeral, amputation, where only muscles of the shoulder and proximal part of the arm remain. This is due to the higher level of control required for reproducing the upper limb's detailed motions that are used in everyday life. In theory, the system should be able to reconstruct the motion of the shoulder, elbow, wrist, and fingers in order to control a full DoF prosthetic arm.
Even if the EMG around the shoulder may carry information about the motion of the shoulder or the arm, it has very little information about the fingers or the wrist motions. Thus, there is a need for complementing the information acquired from EMG, to make the reconstruction of the distal parts of the upper limb possible.
Brain-computer interfaces (BCI) provide a way of getting more information on the amputee's intentions, and improving the reconstruction accuracy [4] , [5] . The most precise control can be achieved by using neural implants [6] , [7] , which can also be used for restoring sensory function [8] . However, this requires brain surgery, and thus higher level of safety precautions, due to the possibility of infections and brain damage. Consequently, these kinds of approaches have only been used experimentally with animals, or in extreme cases of paralysis. Thus, noninvasive technologies should be developed in order to promote the use of shoulder prostheses, by making them available to a wider group of patients.
Electroencephalography (EEG) provides a noninvasive method for measuring the activity of the brain, related to the internal body image of the subject, even though an actual limb is not present. Thus, measuring EEG activity can complement EMG by adding information on the motion intensions of the subject. However, predicting even general movements instead of specific positions has shown only average results [9] , and there is ample room for development.
While EMG and EEG may provide methods for acquiring necessary data for reconstruction, there is also a need for an interface for the patient to train the necessary motions for controlling a prosthesis. For this, virtual reality (VR) may provide several advantages, although its benefits for rehabilitation are not completely clear yet [10] . For instance, there are studies that show that the performance obtained when VR was used was higher than with a simple 2D feedback display [11] - [13] .
In addition, showing the subject an avatar of their body in the VR environment would make it possible to present more various feedback to them by just creating the motion using specific software. Conversely, in traditional systems that use motion tracking, the task usually consists of moving a real hand to a set of predefined positions. Using an avatar has also advantages compared to having an expert as surrogate (who would place the motion tracking sensor in his/her own arm), because the motion performed by the surrogate may vary over repetitions. Also, the subject could train with the proposed system as many times as they want, compared to having someone else do the motions for them with a limited schedule.
These advantages may improve the system's performance, and provides a more interesting platform for rehabilitation, since it will be new for most subjects [14] . Finally, for using the proposed method, the only additional device required is a VR headset, which costs less than $1000. As a comparison, using a robotic device as surrogate might cost several times the amount and would require complex calibrations and maintenance.
A. PREVIOUS WORK
Previously, we have presented an approach to motion reconstruction using both EEG and EMG [14] . The main problem of this work was that a motion capture system was used for obtaining the position of the hand, which, in the case of a real amputee, would not be possible. Still, we demonstrated the advantages of using combined EEG and EMG data.
B. OBJECTIVES OF THIS STUDY
In this study, we performed an experiment in which we combined the use of EMG, EEG, and VR with a virtual avatar. We analyzed how presenting different visual training modalities (remembering the motion, seeing it on a screen, and perceiving the motion through VR) to the subjects affected the motion reconstruction and the EEG activity. We did this with two goals in mind:
1) creating a platform that can be used for training transhumeral amputees for their rehabilitation, and 2) discovering whether different feedback methods result in different accuracies of the system. For doing so, we compared the correlation values (CV) obtained with the different modalities. In addition, we calculated the contributions of each component to the final reconstruction. We studied specifically the usefulness of EEG for reconstructing each one of the used training motions. Also, we analyzed the results of using a virtual avatar instead of a motion tracking system by comparing our results with other studies. Finally, we considered the advantages and disadvantages of using each of the training modalities.
Our hypothesis was that the CV while using the VR would be greater than with the other conditions, due to the higher immersion that the subjects may feel. Also, we expected that the CV would be lower in every condition compared to other studies that use motion tracking systems instead of virtual avatar. This was due to the intrinsic error that this method adds to the system, as the position used to train the system does not correspond to the user's real hand position, but to the avatar's hand position.
II. MATERIAL AND METHODS

A. SYSTEM 1) EXPERIMENT SUBJECTS
A sample of N = 24 healthy adults (13 male, 11 female, mean age 25.8 ± 5.4, range 18-40) was used in the experiment. None of the subjects had any motion disabilities or cognitive impairments. Their eyesight was normal or corrected to normal. Permission from the ethics committee of the Graduate School of Engineering, Chiba University was obtained. All subjects participated voluntarily, and gave informed consent without receiving any incentives. Participants were informed that they could stop the experiment at any time.
Before the experiment the subjects were asked about their previous experience with VR. 16 responded ''none'', 5 responded ''little'' (one or two times), 2 responded ''more''. 1 used VR regularly. 
2) TASK
In this study, we used a virtual avatar that performed the motions and the subject had to repeat them. The position of the avatar's hand was used as the ground truth, or ''real'' hand's position. This approach made the system possible to be used also by amputee patients. In previous hand motion reconstruction studies, such as [14] - [16] , some kind of motion tracking device has always been used for tracking the hand position, which would not be possible in the case of an amputee.
The experiment was divided into three blocks based on the used feedback: No feedback, Avatar, and VR (see subsection Feedback). All test subjects performed all three blocks. Each one of the blocks had six motions that the subject had to learn and execute (Fig. 1) . The first three motions involved only one DoF: shoulder flexion-extension, shoulder abduction-adduction, or elbow flexion-extension. The other three motions were reaching motions towards three different positions in front of the subject. They were more complex and consisted of combinations of the previous three DoFs, including also shoulder rotation and forearm pronation-supination. Still, as only the hand's position was reconstructed, without considering its rotation, the subjects were instructed to focus mainly on the position. This made the forearm pronation-supination not important for the analysis. In general, the most used motion in other studies is the center out (moving the hand from a central position to specific targets in the periphery of the range of motion). We considered that these kinds of motions would not be easy to reproduce by the subjects just by looking at an avatar. Still, the reaching motions were similar to them, but with bigger amplitude.
For each motion there were two phases: training, and execution. These two phases were preceded by a one minute relaxation time that was used as baseline. During the training phase, the subjects could watch the animation as many times as they wished by using the virtual reality headset in the VR block, and a computer screen (27'' screen with a 1920x1080 resolution) in the other two blocks. They were instructed to try to imitate the motion as accurately as possible with regard to position and speed. They could rotate the camera and zoom in and out freely to get a clear view of the motion. Also, they were asked to practice the motion, not only to watch. The subjects were allowed to watch/practice the animation until they believed they could replicate the motion.
The execution phase started, when the subjects indicated that they were ready. During this phase they had to perform the trained motion 10 times. They could also decide the start of each of the 10 repetitions by pressing a button on a controller they held in their other hand. They were asked to wait around one or two seconds between each repetition, so that the EEG and EMG windows would be clear.
Altogether, there were 10 repetitions for each of the six motions in each of the three blocks, which sums up to a total of 180 trials. The order of each block was random for each subject in order to remove the possible memorization/training issues from the results.
3) FEEDBACK
In this manuscript we use the word 'feedback' to refer to the different visual training modalities from which the subject perceived the avatar motions for the training. This, strictly speaking, is not a feedback, since the output that the subject is perceiving is independent of their actions. Still, to avoid confusion between the training of the classifiers and the training modalities, we will use feedback to refer to the latter.
The task during the three conditions was performed while standing up, at approximately 1 m from the screen (to have enough space to move their arm freely). The screen was placed on an approximately 80 cm tall table.
The three different blocks of the experiment were defined by the used feedback:
• No feedback (NF): We considered this as the baseline condition. In this case the subject was moving the arm in a motion that they already knew based on the practice phase. They did not have any feedback for the execution phase. We thought that this condition was the most similar to the traditional experiments, where the subject is instructed to do a specific motion (e.g. reaching out towards a specific point in front of them).
• Avatar (Av): This condition allowed the subject to see the motion of the avatar during the execution part.
In the same way as in the training, the subject could move the camera around. In short, there was no difference between the training and the execution phase. (3) The approximate locations of the EMG electrodes. A and B correspond to trapezius, C to pectoralis major, and D to deltoideus. Adapted from [34] . (4) A view of the virtual world, including the avatar on the right, and the interface on the left.
• Virtual Reality (VR): Similarly to the Avatar condition, this condition allowed the subject to see the motion during the execution, but in this case using a VR device. When using the VR, the camera was located in the head of the avatar and the subject could rotate it by moving their head. Its vertical and horizontal location relative to the avatar's body were defined in the beginning of the experiment, based on the subject's preference and it could not be changed afterwards. We used a VR device in order to increase the immersion of the subject in the virtual world. This could be especially important to amputee subjects so they could see an arm, which they would feel as their own, moving at the same time. The VR device had an OLED display with 2160x1200 resolution, 90 Hz refresh rate, and a field of view of 110 • . These three blocks were presented in different order to each subject to remove any possible presentation order effect from the results. As we had three blocks, there were six possible presentation orders. For example, for subject 1 the presentation order was: NF, Av, VR; while for subject 3 it was: Av, NF, VR.
It is important to note that the training for both NF and Av conditions were the same; the motions were presented on a screen as explained before. In the case of the VR condition, the training was performed while using the VR headset (i.e. the motions were presented directly in the VR headset).
4) DATA ACQUISITION
Three synchronized systems were used for acquiring the data:
• EEG: An EEG cap (BioSemi ActiveTwo) with 32 active electrodes was used, with a sampling rate of 2048 Hz. The electrodes were placed as shown in Fig. 2 .1, based on the 10-20 system. The locations of the electrodes were chosen to primarily cover the motor cortex, as suggested by [15] and [17] - [19] .
• EMG: Four surface EMG electrodes (Delsys Trigno Wireless EMG) were used, with a sampling rate of 2000 Hz. Two of the electrodes were placed on the trapezius ( Fig. 2. 2), one on the deltoideus, and one on the pectoralis major ( Fig. 2. 3). It is to be noted that the locations of the EMG electrodes were approximate. Before placing each electrode we asked the subject to move their arm to manually search for the position with most muscular activity. The locations were selected to acquire the motion information of the arm without placing any electrodes below the deltoid, following the method used by [20] .
• Virtual World: A virtual scenario was developed using Unity 5.3. It consisted of the avatar, which was placed in a simple environment, and a basic interface that was floating in front of the avatar ( Fig. 2.4 ). The interface indicated the current animation and the number of times each animation had been executed. The virtual world output the avatar's hand position at ∼60 Hz. The avatar and the environment model were obtained for free from the Unity Asset Store as ''Speedball Player'' and ''Nature Starter Kit'' respectively.
5) PREPROCESSING
EEG signals were divided into windows of 1 s with 93.75% overlap. Thus, there were 16 different windows per second. Then, a similar process to that described by [15] was used. First, we downsampled the signal from 2048 Hz to 128 Hz, and then applied a 4 th order zero phase butterworth filter with cutoff frequencies of 0.1 and 2.0 Hz. The heavy downsampling was needed to apply the filter correctly. Then, the electrode optimization process described in section ''Channel Optimization'' was used to select the optimal set of electrodes for each subject. For the EMG, the signal was divided into 0.0625 s nonoverlapping windows. Then, seven features were selected based on [14] for describing the EMG signals. These features were: integrated EMG (IEMG), modified mean absolute value 2 (MAV2), mean absolute value slope (MAVS), simple square integral (SSI), zero crossing (ZC), slope sign change (SSC), and Wilson amplitude (WAMP). Please refer to [21] for further details on these features. Only time domain features were computed, because frequency domain features do not lead to a clear improvement, although they are more expensive computationally [22] .
At the end of the preprocessing we obtained a variable number of features depending on the subject. There were 11 from each EEG channel, and 7 from each EMG channel (28 in total).
As for the output, the virtual world gave the 3D coordinates of the avatar's hand at a variable rate of approximately 60 Hz. For each input window, we used the mean position as the final position for each dimension. Similarly to the EMG, the hand's position was calculated in a window of 0.0625 s (1/16 s). This means that every EEG and EMG window input had an independent output associated to them.
6) PREDICTOR
The predictor used in this study was based on the one used by [14] , referred to as Multi-layer regression. However, some important changes were made. Fig. 3 , illustrates the system's architecture and its components. The predictor was formed by three components divided into two layers. The first layer contained two components, the EEG classifier and the EMG classifier. For the EMG classifier we used the same as [14] , i.e. a Neural Network with 45 neurons in the hidden layer. We used the hyperbolic tangent sigmoid as the transfer function for this layer, and a linear transfer function for the output layer.
For the EEG classifier we used the same approach as [16] , which is an adaptation of [15] . It predicted the absolute position instead of the velocities. For doing so, a linear regression model was applied for each dimension:
where x(t), y(t), and z(t) are, respectively, the horizontal, vertical, and depth position of the avatar's hand at time t, N is the number of EEG sensors (16 during the online analysis), K is the number of features of the EEG for each channel (11 during the online analysis), S nt (k) is the kth normalized EEG feature at time t and electrode n, and the a and b variables are weights obtained through multiple linear regression.
Finally, the third component of the predictor took the output of the previous two components in the first layer and computed a multiple linear regression to obtain the final result. The whole predictor could be described as: . Schematic view of the system architecture and its components. First, the EEG and the EMG were predicted independently. Then, the result from those predictions were used by the second layer to predict the final position. Additionally, it was tested if using the previous reconstructed points (temporal component), to the second layer increased the CV.
where, Position(t) is the hand's 3D-coordinates at time t, LR is a multiple linear regression (one for each dimension), NN is a Neural Network, and '+' stands for concatenation.
Furthermore, in our previous study [14] we obtained results that suggested that using the previous reconstructed points as input for the predictor could improve the CV. Thus, we also calculated the CV for a predictor using two previous reconstructed points. This predictor could be described as:
To the former predictor we are going to refer during this paper as normal and to the latter as temporal. The number of time steps was chosen based on [14] .
We changed the EEG classifier from the Neural Network that we used in our previous study to the current linear regression, because we found that this approach had significantly better performance. It was also easier to interpret the results of the linear regression and its variables.
7) CV CALCULATION
For each subject, the data from the execution phase of each block (NF, Av, and VR) was divided into 10 sets, each containing one trial for each of the movements, i.e. each set had six trials. From those sets, one was selected iteratively for being the validation set (6 trials), leaving other nine for training (54 trials). One extra set from the training group was chosen randomly to be the test set for training the Neural Network of the EMG component. After training the predictor, the CV between the reconstructed and the position of the avatar's hand for the validation data was calculated for three components (EEG, EMG, and whole system) for each dimension. This process was performed 10 times, each time using a different validation set. Finally, the mean value of the repetitions was calculated for each dimension.
23740 VOLUME 5, 2017 FIGURE 4. Schematic representation of the shifting of the EEG relative to the position used to calculate the time-dependent error. Only the steps −1 and +1 are presented. The result for ''shift + 2'' was obtained by applying the ''shift + 1'' process twice, and so on. This is also true for the negative values.
8) COMPONENT EVALUATION
To identify which component of the classifier was more important (EEG, EMG, or temporal information), we estimated the contribution of each component to the final CV. The EEG and EMG contribution were calculated as each component's CV divided by the sum of both CVs, and then scaled by the CV obtained at the second layer. The temporal component's contribution was calculated by subtracting the CV of the normal architecture from the temporal architecture's CV. This component represented the additional CV added by the temporal information. Finally, there was an extra element which was the second layer of the classifier. It was, as described before, a linear regression that predicted the final position by using the output of the EEG's and EMG's independent predictors. By subtracting the maximum CV obtained either in the EEG or EMG component from the CV of the normal architecture, we obtain the contribution of the second layer. This analysis was performed for all the three blocks.
9) EEG CONTRIBUTION BY MOTION
In addition to the overall contribution of the EEG, we were interested in studying the impact of EEG information on the reconstruction of each one of the six motions. There are some motions (like motion B) that due to their simplicity, and the muscles involved in their execution, would be easy to reconstruct just by using the EMG in the shoulder area. While motions like motion C that have very little EMG activity around the shoulder are harder to reconstruct using only the EMG in the shoulder area. Thus, we explored how the EEG data contributed to the final reconstruction, motion by motion. For this, we used mean square error (MSE) instead of the CV, because the number of points for each motion was low (∼40), and in such cases the CV is not stable. Still, the MSE is directly proportional to the square of the CV.
To calculate the contribution of the EEG to each motion we used the following formula:
where Contribution is the EEG contribution, EMG is the reconstruction of the EMG component, and ''Second Layer'' is the reconstruction of the second layer component.
This calculation was performed for each motion (A to F) and condition (NF, Av, VR).
B. EEG ROBUSTNESS 1) SPACE-DEPENDENT ERROR
Even when a subject can replicate the speed of the movement precisely, the position will vary slightly compared to the avatar. To calculate the impact of this variation, we added white noise to the output signal, and then calculated the new CV. We tested 30 different noise levels, with each defined by the size of the noise, ranging from 0.05 to 1 of the variation of the movement in increments of 0.05. Each level was tested 10 times and then the mean CV was calculated. Repeating was necessary as the noise was selected from a random distribution. We considered that the error caused by the normal shaking of the human is approximately 0.15. This conclusion was obtained after visually analyzing data from a motiontracking system and comparing the real motion against a perfect motion from the avatar.
2) TIME-DEPENDENT ERROR
One of the problems that can arise, when using an avatar instead of motion tracking to obtain the position of the hand, is that the subject and avatar may not be synchronized. For this reason, we calculated the impact that it may have on the CV. To achieve this, we ''shifted'' the EEG signal to remap the relation between the input and output signals, and then calculated the new CV. A schematic view of this process is given in Fig. 4 . We performed this for shift values between −8 and +8 in steps of one, which is the same as shifting the output between −0.5 s and +0.5 s in steps of 0.0625 s. EEG samples from either before or after the movement were used to fill the mapping between EEG and position. Conceptually, when shifting negative values, older EEG data are being used; i.e. the system is trying to predict ''the future'' instead of ''the present''. In the case of a positive value, the system tries to predict ''the past''. Time-dependent error is more likely to arise in the range ±375 ms [23] .
3) EEG ANALYSIS
We wanted to analyze if there was any difference between the three blocks (or experimental conditions) in terms of VOLUME 5, 2017 brain activity. For this, we calculated the event-related power desynchronization / synchronization (ERDS) [24] . ERDS has been used for the purpose of comparing different brain activities under different experimental conditions in studies such as [25] The ERDS shows the change in power before and after the movement. We calculated it for three power bands; alpha (8 -12 Hz), mu (12 -15 Hz), and beta (15 -30 Hz). To calculate the ERDS, first we extracted the raw EEG signals from 0.7 s before the onset of the motion and 1.56 s after for each repetition and subject. For each motion, a high pass Butterworth 4 th level filter with cutoff frequency of 0.1 Hz was applied. Then, a notch filter centered in 50 Hz was applied as well. Two exclusion criteria were set prior to performing further calculations. For the motions, we excluded those motions that did not have at least 1.7 seconds of resting time before the movement onset, to avoid using previous motions as resting time. Then, the standard deviation of every channel was calculated, and those with a deviation greater than 0.062 mV were rejected, as they were considered too noisy. Then, we calculated the time-frequency representation (spectrogram) for each signal and electrode with a resolution of 1 Hz and 32 samples (0.016 s) of time resolution. As a result, we had 161 samples for each motion, with 61 samples before the onset and 100 after the onset. Then, we calculated the mean across all the motions and subjects. Finally, for each power band and block, the ERDS was calculated as:
where P(t,f) is the power of the frequency f (in our case, either alpha, mu or beta) at time t (from 1 to 161), and P rest (f) is the mean power of frequency f before the onset (t = 1 . . . 61). Among other representation of this data we used scalp maps. These renderings were produced by the topoplot function of EEGLAB [26] (http://sccn.ucsd.edu/eeglab/).
4) CHANNEL OPTIMIZATION
Using 32 electrodes, we calculated the contribution of each electrode as follows:
where W n is the contribution of the n-th electrode and b is the regression value defined previously. This ranking procedure is similar to the one described in [27] . This was done for each iteration of the evaluation, taking the mean as the final value for each electrode. Then, we ranked the electrodes according to their weight, and substituted all features of the electrode with the lowest weight with zeros. Finally, we saved both the new regression values and the CV. We repeated this process 32 times, removing one electrode each time. As described before, this method was used to select the optimal electrodes for each subject, selecting the step with the highest CV as optimal.
Additionally, two different analyses were performed for the optimization using the data from all the subjects. First, we calculated the evolution of the CV, when electrodes were removed sequentially. Next, we calculated the mean rank at which each electrode was removed. Because we removed the electrode with the lowest contribution in each iteration, the higher the rank in which the electrode was removed, the better the electrode was.
5) STATISTICAL ANALYSIS
In total, we analyzed six different predictors; the three different blocks (NF, Av, and VR) for two architectures (normal and temporal). To the normal predictors we will refer to simply as NF, Av, and VR. To the temporal ones, we will refer to as NFT, AvT, and VRT. To compare these predictors, we used a two-way ANOVA. The two categorical variables were the feedback method (NF, Av, or VR) and presence or absence of temporal data. In addition, we performed two one-way ANOVAs to compare the results from the EEG component and EMG component during the three different blocks.
For the post hoc analysis we performed 12 different t-test: Av vs. AvT, VR vs. VRT, NFT vs. AvT, NF EEG vs. NF, Av EEG vs. Av, VR EEG vs. VR, NF EMG vs. NF, Av EMG vs. Av, VR EMG vs. VR, and the three possible combinations from the three EEG blocks. To the p-value obtained through this method we applied the Bonferroni correction (i.e multiplying it by the number of tests performed). We decided not to compare all the possible combinations since we considered it to be irrelevant to compare for example NF vs. AvT. Table 1 presents the CV results for 24 subjects. The first six columns correspond to the results of the two architectures for each block. The next six columns are the CVs for the EEG and EMG components for each block. Note that as the results for the components are independent from the used architecture, there is only one result for each block.
III. RESULTS
A. BLOCKS AND ARCHITECTURES COMPARISON
The NF predictor was the best for 0 subjects, the Av for 2, the VR for 3, the NFT for 6, the AvT for 3, and the VRT for 10. It is important to note that the results from the second layer of the predictors (three first columns of the table) were always better than the individual CV from the EEG. Also, they were worse than the EMG only for subject 18 in the NF condition, subjects 21, 22, and 23 in the Av condition, and subjects 6, 8, 22, and 24 in the VR condition.
As a result of the ANOVA we obtained:
• Blocks: No significant difference was found (p-value = 0.707)
• Architectures: A significant difference was found (p-value = 0.019).
• Interaction: No interaction was found (p-value = 0.770)
• EEG: A significant difference was found (p-value < 0.001)
• EMG: No significant difference was found (p-value = 0.982) Fig. 7 shows the contribution of each component of the classifier to the total CV for the four components: EEG, EMG, second layer, and temporal information. There was no statistical difference between the contributions of each component in different blocks. Fig. 6 presents the contribution of the EEG component to the final reconstruction for each motion. A positive value means that the EEG data contributed to the reconstruction, while a negative value indicates that the reconstruction using only the EMG component had lower MSE. The higher the number, the more the EEG contributed to the reconstruction. The mean contribution for each component was 0.945, 0.405, and 1.299 for the NF, Av, and VR components, respectively.
B. EEG CONTRIBUTION BY MOTION
C. EEG ROBUSTNESS 1) SPATIAL AND TEMPORAL DEPENDENT ERROR
The complete results from temporal and spatial errors are presented in Fig. 8 . Regarding the spatial error (Fig. 8 left) , at 0.15 noise the CV loss was 0.108 for the NF condition Regarding the temporal error (Fig. 8 right) , the maximum and minimum of the variation were 0.005 at −6 shifts and −0.009 at +8 shifts for the NF condition, 0.001 at −1 shift and −0.012 at +8 shifts for the Av condition, and 0.001 at +1 shifts and −0.040 at +8 shifts for the VR condition.
D. EEG ANALYSIS
For calculating the ERDS, the mean over all subjects and valid movements was taken. Due to the exclusion criteria explained in Materials and Methods, different number of samples was used for each condition and electrode. In Table 2 , the number of samples for CP2, FCz (used in Fig. 9 ), and Fpz along with the percentage is presented. Due to the small number of repetitions for Fpz, it was removed from the analysis presented in Fig. 10 . Fig. 11 shows the results of the channel optimization process. There were two different analyses. First, the left panel of Fig. 11 presents the evolution of the CV when electrodes were removed sequentially. The maximum for the NF condition was with 11 electrodes left, for the AV condition it was with 11 electrodes remaining, and for the VR condition it was with 20 electrodes remaining. Next, right side of Fig. 11 presents the mean rank at which each electrode was removed in a topographic way for each condition.
E. CHANNEL OPTIMIZATION
IV. DISCUSSION A. BLOCK AND ARCHITECTURE COMPARISON
The first result that we can obtain from Table 1 and Fig. 5 , is that the temporal architecture is significantly better than the normal architecture. Still, this difference is statistically different only for the VR condition. This difference can be further seen in the video provided in the supplementary material (produced using the ''Final IK'' Unity asset from Partel Lang). The movement is not only more precise, as is suggested by the CVs, but the motion seems also more natural. In the case of the normal architecture, the amplitudes of the motions are closer to the real ones.
When comparing the three blocks, there does not seem to be much difference. Based on the CV, the best approach would be VRT, but the difference is not significant.
As subjective analysis, we observed that during the experiment the subjects' motion was most similar to the real motion in the Av block, and the most different in the NF block. This was expected since Av was the only block in which they could see both their own arm and the virtual representation. In the case of the NF block, we saw that most of the times the subjects reduced the speed considerably comparing to the real motion. However, the system was able to adapt to such delay. After the experiment was done, we asked the subjects which of the three methods they preferred. In every case the VR was the selected option. Probably this is due to the novelty of using VR. On the other hand, the worst approach based on the comments was the NF one. The main complaint was that they were not sure if they were doing the motion correctly or not (there was no feedback whatsoever from us during the experiment).
In the case of the different components, it is interesting to note that the EMG component is the same for the three blocks, while the EEG component is better in the VR block, when compared to the Av and NF blocks. Regarding the EMG, it is coherent with the experimental design. The motion is more or less the same in the three blocks, even if the precision is not the same for all of them. As mentioned before, the EMG activity is similar. Regarding the EEG, it is interesting that some of the blocks are better than the others. We think that this is because the mental state in each of the three conditions is different. In the case of the NF, we believe that the mental state is focused on the motion, but part of the brain has to focus on remembering the motion to do it as precisely as possible. In the case of the Av, the subject is not performing the motion itself, but is actually trying to copy the avatar. So, the subject is focusing his/her attention on copying the avatar more than doing the motion itself. In addition, the subject has to focus the attention into two elements, their own arm and the avatar. Finally, in the VR block the subject is completely focused on the motion. Different from the Av block, there is only one element to pay attention to, the virtual arm. Also, in the VR block there is a perfect feedback, because the subject is presented with perfect motion. We think that this may be the reason for the differences in the EEG results. Still, further analysis is needed to exclude possible artifacts coming from the mechanical movement of the VR headset over the EEG electrodes. In our preliminary analysis we did not find any clear artifacts (the EEG signal was heavily filtered to the band 0.1-2 Hz), but this should be investigated further.
With the results obtained in this study, in addition to our previous results [14] , we are confident that the use of a multilayer structure that combines the EEG and EMG data, in addition to the temporal data, provides the best results for hand motion reconstruction.
1) IMPACT OF USING AN AVATAR INSTEAD OF MOTION TRACKING
We compared the results of our study with similar ones. For this comparison, we selected only the latest available scientific paper of each research group (at the moment of writing this paper) that works on the motion reconstruction problem using EEG and motion tracking devices. We did that to avoid, for example, the multiple results corresponding to different stages of a work in progress. We did this, even in those cases that different available scientific paper belonging to the same research group had different methodologies (the studies are presented in chronological order):
• [15] was one of the first studies to introduce the problem of motion reconstruction, and one of the most influential ones, too. The focus of the study was to find the brain areas that contribute the most to the motion reconstruction. The study obtained a mean CV (after optimization) of 0.297 for five subjects.
• [19] reconstructed motion of two dimensions. In their case, the predictor used frequency domain features instead of time domain ones used in the other studies.
In addition, they used Kalman filter as the predictor. The study obtained a mean CV of 0.305 for five subjects.
• [16] had the best result on the motion reconstruction problem using only EEG in the reviewed literature.
In their study, they demonstrated that there is no difference between predicting the position or the velocity in terms of CV. The study obtained a mean CV of 0.7 for five subjects.
• [28] compared the multiple linear regression presented in previous papers, with their approach based on particle filter model. They also compared the different accuracy when decoding two or three dimensions. The study obtained a mean CV of 0.4 for the multiple linear regression method in three dimensions (which had better results than the particle filter model) for six subjects.
• [29] compared the result of two different predictors, the multiple linear regression, and the kernel ridge regression. In this study with 10 subjects the CV for each method were not reported precisely. By the figures in the paper it can be inferred that the mean CV was around 0.6 for the regression models and close to 0.68 for the kernel model.
• [30] compared the differences in the correlation when the speed of the movement varied. In their case, only two dimensions were reconstructed. The study obtained a mean CV of 0.39 (for their best configuration) for five subjects. Even if all these studies tried to solve the continuous hand motion reconstruction problem using EEG, the methods differed among them. The biggest difference, and probably the most important, was the task performed in each of them. This was the reason given in [16] for the difference in CV between their study and [15] : ''it is possible that our relative high correlations are due to continuous movements (instead of ''stop-and-go'' movements).''
The number of dimensions was also different. References [20] and [31] used only two, and in the case of [30] and [32] even if the z dimension was reconstructed there was very little variation.
In terms of CV, the results from the EEG component in our study was comparable (even if lower) to [16] and [20] for the NF and Av conditions, and to [29] and [31] for the VR condition. Still, it is very difficult to definitely state whether removing the motion tracking does affect the CV, because very similar studies, such as [16] and [17] , have very different results. Overall, even if removing the motion tracking has a negative impact on the CV, we should remember that this method can be also used by amputees. Furthermore, it should be taken into account that the number of subjects in our study is almost five times the number of subjects in others, providing stronger statistics.
B. EEG ROBUSTNESS
In Fig. 8 , we can see that none of the conditions are robust against spatial noise. This would mean that the better the subject trains the system, in the sense of how accurately he/she VOLUME 5, 2017 moves his/her own hand during the training, the better the result will be. Also, this result can be used to confirm that the classifier is above the chance level. As [32] suggests, it should be checked for every experiment that uses linear regression to reconstruct the position of the hand. If the classification would be made randomly, adding noise would not change the resulting CV.
On the other hand, the system seems to be able to adapt without heavy loss to the time shifts. Also, we can see that the Av and VR conditions do not have a peak with either positive or negative shifts. This would suggest that the subjects were performing the movements at an appropriate speed, while the NF condition shows a peak for negative shifts, suggesting that subjects were performing a slower movement, which is coherent with our subjective observation during the experiment. In any case, the variation of CV was not big enough to provide enough evidence of that.
C. EEG CONTRIBUTION BY MOTION
One of the most interesting results that we can observe from Fig. 6 , is that for some motions the contribution of the EEG component is negative. The two motions, in which the EEG contribution is negative, are those that rely heavily on the shoulder. Interestingly, motion B is the one with the lowest shoulder motion, but motion F is the one that benefits the most from the EEG component. These results suggest that it would be beneficial for the predictor to include additional layers that may predict the type of motion being performed, and then balance the weight of the EEG component accordingly. The mean contribution by component is also coherent with the rest of the results, the VR condition benefiting the most from EEG, as the CV of the EEG component for the VR condition is the highest one. Other than that, there seems to be no relation between the conditions and the EEG contributions. Further analysis with more motions should be performed.
D. EEG ANALYSIS
The first thing that we can say from Fig. 9 is that from electrode CP2 it is possible to differentiate the VR block from the other two, especially in the alpha band. It is possible to do it also in the mu band around 0.5 s after the movement onset. In the beta band it is possible to discriminate only between VR and NF blocks. These discriminations are not possible to do in the FCz electrode. From this result, we conclude that the variation in the mental state is reflected on the motor cortex of the contralateral area of the brain, especially in the alpha band. On one hand, differences in the motor cortex were expected, because we were evaluating a motion-related task. On the other hand, the power desynchronization during a motion task usually affects the beta band [5] , [25] . Still, the alpha band is associated with attentional demands [33] , meaning that the NF block is the one with the highest attention demands, while the VR block is the one that requires the least attention. This is consistent with our interpretation that during the NF block subjects had to remember the motion (being the condition which required more attention), during the Av they had to imitate it, and only during the VR block they could do the motion in a more natural way. Further studies should be carried out to confirm this hypothesis.
The results presented in Fig. 10 help us to further analyze the differences between the three conditions. The topographic plots confirm that the desynchronization is stronger in the contralateral area compared to the ipsilateral area of the brain. This effect is stronger in the Av and VR blocks, but it is possible to observe in the NF block in the Mu band at 0.5 s and in the beta band at 0.5 s and 1.0 s. The desynchronization seems to be focused on the centro-parietal (CP) and parietal (P) electrodes. Another difference that is possible to appreciate is that the desynchronization is not only stronger, but also starts earlier in the VR block. It is possible to see the beginning of the desynchronization at 0 s, especially in the alpha and beta bands. One possible explanation for this is that subjects start to think about the movement earlier in the VR block.
E. CHANNEL OPTIMIZATION
In Fig. 11 we can see that the CV evolution for the three conditions have a similar shape: a slow increase when electrodes with little motion-related information are removed, followed by a very quick decrease when the electrodes with meaningful information are removed. This process is very easy to implement and relatively quick to process, but provides a significant boost to the CV. Also, the fact that the optimal number of the electrodes for the NF and Av is lower than for the VR condition, suggests that the information in the two first conditions is more localized on fewer electrodes, while the information of the VR condition is more spread across all the electrodes.
Regarding the topological distributions of the most important electrodes, they seem to be very similar among the three conditions. The central and centro-parietal electrodes of the contralateral area are among the most important electrodes as is normal in similar studies [15] , [16] . Interestingly, the electrodes from the centro-frontal area in the ipsilateral area seem to be also included among the most important. Initially, this could be interpreted as an artifact coming from the arm motion itself, but that effect would be then also in the frontal electrodes, or those closer to the arm. It is also important to note that these topographic views do not represent the brain dynamics, but only which parts of the EEG are more useful for the system to reconstruct the position of the hand. These concepts may be related, but are not the same.
V. CONCLUSIONS
In this study, we showed that there is little difference in terms of CV, when using different feedback methods during the training. Even though there are differences in the brain activity, the system seems to be able to adapt itself to each individual and condition.
Regarding the use of VR, we were unable to see whether there is a beneficial or negative impact to the system. Still, most of the subjects felt more comfortable with this technology compared to the other conditions. However, Table 2 shows that using a VR device increases the noise on the electrodes, rendering some of them unusable. Thus, we think that the long-term effects of using VR for this kind of application should be explored. Finally, the impact of removing the motion tracking was not definitive due to the high variation of results, even among very similar studies that use motion capture.
A. FUTURE WORK
One of the most important changes that should be done in the field, is the standardization of the fitness function. Right now the CV is used in most studies, but this feature provides very little information about how well the system will work in real life applications. In our opinion, after training a motion reconstruction system, the subject should try to use it in either a virtual world or with a prosthetic device, doing a predefined set of motions. These motions should be similar to the ones that are most likely needed in a real-life application, such as reaching motions to different positions. Thus, our future studies will focus on this aspect. In addition, amputee patients should be used as well to test the effects of a missing limb, especially when EMG is used.
