We present the starblade algorithm, a method to separate superimposed point sources from auto-correlated, diffuse flux using a Bayesian model. Point sources are assumed to be independent from each other and to follow a power-law brightness distribution. The diffuse emission is described as a nonparametric log-normal model with a priori unknown correlation structure. This model enforces positivity of the underlying emission and allows for variation in the order of magnitudes. The correlation structure is recovered nonparametrically as well with the diffuse flux and is used for the separation of the point sources. Additionally many measurement artifacts appear as point-like or quasi-point-like effect, not compatible with superimposed diffuse emission. An estimate of the separation uncertainty can be provided as well. We demonstrate the capabilities of the derived method on synthetic data and data obtained by the Hubble Space Telescope, emphasizing its effect on instrumental artifacts as well as physical sources. The performance of this method is compared to the background estimation of the SExtractor method, as well as a denoising auto-encoder.
Introduction
Sooner or later it comes the time in the life of an astronomer that he faces the problem of superimposed components in images. In this paper we describe the starblade (star and artifact removal with a bayesian variational algorithm from diffuse emission) method to separate two important classes of structures occurring in astronomical imaging. On the one hand are point-like sources, which are sometimes extremely bright, sometimes faint objects, by definition too small to be spatially resolved, and rather independent of their apparent surroundings. On the other hand we have diffuse, extended emission, which can be spatially resolved. Large structures are almost impossible to observe without being affected by superimposed point sources, which might also have an impact to further analysis. In other contexts weak point-like structures embedded in a diffuse background are of interest, such as young stars in star forming regions. Here it might be important not to be blinded by the background. Also sometimes images are corrupted by measurement artifacts which exhibit point-like characteristics, such as cosmic ray hits on the detector or edges. Such artifacts are correlated only along one direction and relatively unrelated to the distant cosmos.
A typical approach how to deal with distracting point sources is to mask them out. A point source is identified by some criterion and its area is removed from the image. This approach has two disadvantages. First, the masking might effect further analysis if it is not carefully considered and therefore could corrupt results. Secondly, it is hard to identify and properly mask weak point sources. In order to identify them it is vital to consider the surrounding area and its correlation structure. Additionally there is no unique solution to this problem, as in principle all flux could be completely explained by either only the point-like emission or by the diffuse components. However, those two extreme scenarios are usually neither useful nor plausible.
Conceptually the two components are independent, therefore an independent component analysis (ICA) (Hyvärinen & Oja 2000) should be the method of choice in order to separate them. ICA separates stochastically independent components by their different appearance. It is problematic for classical ICA algorithms to have fewer data channels than components. Considering only one individual channel the separation is an ill-posed problem and in order to separate the components we need to add additional information. An answer to the question of the separation can therefore be only of probabilistic nature, where a prior probability inserts some knowledge on the components into the inference. For this we have to mathematically formulate the concept of diffuse emission and point-like sources and then confront them to the data in order to obtain a plausible separation.
In this paper we present a method how to separate those two components from a single image. We will use physically motivated models for the description of point-like and diffuse components and derive a posterior estimate of the separation using Bayes' theorem. As the posterior is not accessible analytically, we perform a variational approximation to the posterior quantities, which is capable of capturing uncertainty. The resulting algorithm will be a non-parametric, hand-crafted ICA method specifically tailored to separate diffuse from point-like sources. It can also provide an estimate of the separation uncertainty at every position. We will use the formalism of information field theory (IFT) (Enßlin et al. 2009 ), which allows us to easily generalize the methods to additional spatial dimensions or resolutions.
This paper deals with the pure diffuse-point source separation problem. Complications due to the imperfection of the data originating from noise or point spread functions are ignored. There are several reasons for such an assumption. First, there are data sets that are indeed of such high fidelity that this assumption is basically fulfilled. Second, for moderate fidelity data a detailed noise modeling might be too expensive, given the scientific focus at hand. Third, the method is useful to detect and remove point-like artifacts from images, as e.g. generated by cosmic ray hits on CCDs of space based telescopes. Fourth, for the imaging of low-fidelity data, the separation of point-like and diffuse flux given a perfectly assumed sky brightness is a useful internal step of the denoising and imaging algorithm, as we will explain in Sec. 8.
A compilation of the previous method for the separation problem is in order. A classical method to extract point sources in images is the SExtractor software (Bertin & Arnouts 1996) . It removes background, identifies sources, classifies them, extracts characteristic features and builds catalogs. Our method will be compared to this background estimation step. Another widely used software is DAOPHOT (Stetson 1987) . It concentrates on crowded fields. In those methods the background removal is done by a heuristic scheme, which for many applications performs excellent, especially if the background can be approximated to be constant and sources are sparse. A Bayesian version, which also provides uncertainties on those quantities is the Background-Source separation method (Guglielmetti et al. 2009 ). Another method which is comparable to the one presented here is Popowicz & Smolka (2015) , which relies on local neighborhoods and a morphological distance transform, but is not derived from probabilistic principles.
The problem of separating point-sources and diffuse emission can also be regarded as recovering a diffuse component, which is corrupted by point-sources. The recent development in deep learning lead to a large variety of different architectures, which are capable to learn such tasks, based on huge amounts of data. One such architecture is the denoising auto-encoder (DAE) (Vincent et al. 2008) . It is trained on pairs of corrupted images and its ground truth. Here the corrupted images are typically generated artificially to mimic some kind of degradation, such as Gaussian or Salt-and-Pepper noise (Xie et al. 2012) . In analogy to this we will compare our method with a denoising autoencoder trained on pairs of diffuse emission and a point-source corrupted version.
In real world applications it is not advisable to neglect instrumental effects like point-spread functions or masked areas. IFT based methods for imperfect Poisson count data are given by the D 3 PO (Selig et al. 2015) and D 4 PO (Pumpe et al. 2018 ) algorithms. Those are, however, computationally challenging due to numerical stiffness of the separation between diffuse emission and point-like sources. It is envisioned that the here presented algorithm will increase their performance once ingested into them. These methods have essentially the same model for those components underlying as this work. Additionally to a data likelihood, which is the driving force of the reconstruction that is softened by the presence of noise which permits for some slack in the separation. In this work, we assume noise to be absent and the data to represent the total sky flux, the sum of the point sources and diffuse emission, exactly. This implies that any change to the two components that is not perfectly balanced is counteracted by infinitely strong forces within the mechanics of our inference.
We validate our algorithm by applying it to synthetically generated data, and demonstrate its application to real data, an image of the M100 galaxy, obtained by the Hubble Space Telescope. In both cases we compare its performance with the widely used background estimation of the SExtractor algorithm and an denoising auto-encoder (DAE) (Vincent et al. 2008) , originating from deep learning.
Let us briefly outline the structure of this paper. We will start in Sec. 2 with introducing the underlying description of the data, followed by a discussion of point-like and diffuse emission in Sec. 3 and Sec. 4, respectively. The full mathematical structure of the problem is derived in Sec. 5. Solving the problem requires some further numerical considerations, which are outlined in Sec. 6. How the here presented method can be used in larger inference frameworks is described in Sec. 8. In Sec. 9 we apply the starblade method to two distinct examples, namely simulated data (9.1) and data obtained by the Hubble Space Telescope (9.2). We conclude in Sec. 10. In Appendix A we describe in detail the implementation, architecture and training of the DAE.
The data model
The data we are considering consists of a superposition of two components. On the one side spatially correlated, positive diffuse flux, on the other side spatially uncorrelated, also positive, pointlike flux. Negative flux values make physically no sense and we will exclude them by enforcing the positivity of the components. To this end we express them in terms of their logarithmic brightness.
The logarithmic diffuse emission is expressed in s, the logarithmic point-like flux in u. The quantities s and u are fields, meaning they are functions of the location x. The exponential function in Eq. 1 and other functions are applied point-wise in IFT, meaning (e s ) x = e s x . In this paper we do not consider noise, a point spread function, or any other effects originating from the measurement. Here we assume that all such effects are taken care off in previous data reduction steps and we are dealing with fully reconstructed images. To some extent the resulting algorithm can also be applied to data not fulfilling all those requirements, which we will demonstrate in an example at the end of this paper.
We will approach the separation problem from the probabilistic perspective and we can use the data equation Eq.1 to derive the likelihood of the data, given the point sources and diffuse emission. As the data is not exposed to any randomness for a given s and u, this likelihood is expressed by a delta distribution.
We can combine this likelihood with a prior that encodes models what we mean by point-like and diffuse emissions, allowing their separation. The separation is done by applying Bayes theorem,
and asking for the most plausible a posterior separation of d into e s and e u . Note that we assumed point and diffuse sources to be independent of each other, which implements the fundamental assumption of an ICA:
We now need expressions for the prior distributions P(u) and P(s), defining the characteristics of point-like and diffuse emission, respectively.
Point-like emission
The defining features of point sources is their spatial independence and strong diversity in brightness. The independence is expressed by their joint probability distributions factorizing into independent probabilities for each position.
The brightness distribution of the individual point sources can often be argued to follow a power-law, as we expect the number of sources to scale with the observed volume and the brightness to decrease with distance. In an Euclidean universe with uniformly distributed point sources the exponent of this distribution is expected to be α = 1.5. A detailed discussion of the choice of this parameter can be found in Selig et al. (2015) and also in Guglielmetti et al. (2009) . In practical applications this value might be too restrictive, as the universe is not Euclidean and the sources exhibit an evolution with cosmic time, which translates to a distance dependence. Thus other values for α might be chosen. The choice of this parameter will influence the separation and it will define the sensitivity of the method in either the direction of assigning more flux to the diffuse emission or to point sources. It is important to note that the impact of α in general is not scale independent. An increase or decrease in resolution splits or merges pixels and the point sources associated with them. This splitting or merging of point sources changes in general the effective brightness distribution. Only for α = 1.5, a change in resolution has no effect. Any other value of α expresses a power law brightness distribution only for the chosen resolution exactly. Changing the resolution without readjusting α actually means to chose a different brightness distribution. For the brightest sources, this subtlety does not make a big difference. A discussion of this matter can as well be found in Selig et al. (2015) . In order to ensure the normalization of the prior distribution for any choice of α and for numerical reasons we introduce a low-brightness cut-off. It will suppress vanishing brightness values, stabilizing the algorithm. A physical motivation to this cutoff is the finite extension of our host galaxy, the milky way and the finite extent of the look back light cone in the universe. After a certain distance we do not expect a large number of point sources. This leads to the choice of an inverse gamma distribution for the point sources, which reads:
We will set q to small values in order not to influence the separation in a significant way.
Diffuse emission
For the diffuse emission we propose a non-parametric lognormal model, which assumes the logarithmic flux to be Gaussian distributed. The spatial correlations are expressed in the correlation structure of this Gaussian distribution.
The correlation structure S is a priori unknown. Assuming prior homogeneity and isotropy, it becomes diagonal in Fourier space and is described by a power spectrum. We will estimate it by measuring the power of the current logarithmic diffuse emission at each instance of the numerical scheme. The log-normal model has proofed to be a good model for astrophysical diffuse components and has been successfully applied in various situations (Selig et al. 2015; Junklewitz et al. 2016; Pumpe et al. 2017; ).
The full picture
Now we have all prior distributions in order to calculate the posterior for the diffuse and point-like flux, as described in Eq. 3.
We can get rid of one quantity by marginalizing out the delta distribution from the likelihood contribution Eq. 2. We choose to perform the marginalization over s.
All terms not containing any dependence on s can be pulled out of the integral. Performing the integral replaces s in its Gaussian prior with ln(d − e u ) to fulfill the constraint. In addition we get the factor x |d x − e u x | −1 originating from the change in variables in order to perform the integral. The resulting expression only depends on the logarithmic diffuse flux u. For mathematical convenience we investigate
The expression above fully describes the problem. It corresponds to the negative log-posterior, or, in the language of IFT, the information Hamiltonian.
Numerical considerations
A common approach to obtain posterior estimates for the parameters is to maximize the posterior probability encoded in the Hamiltonian given in Eq. 11. This provides the maximum posterior (MAP) solution. As it turned out this approach is insufficient to achieve accurate separations, as it leads to over-fitting of the components, resulting in anti-correlated results.
Instead of that we propose to use a variational approximation, which is capable to express posterior uncertainties and therefore preventing the over-fitting. We describe this procedure in the next section.
However, it as well relies on the minimization of a functional with gradient based schemes. In the current formulation of the setup we have numerically problematic expressions of the form ln(d − e u ), which can be temporarily ill-defined during the inference calculations due to negative values within the logarithm. We can overcome this limitation by introducing a separation field a, which ranges in each pixel within [0, 1], attributing a fraction a of its image value d to the point source e u ≡ ad, and the fraction e s = (1 − a)d to diffuse emission. In order to do so we introduce the additional constraint
which allows us to reformulate the problem Hamiltonian in terms of a via marginalization over u.
The last term originates from the functional determinant of the substitution. To ensure that the separation field ranges between zero and one, we parametrize it with a sigmoid function applied to some underlying field b. A function fulfilling a sigmoid shape, ranging from 0 to 1 is
Finally, this b will be the quantity we try to infer in order to separate point sources from diffuse emission. Again, we can introduce it into the model formulation via an additional probability distribution P(a|b) on a, which, when marginalized out, replaces every a with the expression above. Another functional determinant adds through this substitution. The sigmoid function given in Eq. 15 approaches for large absolute values of b its respective boundary of 0 or 1 exponentially. Therefore at some point increasing values of |b| do not change the separation in any significant way. If only one component is present at one location, there is no resistance for the algorithm to push the value of b to arbitrarily high values. This can cause numerical instabilities, as it represents unconstrained degrees of freedom within the problem. To counteract this behavior we will introduce an additional weak Gaussian prior on b, centered at zero. Values of |b| > 10 impose a dynamical range of the ratio between the two components of roughly 1 : 10 9 . We want to keep the values of b within a range to explain any separation between point source and diffuse flux, but regularizing against an unnecessary drift. For this we add a a small, quadratic prior energy for b. The full description of the problem is then expressed in the Hamiltonian
Again the last term originates from the functional determinant of the final substitution. The free parameters of this model are the correlation structure S , the cutoff of the brightness distribution q and its scaling behavior α, and the prior standard deviation σ of the b field, which is chosen large, for example σ = 3, so that it usually has a small effect, which mainly restricts values the values of x between roughly −9 and 9, providing almost the full range of the separation field a between 0 and 1. We propose to set a low value to the cutoff parameter to minimize its impact to the inference, say q = 10 −10 for a flux scale in the vicinity of unity. In cases one has reasons to assume that the number of faint sources is suppressed, it can be adjusted accordingly.
The only parameter we cannot fix generally is the value of the scaling parameter α, which influences the outcome of the separation. The larger its value, the stronger point sources are suppressed, the more the flux will be attributed to the diffuse emission, and vice versa. This effect is most sensitive to regions of superimposed fluxes. It determines how significantly point sources have to stick out, in order not to be considered part of the diffuse flux. This parameter will have to be set by the user, depending on the questions asked to the data. Setting α to 1 removes any force counterbalancing the point sources, which will end up absorbing any flux. For large enough α, all flux will end up in the diffuse component, as any point source component is suppressed strongly. For values of α in between those extremes, separations are achieved which balance diffuse emission and point sources according to this parameters. If no specific reason is given to choose α, we recommend the resolution independent choice of α = 1.5, also favored in a homogeneous Euclidean Universe.
Variational inference
We do not have access to the posterior distribution as the normalization is not tractable, so we rely on a variational scheme to obtain posterior estimates of the separation. This is done by minimizing the Kullback-Leibler divergence (Kullback & Leibler 1951) between the true posterior P(b|d) and an simpler, approximative posterior P(b|d), which is given by
= H(b|d) P(b|d) − H(b|d) P(b|d) .
As an approximate distribution we will use a Gaussian distribution which has a number of convenient properties and it already captures the crucial feature of an uncertainty, therefore the approximation has the form P(b|d) = G(b −b, B) and it remains to determine the values forb and B by minimizing Eq. 18. We can calculate the gradient with respect tob using the identity
and we can solve for B by setting the gradient of the KL divergence with respect to it to zero and solve the resulting equation.
As we chose a Gaussian approximation this becomes
This covariance is equally the curvature of the KL with respect to its mean and we will recycle it within our minimization to obtain a Newton scheme. In order to approximate the expectation values we draw a set of independent samples from our approximate distribution and replace the integral over the distribution with a simple sum. More detailed discussions of approximations of this kind can be found in and . Note that we avoid to explicitly represent the covariance at any time. We can extract any desired quantity from it by solving a system of linear equations using numerical schemes, such as the conjugate gradient method (Hestenes & Stiefel 1952) . This is necessary as its size scales quadratic with the number of image pixels. In order to infer the unknown correlation structure we refer to the critical filter described in Enßlin & Frommert (2011) , which assumes a priori homogeneity and isotropy to formulate the correlation structure of the diffuse component as power spectrum in the harmonic domain. The previously mentioned samples can be used here as well to ensure the required uncertainty corrections.
The larger picture
At this point let us briefly sketch how the here presented starblade algorithm can be included as an intermediate step in a grander reconstruction scheme, which is required for a large number of real world problems. In these the assumption of a noise-free and complete data set without any instrument effects is not justified and those complications have to be taken into account. For example in the case of radio interferometry the data are affected by Gaussian noise and only individual Fourier components of the sky brightness are measured. In case of photon count observations one has to deal with masking of some areas in the image, Poissonian shot noise, and point-spread functions.
For both measurements, radio interferometry and photon counting, it makes sense to assume the same underlying sky model, i. e. the superposition of diffuse emission and point sources I sky ≡ e s + e u . In order to perform the reconstruction of both components one can set up a Bayesian inference scheme to obtain posterior estimates. This is straight forwardly done by using Bayes' theorem
and then usually some kind of approximation is applied, such as maximum posterior or a variational approach. In both approaches some target functional is minimized to get the final reconstruction. However, as we do have two sky components, both fully capable of explaining any kind of sky brightness, the separation during the reconstruction is delicate. The main driving force of the minimization is the likelihood, which can be orders of magnitude stronger than any prior contribution. After the first few iteration steps the likelihood is relatively satisfied, but the separation of both components is more or less arbitrary as the weak prior could not establish its influence yet. The prior pushes the sky components into the right direction, but any change in one individual component has to fight against the gigantic potential walls of the likelihood and the separation process is numerically exhausting with only minimal improvements in each step. At this point the here presented method can be used as an intermediate procedure to sort out the component separation while keeping the current likelihood constant. This corresponds to an optimization along a sub-manifold in the Hilbert space of all sky images which keeps the likelihood constant and the prior terms can act freely, dramatically speeding up the overall reconstruction. Conceptually we expand the joint probability of all variables by introducing a delta distribution which decouples the prior quantities from the likelihood:
= DI sky P(d|I sky ) δ(I sky − e u − e s ) P(s) P(u)
The resulting sub-problem restricted by P(I sky , s, u) is exactly the case discussed in this paper, which we can solve efficiently. After the components are separated properly one can go back to the full problem to continue the overall reconstruction by allowing the data to ask for different skies.
Examples
In order to illustrate the behavior of the starblade method we will show two examples. The first example uses synthetically generated data using a log-normal diffuse component with artificially added point-sources of varying magnitude. We apply the algorithm three times to this data with different choices of α to compare its impact on the separation. In using synthetic data we do have access to the ground truth, which allows us to evaluate the algorithms fidelity, and compare them to other methods.
We will use the same test data and apply two configurations of the background estimation of the SExtractor method (Bertin & Arnouts 1996) , and additionally we train a denoising convolutional auto-encoder on exactly this model. In the second example we separate an observation of the galaxy M100 by the Hubble Space Telescope. This data does not fully fulfill the initial assumption of a noise free image. Nevertheless we will be able to obtain reasonable results. Here we also apply the other two methods and compare the results. Unfortunately we do not have access to the ground truth within this real data application, so we can compare the methods only qualitatively here.
We implemented the algorithm in Python, using the numerical information field theory package NIFTy (Selig et al. 2013; Steininger et al. 2017 ).
Synthetic data
In the first example we will investigate the behavior of the proposed model within its comfort zone. We will generate data according to the underlying model. In this scenario we do have access to the ground truth, which allows us to derive the quantitative performance compared to other methods. We will compare the results of the starblade to the background estimation step of the commonly used SExtractor method (Bertin & Arnouts 1996) , as well as with the performance of a denoising auto-encoder (DAE) trained on exactly this model. For this comparison we generate the logarithmic diffuse component from a Gaussian process with the correlation structure
The k argument corresponds to the harmonic mode. It follows a power law with power 4 which is equivalent to a smooth behavior. The point sources are drawn from the inverse gamma distribution with shape α = 1.5 and scale q = 10 −4 . Both components are added together to generate our mock data. The data can be seen in Fig. 1 . In order to enhance the perception of the point sources, as well as the diffuse background we will look at the components edge-on. In order to do this we collapse the image along one direction and look at the brightness orthogonal to the collapsed direction. To obtain the visual effect of depth we increase the transparency linearly towards more distant locations, therefore faint features belong to the most distant locations along the collapsed direction, while saturated lines are close by. Our data, as well as the true diffuse and point-like component can be seen in Fig. 2 in this representation. We apply the three different configurations of the starblade algorithm to the data. These three scenarios differ in the choice of α.
Its value in the first case is α = 1.0, which corresponds to an uninformative shape parameter. The prior distribution strongly favors bright sources, so it is easy for the algorithm to explain features with point sources. In the result we therefore expect diffuse contributions within the point-like component and on the other hand a overly-smoothed diffuse component with underestimated power on small scales.
In the second scenario we pick the correct value for α = 1.5 and we therefore expect an excellent separation between the two components.
In the last configuration we choose a value of α = 3.0, which strongly suppresses point sources, so the balance should lean towards more flux in the diffuse component, which will pick up point-source contributions. In this case we expect more power on small scales of the diffuse flux and a lack of faint point sources. It will still be easy for the algorithm to identify bright point sources, as they are absolutely incompatible with the diffuse flux.
To compare the performance of our algorithm with other methods we firstly chose the background estimation step of the SExtractor (Bertin & Arnouts 1996) . SExtractor is a tool to extract sources from images and turn them into catalogs. In order to achieve this it performs a number of consecutive step, one being the subtraction of the image background, which corresponds to diffuse emission present in the image. This is done via κ-σ-clipping, which is iteratively performed on patches in the image. Within each patch a constant local background is determined, to which a median filter is applied to obtain a smooth background estimate of the whole image. Crucial to the outcome of this procedure is the choice of the patch size. The smaller it is, the more structures it can pick up. This behavior might not always be desired, as precious sources could be absorbed in the background.
On the contrary, being too restrictive to a varying background, some of its features are identified as sources. The background window size by default is 64 × 64 pixel. This will be our first SExtractor scenario. In order to tune it towards this problem, we will also reduce it to 8×8 pixel. This is significantly smaller than the recommended range of 32 to 128 (Bertin & Arnouts 1996) .
Finally we train a denoising convolutional auto-encoder (DAE) on exactly this model. This kind of neural network specializes in removing noise or artifacts from images. It is trained on artificially corrupted images and its ground truth, in our case it gets the data and has to recover the diffuse component. Note that by its training with mock data from the correct model, the DAE was informed about the correct point source brightness distribution as well as about the correlation structure of the diffuse component. A detailed description of the network architecture and training is provided in Appendix A.
The results of the component separations for all these methods and configurations can be seen in Fig. 3 and Fig. 4 , which show the resulting diffuse component and the point-like component respectively.
For the uninformative choice for α = 1.0 in the starblade algorithm we obtain a diffuse component with correct large scale features, but it slightly lacks smaller scales and is smoother than the original component. All these small scale features can be found in the point sources. Here a denser forest of small scales are visible. The brighter point sources are recovered correctly. In Fig. 5 we see the results for the also reconstructed power spectrum, which characterizes the correlation structure of the underlying Gaussian process. In the first case (light gray), we observe this behavior as well. Small scales are stronger suppressed, while the larger scales are recovered correctly.
The case with the correct α = 1.5 shows an excellent separation. Comparing the result with the true components, we do not find much difference. Neither remain obvious point sources in the diffuse component, nor the other way round. The recovered power spectrum of the diffuse component is spot on the correct one as well. This result verifies the correctness of our implementation of the starblade algorithm.
Our algorithm is also capable of providing uncertainty on its estimates. In Fig. 7 the uncertainty of the separation field a is shown, which translates to an uncertainty on either component. Is shows large and small-scale features. The uncertainty is high in regions of low flux and vice versa. This can be seen by the large scales, which are reverted compared to the data.
The final starblade scenario with α = 3.0 also shows a reasonable separation. As expected the the diffuse component exhibits more small scale features compared to lower α and the point sources appear thinned out at the faint end. This also reflects within the reconstructed power spectrum. For small scales it exhibits higher power compared to the true underlying signal as the missed faint point sources are absorbed in the diffuse component.
Applying the SExtractor background estimation with a patch size of 64 × 64 pixel does not provide a reasonable component separation, as a significant portion of the diffuse emission remains within the separated point sources. The default settings of SExtractor are not reasonably applicable in this situation, as it uses a patch size of 64 × 64 pixel, which corresponds to four patches over the test image, so one cannot expect a detailed separation. The choice of 8×8 patches performs significantly better. It is capable to at least resolve large scale features within the diffuse emission, but still attributes smaller scale correlated features to the point-like emission.
Finally, the last method we want to compare our method to is the specially trained DAE. It is worth to note that during the training the correct correlation structure was used, compared to the starblade method, which was agnostic to it. The autoencoder therefore was equipped with an unfair advantage concerning the a priori knowledge on the problem. The method performs excellent as well. The results, at least by eye, are comparable to the ones obtained by our method. Only small differences can be seen by eye.
To further investigate the difference between the methods we plotted the results for the diffuse components pixel-wise versus the true underlying component, which is shown in 6. For this plot we sampled a subset of random locations and for a perfect separation we expect a diagonal line. Here we only used the best performing versions of each method, namely starblade with α = 1.5 and SExtractor with 8 × 8, and additionally the auto-encoder. We see that SExtractor scatters the most and it tends to completely cut low and high flux diffuse emission. The DAE performs a lot better with significantly lower scattering. It is also capable to identify high-flux diffuse areas. Here the starblade method exhibits an even lower variance. It builds almost an straight line. To quantify this difference we calculate the root mean squared error (RMS) on this logarithmic scale of the deviations of the result compared to the truth.
Method
RMS Error starblade α = 1.0 0.035 starblade α = 1.5 0.026 starblade α = 3.0 0.059 SExtractor 64 × 64 1.4 SExtractor 8 × 8 0.35 DAE 0.049 The RMS error is the highest for both SExtractor configurations, which have an error one or two orders of magnitude higher compared to the other methods. The sub-optimal choices for α in the starblade algorithm perform worse compared to the DAE. The least error is accomplished by the starblade algorithm with the optimal choice for α = 1.5. It achieves half the error compared to a specially trained network, which was provided additionally with the correct correlation structure. In this task our method is superior compared to any other tested methods. Other network architectures might achieve a better result, but increasing the accuracy by another factor of two would probably require serious effort, considering it was informed on the correct correlation structure.
Overall each of the presented methods has its own advantages and disadvantages. The SExtractor background estimation is extremely fast and robust, but lacks precision. It might be sufficient for a large number of applications, but if higher accuracy is required one might want to use another background estimation. The DAE performs reasonably well and is easy to implement and set up. It performs within the same magnitude as starblade. Training the network requires some time, but after that the separation is done quickly. Problematic is that it is not understandable what the network does. More sophisticated architectures might have an increased performance, but they do not origin from first principles and can only be obtained via experimentation. In contrast to that, starblade is derived from probability theoretical considerations. The model assumptions are physically motivated. Compared to the previously mentioned methods we can also provide an estimate of uncertainty for the separation. For this method no training phase is required, but the separation procedure itself requires higher computational effort. 
M100 observed by the Hubble Space Telescope
So far we only considered synthetic data, for which the ground truth is known. There we could compare the different methods directly to the truth. This is no longer possible for real data applications. Here we can only describe the differences within the methods and judge the performance subjectively. In case of real data, the idealistic model assumptions do not longer hold. We will look how well the method generalizes. To do this we apply all previously used methods to separate an image obtained by the Wide-Field Planetary Camera 2 (WFPC2) mounted to the Hubble Space Telescope of the galaxy M100 (Hubble Legacy Archive 1994).
The image is subject to noise, convolved with a point spread function, affected by cosmic ray hits and exhibits regions with high noise levels at the edge of the field of view. The logarithmic data is shown in Fig. 8 . Because of the point-spread function bright sources are smeared out over a larger area, which reduces the brightness within individual pixels, the canonical choice for α = 1.5 is too restrictive for these spread point-sources. They tend to be absorbed within the diffuse component. To counteract this behavior we reduce its value to α = 1.1. Everything not compatible with diffuse flux will be part of the point-like component, therefore we wish to separate the diffuse component efficiently from foreground stars, cosmic ray hits and noise artifacts. The recovered diffuse component can be seen in Fig. 9 . Almost any flux outside the disk of M100 itself was identified as point-like emission and removed from the diffuse component. The brightest points inside the disk were removed as well. What remains is the diffuse emission from the galaxy. The recovered point sources are shown in 10. This image was convolved with a small Gaussian kernel to enhance the visibility of the pointsources. Here we clearly obtain the brightest sources, some of them superimposed on the diffuse structure. Additionally to that most measurement artifacts are captured by the point source component, such as the rectangular edge of the field of view, as they are incompatible with diffuse emission. We also separate a weak diffuse structure around the outskirts of the disk. It appears this prominent due to the logarithmic color bar, but not much flux is contained in this structure. Already in the data these regions are patchy and do not form a continuous structure, and are therefore not strongly compatible with diffuse emission. The recovered power spectrum of the logarithmic diffuse emission can be seen in Fig. 11 , as well as the power of the logarithmic data. The data on large scales are dominated by the diffuse emission, the small scales by the point sources. The correlation structure of the diffuse emission obtains all the power on large and intermediate scales and continues to drop with a constant slope towards small scales, in contrast to the data.
We can also detect cosmic ray hits in the form of point sources in a consecutive line in this component. One such example can be seen in Fig. 12 , which shows a zoomed in section of the image on the edge of the disk of M100. Here the recovered point sources are not convolved artificially. Even though a point spread function of the instrument is present, and point sources do not only inhabit individual pixels in the image, the difference between the detected diffuse emission and and smeared out high intensities from point sources is sufficient to separate both components, at least for the brightest sources.
Overall we obtained a good estimate of the diffuse emission of M100, removing any point-like contribution, originating either from point-sources or from systematics.
The application of the background estimation of SExtractor does not provide reasonable results. The largest scale structures are correctly identified as diffuse emission, as can be seen in Fig. 13 , but significant amounts of smaller scale, but still clearly diffuse emission remains within the point-sources, as we already observed in the mock example. The point-like component can be seen in Fig. 14. The disk is split into several individual patches. Introducing such artifacts might be hard to deal with in further analysis. Applying the SExtractor background separation also introduces areas of negative flux in both components, which on the other side artificially creates flux. For illustration purposes this negative flux was clipped. An advantage of this approach is, that certainly no point-like flux remains within the diffuse component.
Applying the identical DAE trained on the previous model provides a relatively reasonable result, which can be seen in Fig.  15 and Fig. 16 . The network therefore somehow abstracted the notion of point sources to a degree to make it applicable outside its training set. This observation is not trivial, as neural networks are not guaranteed at all to show this behavior. It performs well in subtracting the diffuse component from the point sources. It separates a larger amount of flux from the disk, which might still belong to the galaxy as they follow its morphology. The diffuse component, however still contains a significant amount of pointlike emission. One cannot train a network directly on these data, as we do not have access to the ground truth of the separation and in any case one has to rely on generating a training set according to some model. Other architectures also might lead to a better performance, but this requires a large amount of experimentation.
As previously mentioned we do not have access to any kind of ground truth in this real data case, so the judgment has to be subjective. First of all we do obtain satisfying results with the starblade algorithm also on real data. We separate point sources and diffuse emission also in the presence of point-spread functions and noise. Any kind of artifacts which are introduced by the measurement process and incompatible with diffuse emission are, as expected, attributed to point-like emission. Aiming at a reasonable separation of point-like and diffuse emission, SExtractor does not provide a reasonable result. We should note that the background estimation of SExtractor was also not designed for this particular purpose. The DAE generalizes to some extent, especially in removing point-like emission, but lacks precision in removing point-sources from diffuse emission. Overall we would judge that starblade provides the separation with highest accuracy also in this real data application.
Conclusion
In this paper we derived the starblade method, a Bayesian approach to separate point sources from diffuse emission. This separation is achieved by imposing physically motivated models as prior knowledge. We demonstrated its capabilities and behavior on synthetic data, as well as on a Hubble image of M100 and pointed out the impact of the slope of the assumed powerlaw brightness distribution for the point sources in form of the prior parameter α, the only parameter of the algorithm, which has to be set by hand. Its choice balances the threshold how significantly either component has to be in order to be detected. A canonical value would be α = 1.5, as it imposes a uniform distribution of point sources in an Euclidean Universe. To achieve more conservative separation its value has to be adjusted in either direction. To some extent the algorithm can also be used on noisy and convolved data, as illustrated in the second example. However, we advise to perform a proper reconstruction including a deconvolution in this case prior to the application of the algorithm or to use the algorithm within a denoising imaging method. We plan to do so in an upcoming publication. The algorithm learns the correlation structure of the diffuse emission and takes it into account to determine the occurrence and strength of a superimposed point source. This is often of scientific interest as well and is available as a result of starblade.
We demonstrated the performance of the starblade algorithm on synthetic, as well as on real data. It was superior in both cases compared to the background estimation of the SExtractor method, as well as a denoising auto-encoder trained on the same underlying model, which additionally was informed of the correct correlation structure. In contrast to the other two methods, our algorithm can provide an uncertainty of the separation. We believe that the algorithm should find broad application. For its easy usage, we provide it as an open source application at https://gitlab.mpcdf.mpg.de/ift/starblade.
