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EQUILIBRIUM FLUCTUATIONS FOR DIFFUSIVE SYMMETRIC
EXCLUSION WITH LONG JUMPS AND INFINITELY
EXTENDED RESERVOIRS
C.BERNARDIN, P. GONC¸ALVES, M. JARA, AND S. SCOTTA
Abstract. We provide a complete description of the equilibrium fluctuations
for diffusive symmetric exclusion processes with long jumps in contact with in-
finitely extended reservoirs and prove that they behave as generalized Ornstein-
Uhlenbeck processes with various boundary conditions, depending mainly on
the strength of the reservoirs. On the way, we also give a general statement
about uniqueness of the Ornstein-Uhlenbeck process originated by the micro-
scopic dynamics of the underlying interacting particle systems and adapt it to
our study.
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2 C.BERNARDIN, P. GONC¸ALVES, M. JARA, AND S. SCOTTA
1. Introduction
The aim of this work is to study the equilibrium fluctuations of a symmetric
exclusion process with long jumps and infinitely extended reservoirs. The latter
is a well known stochastic interacting particle system whose Markovian dynamics
can be summarized as follows. Each point of a one dimensional sub lattice ΛN =
{1, . . . , N − 1} of Z of size N , called “bulk”, can be occupied by at most one
particle (exclusion rule). Any particle evolves like a continuous time symmetric
random walk with a translation invariant transition probability p(·) given by
(1.1) p(x, y) := p(x− y) = 1{x 6=y} cγ|x− y|γ+1 ,
apart from the fact that jumps violating the exclusion rule are suppressed. Above
cγ is a normalizing constant. The previous bulk dynamics conserves the number of
particles. The boundary of ΛN acts as infinitely extended particles reservoirs whose
role is to maintain a certain density α on the left and β on the right, destroying the
previous conservation law and creating a net density current in the bulk if α 6= β.
The intensity κ/Nθ of the reservoirs is regulated by the two parameters κ > 0
and θ ∈ R. In particular, since N is large, the greater the value of θ, the weaker
the action of the reservoirs. Therefore, for θ ≥ 0 we will use the terminology slow
reservoirs while for θ < 0 we will use fast reservoirs. The main interest in this
model is to understand the typical macroscopic space-time evolution of the empir-
ical density (hydrodynamic limits) as well as its fluctuations around this typical
behavior (see [20], [29]). This behavior strongly depends on the fact that p(·) has
finite variance, in which case a diffusive behavior is observed, or infinite variance,
in which case a superdiffusive fractional behavior appears. The interesting feature
of the presence of reservoirs, even in the diffusive case, is that they introduce a
bunch of boundary conditions to the hydrodynamic equation. We refer for example
to [1, 7, 9, 11,12,15,21,24] for various research papers on the subject.
The hydrodynamic limit of the long jumps exclusion process with an infinite
variance p(·) and without reservoirs has been studied in [19]. In [3, 5, 6] infinitely
extended reservoirs are added to the system and both the hydrodynamic limit and
hydrostatics are obtained. The hydrodynamic equations are given, in the case
of infinite variance, by a collection of fractional reaction-diffusion equations with
Dirichlet, fractional Robin or fractional Neumann boundary conditions. In [4], the
case of finite variance is considered, extending the work of [2], which was limited to
a nearest-neighbor transition probability, non-extended reservoirs and only related
to the slow (θ ≥ 0) regime. The hydrodynamic equations are given by a collection
of reaction-diffusion equations with Dirichlet, Robin or Neumann boundary condi-
tions. The equilibrium fluctuations, i.e. when the densities of the two reservoirs
are the same α = β = ρ and starting the system from the stationary measure, for
these models have been studied [11] but only in the context of [2]. In particular,
also here the interesting fast regime (θ < 0) which gives rise to singular reaction
terms at the hydrodynamic level is not considered.
In this work, we derive the equilibrium fluctuations for the model presented in
[4], i.e. in the case where the transition probability p(·) has infinite support but fi-
nite variance. In [11] the authors obtain that the equilibrium fluctuations are given
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by Ornstein-Uhlenbeck processes with either Dirichlet, Robin or Neumann bound-
ary conditions, that are solutions of linear stochastic partial differential equations
(SPDEs) of the form
(1.2) ∂tYt = AYt + BW˙t
where A and B are two unbounded operators depending on the underlying hydro-
dynamic equations and W˙t is a space-time white noise. The mathematical study
of these equations was pioneered in [17] and their solutions are called generalized
Ornstein-Uhlenbeck processes. In our case, the process describing the fluctuations
around equilibrium is also a generalized Ornstein-Uhlenbeck process. In the regime
θ ≥ 1 the results and proofs obtained here are very similar to those of [11]. The main
novelty is in the regime θ < 1, which corresponds to the case where hydrodynamic
equations are given by a diffusion (2 − γ < θ < 1), a singular reaction-diffusion
(θ = 2 − γ) or a singular reaction equation (θ < 2 − γ) with Dirichlet boundary
conditions. In the case 2− γ < θ < 1 the proof of the uniqueness of the solution to
the SPDE is non-standard and requires new technical tools. The difficulty comes
from the fact that the martingale problem defining the corresponding Ornstein-
Uhlenbeck process is provided for test functions which vanish together with all
their derivatives at the boundary, while for proving uniqueness, we need to extract
information about the boundary which is not seen by functions of this type. In
the case θ = 2 − γ, the proof of uniqueness follows the standard approach but it
requires a very precise study of a singular Sturm-Liouville problem, which has, in
fact, its own interest, independently from the content of this paper.
In this article, we close the scenario of the equilibrium fluctuations, initiated in
[11] for the case of nearest-neighbor jumps, and we let open the case where the
variance of p(·) is infinite. We think however that the study initiated here gives
some insight to attack the difficult problem of the equilibrium fluctuations when
the variance of p(·) is infinite. We also restricted ourselves to the case when the
system is at equilibrium and a very challenging problem is to analyze the case
where the system is initially outside of equilibrium. We remark that in the case
of nearest-neighbor jumps, the non-equilibrium fluctuations were derived in [12] in
the case of Robin boundary conditions (corresponding to θ = 1) and in [16] for the
case of Dirichlet (in the case of slow boundary, that is 0 ≤ θ < 1) and Neumann
boundary conditions (that is θ > 1).
We present now the structure of the paper. In Section 2 we describe in details
the model that we study. In the same section (Subsection 2.2) we also recall the
results on the hydrodynamic limit obtained in [4]. Then, in Subsection 2.3 we start
the analysis of the equilibrium fluctuations for this model, introducing the fluc-
tuation field, the space of test functions, and then we state our main results. In
Section 3 we give a characterization of the limit points of the sequence of fluctua-
tion fields. In Section 4 we give a proof of tightness of the sequence of probability
measures associated with the fluctuation fields in a suitably chosen topology. Fi-
nally, in Section 5 we prove that the limit of this probability measures is the unique
martingale solution of an SPDE. In Section 6 we prove some technical lemmas that
we used throughout the paper. Section 7 provides a general proof of uniqueness of
the Ornstein-Uhlenbeck process solution of (1.2). The paper is concluded by some
appendices.
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2. The model and statement of results
2.1. The model. In this subsection we recall the microscopical model introduced
in [4], which consists in a symmetric exclusion process with infinitely extended
reservoirs.
Let N > 1 be an integer. We call “bulk” the set ΛN = {1, · · · , N − 1}. The
exclusion process that we consider is a Markov process {ηt}t≥0 with state space
ΩN = {0, 1}ΛN . As usual, for a configuration η ∈ ΩN we say that the site x ∈
ΛN is occupied if η(x) = 1 and it is empty if η(x) = 0. Note that it is not
possible to have more than one particle per site (exclusion rule). Let us consider
the symmetric transition probability p : Z × Z → [0, 1] defined in (1.1). This
probability characterizes the rate at which a particle jumps from x to y or from y
to x. We assume that p(·) has a finite variance denoted by σ2 := ∑z∈Z z2p(z) <
∞, which, for this choice of p(·), means that γ > 2. Let us also introduce the
quantity m =
∑
z≥1 zp(z), which will be useful through this work. The action of
the stochastic reservoirs, placed at the left and at the right of the bulk, depends on
the four fixed parameters α, β ∈ [0, 1], κ > 0 and θ ∈ R. With this notation we can
define the dynamics of the process. It is easier to explain separately the dynamics
involving only the bulk and the ones involving the reservoirs.
• Bulk dynamics: each couple of sites in the bulk (x, y) ∈ ΛN ×ΛN carries
an independent Poisson process of intensity 1. If for the configuration η,
there is an occurrence in the Poisson process associated to the couple (x, y),
then we exchange the value of the occupation variables η(x) and η(y) with
probability p(y − x)/2.
• Reservoirs dynamics: each couple of sites (z, x) with x ∈ ΛN and z ≤ 0
carries a Poisson process of intensity κN−θp(x−z)[(1−α)η(x)+α(1−η(x))],
all of them being independent. The value of α ∈ [0, 1] represents the particle
density of the reservoir located in z. If for the configuration η, there is an
occurrence in the Poisson process associated to the couple (z, x) , then
we change the value η(x) into 1 − η(x) with probability 1. At the right
boundaries (z ≥ N) the dynamics is similar but instead of α the density of
particles of the reservoirs is given by β.
See Figure 1 for an illustration of the dynamics described above.
. . . . . .−2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
(1− β) κ
Nθ
p(2)
p(3)
2
α
κ
Nθ
p(6)
Figure 1. Example of the dynamics of the model with N = 14,
the sites colored in blue act as reservoirs.
The process is completely characterized by its infinitesimal generator which is
given by
LN = L
0
N + L
l
N + L
r
N ,
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where L0N , L
l
N and L
r
N act on functions f : ΩN → R as
(L0Nf)(η) =
1
2
∑
x,y∈ΛN
p(x− y)(f(σx,yη)− f(η)),
(LlNf)(η) =
κ
Nθ
∑
x∈ΛN
y≤0
cx(η, α)p(x− y)f(σxη)− f(η))
(LrNf)(η) =
κ
Nθ
∑
x∈ΛN
y≥N
cx(η, β)p(x− y)(f(σxη)− f(η))
where, for any δ ∈ [0, 1] and x, y ∈ ΛN , we define cx(η, δ) := δ(1−η(x))+(1−δ)η(x)
and we use the notation σx,yη and σxη for the configurations
(σx,yη)(z) :=

η(z), if z 6= x, y,
η(y), if z = x,
η(x), if z = y
, (σxη)(z) :=
{
η(z), if z 6= x,
1− η(x), if z = x.
We speed up the Markov process in the time scale tΘ(N) and we denote it by
ηNt = ηtΘ(N). The time scale Θ(N) will be chosen later (see (2.3)) and will depend
on the value of θ. Note that {ηtΘ(N) ; t ≥ 0} has infinitesimal generator given by
Θ(N)LN .
We note that if α = β = ρ ∈ [0, 1], the Bernoulli product measures νρ =
⊗x∈ΛNB(ρ) are reversible and hence invariant for the dynamics (see [15] for a proof).
2.2. Hydrodynamic limits. In this subsection we recall the results about hydro-
dynamic limits obtained in [4] for this model in the diffusive regime (γ > 2).
Let us first introduce some notation. For any T > 0 and m,n ∈ N we will denote
by Cm,n([0, T ]× [0, 1]) the space of functions defined on [0, T ]× [0, 1] which are m
times continuously differentiable in the first variable and n times on the second. We
will consider also the space Cm,nc ([0, T ]× [0, 1]) which is the space of the functions
H ∈ Cm,n([0, T ]× [0, 1]) such that, for any fixed time s ∈ [0, T ], the function H(s, ·)
has compact support in (0, 1). For some interval I ⊂ R and any Polish space E,
we will consider the Skorokhod space D(I, E) which is the space of functions from
I to E that are right continuous and admit left limits. Analogously we denote by
C(I, E) the space of continuous function from I to any space E. Moreover, we will
denote by L2w(I) the space of real functions H defined on I for which the norm
||H||2L2w(I) :=
∫
I
|H(u)|2w(u)du
is finite. This norm is associate to the inner product 〈·, ·, 〉L2w(I), defined on real
functions H,G as
〈H,G〉L2w(I) =
∫
I
H(u)G(u)w(u)du.
When w is constantly equal to 1 we will omit the index w in L2w(I). In addition,
in order to have a lighter notation, if I = [0, 1] we will write only L2w to denote this
space.
For k ≥ 1 we will denote by Hk(I) (resp. Hk0(I)) the classical Sobolev space
Wk,2(I) defined as the closure of Ck(I) (resp. Ckc (I)) with respect to the norm
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defined by
||H||2Hk(I) :=
k∑
j=0
||H(j)||2L2(I).
Above and below, we denote by H(i) the i–th derivative of H, while for i = 1 (resp.
i = 2) we simply denote it by ∇H, H ′ or ∂uH (resp. ∆H, ∂2uH or H ′′). If
I = [0, 1] we will omit often the interval in the notation, i.e. Hk([0, 1]) = Hk (resp.
Hk0 = Hk0([0, 1])). We will also denote ‖H ′‖L2 by ‖H‖1. Moreover, when we write
that a function H defined on [0, T ]× I is in L2([0, T ],Hk(I)), we mean that∫ T
0
||H(s, ·)||2Hk(I)ds <∞.
Now, we define the hydrodynamic equations related to this model, giving the
corresponding notion of weak solution for each one of them. In order to do that,
we have to introduce the following functions: for any u ∈ (0, 1),
(2.1) V0(u) := αr
−(u) + βr+(u) and V1(u) := r−(u) + r−(u),
where r+(u) := cγ−1(1− u)−γ and r−(u) = cγ−1u−γ .
Now, we can write the family of hydrodynamic equations associated to this
model, which depend on some parameters σˆ ≥ 0, κˆ ≥ 0, a, b ≥ 0. Let g : [0, 1] →
[0, 1] be a measurable function. We consider the following linear reaction-diffusion
parabolic PDE with non-homogeneous boundary conditions:
(2.2)

∂tρt(q) = [σˆ∆− κˆV1] ρt(q) + κˆV0(q), (t, q) ∈ [0, T ]× (0, 1),
a∂qρt(0) = b(ρt(0)− α), a∂qρt(1) = b(β − ρt(1)), t ∈ [0, T ]
ρ0(·) = g(·).
In [4] it is defined a notion of weak solution for this class of PDEs and it is shown
there existence and uniqueness of such weak solutions.
Remark 2.1. Observe that in the previous definition, if σˆ > 0, κˆ = 0, a = 0 and
b 6= 0, then we recover the heat equation with Dirichlet boundary conditions. While,
if a, b 6= 0 then (2.2) is the heat equation with linear Robin boundary conditions. If
a 6= 0 and b = 0 then (2.2) is the heat equation with Neumann boundary conditions.
If σˆ = 0 and κˆ 6= 0, then (2.2) does not have the diffusion term.
The following theorem, proved in [4], states the hydrodynamic limit (summarized
also in Figure 2) relative to this model for the whole set of parameters, in the case
of finite variance, that is γ > 2. In order to state the theorem we need to introduce
the following definition.
Definition 2.2. Let ρ0 : [0, 1] → [0, 1] be a measurable function. We say that a
sequence of probability measures {µN}N>1 on ΩN is associated with the profile ρ0(·)
if for any continuous function H : [0, 1]→ R and every δ > 0
lim
N→∞
µN
(
η ∈ ΩN :
∣∣∣ 1
N
∑
x∈ΛN
H
(
x
N
)
η(x)−
∫ 1
0
H(q)ρ0(q)dq
∣∣∣ > δ) = 0.
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Theorem 2.3. Let g : [0, 1] → [0, 1] be a measurable function and let {µN}N>1
be a sequence of probability measures in ΩN associated with g(·). Then, for any
0 ≤ t ≤ T and G ∈ C1([0, 1])
lim
N→∞
PµN
(
ηN· ∈ D([0, T ],ΩN ) :
∣∣∣ 1N−1 ∑
x∈ΛN
G
(
x
N
)
ηNt (x)−
∫ 1
0
G(q)ρt(q)dq
∣∣∣ > δ)
= 0,
where PµN is the probability measure associated to the process {ηNt ; t ∈ [0, T ]} :=
{ηtΘ(N) ; t ∈ [0, T ]} with starting distribution µN , the time scale is given by
(2.3) Θ(N) =
{
N2, if θ ≥ 2− γ,
Nγ+θ, if θ < 2− γ,
and {ρt(·) ; t ∈ [0, T ]} is the unique weak solution of (2.2):
• with σˆ = 0, a = 0 and κˆ = κ, if θ < 2− γ;
• with σˆ = σ22 , a = 0 and κˆ = κ, if θ = 2− γ;
• with σˆ = σ22 , a = 0 and κˆ = 0, if θ ∈ (2− γ, 1);
• with σˆ = σ22 , a = σ
2
2 , κˆ = 0 and b = mκ, if θ = 1;
• with σˆ = σ22 , a = 1, κˆ = 0 and b = 0, if θ > 1.
θ
γθ = 0, γ = 2
θ = 1, γ = 2
R
eaction-H
eat
eq.
&
D
irichlet
b.c.
Heat eq. & Robin b.c.
Heat eq. & Neumann b.c.
Heat eq. & Dirichlet b.c.
Reaction eq. & Dirichlet b.c.
θ = 2− γ
Figure 2. The five different hydrodynamic regimes obtained in
Theorem 2.3 as function of γ and θ.
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2.3. Equilibrium fluctuations.
2.3.1. Holley-Strook Theory. Before stating our main result we review the notion
of solutions to the SPDEs that we will derive from our underlying dynamics. We
follow the theory of martingale problems initiated in [17] which, in this setting, is
explained in [20] and generalized in the presence of boundary conditions in [11].
Here we provide a general theoretical framework encapsulating all the previous
studies.
Definition 2.4. Fix T > 0 some time horizon. Let C be a topological vector space,
A : C → C be an operator letting C invariant and c : C → [0,∞) be a continuous
functional. Let C′ be the topological dual of C equipped with the weak ? topology. We
say that the process {Yt ; t ∈ [0, T ]} ∈ C([0, T ], C′) is a solution of the Ornstein-
Uhlenbeck martingale problem
OU(C,A, c)
on the time interval [0, T ] with initial (random) condition y0 ∈ C′ if:
(i) for any H ∈ C the two real-valued processes M·(H) and N·(H) defined by
(2.4) Mt(H) = Yt(H)− Y0(H)−
∫ t
0
Ys(AH)ds;
(2.5) Nt(H) = Mt(H)
2 − tc2(H),
are martingales with respect to the natural filtration of the process Y·, that
is, {Ft ; t ∈ [0, T ]} := {σ(Ys(H) ; s ≤ t,H ∈ C) ; t ∈ [0, T ]}.
(ii) Y0 = y0 in law.
Holley-Strook approach [17] can be extended in a general setting and gives the
following proposition.
Proposition 2.5. Assume there exists a semigroup {Pt}t≥0 on C associated to the
operator A : C → C in the sense that
(2.6) Pt+H − PtH = APtH + o(, t)
where −1o(, t) goes to 0, as  goes to 0, in C uniformly on compact time intervals.
Then there exists a unique solution to OU(C,A, c).
Proof. The proof is given in Section 7. 
Let us observe that (2.6) implies that for any H ∈ C, the application t ∈ [0,∞)→
PtH ∈ C is C1 and satisfies
(2.7) ∂tPtH = APtH, P0H = H.
Definition 2.6. Assume that the conditions of Proposition 2.5 are satisfied. We
say that the process {Yt ; t ∈ [0, T ]} ∈ C([0, T ], C′) is a stationary solution of the
martingale problem OU(C,A, c) on the time interval [0, T ] if Y0 is a Gaussian field
of mean zero and covariance function C : C × C → R given on H,G ∈ C by
E
[Y0(H)Y0(G)] := C(H,G).
From this, it follows that the process {Yt ; t ∈ [0, T ]} is Gaussian and that for any
0 ≤ s ≤ t ≤ T , any H,G ∈ C, its covariance is given by
(2.8) E[Yt(H)Ys(G)] = C(Pt−sH,G),
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where {Pt ; t ≥ 0} is the semigroup generated by the operator A in the sense of
(2.7).
Remark 2.7. The fact that the solution of the martingale problem OU(C,A, c),
whose initial condition is a centered Gaussian field, is a Gaussian process with the
covariance function prescribed in the definition above, comes directly from the proof
of Proposition 2.5. See Lemma 7.2 for details.
It is important to observe that in the definition above, the choice of the space C
plays a capital role and, in the present study, encapsulates the boundary conditions
that we want to observe.
Let C∞([a, b]) (a < b both in R) be the space of real-valued smooth 1 functions
H : [a, b] → R. We equip this space with the topology defined by the family of
seminorms
(2.9)
{
sup
u∈[0,1]
|H(i)(u)|
}
i∈N∪{0}
.
In the sequel, we will consider in particular the following topological vector spaces
S :=
{
H ∈ C∞([0, 1]) ; H(i)(0) = H(i)(1) = 0, ∀i ∈ N
}
,
SDir :=
{
H ∈ C∞([0, 1]) ; H(2i)(0) = H(2i)(1) = 0, ∀i ∈ N
}
,
SRob :=
{
H ∈ C∞([0, 1]) ; H(2i+1)(0) = − 2mκσ2 H(2i)(0)
and H(2i+1)(1) = 2mκσ2 H
(2i)(1), ∀i ∈ N
}
,(2.10)
SNeu :=
{
H ∈ C∞([0, 1]) ; H(2i+1)(0) = H(2i+1)(1) = 0, ∀i ∈ N
}
.
Remark 2.8. Note that all the spaces introduced above are Fre´chet spaces. We
recall that a Fre´chet space is a complete Hausdorff space whose topology is induced
by a countable family of semi-norms. Indeed, since the space C∞([0, 1]) endowed
with the semi-norms defined in (2.9) is a Fre´chet space, and any closed subspace
of a Fre´chet space is also a Fre´chet space, to conclude, it is enough to observe that
uniform convergence implies point-wise convergence (see [26] for more details on
Fre´chet spaces). Working with Fre´chet spaces will be fundamental in Section 4 for
the proof of tightness.
Definition 2.9.
• Let Sθ be the set S if θ < 1, the set SRob if θ = 1 and SNeu if θ > 1.
• We define the inner product 〈〈H,G〉〉θ between two functions H,G : [0, 1]→
R with regularity at least C1([0, 1]) by
〈〈H,G〉〉θ := 2χ(ρ)σ2
[
1{θ≥2−γ}〈∇H,∇G〉
+ 1{θ≤2−γ}
κ
σ2
∫ 1
0
(r−(u) + r+(u))H(u)G(u)du
+ 1{θ=1}
σ2
4κm
(∇H(0)∇G(0) +∇H(1)∇G(1))
]
,
(2.11)
1We mean that the function H is smooth on (a, b) and that all the derivatives of H can be
continuously extended to [a, b].
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where χ(ρ) := ρ(1 − ρ) and 〈·, ·〉 is the standard L2 inner product. Then,
the Hilbert space Hθ is obtained as the completion of the space of functions
H ∈ C1([0, 1]) for the norm induced by the previous inner product:
‖H2‖θ = 〈〈H,H〉〉θ.
Lemma 2.10. For any θ, the application H ∈ Sθ → ‖H‖θ ∈ R is a continuous
functional.
Proof. In order to prove the continuity of the functional, fix some G ∈ Sθ and some
 > 0. We have to prove that there exists some open neighborhood of G such that,
if H is in this neighborhood, then
∣∣‖H‖2θ − ‖G‖2θ∣∣ < . We take this neighborhood
in the form
V k,δG :=
{
H ∈ Sθ ; ∀j ≤ k, sup
u∈[0,1]
|(H −G)(j)(u)| ≤ δ
}
for suitable k ≥ 0 and δ > 0 fixed later. In the sequel H ∈ V k,δG .
Let us start with the case θ ≥ 2− γ. Note that,∣∣∣ ∫ 1
0
(∇H(u))2 − (∇G(u))2du
∣∣∣ ≤ ∫ 1
0
|∇H(u)−∇G(u)||∇H(u) +∇G(u)|du
≤ δ
[
δ + 2 sup
u∈[0,1]
|(∇G)(u)|
]
≤ ,
if δ is taken sufficiently small with respect to .
The same argument as used above, allows us to deal with the extra term obtained
in the case θ = 1.
To conclude it remains to analyse the reaction term. To that end, observe that
in the regime θ ≤ 2− γ, Sθ = S, and we can restrict our study to the integral with
r−, since for the one with r+ the argument is exactly the same. Since H −G ∈ S,
by applying Taylor expansion to the function H −G around zero at order k we get
that:
∀u ∈ [0, 1], |(H −G)(u)| .
[
sup
v∈[0,1]
|(H −G)(k)(v)|
]
uk . δ uk.
On the other hand we have that
sup
u∈[0,1]
|(H +G)(u)| ≤ δ + 2 sup
u∈[0,1]
|G(u)|.
It follows that
∣∣∣ ∫ 1
0
r−(u)(H2(u)−G2(u))du
∣∣∣ . δ [δ + 2 sup
u∈[0,1]
|G(u)|
] ∣∣∣ ∫ 1
0
u(k−γ)du
∣∣∣.
By choosing k sufficiently big so that last integral is finite, last display becomes
bounded by  if δ is chosen sufficiently small. This ends the proof. 
We define the unbounded operators Aθ on Sθ by
Aθ := σ22 1θ≥2−γ ∆ − κ1θ≤2−γV1.
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In [11,12,16] it is proved the following theorem
Theorem 2.11 ([11,12,16]). It holds that:
• If θ ≥ 1, then there exists a unique (in law) solution of the martingale
problem OU(Sθ,Aθ, ‖ · ‖θ).
• If 2 − γ < θ < 1, then there exists a unique (in law) solution of the mar-
tingale problem OU(SDir,Aθ, ‖ · ‖θ).
2.4. Density fluctuation field. We are interested in studying the density fluctua-
tions at equilibrium. The system is in equilibrium if, for a fixed parameter ρ ∈ (0, 1),
we put α = β = ρ and we choose the initial measure on ΩN as the Bernoulli product
measure νρ. We denote by Pνρ the law of the process {ηNt ; t ∈ [0, T ]} starting from
νρ and the corresponding expectation is denoted by Eνρ . Note that this expectation
is not the same as Eνρ which is with respect to the measure νρ defined on ΩN .
Since νρ is a stationary measure we have that Eνρ [η
N
t (x)] is constant in t and x and
it is equal to ρ. We are therefore looking at the fluctuations of the configurations
around their mean with respect to νρ, namely at the following quantity.
Definition 2.12. For any t > 0, the density fluctuation field YNt ∈ S ′θ is defined
as the random distribution acting on test functions H ∈ Sθ as
YNt (H) :=
1√
N − 1
N−1∑
x=1
H
(
x
N
)
ηNt (x),
where
ηNt (x) := η
N
t (x)− ρ.
We denote by Qθ,N the probability measure on D([0, T ],S ′θ) associated to the
density fluctuation field YN· . We denote by Q the limit point of {Qθ,N}N>1 (we
will prove that it exists, is unique and concentrated on C([0, T ],S ′θ)). So, the
expectation denoted by EQ is with respect to the limit measure Q which will be
defined on the space C([0, T ],S ′θ).
Our first result extends Theorem 2.11 to the regime θ ≤ 2 − γ and proposes a
different notion of solution to the martingale problem in the case θ ∈ (2− γ, 1).
Theorem 2.13. The following holds:
1. Assume θ ≤ 2 − γ. There exists a unique solution of the martingale problem
OU(Sθ,Aθ, ‖ · ‖θ).
2. Assume 2−γ < θ < 1. There exists a unique (in law) random element {Yt ; t ∈
[0, T ]} ∈ C([0, T ],S ′θ) which is a stationary solution of the martingale problem
OU(Sθ,Aθ, ‖ · ‖θ) and which satisfies the two extra conditions:
(i) regularity condition: E[(Yt(H))2] . ||H||2L2 for any H ∈ Sθ;
(ii) boundary condition: Let ι0 := 
−11(0,] and ι1 := 
−11[1−,1). For any
s ∈ [0, T ] and j = 0, 1, consider Ys(ιj), defined using Lemma 5.12, we have
that
lim
→0
E
[
sup
0≤t≤T
(∫ t
0
Ys(ι0)ds
)2]
= lim
→0
E
[
sup
0≤t≤T
(∫ t
0
Ys(ι1)ds
)2]
= 0.
2ι1 and ι
0
 are not continuous functions and so, in particular, are not elements of any of the
test function spaces considered. Making sense of this is exactly the contain of Lemma 5.1.
12 C.BERNARDIN, P. GONC¸ALVES, M. JARA, AND S. SCOTTA
Moreover it coincides with the unique stationary solution of the martingale
problem OU(SDir,Aθ, ‖ · ‖θ)
Remark 2.14. The first part of the previous theorem follows closely the Holley-
Strook approach, the difficulty here is that this approach requires to well understand
the properties of the singular Sturm-Liouville problem associated to Aθ for θ = 2−γ.
The analysis of this problem is non-standard and it is the content of Subsection 5.3.
In the second part of the theorem we observe that if Sθ is replaced by SDir then, the
uniqueness of OU(SDir,Aθ, ‖ · ‖θ) holds without the extra conditions (i) and (ii).
Nevertheless, the space Sθ = S is not sufficiently large to encapsulate Dirichlet
boundary conditions and to provide uniqueness of the solution of the martingale
problem OU(S,Aθ, ‖ · ‖θ). As explained below, since we do not know how to show
that the limiting points of our sequence of fluctuations fields is a stationary solution
of OU(SDir,Aθ, ‖ · ‖θ) but only a stationary solution of OU(S,Aθ, ‖ · ‖θ), we have
to show that the limiting points satisfy the extra conditions (i) and (ii), which are
sufficient to restore uniqueness.
The second main result of this paper is the following theorem.
Theorem 2.15. The sequence of probability measures
{
Qθ,N
}
N>1
associated to the
sequence of fluctuation fields {YN· }N>1 converges, as N goes to infinity, to a proba-
bility measure Q, concentrated on the unique stationary solution of OU(Sθ,Aθ, ‖·‖θ)
if θ /∈ (2 − γ, 1) and to the unique stationary solution of OU(SDir,Aθ, ‖ · ‖θ) if
θ ∈ (2− γ, 1).
The proof of last theorem is a consequence of two facts: the sequence of density
fluctuation fields is tight and there exists a unique limit point. In the next section we
analyze the convergence of discrete martingales associated to the density fluctuation
field YNt to the martingales given in (2.4) and (2.5). In Section 4, we prove the
existence of the limit point. Section 5 is devoted to the proof of uniqueness of the
limit point, i.e. to the proof of Theorem 2.13. We finish by presenting in Section
6 some technical lemmas that were used along the article. In Section 7 we prove
Proposition 2.5, that is the uniqueness of the Ornstein-Uhlenbeck process and in
the appendix we present an approximation lemma which is needed along the proofs.
3. Characterization of limit points
In order to characterize the limit points, denoted byQ, of the sequence {QN,θ}N>1,
we start by using Dynkyin’s formula (see, for example, Lemma A.5 of [20]), which
permits to conclude that, for any test function H ∈ C∞([0, 1]),
(3.1) MNt (H) = YNt (H)− YN0 (H)−
∫ t
0
Θ(N)LNYNs (H)ds
is a martingale with respect to the natural filtration {FNt ; t ∈ [0, T ]} = {σ(ηNs ; s ≤
t) ; t ∈ [0, T ]}. Up to here we did not impose H to belong to any of the space
of test functions introduced above. Below, we will split the argument into several
regimes of θ and then we will precise where the test function H will live. In order
to characterize the limit points of the sequence {QN,θ}N>1, we analyze the conver-
gence of {MNt (H)}N>1, {YN0 (H)}N>1 and
{ ∫ t
0
Θ(N)LNYNs (H)ds
}
N>1
separately.
We start by exploring the convergence of the integral term.
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3.1. Convergence of the integral term. We compute the integral term in (3.1).
From (2.1), we can easily see that
Θ(N)LNYNs (H) =
Θ(N)√
N − 1
∑
x∈ΛN
LNH
(
x
N
)
ηNs (x)
− κΘ(N)
Nθ
√
N − 1
∑
x∈ΛN
H
(
x
N
) [
r−N
(
x
N
)
+ r+N
(
x
N
)]
ηNs (x),
(3.2)
where, for any x ∈ ΛN , we define
LNH
(
x
N
)
=
∑
y∈ΛN
p(y − x) [H ( yN )−H ( xN )]
and
(3.3) r−N
(
x
N
)
=
∑
y≥x
p(y), r+N
(
x
N
)
=
∑
y≤x−N
p(y).
We will analyze (3.2) extending the test function H to a function Ĥ defined on
the whole set R as explained in the next subsections. By extending the sum in the
definition of LN to the whole Z we get
Θ(N)√
N − 1
∑
x∈ΛN
LNH
(
x
N
)
ηNs (x)
=
Θ(N)√
N − 1
∑
x∈ΛN
KN Ĥ
(
x
N
)
ηNs (x)
− Θ(N)√
N − 1
∑
x∈ΛN
∑
y≤0
p(y − x)
[
Ĥ
(
y
N
)− Ĥ ( xN )] ηNs (x)
− Θ(N)√
N − 1
∑
x∈ΛN
∑
y≥N
p(y − x)
[
Ĥ
(
y
N
)− Ĥ ( xN )] ηNs (x)
(3.4)
where
(3.5) KN Ĥ
(
x
N
)
:=
∑
y∈Z
p(y − x)
[
Ĥ
(
y
N
)− Ĥ ( xN )] ,
for any x ∈ ΛN . Below we analyze the contribution of each term in the decompo-
sition above for each regime of θ.
3.1.1. Case θ < 2− γ. In this case recall that Θ(N) = Nγ+θ and Sθ = S. We take
H ∈ S and extend it by 0 outside of [0, 1] producing a smooth function Ĥ.
Then, we can rewrite the first term on the right hand-side of (3.4) as
(3.6)
Nγ+θ−2√
N − 1
∑
x∈ΛN
N2KN Ĥ
(
x
N
)
ηNs (x).
Since νρ is product, by Lemma A.1 and Cauchy-Schwarz inequality, the L
2(νρ)
norm of last term is bounded from above by
σ4χ(ρ)
4
N4(γ+θ−2)‖∆Ĥ‖2L2 . N2(γ+θ−2),
plus some terms of lower order in N . Therefore we conclude that (3.6) goes to 0 in
L2(νρ), as N goes to infinity.
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Let us now treat the last two terms on the right hand-side of (3.4). They can be
treated exactly in the same way, so we explain how to analyze only the first one.
Since, by the observation given above, in this regime we are using a function Ĥ
vanishing outside [0, 1], the second term on the right hand-side of (3.4) is equal to
(3.7)
Nγ+θ√
N − 1
∑
x∈ΛN
H
(
x
N
)
ηNs (x)r
−
N
(
x
N
)
.
Now, we use the fact that functions in S have all derivatives equal to zero at 0.
From Taylor’s expansion of H around the point 0 up to order d ≥ 1, plus the fact
that r−N (x/N) is of order x
−γ (see [4] for details on this estimate), the L2(νρ) norm
of (3.7) is bounded from above, using Cauchy-Schwarz inequality, by a constant
times
N2(θ+γ−d)−1
∑
x∈ΛN
x−2γ+2d,
plus lower order terms with respect to N . Then, choosing d such that 2γ − 2d < 1,
the previous display is bounded from above by N2θ and, since θ < 0, it vanishes,
as N goes to infinity.
Now, we still have to analyze the last term in (3.2). We explain in details just how
to do it for the part involving r−N since the other part can be treated equivalently.
We can rewrite it as
κ√
N − 1
∑
x∈ΛN
H
(
x
N
)
Nγr−N
(
x
N
)
ηNs (x).
By summing and subtracting r−( xN ) inside the sum above and using Lemma A.2,
we conclude that this term can be replaced by
κ√
N − 1
∑
x∈ΛN
H
(
x
N
)
r−( xN )η
N
s (x) = κYNs (Hr−)
plus some term that vanishes in L2(νρ), as N goes to infinity.
From the previous computations, we conclude that in the regime θ < 2− γ and
for any test function H ∈ S
MNt (H) = YNt (H)− YN0 (H) + κ
∫ t
0
YNs (H(r− + r+))ds
plus terms that vanish in L2(νρ), as N goes to infinity.
3.1.2. Case θ = 2− γ. In this case the only difference with respect to the previous
case is the fact that Θ(N) = N2. We also assume that H ∈ S and extend H by 0
outside of [0, 1] producing a smooth function Ĥ.
Therefore the first term of (3.4) does not vanish, but instead, as a consequence
of Lemma A.1, it can be replaced by σ
2
2 YNs (∆Ĥ) = σ
2
2 YNs (∆H) plus some terms
that vanish in L2(νρ), as N goes to infinity. We also observe that the other two
terms in (3.4) and the last two terms in (3.2) are treated in an analogous way to
what we did in the case θ < 2− γ. We leave this details to the reader.
Summarizing, from the previous computations we conclude that in the regime
θ = 2− γ and for test functions H ∈ S
MNt (H) = YNt (H)− YN0 (H)−
∫ t
0
{
σ2
2
YNs (∆H)− κYNs (H(r− + r+))
}
ds
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plus terms that vanish in L2(νρ), as N goes to infinity.
3.1.3. Case θ ∈ (2−γ, 1). To characterize the limit points of the sequence {YN· }N>1
in this regime we would like to take a test function H ∈ SDir (introduced in Section
2.3.1) since the uniqueness of the stationary solution of OU(SDir,Aθ, ‖·‖θ) requires
this set of test functions. But to control the additive functionals that appear in
Dynkin’s formula, involving the boundary dynamics, we have to consider H in
the smaller set S. After, we will show that if the martingale problem holds for
test functions in S, then, thanks to some extra condition we will prove later, it
also holds for test functions in SDir and within this set uniqueness holds for the
solution of our martingale problem.
Hence, we consider here H ∈ S and we extend it by 0 outside of [0, 1] producing
a smooth function Ĥ.
First, let us treat the boundary terms on the right hand-side of (3.2). We will
focus on the term involving r−N , the other can be treated analogously. Using Lemma
6.1 we can obtain the following bound
Eνρ
[(∫ t
0
κN2
Nθ
√
N−1
∑
x∈ΛN
H
(
x
N
)
r−N
(
x
N
)
ηNs (x)
)2]
. κN1−θ
∑
x∈ΛN
H2
(
x
N
)
r−N
(
x
N
)
.
Then, using the fact that the test function H belongs to S, applying Taylor expan-
sion of H around the point 0 up to order d ≥ 1, we get that the term on the right
hand-side of the previous display is of order
κN1−θ−2d
∑
x∈ΛN
1
xγ−2d
.
Taking a value of d such that the sum diverges, we have that the order of the
previous term is N2−γ−θ and, since θ > 2− γ, it goes to 0, as N goes to infinity.
The analysis of all the terms in (3.4) is analogous to the case θ = 2− γ. Indeed,
these terms do not have any dependence on θ and since H ∈ S, we can repeat the
argument. So, we have that
MNt (H) = YNt (H)− YN0 (H)−
∫ t
0
σ2
2
YNs (∆H)ds,
plus terms that vanish in L2(νρ), as N goes to infinity.
3.1.4. Case θ = 1. Now we assume that H ∈ SRob and we consider Ĥ a smooth
and bounded extension of it defined on R.
In this case, the first term on the right hand-side of (3.4) is treated simply using
Lemma A.1, so it can be written as σ
2
2 YNs (∆H) plus a term that vanishes in L2(νρ),
as N goes to infinity. Let us now consider the other two terms on the right hand-side
of (3.4). We focus on the first one, since the analysis of the second one is analogous.
Performing a Taylor expansion on H around the point xN , we can rewrite it as
1√
N−1
∑
x∈ΛN
{
NΘ−xH
′ ( x
N
)
ηNs (x) +
1
2
∑
y≤0
p(y − x)(y − x)2H ′′ ( xN ) ηNs (x)}(3.8)
plus lower order terms with respect to N . Above Θ−x :=
∑
y≤0(y − x)p(y − x).
First, let us consider the term on the right hand-side of the previous display. It
16 C.BERNARDIN, P. GONC¸ALVES, M. JARA, AND S. SCOTTA
is easy to see that its L2(νρ) norm is bounded from above, using Cauchy-Schwarz
inequality, by
(3.9)
χ(ρ)‖H ′′‖2∞
N
∑
x∈ΛN
(∑
y≤0
p(y − x)(y − x)2
)2
. 1
N
∑
x∈ΛN
1
x2γ−4
.
Now, if γ > 5/2, the sum converges and last term goes to 0, as N goes to infinity.
If γ = 5/2 the sum is of order log(N) and the last term still vanishes, as N goes to
infinity. Otherwise, the sum is of order N5−2γ and the order of the whole expression
is N4−2γ , which means that it goes to 0, as N goes to infinity.
It remains to analyze the term on the left hand-side of (3.8). It can be written,
using Taylor expansion, as
(3.10)
N√
N − 1H
′(0)
∑
x∈ΛN
Θ−x η
N
s (x) +
1√
N − 1H
′′(0)
∑
x∈ΛN
xΘ−x η
N
s (x)
plus lower order terms with respect to N . A simple computation shows that Θ−x is
of order x1−γ (see [4]) and so the L2(νρ) norm of the term on the right hand-side
of the previous expression is bounded, using Cauchy-Schwarz inequality, by
1
N − 1 (H
′′(0))2
∑
x∈ΛN
x2(Θ−x )
2χ(ρ) . 1
N
∑
x∈ΛN
1
x2γ−4
.
So, reasoning as in the analysis of (3.9), we can conclude that it vanishes, as N
goes to infinity. Let us now keep the remaining term of (3.10).
We still have to analyze the second term on the right hand-side of (3.2). So, let
us focus on the term with r−N which, by a Taylor expansion of H around the point
0, can be written as
κN√
N − 1
∑
x∈ΛN
H (0) r−N
(
x
N
)
ηNs (x) +
κ√
N − 1
∑
x∈ΛN
xH ′(0)r−N
(
x
N
)
ηNs (x)
plus lower order terms with respect to N . The L2(νρ) norm of the term on the
right hand-side of last display is bounded, using Cauchy-Schwarz inequality, by
κ2
N − 1
∑
x∈ΛN
x2 (H ′(0))2
(
r−N
(
x
N
))2
χ(ρ) . 1
N
∑
x∈ΛN
1
x2γ−2
,
and since 2γ − 2 > 1 the sum is convergent and the whole term goes to 0, as N
goes to infinity. Now, let us treat the term on the left hand-side of (3.1.4). Putting
it together with the term on the left hand-side of (3.10) we get
N√
N − 1
(
H ′(0)
∑
x∈ΛN
Θ−x + κH (0)
∑
x∈ΛN
r−N
(
x
N
) )
ηNs (x).
Thanks to Lemma 6.4 we can exchange, in the previous expression, ηNs (x) by η
N
s (1)
paying an error which vanishes in L2(νρ), as N goes to infinity. Then, by adding
and subtracting m and σ2/2, the last term is equal to
N√
N − 1
{
H ′(0)
( ∑
x∈ΛN
Θ−x − σ
2
2
)
+ κH (0)
( ∑
x∈ΛN
r−N
(
x
N
)−m)}ηNs (1)
+
N√
N − 1
(
H ′(0)σ
2
2 + κH (0)m
) ∑
x∈ΛN
ηNs (1).
(3.11)
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The last term in the previous display vanishes due to the fact that H ∈ SRob. Now,
we have to estimate the L2(νρ) norm of the remaining term in (3.11) which thanks
to Lemma 6.2 and the fact that θ = 1, it is of order( ∑
x∈ΛN
Θ−x − σ
2
2
)2
+
( ∑
x∈ΛN
r−N
(
x
N
)−m)2.
Now, using Fubini’s theorem, the previous expression is equal to( ∑
x≥N
x2p(x)
)2
+
( ∑
x≥N
xp(x)
)2
,
and since both sums are convergent, the limit as N goes to infinity of the last
display is 0.
Summarizing, we have proved that, for any H ∈ SRob,
MNt (H) = YNt (H)− YN0 (H)−
∫ t
0
σ2
2
YNs (∆H)ds,
plus terms that vanish in L2(νρ), as N goes to infinity.
3.1.5. Case θ > 1. In this last case we consider a test function H ∈ SNeu and we
extend it to a smooth function Ĥ defined on R which remains bounded.
First of all let us consider the boundary terms in (3.2), in particular focus on
the one with r−N , the other one is treated analogously. We can use Lemma 6.1 to
see that its L2 norm is bounded from above by
Eνρ
(∫ t
0
κN2
Nθ
√
N − 1
∑
x∈ΛN
H( xN )r
−
N
(
x
N
)
(ρ− ηs(x))ds
)2
. κN
Nθ
∑
x∈ΛN
r−N (
x
N )H(
x
N )
2 . ‖H‖2∞N1−θ
∑
x∈ΛN
r−N (
x
N )
and so it clearly goes to 0 because the sum converges and θ > 1.
Now, let us pass to the term (3.4). The first term of the right hand-side is treated
as in the previous case, using Lemma A.1, and so it can be replaced by σ
2
2 YNs (∆H)
plus terms that vanish in L2(νρ), as N goes to infinity. The other two terms at the
right hand-side of (3.4) are treated exactly as in the case θ = 1 but in an easier
way. Indeed, when we arrive at the point (3.10) we are done since the term with
H ′(0) is equal 0, by the condition imposed on the test function, and the other term
goes to 0 exactly as we showed in the previous case.
Summarizing, we have proved that, for any H ∈ SNeu,
MNt (H) = YNt (H)− YN0 (H)−
∫ t
0
σ2
2
YNs (∆H)ds,
plus terms that vanish in L2(νρ), as N goes to infinity.
3.2. Convergence at initial time. The next proposition states that the fluctua-
tion field at time 0 converges, as N goes to infinity.
Proposition 3.1. The sequence {YN0 }N∈N converges in distribution to a Gaussian
field Y0 of mean 0 and covariance given on H,G ∈ Sθ by
EQ[Y0(H)Y0(G)] = 2χ(ρ)〈H,G〉.
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Proof. This result can be proved exactly as in [11] using characteristic functions,
therefore we omit its proof. 
3.3. Convergence of the martingale. Now, we show that the sequence of mar-
tingales {MNt (H) ; t ∈ [0, T ]}N∈N converges. This is a consequence of Theorem
VIII, 3.12 in [18] which, in our case, can be written in the following way.
Theorem 3.2. Let {MNt (H) : t ∈ [0, T ]}N>1 be a sequence of martingales living in
the space3 D([0, T ];R) and denote by 〈MN (H)〉t the quadratic variation of MNt (H),
for any N > 1 and any t ∈ [0, T ]. If we assume that
(1) for any N > 1, the quadratic variation process 〈MN (H)〉t has continuous
trajectories almost surely;
(2) the following limit holds
(3.12) lim
N→∞
Eνρ
[
sup
0≤s≤T
|MNs (H)−MNs−(H)|
]
= 0;
(3) for any t ∈ [0, T ] the sequence of random variables {〈MN (H)〉t}N>1 con-
verges in probability to t‖H‖2θ;
then the sequence {MNt (H); t ∈ [0, T ]}N>1 converges in law in D([0, T ];R), as N
goes to infinity, to a mean zero Gaussian process {Mt(H) ; t ∈ [0, T ]} which is a
martingale with continuous trajectories and whose quadratic variation is given by
t‖H‖2θ, for any t ∈ [0, T ].
So, in order to prove the convergence of the sequence of martingales we just have
to prove that the three hypothesis of the previous theorem hold.
3.3.1. Proof of Hypothesis (2) of Theorem 3.2. Observe that using (3.1) we can
write down the following relation
|MNs (H)−MNs−(H)| = |YNs (H)− YNs−(H)|
since the function inside the integral in (3.1) is integrable. Let us now evaluate the
expectation (3.12) which is then equal to
(3.13)
Eνρ
[
sup
0≤s≤T
|YNs (H)−YNs−(H)|
]
= 1√
N−1Eνρ
[
sup
0≤s≤T
∣∣ ∑
x∈ΛN
H( xN )(η
N
s (x)−ηNs−(x))
∣∣].
Note, now that in an infinitesimal time only one jump occurs and it changes the
value of the configuration η at two sites: the site from where the particle leaves and
the one where the particles arrives. This fact permits to write the sum in previous
supremum as
H( xN )[0− 1] +H( yN )[1− 0] = H( yN )−H( xN ) = H ′( zN ) |x−y|N
for some z ∈ (x, y) by the mean value theorem. Therefore, since |x − y| ≤ N − 1
and ||H ′||∞ is finite, (3.13) is bounded from above by a term of order 1/
√
N . This
implies that condition (2) of Theorem 3.2 is satisfied.
3We equip this space with the uniform topology.
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3.3.2. Proof of Hypothesis (1) and Hypothesis (3) of Theorem 3.2. First, let us
show that hypothesis (1) holds, which is almost trivial from the explicit form of
the quadratic variation. Then, we compute the expectation of quadratic variation
of the martingales MNt (H) for the different regimes of θ. Finally we show that for
any H ∈ Sθ the quadratic variation 〈MN (H)〉t converges in L2 to the value t||H||2θ,
as N goes to infinity, which implies condition (3). Remember that as we explained
in the beginning of Section 3, through this part of the proof we take Sθ = S also
in the case 2− γ < θ < 1.
The explicit form of the quadratic variation of the martingale is given by (see
[20])
(3.14) 〈MN (H)〉t =
∫ t
0
Θ(N)LN (YNs (H))2 − 2YNs (H)Θ(N)LN (YNs (H))ds,
and this directly implies that it has continuous trajectories in time, so hypothesis
(1) of Theorem 3.2 is satisfied. Now, thanks to the following two lemmas, we can
prove hypothesis (3) of the theorem.
Lemma 3.3. For any θ ∈ R and any H ∈ Sθ we have
EQ[Mt(H)
2] := lim
N→∞
Eνρ [M
N
t (H)
2] = t||H||2θ,
where ||H||θ was introduced in (2.11).
Proof. After some computations it is possible to show that (3.14) is equal to
〈MNt (H)〉 =
∫ t
0
Θ(N)
N
∑
x,y∈ΛN
(
H( xN )−H( yN )
)2
p(y − x)(ηNs (x)− ηNs (y))2 ds
+
∫ t
0
Θ(N)κ
N1+θ
∑
x∈ΛN
(
r−N (
x
N ) + r
+
N (
x
N )
)
H( xN )
2
(
ρ+ (1− 2ρ)ηNs (x)
)
ds.
(3.15)
Now, we use Fubini’s theorem in order to pass the expectation in the statement of
the lemma inside the integral. In this way, the expectation of the first term at the
right hand-side of (3.15) is given by∫ t
0
Θ(N)
N
∑
x,y∈ΛN
(
H( xN )−H( yN ))
)2
p(y − x)Eνρ [(ηNs (x)− ηNs (y))2]ds
= 2χ(ρ)t
Θ(N)
N
∑
x<y∈ΛN
(
H( xN )−H( yN )
)2
p(y − x).
Now, performing a Taylor expansion on the test function H around y/N , we can
rewrite the previous expression as
2χ(ρ)t
Θ(N)
N3
∑
y∈ΛN
H ′( yN )
2
y−1∑
x=1
(y − x)2p(y − x)
= 2χ(ρ)t
Θ(N)
N3
∑
y∈ΛN
H ′( yN )
2
N−2∑
z=−N+2
z2p(z).
We have now two different cases to distinguish.
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When θ < 2− γ, Θ(N) = Nγ+θ, the order of the previous expression is
2χ(ρ)t
Nγ+θ
N2
1
N
∑
y∈ΛN
H ′( yN )
2
N−2∑
z=−N+2
z2p(z) . N
γ+θ
N2
where the inequality follows from the fact that ||H ′||∞ is bounded and that the
sum in z is convergent. So, in this case the term in the last display vanishes, as N
goes to infinity, since θ < 2− γ.
When θ ≥ 2 − γ, Θ(N) = N2 and so we can repeat the same computation
above, but at the end, when we pass to the limit, we get that this term converges
to 2χ(ρ)tσ2||H ′||2L2 as stated in the lemma.
Now we are going to analyze the second term in (3.15). We have to divide the
proof in several cases according to the value of θ.
If θ ≤ 2−γ, using Fubini’s theorem and the fact that Eνρ [ηNs (x)+ρ−2ηNs (x)ρ] =
2χ(ρ), the expectation of the second term in (3.15) is given by
2χ(ρ)κt
Nγ
N
∑
x∈ΛN
(r−N (
x
N ) + r
+
N (
x
N ))H
2( xN ).
Thanks to Lemma A.2, the limit, as N goes to infinity, of the previous expression
converges to
2χ(ρ)κt
∫ 1
0
(r−(u) + r+(u))H(u)2du.
This ends the proof in the case θ ≤ 2− γ.
In the case θ ∈ (2− γ, 1), since Θ(N) = N2, the expectation of the second term
in (3.15) is given by
2χ(ρ)κt
N2
Nθ+1
∑
x∈ΛN
(r−N (
x
N )+r
+
N (
x
N ))H
2( xN ) . N
−θ+1−2d ∑
x∈ΛN
x2d−γ . N2−γ−θ,
where the first estimate follows from a Taylor expansion around 0 of the test func-
tion H ∈ S up to the order d ≥ 1 and the second follows from a choice of d such
that the sum diverges and so it is bounded by a term of order N2d−γ+1. Then,
since θ > 2 − γ, we can conclude that the term in the previous display goes to 0,
as N goes to infinity.
Let us now treat the case θ = 1. The expectation of the second term in (3.15) is
given by
2χ(ρ)κt
∑
x∈ΛN
(r−N (
x
N ) + r
+
N (
x
N ))H
2( xN )
= 2χ(ρ)κt
[
H2(0)
∑
x∈ΛN
r−N (
x
N ) +H
2(1)
∑
x∈ΛN
r+N (
x
N )
]
plus lower order terms with respect to N . Then, since the sums on the right hand-
side of the previous expression converge to m, as N goes to infinity, we can rewrite
it, in the limit N →∞, as
2χ(ρ)κtm[H2(0) +H2(1)] = t
χ(ρ)σ4
2mκ
[H ′(0)2 +H ′(1)2]
where the equality follows from the properties of the functions in SRob (see (2.10)).
This concludes the proof in the case θ = 1.
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We still have to treat the case θ > 1. The expectation of the second term in
(3.15) is equal to
tχ(ρ)κN1−θ
∑
x∈ΛN
(r−N (
x
N )+r
+
N (
x
N ))H
2( xN ) . tχ(ρ)κN
1−θ ∑
x∈ΛN
(r−N (
x
N )+r
+
N (
x
N )).
Then, since the sum is convergent and θ > 1, the whole term goes to 0, as N goes
to infinity. It ends the proof. 
The next step is to prove that the quadratic variation converges in L2 to its
mean.
Lemma 3.4. For any θ ∈ R and any test function H ∈ Sθ, the following conver-
gence holds
(3.16) lim
N→∞
Eνρ
[(
〈MN (H)〉t − Eνρ [〈MN (H)〉t]
)2]
= 0,
where 〈MN (H)〉t was defined in (3.15).
Proof. First, using (3.15) and Fubini’s theorem, it is easy to evaluate
Eνρ [〈MN (H)〉t] = 2
∫ t
0
Θ(N)
N
∑
x,y∈ΛN
(
H( xN )−H( yN )
)2
p(y − x)χ(ρ)ds
+ 2
∫ t
0
Θ(N)κ
N1+θ
∑
x∈ΛN
(
r−N (
x
N ) + r
+
N (
x
N )
)
H( xN )
2χ(ρ)ds.
Now, using (x+y)2 . x2 +y2 and (3.15), we can bound from above the expectation
in (3.16) by a constant times the sum of
(3.17)
Eνρ
[(∫ t
0
Θ(N)
N
∑
x,y∈ΛN
(
H( xN )−H( yN )
)2
p(y−x)((ηNs (x)−ηNs (y))2−2χ(ρ))ds)2
]
and
(3.18)
Eνρ
[(∫ t
0
κ
Θ(N)
N1+θ
∑
x∈ΛN
(r−N + r
+
N )(
x
N )H(
x
N )
2(ηNs (x) + ρ− 2ηNs (x)ρ− 2χ(ρ))ds
)2]
.
Let us first analyze (3.17). Using Cauchy-Schwarz inequality, (3.17) is bounded
from above by
(3.19)
t
∑
x,y∈ΛN
∫ t
0
Θ(N)2
N2
(
H( xN )−H( yN )
)4
p(y − x)2Eνρ
[(
(ηNs (x)− ηNs (y))2 − 2χ(ρ)
)2]
ds
where the expectation above is finite. So, let us observe that
Θ(N)2
N2
∑
x,y∈ΛN
(
H( xN )−H( yN )
)4
p(y − x)2 . Θ(N)
2
N6
∑
x,y∈ΛN
|x− y|2−2γ
plus lower order terms with respect to N . Then, since the sum in the previous
display is convergent, it is trivial to see that (3.19) goes to 0, as N goes to infinity.
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In a similar way we can estimate (3.18). Indeed, using Cauchy-Schwarz inequal-
ity, we get the following upper-bound for (3.18).
t
∫ t
0
κ
Θ(N)2
N2+2θ
∑
x∈ΛN
(r−N + r
+
N )
2( xN )H(
x
N )
4Eνρ
[(
ηNs (x) + ρ− 2ηNs (x)ρ− 2χ(ρ)
)2]
ds
and since the expectation is finite, the last display is equal to a constant times
(3.20)
Θ(N)2
N2+2θ
∑
x∈ΛN
(r−N + r
+
N )
2( xN )H(
x
N )
4.
Now, in the case θ > 2− γ, since H is uniformly bounded and r±N (x/N) is of order
x−γ for any x ∈ ΛN , then the order of the previous display is
N4
N2+2θ
∑
x∈ΛN
x−2γ . N
2
N2θ
,
which goes to 0, as N goes to infinity. In the case θ ≤ 2− γ the test function H is
in S. So, we can bound (3.20) performing a Taylor expansion of H around 0 up to
an order d ≥ 1, such that −2γ+ 4d > −1, so that the sum diverges. Then, we have
N2γ
N2
1
N4d
∑
x∈ΛN
x−2γ+4d . 1
N
,
which vanishes, as N goes to infinity. 
4. Tightness
In this section we still consider Sθ = S also in the case 2 − γ < θ < 1, as we
explained in the beginning of Section 3. Note that all the spaces Sθ are Fre´chet
spaces (see Remark 2.8) and so, in order to prove tightness, we can use Mitoma’s
criterium. We recall it below.
Theorem 4.1 (Mitoma’s criterium, [25]). A sequence of processes {xNt ; t ∈ [0, T ]}N>1
in D([0, T ],S ′θ) is tight with respect to the Skorohod topology if, and only if, the se-
quence {xNt (H) ; t ∈ [0, T ]}N>1 of real-valued processes is tight with respect to the
Skorohod topology of D([0, T ],R), for any H ∈ Sθ.
This criterium permits to reduce the proof of tightness of the fluctuation field
in the Skorohod space D([0, T ],S ′θ) to the proof of tightness of the fluctuation field
applied to any test function in Sθ in D([0, T ],R). From (3.1) we only have to prove
tightness of {MNt (H)}N>1, {YN0 (H)}N>1 and {
∫ t
0
Θ(N)LNYNs (H)ds}N>1 for any
test function H ∈ Sθ. To prove tightness of each of the terms above, we will use
Aldous’ criterium that we recall below.
Theorem 4.2 (Aldous’ criterium, Proposition 1.6 of [20]). A sequence of real valued
processes {xNt ; t ∈ [0, T ]}N∈N is tight with respect to the Skorohod topology of
D([0, T ],R) if
(i) limA→∞ lim supN→∞ Pνρ(supt∈[0,T ] |xNt | > A) = 0;
(ii) for any  > 0, limδ→0 lim supN→∞ supλ<δ supτ∈TT Pνρ(|xNτ+λ − xNτ | > ) =
0;
where TT is the space of stopping times bounded by T .
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4.1. Tightness at the initial time. The tightness of {YN0 }N follows from Propo-
sition 3.1.
4.2. Tightness of the martingale. We already showed in Theorem 3.2 (see Sec-
tion 3.3) that the sequence of martingales {MN· (H)}N>1 is convergent and so, in
particular, it is tight.
4.3. Tightness of the integral term. In order to prove the hypothesis of Aldous’
criterium for the integral term, we will use Chebychev’s inequality in the following
way:
Pνρ
(
sup
t∈[0,T ]
∣∣ ∫ t
0
Θ(N)LNYNs (H)ds
∣∣ > A)
≤ 1
A2
Eνρ
[(
sup
t∈[0,T ]
∫ t
0
Θ(N)LNYNs (H)ds
)2]
.
Then, using Young and Cauchy-Schwarz inequalities, we can bound the expectation
on the right hand-side of the previous display as follows
T
A2
∫ T
0
Eνρ
[(
Θ(N)LNYNs (H)
)2]
ds
. T
A2
∫ T
0
{
Eνρ
[( Θ(N)√
N−1
∑
x∈ΛN
LNH
(
x
N
)
ηNs (x)
)2]
+ Eνρ
[( κΘ(N)
Nθ
√
N−1
∑
x∈ΛN
H
(
x
N
) (
r−N
(
x
N
)
+ r+N
(
x
N
))
ηNs (x)
)2]}
ds.
(4.1)
So, if we prove that these expectations are uniformly bounded in N , item (i) of
Theorem 4.2 is satisfied. The proof of item (ii) is similar, the only difference is that
in the integral, 0 and t, will be replaced, respectively, by τ and τ + λ, so that the
terms are bounded uniformly in N , the proof is analogous.
In order to read easily the proof, we divide it according to the different values
of θ.
4.3.1. Case θ < 2−γ. We start proving item (i) of Theorem 4.2. In this case, since
Θ(N) = Nγ+θ, the bound in (4.1) is given by
T
A2
∫ T
0
{
Eνρ
[(
Nγ+θ√
N−1
∑
x∈ΛN
LNH
(
x
N
)
ηNs (x)
)2]
+Eνρ
[(
κNγ√
N−1
∑
x∈ΛN
H
(
x
N
) (
r−N
(
x
N
)
+ r+N
(
x
N
))
ηNs (x)
)2]}
ds.
(4.2)
In Section 3.1.1 we already proved that the first expectation in the previous expres-
sion is bounded (using Cauchy-Schwarz inequality) by a term that goes to 0, as N
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goes to infinity. To treat the remaining term in (4.2), we observe that:
Eνρ
[(
κNγ√
N−1
∑
x∈ΛN
H
(
x
N
) (
r−N
(
x
N
)
+ r+N
(
x
N
))
ηNs (x)ds
)2]
. κN
2γ
N − 1
∑
x∈ΛN
x2d
N2d
x−2γ
. N2γ−2d−1
∑
x∈ΛN
x2d−2γ = O(1)
where we used Cauchy-Schwarz inequality and a Taylor expansion of H around
0 in the first inequality, up to the order d ≥ 1, chosen in such a way that the
sum diverges, so that we can bound it from above by N2d−2γ+1. This proves that
hypothesis (i) of Theorem 4.2 is satisfied.
The proof of hypothesis (ii) is similar, the only difference is that we will have
λ/2 in front of the bound (4.1) instead of T/A2. So, since the terms are uniformly
bounded in N , we can conclude that (ii) holds.
4.3.2. Case θ = 2 − γ. Since Θ(N) = N2 we treat the last expectation in (4.1) in
the same way as we did in the case θ < 2 − γ. Moreover, as we pointed out in
Section 3.1.2, using Lemma A.1, it is possible to prove that
lim
N→∞
N2√
N − 1
∑
x∈ΛN
LNH
( x
N
)
ηNs (x) =
σ2
2
YNs (∆H)
plus terms that vanish in L2(νρ), as N goes to infinity. Hence, since ∆H is bounded
it is easy to see that the L2(νρ) norm of the term on the right hand-side of the
previous display is of order 1. So, we can conclude that the conditions (i) and (ii)
of Theorem 4.2 are satisfied.
4.3.3. Case θ ∈ (2−γ, 1). Since we are taking functions in S and thanks to Lemma
6.1, it is easy to see that the last expectation in (4.1) can be treated in an analogous
way to what we did for the characterization of the limit points (see Section 3.1.3).
In this way we show that the term goes to 0, as N goes to infinity and so, in
particular, it is uniformly bounded in N .
Also the analysis of the first term in (4.1) can be done in an analogous way to
what we did in Section 3.1.3. So, we get that the term inside the expectation is
bounded by a term that goes to 0, as N goes to infinity, plus the L2(νρ) norm of
σ2
2 YNs (∆H) which is bounded uniformly in N (see Section 4.3.2). This concludes
the proof of items (i) and (ii) of Theorem 4.2.
4.3.4. Case θ = 1. In this case the test function are in SRob. Then we can proceed
in an analogous way to what we did in Section 3.1.4 to analyze the term inside the
expectation in the first bound found in (4.1). In this way, it is possible to show that
it is equal to a term which converges to σ
2
2 YNs (∆H) in L2(νρ) plus terms vanishing
in L2(νρ), as N goes to infinity, plus the following term
√
N
{
σ2
2 [H
′(0) +H ′(1)] +m[H(0)−H(1)]
}
,
which is equal to 0 since H ∈ SRob. This permits us to conclude that, also in this
case, both the hypothesis of Theorem 4.2 are satisfied.
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4.3.5. Case θ > 1. The analysis of the first expectation in (4.1) is done in a similar
way to what we did in Section 3.1.5, reasoning as in the previous case and using
the properties of the test functions SNeu.
In order to prove the fact that also the other two expectations in (4.2) are
bounded, we have to use Lemma 6.1 and then, reasoning exactly as we did in
Section 3.1.5, we can show that, not only these terms are bounded uniformly in N ,
but that actually they go to 0, as N goes to infinity.
Concluding, we have shown that for all the regimes of θ, the conditions of Aldous’
criterium (Theorem 4.2) are satisfied. This, together with Mitoma’s criterium,
permits to conclude that the sequence{∫ t
0
Θ(N)LNYNs ds
}
N>1
is tight with respect to the uniform topology of D([0, T ],S ′θ).
5. Proof of Theorem 2.13
We have just proved that the sequence of fluctuation fields is tight in the Skoro-
hod topology of D([0, T ],S ′θ). Now we have to show the uniqueness of the solution
of the stochastic partial differential equation associated to the martingale problem.
The case θ ≥ 1 is treated in the same way to what is done in [11] and for this reason
it is omitted.
We have to prove the uniqueness in all the regimes θ < 1.
5.1. Case θ ∈ (2 − γ, 1). Recall that in this regime Sθ = S and that we proved
tightness of the fluctuation field in D([0, T ],S ′) and we showed that the limit points
satisfy the martingale problem OU
(
S, σ22 ∆,
√
2χ(ρ)σ‖ · ‖1
)
, i.e. for any H ∈ S,
Mt(H) = Yt(H)− Y0(H)− σ22
∫ t
0
Ys(∆H)ds,
Nt(H) = M
2
t (H)− 2χ(ρ)σ2‖H‖21 t
are martingales with continuous trajectories. This follows directly from Lemma
3.3, Lemma 3.4 and the computations of Section 3.1.3. While we are able to prove
uniqueness 4 of the martingale problem OU
(
SDir, σ22 ∆,
√
2χ(ρ)σ‖ · ‖1
)
, we do not
know 5 how to prove uniqueness of the solution of this martingale problem for
OU
(
S, σ22 ∆,
√
2χ(ρ)σ‖ · ‖1
)
. Intuitively, this is because test functions in the set S
do not give enough information about the boundary behavior of Yt.
So, the idea is the following: take any limit point {Yt ∈ S ′ ; t ∈ [0, T ]}; show that
for any time t ∈ [0, T ] there exists Y˜t ∈ S ′Dir extending {Yt ∈ S ′ ; t ∈ [0, T ]}; prove
that the extension belongs to C([0, T ];S ′Dir). Since we know that there exists a
unique (in law) solution of the martingale problem OU
(
SDir, σ22 ∆,
√
2χ(ρ)σ‖·‖1
)
,
this would imply the uniqueness of the limit point {Yt ∈ S ′ ; t ∈ [0, T ]}. In order
to do that, we claim that it is sufficient to prove that the two following conditions,
stated precisely in Theorem 2.13, hold:
(i) Regularity condition: E[(Yt(H))2] . ||H||2L2 for any H ∈ S;
4This follows from Proposition 2.5 because the assumption (2.6) is proved in [11].
5And probably it does not hold.
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(ii) Boundary condition: for any θ ∈ (2− γ, 1) the following limits hold
lim
→0
E
[
sup
t∈[0,T ]
(∫ t
0
Ys(ι0)ds
)2]
= lim
→0
E
[
sup
t∈[0,T ]
(∫ t
0
Ys(ι1)ds
)2]
= 0.
The proof of condition (i) is trivial and comes directly from the definition of Yt,
the fact that H is in L2 and also the fact that upper bounds on second moments
are preserved by weak convergence.
The proof of condition (ii) is not trivial. Since the functions ι0 and ι
1
 are not in
the set S, we have first to define the quantities involved in condition (ii). To this
aim let H be the Hilbert space of real valued progressively measurable processes
{xt; t ∈ [0, T ]} in L2 equipped with the norm ‖x‖H =
(
E
[ ∫ T
0
|xt|2dt
])1/2
.
Lemma 5.1. Assume (i). For any H ∈ L2 we can define in a unique way a
stochastic process on H denoted, with some abuse of notation, by {Yt(H); t ∈ [0, T ]}
which coincides with {Yt(H); t ∈ [0, T ]} for H ∈ S. Moreover, the condition (i)
holds also if H ∈ L2.
Proof. Let H ∈ L2 and let {H}>0 be a sequence of function in S converging in
L2 to H, as → 0. By Cauchy-Schwarz inequality and condition (i), the sequence
of real valued processes {Yt(H) ; t ∈ [0, T ]} is a Cauchy sequence in H and thus
converges to a process (in H) that we denote by {Yt(H) ; t ∈ [0, T ]}. It is easy to
show that the limiting process depends only on H and not on the approximating
sequence {H}>0, justifying the notation. The condition (i) trivially holds for the
process defined. 
Now the condition (ii) has a precise meaning and we can prove it.
Lemma 5.2. The condition (ii) holds.
Proof. Since the proof is the same for ι0 and ι
1
 , let us prove it only for ι
0
 . Fix
 > 0, let {Hk }k≥0 be a sequence of functions in S converging in L2 to ι0 , as k goes
to infinity. By condition (i) and Cauchy-Schwarz inequality we have that
E
[
sup
t≤T
(∫ t
0
Ys(ι0)ds
)2]
≤ 2T 2‖Hk − ι0‖2L2 + 2EQ
[
sup
t≤T
(∫ t
0
Ys(Hk )ds
)2]
.
For any H ∈ S the application
Z ∈ D([0, T ] ; S ′)→ sup
t≤T
[ ∫ t
0
Zs(H)
]2
∈ [0,+∞)
is continuous when D([0, T ];S ′) is equipped with the uniform topology. In particu-
lar it is lower semi-continuous and bounded from bellow. Therefore, since {YN· }N>1
converges in distribution to Y·, we have that
EQ
[
sup
t≤T
(∫ t
0
Ys(Hk )ds
)2]
≤ lim inf
N→∞
Eνρ
[
sup
t≤T
(∫ t
0
YNs (Hk )ds
)2]
.
By Cauchy-Schwarz inequality and stationarity we have
Eνρ
[
sup
t≤T
(∫ t
0
YNs (Hk )ds
)2]
≤ 2T 2‖Hk − ι0‖2L2 + 2Eνρ
[
sup
t≤T
(∫ t
0
YNs (ι0)ds
)2]
.
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It follows that
EQ
[
sup
t≤T
(∫ t
0
Ys(ι0)ds
)2]
≤ 4T 2‖Hk − ι0‖2L2 + 2 lim inf
N→∞
Eνρ
[
sup
t≤T
(∫ t
0
YNs (ι0)ds
)2]
.
Sending k to infinity we get
EQ
[
sup
t≤T
(∫ t
0
Ys(ι0)ds
)2]
≤ 2 lim inf
N→∞
Eνρ
[
sup
t≤T
(∫ t
0
YNs (ι0)ds
)2]
and it is thus enough to show that
lim
→0
lim
N→∞
Eνρ
[
sup
t≤T
(∫ t
0
YNs (ι0)ds
)2]
= 0.
To see this, we can write:
Eνρ
[
sup
t≤T
(∫ t
0
YNs (ι)ds
)2]
= Eνρ
[
sup
t≤T
(∫ t
0
1

√
N − 1
N∑
x=1
ηNs (x)ds
)2]
. Eνρ
[
sup
t≤T
(∫ t
0
1

√
N − 1
∑
x≤N
(ηNs (x)− ηNs (1))ds
)2]
+ Eνρ
[
sup
t≤T
(∫ t
0
√
N − 1ηNs (1)ds
)2]
.
Observe that summing up to N has to be read as summing up to bNc, but in
order to have a lighter notation, we write above and hereinafter just N . Hence,
by applying Lemma 6.2 and Lemma 6.3, the last expression, for θ ∈ (2 − γ, 1), is
of order  and so it goes to 0, as → 0, which is exactly condition (ii).

Now, let us define the space of function
S˜ := {H ∈ H2([0, 1]) : H(0) = H(1) = H ′(0) = H ′(1) = 0} ⊂ H2([0, 1]).
Observe that if H ∈ H2([0, 1]) then H ∈ C1([0, 1]) so that the previous definition
makes sense. This space is a closed vector subspace of H2([0, 1]) and contains S.
We denote the extension of Aθ to H2([0, 1]) and the extension of the norm ‖ · ‖θ
(which, in this regime, coincides with 2χ(ρ)σ2|| · ||1) to H2([0, 1]) with the same
notation.
Let B be the Banach space of real valued processes {xt ; t ∈ [0, T ]} with con-
tinuous trajectories equipped with the norm ‖x‖2B = EQ
[
supt∈[0,T ] |xt|2
]
. Observe
that B ⊂ H and that ‖x‖H ≤
√
T ‖x‖B so that, if a sequence of processes {x}>0
converges in B to x ∈ B, as → 0, then the convergence also holds in H.
Lemma 5.3. If the condition (i) is satisfied then, for any H ∈ S˜, we have that
(5.1) M˜t(H) = Yt(H)− Y0(H)−
∫ t
0
Ys(AθH)ds
is a martingale with continuous trajectories and with quadratic variation given by
t→ t‖H‖2θ. Moreover, the process {Yt(H) ; t ∈ [0, T ]} has continuous trajectories.
Remark 5.4. Since for H ∈ S˜ the terms H and AθH may not be in S, the terms
on the right-hand side of (5.1) are understood in the sense of Lemma 5.1.
28 C.BERNARDIN, P. GONC¸ALVES, M. JARA, AND S. SCOTTA
Proof. Let H ∈ S˜. By Lemma A.4, we can approximate H by a sequence {H}>0
in S such that lim→0H(k) = H(k) in L2 for k = 0, 1, 2, so that, in particular,
‖H −H‖θ → 0, as → 0. We have that for any t ∈ [0, T ]
(5.2) Mt(H) = Yt(H)− Y0(H)−
∫ t
0
Ys(AθH)ds
is a martingale with continuous trajectories and quadratic variation given by t →
t‖H‖2θ. We claim first that the sequence of real valued martingales {M(H)}>0
converges in B to a martingale denoted by M˜(H), and in particular M˜(H) has
continuous trajectories, whose quadratic variation is given by t → t‖H‖2θ. Indeed
for any , ′ > 0 observe that by Doob’s inequality, we have the bound
‖M(H)−M(H′)‖2B ≤ sup
t∈[0,T ]
EQ
[(
Mt(H)−Mt(H′)
)2]
= sup
t∈[0,T ]
EQ
[(
Mt(H −H′)
)2]
= T‖H −H′‖2θ
and the last term converges to 0, as , ′ → 0. Hence {M(H)} is a Cauchy sequence
in B and thus converges to a process in B denoted by M˜(H). We can check
easily that the limit depends only on H and not on the approximating sequence
{H}>0, so that the notation is justified. Moreover, we have that EQ
[
Mt(H)
2
]
=
lim→0 EQ
[
Mt(H)
2
]
= t lim→0 ‖H‖2θ = t‖H‖2θ so that the quadratic variation of
M˜(H) is given by t→ t‖H‖2θ.
The process Y(H) (resp. Y(AθH)) converges in H to Y(H) (resp. Y(AθH))
by Lemma 5.1.
By Cauchy-Schwarz’s inequality and condition (i), the sequence of real valued
processes {∫ t
0
Ys(AθH); t ∈ [0, T ]}>0 is a Cauchy sequence in B because ‖AθH−
AθH‖L2 → 0, as  → 0. Thus it is converging to a process {Zt(AθH) ; t ∈ [0, T ]}
belonging to B (here again the limiting process is independent of the approximating
sequence). Of course the convergence holds also in H.
Hence we get from (5.2) that in H, and consequently a.e. in time, and Q a.s.,
the equality
M˜t(H) = Yt(H)− Y0(H)−Zt(AθH)
holds. Since M˜·(H) and Z·(AθH) have continuous trajectories this implies that
the same holds for the process Y·(H). It is easy to show that Q a.s. we have the
equality
Zt(AθH) =
∫ t
0
Ys(AθH)ds.
This concludes the proof. 
Now, we are going to construct a particular function which is not in SDir neither
in S˜ for which we can define properly the martingale problem (see Lemma 5.5).
This intermediate step will allow us to properly define the martingale problem for
any test function H ∈ SDir (see Corollary 5.6).
Let us consider the function a : R→ R defined as
∀u ∈ R, a(u) = ce−
1
u(1−u) 1(0,1)(u), where c =
(∫ 1
0
e
− 1u(1−u) dx
)−1
,
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and introduce the functions φ, φ˜ : R→ R defined as
(5.3) ∀u ∈ R, φ˜(u) :=
∫ u
0
a(t)dt, φ(u) := 1−
∫ u
0
a(t)dt.
We also define the smooth functions ψα,β
(5.4) u ∈ [0, 1]→ ψα,β(u) := uφ(α(u− β))
for some arbitrary chosen β ∈ (0, 1) and α > (1− β)−1. We have that ψα,β(u) = u
for u ∈ [0, β] and ψα,β(u) = 0 for u ∈ [β + 1α , 1], see Figure 3.
Let ψ˜α,β := ψα,β ◦ i, where i is defined for u ∈ [0, 1] as i(u) = 1− u.
Lemma 5.5. Assume (i) and (ii). Fix β ∈ (0, 1) and α > (1 − β)−1. For H ∈
{ψα,β , ψ˜α,β} we have that
M˜t(H) = Yt(H)− Y0(H)−
∫ t
0
Ys(AθH)ds
is a martingale with continuous trajectories and with quadratic variation given by
t→ t‖H‖2θ. Moreover the process {Yt(H); t ∈ [0, T ]} has continuous trajectories.
Proof. To simplify notation we omit the indexes α, β. Since the proof for ψ˜ is
similar to the proof for ψ we prove it only for ψ.
For  > 0, define the Tanaka function
h(u) :=
{
u2
2 , for u ∈ [0, ],
u− 2 , for u ∈ [, 1].
The Tanaka function belongs to H2([0, 1]). Define now φα,β(u) := φ(α(u− β))). It
is not difficult to show that, for any  > 0 sufficiently small, ψ := hφα,β ∈ S˜ by
computing explicitly its derivatives. Moreover, {ψ}>0 converges in H1([0, 1]) to
ψ, as → 0. Indeed, a simple computation shows that
lim
→0
(∫ 1
0
(ψ(u)− ψ(u))2du+
∫ 1
0
(ψ′(u)− ψ′(u))2du
)
= 0.
We know that, for any  > 0 sufficiently small, and for any t ∈ [0, T ],
M˜t(ψ) = Yt(ψ)− Y0(ψ)−
∫ t
0
Ys(Aθψ)ds
is a real valued martingale with continuous trajectories and quadratic variation
given by t→ t‖ψ‖2θ. Moreover, the process Y·(ψ) has continuous trajectories.
Since lim→0 ‖ψ − ψ‖θ = 0 (which is true because in this regime || · ||θ =
2χ(ρ)σ2|| · ||1), the sequence of martingales {M˜(ψ)}>0 converges in B to a mar-
tingale denoted by M˜(ψ) with continuous trajectories and quadratic variation given
by t→ t‖ψ‖2θ. We have also the convergence in H of Y·(ψ) to Y·(ψ) ∈ H, as → 0.
This can be done as in the proof of Lemma 5.3.
It remains to prove the convergence of the process {xt :=
∫ t
0
Ys(Aθψ)ds ; t ∈
[0, T ]}>0 ∈ B to the process {xt :=
∫ t
0
Ys(Aθψ)ds ; t ∈ [0, T ]} in B. Observe that
ψ′′ = φα,βh
′′
 + 2φ
′
α,βh
′
 + hφ
′′
α,β .
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The last two terms converge in L2 to ψ′′, as → 0, defined by ψ′′(u) = 2φ′α,β(u) +
uφ′′α,β(u) for any u ∈ [0, 1]. At the same time we have that φα,βh′′ = ι0 and so by
(ii) we have that
lim
→0
E
[
sup
t∈[0,T ]
(∫ t
0
Ys(φα,βh′′ )ds
)2]
= 0.
Hence we get that {x}>0 converges to x, as → 0, in B.

Figure 3. Plot of the functions ψα,β defined in (5.4) and of two
of the approximating functions ψ, for the particular case β = 0.5
and α = 2.3 and for  = 0.1, 0.01.
We have the following corollary.
Corollary 5.6. Assume (i) and (ii). Then the process {Yt; t ∈ [0, T ]} can be
extended to a process {Y˜t ; t ∈ [0, T ]} belonging to C([0, T ];SDir) and solution of
the martingale problem OU(SDir,Aθ, ‖ · ‖θ).
Proof. For any β ∈ (0, 1) and any α > (1− β)−1 we decompose any function H in
SDir as
H = H ′(0)ψα,β −H ′(1)ψ˜α,β + (H −H ′(0)ψα,β +H ′(1)ψ˜α,β).
Now, using the properties of H, ψα,β and ψ˜α,β it is easy to check that Gα,β :=
(H −H ′(0)ψα,β +H ′(1)ψ˜α,β) ∈ S˜ and therefore Lemma 5.3 can be applied to this
function. Also, note that the functions H ′(0)ψα,β and H ′(1)ψ˜α,β are suitable for
Lemma 5.5. So, using Lemma 5.3 and Lemma 5.5 we can conclude, by linearity
of the martingale problem, that there exists a continuous martingale denoted by
M˜α,β(H) := H ′(0)M˜(ψα,β)+H ′(1)M˜(ψ˜α,β)+M˜(Gα,β) with continuous trajectories
satisfying
M˜α,βt (H) = Yt(H)− Y0(H)−
∫ t
0
Ys(AθH)ds.
Moreover, the process {Yt(H); t ∈ [0, T ]} has continuous trajectories (for any H ∈
SDir) which implies that the process {Yt; t ∈ [0, T ]} is an element of C([0, T ];S ′Dir).
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We claim now that by choosing β = 1/α, the sequence of martingales {M˜α,β(H)}α>0
converges in B as α→∞ to a martingale M˜(H) whose quadratic variation is given
by t→ t‖H‖2θ. This will conclude the proof of the corollary.
The reader will easily check that (recall that β = 1/α)
lim
α→∞ ‖ψα,β‖θ = limα→∞ ‖ψ˜α,β‖θ = 0,
since the support of ψα,α−1 and ψ˜α,α−1 goes to ∅, as α goes to infinity. This implies
that
lim
α→∞ ‖Gα,β −H‖θ = 0.
Moreover, recalling that 〈M˜(ψα,β)〉t = t‖ψα,β‖2θ, 〈M˜(ψ˜α,β)〉t = t‖ψ˜α,β‖2θ and
〈M˜(Gα,β)〉t = t‖Gα,β‖2θ, we conclude by Doob’s inequality that {M˜α,β}α>0 is a
Cauchy sequence in B. Thus, it converges to a martingale M˜(H) in B whose
quadratic variation satisfies
〈M˜(H)〉t = lim
α→∞〈M˜
α,β(H)〉t = t‖H‖2θ.

5.2. Case θ < 2− γ. In this regime
Aθ = −κV1, Sθ = S.
To prove uniqueness of OU(S,Aθ, ‖ · ‖θ), we have to show that the condition of
the Proposition 2.5 holds. The semigroup associated to Aθ, for θ < 2−γ is defined,
for any H ∈ S, u ∈ (0, 1) and any fixed t > 0, by
(5.5) PtH(u) := H(u)e
−tκV1(u),
with PtH(0) = PtH(1) = 0.
Lemma 5.7. If H ∈ S, then, for any t > 0, the function PtH ∈ S.
Proof. Follows immediately by the explicit form of PtH given in (5.5). 
Lemma 5.8. For any H ∈ S, Pt+H−PtH = −κV1PtH+o(, t) where with o(, t)
we denote a function in S which depends on  and t, such that lim→0 o(, t)/ = 0.
These limits are uniform in time.
Proof. The statement follows directly from the explicit form of the semigroup (5.5).

5.3. Case θ = 2− γ. In this case we follow again [11]. We recall the definition of
the operator A2−γ which, in this case, is given by
A2−γ := σ22 ∆− κV1.
We will have to prove first the existence of an orthonormal basis of eigenvectors
{ψn}n>1 in L2 and that ψn ∈ S for all n ≥ 1. We will also have to get precise
estimates on the supremum norm of the derivatives of ψn.
Proposition 5.9. There exists a self-adjoint unbounded operator Aˆ2−γ with do-
main
Dˆ ⊂ H10 ∩ L2V1
containing S, and which extends the operator A2−γ , that is, for any H ∈ S
Aˆ2−γH = A2−γH.
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The spectrum of Aˆ2−γ is discrete and it is given by a sequence of negative real
numbers
· · · < −λn · · · < −λ2 < −λ1
associated to eigenvectors ψn ∈ Dˆ ⊂ L2. Then {ψn}n≥1 forms an orthonormal
basis of L2 and there exists a constant C > 0 such that for any n ≥ 1 it holds that
λn ≥ Cn2.
Proof. Let V := H10 ∩ L2V1 be equipped with the norm ‖ · ‖V defined by
‖H‖2V = ‖H ′‖2L2 + ‖H‖2L2V1 .
Consider the bilinear form Q : V × V → R defined on H,G ∈ V by
Q(H,G) = −σ
2
2
∫ 1
0
∇H(u)∇G(u)du− κ
∫ 1
0
V1(u)H(u)G(u)du.
Observe that S ⊂ V and that V is an Hilbert space dense in L2. A simple compu-
tation shows that:
(1) ∀H ∈ V it holds −Q(H,H) & ‖H‖2L2 ;
(2) ∀H ∈ V it holds ‖H‖L2 . ‖H‖V ;
Let
Dˆ = {H ∈ V : ∀G ∈ V, |Q(H,G)| . ‖G‖L2}.
It is easy to check that S ⊂ Dˆ. We define, by Riesz representation theorem, Aˆ2−γH
for H ∈ Dˆ, i.e. ∀G ∈ V we have
(5.6) 〈Aˆ2−γH,G〉 = Q(H,G)
and by density of V in L2, in fact, (5.6) holds for any G ∈ L2 since Q(H, ·) can be
extended to L2.
Observe now that H ∈ S ⊂ Dˆ, then we can perform integration by parts in
Q(H, ·) to get that for any G ∈ L2:
Q(H,G) =
∫ 1
0
(σ2
2
∆H(u)− κV1(u)H(u)
)
G(u)du =
∫ 1
0
(Aˆ2−γH)(u)G(u)du,
so that Aˆ2−γH(u) = A2−γH(u) a.e. with respect to the Lebesgue measure and,
since A2−γH is continuous, the equality holds everywhere. Since for any H ∈ Dˆ it
holds
〈Aˆ2−γH,H〉 = Q(H,H) ≤ 0,
with equality if and only if H = 0, then it is well known ([10]) that Aˆ2−γ has a
discrete spectrum composed of strictly negative eigenvalues
· · · < −λn · · · < −λ2 < −λ1 < 0
associated to an orthonormal basis {ψn}n≥1 of eigenvectors (above λn > 0 is equal
to −1 times the n-th eigenvalue). Now, we finally prove the lower bound on the
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eigenvalues λn. From Theorem 4.5.3 of [8] we know that
λn = inf
L⊂Dˆ
dim(L)=n
sup
ϕ∈L
‖ϕ‖L2=1
(σ2
2
∫ 1
0
(∇ϕ)2(u)du+ κ
∫ 1
0
V1(u)ϕ
2(u)du
)
≥ inf
L⊂Dˆ
dim(L)=n
sup
ϕ∈L
‖ϕ‖L2=1
(σ2
2
∫ 1
0
(∇ϕ)2(u)du
)
≥ inf
L⊂H10([0,1])
dim(L)=n
sup
ϕ∈L
‖ϕ‖L2=1
(σ2
2
∫ 1
0
(∇ϕ)2(u)du
)
=
σ2
2
(pin)2.
The last equality results from the exact computation of the eigenvalues of the
Laplacian with Dirichlet boundary conditions. This ends the proof. 
Lemma 5.10. Let n ≥ 1 and define un := uκn as the unique solution in (0, 1/2) of
the equation
κV1(un) = λn.
1. We have that un ∼ (κ/λn)1/γ as n→∞.
2. For any m ≥ 0, there exist constants Am depending on m but independent of n
such that for any u ∈ [0, un] (resp. u ∈ [1− un, 1]),
|ψn(u)| ≤ Am λmn uγm−1/2, (resp. |ψn(u)| ≤ Am λmn (1− u)γm−1/2).
3. We have that ψn ∈ S and for any integers k, j ≥ 0, there exist positive reals
numbers Rk,j and αk,j (independent of n) such that
(5.7)
∫ 1
0
(
u−k + (1− u)−k)(ψ(j)n (u))2 du ≤ Ak,j λαk,jn .
In particular for each j ≥ 0, supu∈[0,1] |ψ(j)n (u)| is bounded by a positive power
of λn.
Proof. The first item is a direct consequence of the form of V1 (see (2.1)) and, in
particular, of its behavior around 0 and 1.
First, let us show that ψn is smooth on (0, 1). We use the following characteri-
zation of the space H1([a, b]) where 0 < a < b < 1:
f ∈ H1([a, b]) if and only if
∣∣∣ ∫ b
a
f(u)G′(u)du
∣∣∣ . ‖G‖L2
We know that for any H,G ∈ Dˆ it holds that
〈Aˆ2−γH,G〉 = Q(H,G) = −σ
2
2
∫ 1
0
∇H(u)∇G(u)du− κ
∫ 1
0
V1(u)H(u)G(u)du.
Recall that ψn ∈ H10 ∩ L2V1 ⊂ L2. Now, fix G ∈ C∞c ([a, b]), apply the previous
identity with H = ψn and recall that A2−γψn = −λnψn, to get that
−λn
∫ b
a
ψn(u)G(u)du =
σ2
2
∫ b
a
ψ′′n(u)G(u)du− κ
∫ b
a
V1(u)ψn(u)G(u)du.
By integration by parts plus the Cauchy-Schwarz inequality we get that
∣∣∣ ∫ b
a
∇ψn(u)∇G(u)du
∣∣∣ . Cn,a,b
√∫ b
a
G2(u)du
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and this shows that ψ
′
n ∈ H1([a, b]). This implies, in particular, that ψ
′
n is continu-
ous. Now, repeating the same argument replacing G with G′, we get the same result
for ψ
′′
n, that is ψ
′′
n ∈ H1([a, b]) which implies that ψ
′′
n is continuous. Iterating this
argument we prove that ψn is smooth on (0, 1), since 0 < a < b < 1 are arbitrary.
Now, we use a semi-classical analysis argument to show the second item. Since
everything is symmetric with respect to 1/2 (V1(·) = V1(1−·)) it is sufficient to prove
only the first bound on [0, un]. Let h ∈ (0, 1) and define gnh := gh : (0, 1/2h)→ R by
gh(·) = ψn(h·). Since A2−γψn = −λnψn, the function gh satisfies, ∀u ∈ (0, 1/2h),
σ2
2
g′′h(u) =
σ2
2
h2ψ′′n(hu) = h
2(κV1(hu)− λn)gh(u) = cγκγ h2−γu−γgh(u) + h(u)
where on (0, 1/2h), |εh| ≤ [ 2
γcγκ
γ + λn]h
2|gh|. Taking now h˜ = hγ/2−1 we obtain
∀u ∈ (0, 1/2h), h˜2g′′h(u) = 2κσ−2u−γgh(u) +Rh(u)
where
∀u ∈ (0, 1/2h), |Rh(u)| ≤ 2σ−2
[
2γcγκ
γ + λn
]
hγ |gh(u)|.
Let us consider some open intervals U ⊂⊂ W ⊂ (0, 1/2) and let ξ be a smooth
cutoff function vanishing outside (0, 1) and equal to 1 on W. Let gh˜ = ξgh which
is a smooth function equal to gh on W. We can use now Theorem 7.3 in [31] for
gh˜ ∈ C∞c (R) with V (u) = 2κσ−2u−γ and E = λ = 0. We get that there exists a
constant C := C(U ,W) > 0 such that if h˜ ≤ 1/C then√∫
U
g2
h˜
(u)du ≤ Ce−1/(Ch˜)
√∫
W
g2
h˜
(u)du+ C
√∫
W
[h˜2g′′
h˜
− V gh˜]2(u)du.
Observe that on W (and thus on U) we have the following equalities
gh˜ = gh, h˜
2g′′
h˜
− V gh˜ = h˜2g′′h − V gh = Rh.
Hence we get
‖gh‖L2(U) ≤ C
{
e−1/(Ch˜) + 2σ−2
[
2γcγκ
γ + λn
]
hγ
}
‖gh‖L2(W).
It follows that since λn → +∞, for some constant 6 C ′ := C ′(U ,W), we have
‖gh‖L2(U) ≤ C ′ λn hγ‖gh‖L2(W).
By iterating this argument with U playing the role of W and so on, we get for any
m ≥ 0 and any open interval U = (a, b) ⊂ (0, 1/2) that there exists a constant
Cm := Cm(U) such that
‖gh‖L2(U) ≤ Cm (λnhγ)m h−1/2,
because for any W ⊂ (0, 1/2) we have that
‖gh‖L2(W) ≤ h−1/2‖ψn‖L2(0,1) = h−1/2.
Equivalently we obtained that∫ hb
ha
ψ2n(u) du ≤ C2m λ2mn h2γm.
6C
′
= C supn≥1 sup0<h<1
[
λ−1n h−γe−1/(Ch˜) + 2σ−2
[
2γcγκ
γ
λ−1n + 1
]]
.
EQUILIBRIUM FLUCTUATIONS FOR LONG JUMPS EXCLUSION 35
Observe now that since ψn satisfies
σ2
2
ψ′′n(u) = κV1(u)ψn(u)− λnψn(u), u ∈ (0, 1),
we have that for any u ∈ (0, un], [ψ2n]′′(u) = 2[ψ′n]2(u)+ 4σ2ψ2n(u) (κV1(u)−λn) ≥ 0,
i.e. ψ2n is a convex function on (0, un]. Hence (5.3) and Jensen’s inequality imply
that for any m ≥ 0, h ∈ (0, 1) such that hb ≤ un,
ψ2n
(
h(b+ a)
2
)
≤ 1b−a C2m λ2mn h2γm−1.
Take for example a = 1/4, b = 1/3 to conclude that for any m ≥ 0, there exists a
constant Am such that
∀u ∈ (0, un], ψ2n(u) ≤ A2m λ2mn u2γm−1.
This proves the second item and consequently that in a neighborhood of 0,
|ψn(u)| is smaller than any power of u, hence that all its derivatives tend to 0.
For the third item, it remains to prove (5.7) since the last part of the item
follows from the previous one for k = 0, the equality ψ
(j)
n (u) = ψ
(j)
n (u)− ψ(j)n (0) =∫ u
0
ψ
(j+1)
n (v)dv and Cauchy-Schwarz’s inequality. The proof of (5.7) is done by
induction on j. The case j = 0 results from the first and second items, by splitting
the integration interval according to [0, un]∪ [un, 1− un]∪ [1− un, 1], and recalling
that
∫ 1
0
ψ2n(u)du = 1. To prove the induction step, let us call Wk(u) = u
−k + (1−
u)−k. From integration by parts, since ψn ∈ S we have∫ 1
0
Wk(u)(ψ
(j+1)
n (u))
2du = −
∫ 1
0
d
du (Wk(u)ψ
(j+1)
n (u))ψ
(j)
n (u) du
= −
∫ 1
0
W
′
k(u)ψ
(j+1)
n (u)ψ
(j)
n (u) du−
∫ 1
0
Wk(u)ψ
(j+2)
n (u)ψ
(j)
n (u) du
=
1
2
∫ 1
0
W
′′
k (u)[ψ
(j)
n (u)]
2 du−
∫ 1
0
Wk(u)ψ
(j+2)
n (u)ψ
(j)
n (u) du.
Since σ
2
2 ψ
(2)
n = (κV1 − λn)ψn, we have
σ2
2 ψ
(j+2)
n =
j∑
m=0
(
j
m
) [
κV1 − λn
](j−m)
ψ(m)n .
It holds that (κV1−λn)(j−m) is a linear combination of {Wp p ≥ 0}, the coefficients
being polynomial functions of λn. Hence by the induction hypothesis and Cauchy-
Schwarz’s inequality we get the result. 
Definition 5.11. For any t ≥ 0 and any H ∈ L2 we define the semigroup {Pt}t≥0
associated to the operator Aˆ2−γ by
PtH =
∑
n≥1
e−λntHnψn,
where Hn = 〈H,ψn〉.
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Proposition 5.12. If H ∈ S and t ≥ 0, then PtH ∈ S and we have the expansion
Pt+H − PtH = A2−γPtH + o(, t)
where o(, t) denotes a function in S depending on  and t such that
lim
→0
−1o(, t) = 0
with respect to the topology on S induced by the seminorms defined in (2.9), uni-
formly on compact time intervals.
Proof. Observe that if H ∈ S we have that:
Hn = 〈H,ψn〉 = 1
λn
[
κ
∫ 1
0
V1(u)H(u)ψn(u)du− σ
2
2
∫ 1
0
∆ψn(u)H(u)du
]
.
Moreover, since H ∈ S, then V1H ∈ L2 and ∆H ∈ L2, so that, by using an
integration by parts argument and Cauchy-Schwarz inequality, we get that |Hn| .
1
λn
. By iterating the same argument several times we get, for any j ≥ 1, that
|Hn| . 1λjn . From this, the third item in Lemma 5.10 and the fact that n
2 . λn it
follows that
PtH =
∑
n≥1
e−λntHnψn
is a smooth function on [0, 1] such that for any j ≥ 0, we can exchange the derivative
with the series, i.e.
(PtH)
(j) =
∑
n≥1
e−λntHnψ(j)n .
So, in particular, PtH ∈ S. Observe also that for any t ≥ 0 and  ≥ 0, we have
that
Pt+H − PtH − A2−γPtH =
∑
n≥1
e−λntHn
[
e−λn − 1 + λn
]
ψn.
We have now to remember that the coefficients {Hn}n≥1 decay to 0 faster than any
negative power of the λn’s, while the supremum norm of the derivatives of ψn can
be bounded by a positive power of the λn’s and that
−2
∣∣e−λn − 1 + λn∣∣ ≤ C λ2n
where
C = sup
x≥0
∣∣∣∣∣e−x − 1 + xx2
∣∣∣∣∣ <∞.
It results that the term
−1
∑
n≥1
e−λntHn
[
e−λn − 1− λn
]
ψn
converges in S to 0, uniformly in time. 
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6. Replacement lemmas
Let us introduce some important quantities that we will use in the next results.
For a probability measure µ on ΩN and a function f ∈ L2(µ) we introduce
D0N (f, µ) :=
1
2
∑
x,y∈ΛN
p(y − x) Ix,y(f, µ),
DlN (f, µ) :=
∑
x∈ΛN
r−N (
x
N )I
α
x (f, µ),
DrN (f, µ) :=
∑
x∈ΛN
r+N (
x
N )I
β
x (f, µ).
Above, we used the following notation
Ix,y(f, µ) :=
∫
(f(σx,yη)− f(η))2 dµ(η),
Iδx(f, µ) :=
∫
cx(η; δ) (f(σ
xη)− f(η))2 dµ(η), δ ∈ {α, β}.
We will use the relation
〈LNf, f〉νρ = −DN (f, νρ)
between the Dirichlet form 〈LNf, f〉νρ :=
∫
f(η)LNf(η)dνρ(η) and the quantity
DN (f, νρ) := (D
0
N + κN
−θDlN + κN
−θDrN )(f, νρ).
See [4] for further details about this estimate observing that, in this case, the
equality holds because we are considering the Bernoulli product measure νρ and
ρ = α = β.
Now, we are ready to present some technical results, with the respective proofs,
which we used in this work.
Lemma 6.1. Fix t > 0. Recall the definition of r±N (·) from (3.3). Then
Eνρ
[
sup
t∈[0,T ]
(∫ t
0
cN
∑
x∈ΛN
H( xN )r
±
N (
x
N )(ρ− ηNs (x))ds
)2]
. c
2
NN
θ
κΘ(N)
∑
x∈ΛN
r±N (
x
N )H(
x
N )
2,
where cN is a positive constant eventually depending on N .
Proof. We prove the result just for r−N since for r
+
N it is analogous. Using Lemma
4.3 of [7], we can bound from above the expectation in the statement of the lemma
by
T sup
f∈L2(νρ)
{
2
∫
cN
∑
x∈ΛN
H( xN )r
−
N (
x
N )(ρ− ηNs (x))f(η)dνρ(η)
+Θ(N)〈LNf, f〉νρ
}
.
We can rewrite the first term inside the supremum above as twice its half then, in
one of the terms we make the change of variables η 7→ σxη. Since(
dνρ(σ
xη)
dνρ(η)
)
(ρ− (1− η(x))) = η(x),
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we write that term as∫
cN
∑
x∈ΛN
H( xN )r
−
N (
x
N )η(x)(f(σ
xη)− f(η))dνρ(η).
Now we can use Young’s inequality to bound from above last expression by
(6.4)
1
2
∫
cN
∑
x∈ΛN
H( xN )r
−
N (
x
N )
[
Bxη(x)
2 +
1
Bx
(f(η)− f(σxη))2
]
dνρ(η)
for any Bx > 0. Taking
Bx =
MρcN |H( xN )|Nθ
2Θ(N)κ
,
where Mρ = (min{ρ, 1 − ρ})−1, the last term in (6.4) can be bounded from above
by
κΘ(N)
MρNθ
∑
x∈ΛN
cx(η; ρ)
−1r−N (
x
N )I
ρ
x(f, νρ).
Since |η(x)| ≤ 1, the previous expression can be bounded from above by−Θ(N)〈LNf, f〉νρ .
So, (6.4) is bounded from above by
Mρc
2
NN
θ
4κΘ(N)
∑
x∈ΛN
∫
r−N (
x
N )H(
x
N )
2η(x)2dνρ(η)−Θ(N)〈LNf, f〉νρ .
This means that (6) is bounded from above by
T
Mρc
2
NN
θ
4κΘ(N)
∑
x∈ΛN
∫
r−N (
x
N )H(
x
N )
2η(x)2dνρ(η) .
c2NN
θ
κΘ(N)
∑
x∈ΛN
r−N (
x
N )H(
x
N )
2.

Lemma 6.2. For θ ≥ 2− γ and x ∈ {1, N − 1}:
Eνρ
[
sup
t∈[0,T ]
(∫ t
0
√
N − 1ηNs (x)ds
)2]
. Nθ−1.
Proof. The proof is analogous to the proof of Lemma 6.1 taking cN = (
√
N − 1)−1,
H constantly equal 1 and bounding the functions r±N from above by 1. 
Lemma 6.3. For θ ≥ 2− γ:
Eνρ
[
sup
t∈[0,T ]
(∫ t
0
1

√
N − 1
∑
x∈ΛN
x≤N
(ηNs (x)− ηNs (1))ds
)2]
. .
Proof. First of all observe that we can write, by a telescopic argument,
Eνρ
[
sup
t∈[0,T ]
(∫ t
0
1

√
N − 1
∑
x∈ΛN
x≤N
(ηNs (x)− ηNs (1))ds
)2]
= Eνρ
[
sup
t∈[0,T ]
(∫ t
0
1

√
N − 1
∑
x∈ΛN
x≤N
x−1∑
y=1
(ηNs (y + 1)− ηNs (y))ds
)2]
.
EQUILIBRIUM FLUCTUATIONS FOR LONG JUMPS EXCLUSION 39
Then using Lemma 4.3 of [7], we can bound the previous expectation by a constant
times
sup
f∈L2(νρ)
{∫
1

√
N−1
∑
x∈ΛN
x≤N
x−1∑
y=1
(ηNs (y + 1)− ηNs (y))f(η)dνρ(η)
−Θ(N)〈LNf, f〉νρ
}
.
Now, we can perform a change of variables on the first term inside the supremum
above to rewrite it as∫
1

√
N − 1
∑
x∈ΛN
x≤N
x−1∑
y=1
(ηNs (y + 1)− ηNs (y))(f(η)− f(σy,y+1η))dνρ(η).
We can bound this term, using Young’s inequality, by
(6.5)
∫
1

√
N − 1
B
2
∑
x∈ΛN
x≤N
x−1∑
y=1
(ηNs (y + 1)− ηNs (y))2dνρ(η),
plus
(6.6)
∫
1

√
N − 1
1
2B
∑
x∈ΛN
x≤N
x−1∑
y=1
(f(η)− f(σy,y+1η))2dνρ(η).
for some arbitrary B > 0. Notice now that for (6.6) the following bounds hold
(6.7)∫ √
N
2B
∑
x∈ΛN
x≤N
x−1∑
y=1
(f(η)− f(σy,y+1η))2dνρ(η) ≤
√
N
2B
DNN (f, νρ) ≤
√
N
2B
DN0 (f, νρ),
where DNN is DN0 if p(1) = p(−1) = 1/2 and so it is less or equal than the latter.
Note that the notation DNN comes from the fact that it is the Dirichlet form
associated to the simple symmetric exclusion process. Now, we just have to choose
B is such a way
√
N
2B D
N
0 (f, νρ) − Θ(N)〈LNf, f〉νρ ≤ 0. This is possible by taking
B =
√
N
Θ(N) , using the estimate we gave at the beginning of this Section. Then, the
only term that remains to bound is (6.5) which, with this choice of B, is bounded by
N2
Θ(N) . This means that, for θ ≥ 2−γ, the global order of the term in the statement
is . 
Lemma 6.4. For any t ∈ [0, T ] and θ ≥ 2− γ:
lim sup
N→∞
Eνρ
[
sup
t∈[0,T ]
(√
N
∫ t
0
∑
x∈ΛN
r±N
(
x
N
)
(ηNs (x)− ηNs (1))ds
)2]
= 0;
lim sup
N→∞
Eνρ
[
sup
t∈[0,T ]
(√
N
∫ t
0
∑
x∈ΛN
Θ±x (η
N
s (x)− ηNs (1))ds
)2]
= 0.
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Proof. The proof is similar to the proof of Lemma 6.3. We show how to proceed
to prove the first limit in the statement. By Lemma 4.3 of [7], we can bound the
expectation by a constant times
sup
f∈L2(νρ)
{∫ √
N
∑
x∈ΛN
r−N
(
x
N
) x−1∑
y=1
[ 1
By
(f(η)− f(σy,y+1η))2 +By
]
dνρ(η)
−N2〈LNf, f〉νρ
}
.
(6.8)
Then observe that using Fubini’s theorem we can write∑
x∈ΛN
r−N
(
x
N
) x−1∑
y=1
1
By
(f(η)− f(σy,y+1η))2
=
∑
y∈ΛN
1
By
(f(η)− f(σy,y+1η))2
∑
x≥y
r−N
(
x
N
)
and, since
∑
x≥y r
−
N (x/N) is of order y
−γ+1, we can take By = y−γ+1N−3/2 and,
reasoning in a similar way to what we did in (6.7), this term vanishes with the
Dirichlet form N2〈LNf, f〉νρ . So, we still have to analyze the remaining term in
(6.8), which, by using Fubini’s theorem and with this choice of By, is of order
(6.9)
1
N
∑
y∈ΛN
y−γ+1
∑
x≥y
x−γ . 1
N
∑
y∈ΛN
y−2γ+2
and, since the sum is convergent, the limit for N → ∞ is equal to 0. The same
procedure works for r+N . In order to prove the second limit of the statement we can
proceed exactly in the same way, just noticing that the order of the term
∑
x≥y Θ
±
x
is y−γ+2 and so we have to choose By = y−γ+2N−3/2. In this way, at the end
(corresponding to the bound (6.9) in the case with r−N ), we get the following bound
for the expectation
1
N
∑
y∈ΛN
y−2γ+4.
Now, if γ > 3 the sum is converging and so the term goes to 0 as N goes to infinity;
if γ = 3 the sum is of order log(N) and so again in the limit, as N goes to infinity,
the previous bound goes to 0; if γ ∈ (2, 3) the sum is of order N5−2γ and so the
order of the whole term is N4−2γ which again goes to 0, as N goes to infinity. 
7. Uniqueness of OU(C,A, c)
In this section we prove Proposition 2.5.
Fix H ∈ C and s > 0. Then, using Itoˆ’s formula (see [27], Theorem 3.3 and
Proposition 3.4), we know that the process {Xst (H) ; s ≤ t ≤ T} defined by
Xst (H) = exp
{
i(Mt(H)−Ms(H)) + 1
2
[
〈M(H)〉t − 〈M(H)〉s
]}
= exp
{
i
(
Yt(H)− Ys(H)−
∫ t
s
Yr(AH) dr
)
+
t− s
2
c2(H)
}
is a complex martingale with continuous trajectories.
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Lemma 7.1. The process {Zt ; 0 ≤ t ≤ T} defined by
Zt = exp
{
t
2 c
2(PT−tH) + iYt(PT−tH)
}
is a complex martingale with continuous trajectories.
Proof. To prove it consider two times 0 ≤ s < s + δ < T and for each n ≥ 1 a
partition of the interval [s, s+ δ] with mesh δ/n:
s = s0 < s1 < . . . < sn = s+ δ, sj+1 − sj = δ/n.
We have
n−1∏
j=0
Xsjsj+1(PT−sjH)
= exp
i
n−1∑
j=0
(
Ysj+1(PT−sjH)− Ysj (PT−sjH)−
∫ sj+1
sj
Yr(APT−sjH)dr
)
+
δ
2n
n−1∑
j=0
c2(PT−sjH)
 .
Observe that the second sum appearing in the exponential is a Riemann sum involv-
ing the function r ∈ [T − (s+δ), T −s]→ c2(PrH) ∈ R, which is a continuous func-
tion because it is the composition of the two continuous functions c2 : C → [0,∞)
and r ∈ [0,∞) → PrH ∈ C (see the comment after Proposition 2.5). Thus, this
sum converges to 12
∫ s+δ
s
c2(PT−rH) dr.
By making a telescopic sum appear, the first sum can be rewritten as
Ys+δ(PT−(s+δ)H)− Ys(PT−sH)
+
n−1∑
j=0
[
Ysj+1(PT−sjH)− Ysj+1(PT−sj+1H)−
∫ sj+1
sj
Yr(APT−sjH)dr
]
= Ys+δ(PT−(s+δ)H)− Ys(PT−sH)
+
n−1∑
j=0
[
Ysj+1(Pδ/nHj)− Ysj+1(Hj)−
∫ sj+1
sj
Yr(APδ/nHj)dr
]
where Hj = PT−sj+1H ∈ CH := {PrH ; r ∈ [0, T ]} ⊂ C. By Lemma 7.3 proved
below, the previous sum goes to 0 P-a.s., as n goes to infinity. It follows that
lim
n→∞
n−1∏
j=0
Xsjsj+1(PT−sjH) =
Zs+δ
Zs
P-a.s. and, since α ∈ R → eiα is a bounded function, the dominated convergence
theorem implies that the previous convergence holds, in fact, in L1. We conclude
that if U is a bounded Fs-measurable random variable then
E
[
U
Zs+δ
Zs
]
= lim
n→∞E
U n−1∏
j=0
Xsjsj+1(PT−sjH)
 .
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By using iteratively the martingale property of the processes Xu· (G), u ∈ [0, T ], for
G ∈ C, we establish easily that
E
U n−1∏
j=0
Xsjsj+1(PT−sjH)
 = E[U ]
so that E
[
U Zs+δZs
]
= E [U ] and {Zt ; t ∈ [0, T ]} is a martingale. 
If 0 ≤ s ≤ t ≤ T , we can conclude from the previous lemma that E[Zt|Fs] = Zs,
or equivalently
E
[
exp
{
t
2c
2(PT−tH) + iYt(PT−tH)
} ∣∣∣∣Fs] = exp{ s2c2(PT−sH) + iYs(PT−sH)} .
This implies that
E
[
exp {iYt(PT−tH)} |Fs
]
= exp
{
−1
2
(
tc2(PT−tH)− sc2(PT−sH)
)
+ iYs(PT−sH)
}
.
Now, if we defineG = PT−tH, noticing that PT−sH = Pt−sPT−tH, we can conclude
that
(7.1) E
[
exp {iYt(G)} |Fs
]
= exp
{
−1
2
(t− s)c2(Pt−sG) + iYs(Pt−sG)
}
.
Therefore, replacing G by λH for λ ∈ R, we get
(7.2) E
[
exp {iλYt(H)} |Fs
]
= exp
{
−λ
2
2
(t− s)c2(Pt−sH) + iλYs(Pt−sH)
}
which means that, conditionally to Fs , the random variable Yt(H) is Gaussian
distributed with mean Ys(Pt−sH) and variance (t − s)c2(Pt−sH). Since the dis-
tribution at initial time is given, by iterating the conditioning on (7.2) we get the
uniqueness of the finite dimensional distribution of {Yt(H), t ∈ [0, T ]}, which grants
the uniqueness in law of Y·.
Lemma 7.2. Assume that the conditions of Proposition 2.5 are satisfied and as-
sume that the initial condition of OU(C,A, c) is given by a centered Gaussian field
with covariance function C. Then, the solution is a Gaussian process and the co-
variance function of the process is given by (2.8).
Proof. The proof of this lemma is a direct consequence of (7.1). 
Lemma 7.3. With the notations introduced above (see proof of Lemma 7.1), we
have that P-a.s., the sum
n−1∑
j=0
[
Ysj+1(Pδ/nHj)− Ysj+1(Hj)−
∫ sj+1
sj
Yr(APδ/nHj)dr
]
converges to 0, as n goes to infinity.
Proof. For any G ∈ C denote
rG = 
−1
[
PG−G− AG
]
∈ C.
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The uniformity in time in (2.6) implies that the sequence {rG}>0 converges to 0 in
C uniformly over G ∈ CH , i.e. for any open neighborhood V C0 of 0 in C there exists
0 > 0 such that for any 0 < ε < ε0, for any G ∈ CH , we have that rG ∈ V C0 .
We rewrite the sum to estimate as (recall that the semigroup Pr commutes with
A on C)
n−1∑
j=0
∫ sj+1
sj
(Ysj+1 − Yr)(AHj)dr −
δ
n
n−1∑
j=0
∫ sj+1
sj
Yr(A2Hj)dr
− δ
n
n−1∑
j=0
∫ sj+1
sj
Yr(rδ/nAHj )dr +
δ
n
n−1∑
j=0
Ysj+1(rδ/nHj ).
Trivial inequalities show that it is sufficient to prove
P-a.s. lim
n→∞ sup|r−r′|≤δ/n
sup
G∈CAH
|(Yr − Yr′)(G)| = 0,
P-a.s. sup
0≤r≤T
sup
G∈CA2H
|Yr(G)| <∞,
P-a.s. lim sup
n→∞
sup
0≤r≤T
sup
G∈CAH
|Yr(rδ/nG )| <∞,
P-a.s. lim
n→∞ sup0≤r≤T
sup
G∈CH
|Yr(rδ/nG )| = 0.
Let us observe that, since for any G ∈ C, the map t ∈ [0, T ] → PtG ∈ C is
continuous and [0, T ] is compact, the set CG is compact in C. The third one is
a direct consequence of the fourth one by replacing H by AH. The second one
follows from the fact that Φ : (r,G) ∈ [0, T ] × C → Yr(G) is continuous and that
[0, T ]×CA2H is a compact set. For the first one, observe that since CAH is compact,
the restriction of Φ to [0, T ]×CAH is uniformly continuous, i.e. for any  > 0 there
exists α > 0 and an open neighborhood V C0 of 0 in C such that for any r, r′ ∈ [0, T ]
such that |r − r′| < α and any F,G ∈ CAH such that F −G ∈ V C0 ,
|Yr(F )− Yr′(G)| < .
For the last assertion we observe that since {rδ/nG }n≥1 converges to 0 uniformly on
CH , we have that the set
K := {rδ/nG ; G ∈ CH , n ≥ 1} ∪ {0}
is a compact subset of C. The restriction of Φ to [0, T ] × K is therefore uniformly
continuous, i.e. for any  > 0 there exists α > 0 and an open neighborhood V C0 of
0 in C such that for any r, r′ ∈ [0, T ] such that |r − r′| < α and any p, q ∈ K such
that p− q ∈ V C0 ,
|Yr(p)− Yr′(q)| < .
Fix  > 0 and α > 0, V C0 as above. By the uniformity in time of the first order
expansion, there exists n0 ≥ 1 such that for any n ≥ n0, any G ∈ CH , rδ/nG ∈ V C0 .
Hence for n ≥ n0 and any r, r′ ∈ [0, T ] such that |r − r′| < α,
|Yr(rδ/nG )| = |Yr(rδ/nG )− Yr′(0)| ≤ .
Given r ∈ [0, T ] we can always find r′ ∈ [0, T ] such that |r − r′| < α. Therefore,
the last inequality proves the fourth assertion.

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Appendix A.
A.1. Discrete versions of continuous functions. Here we prove some results
which permits us to pass from discrete functions or operators to continuous ones.
Lemma A.1. Recall the definition of the operator KN given in (3.5). Let H : R→
R be a two times continuously differentiable bounded function and γ > 2 then
lim sup
N→∞
sup
x∈ΛN
∣∣∣N2(KNH)( xN )− σ22 ∆H( xN )∣∣∣ = 0
Proof. In [4] the authors proved this lemma for test functions two times contin-
uously differentiable and with compact support, but actually we just need the
functions to be C2 and uniformly bounded therefore, we leave the details to the
reader. 
Lemma A.2. For any function H ∈ S we have that
lim sup
N→∞
1
N
∑
x∈ΛN
H( xN )
2(Nγr−N (
x
N )− r−( xN ))2 = 0.
The statement above is also true replacing r−N by r
+
N and r
− by r+.
Proof. We can split the sum over x of the statement in the cases aN ≤ x ≤ bN and
0 < x < aN and bN < x < N for 0 < a < b < 1. In the first case we can perform
exactly the same proof as in Lemma 3.3 of [6] because, in that case, the uniform
convergence of Nγr−N to r
− holds. So, it remains to treat the remaining cases. We
present the proof in the case 0 < x < aN but the other case (bN < x < N) is
analogous. At this point we have to bound
1
N
∑
x∈ΛN
x<aN
H( xN )
2(Nγr−N (
x
N )− r−( xN ))2.
From (B.1) in [6] we see that
∣∣∣Nγr−N ( xN ) − r−( xN )∣∣∣ ≤ cγN ( xN )−1−γ . Using the fact
that the test functions are in S and applying Taylor expansion of H around the
point 0 up to order d ≥ 1 such that 2d− 2γ > 1, we get that
1
N
∑
x∈ΛN
x<aN
H( xN )
2(Nγr−N (
x
N )− r−( xN ))2
≤ N2(γ−d)−1
∑
x∈ΛN
x<aN
x−2γ+2d−2
≤ N2(γ−d)−1(aN)2d−1−2γ = a2d−1−2γN−2,
which goes to 0, as N goes to infinity, choosing d such that 2γ − 2d + 1 < 0 and
the sum diverges (otherwise the last inequality does not hold). The proof for the
case involving r+N is similar. 
Lemma A.3. Let γ > 0 and a ∈ (0, 1). Then we have the following uniform
convergence on [a, 1− a]:
lim
N→∞
Nγr±N ([Nu]) = r
±(u)
where r+(u) = cγγ
−1(1− u)−γ and r−(u) = cγγ−1u−γ .
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Proof. It is given in [4]. 
A.2. An approximation lemma. In this subsection we prove an approximation
lemma that we used in the proof of Lemma 5.3.
Lemma A.4. Let H ∈ S˜. There exists a sequence of functions {H}>0 in S such
that lim→0H
(k)
 = H(k) for k = 0, 1, 2 in L2, i.e. {H}>0 converges to H in
H2([0, 1]).
Proof. Recall (5.3). For any constant  ∈ (0, 1) let us define φ˜(u) := φ˜(u/) and
φˆ(u) := φ(u− (1− )) where φ(u) := φ(u/).
Let us define for any u ∈ [0, 1]
(A.1) Φ(u) =

φ˜(u) if u ∈ [0, ],
φˆ(u) if u ∈ [1− , 1],
1 if u ∈ (, 1− ).
Thanks to the particular form of the function a, it is possible to see that Φ ∈ S,
see Figure 4.
Figure 4. Plot of the function Φ defined in (A.1) for the partic-
ular case  = 0.3.
Therefore, for any H ∈ S˜ the product H := HΦ is in S, which is again easy
to see thanks to the form of Φ. Moreover, H → H uniformly and in particular in
L2, as → 0, since Φ → 1 in [0, 1], as → 0.
Let us now check that the following convergences hold: H ′ → H ′ and H ′′ → H ′′
in L2, as  → 0. Since H −H = H(1 − Φ), in order to prove this statement we
need to prove that, for → 0, the quantities (H(1− Φ))′ and (H(1− Φ))′′ go to
0 in L2.
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(i) First notice that (H(1− Φ))′(u) = H ′(u)(1− Φ(u))−H(u)Φ′(u), where
we denoted by Φ′(u) the derivative of Φ with respect to u which is
(A.2) Φ′(u) =

−1a(u ) if u ∈ [0, ];
−1a(u−(1−) ) if u ∈ [1− , 1];
0 otherwise.
Then, we can show that
||H ′(1− Φ)||2L2 =
∫
[0,]∪[1−,1]
H ′(u)2(1− Φ)2dx
. ||(1− Φ)||2∞||H ′||2∞ →0−−−→ 0.
Moreover, recalling (A.2), we have
||HΦ′||2L2 =−2||a( · )||2∞
[ ∫ 
0
H(u)2du+
∫ 1
1−
H2(u)du
]
. −2
[ ∫ 
0
u2du+
∫ 1
1−
(1− u)2du
]
.  →0−−−→ 0;
(A.3)
where the first inequality follows from a Taylor expansion of H of first order
around 0 in the first integral and around 1 in the second.
(ii) the second derivative is (H(1−Φ))′′(u) = H ′′(u)(1−Φ(u))−2H ′(u)Φ′(u)−
H(u)Φ′′ (u); the first two terms vanish exactly as in the previous computa-
tions. Let us check that also the third one goes to 0 in L2. First, observe
that
Φ′′ (u) =

−2a′(u ) if u ∈ [0, ];
−2a′(u−(1−) ) if u ∈ [1− , 1];
0 otherwise.
Therefore, reasoning in a similar way to what we did in (A.3), but with
the Taylor expansion up to the second order, we get
||HΦ′′||2L2 . −4||a′( · )||2∞||H ′′||2∞
[ ∫ 
0
u4du+
∫ 1
1−
(1− u)4du
]
.  →0−−−→ 0.

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