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We study an organic Hydrogen bonded material H2SQ analytically and map out the phase diagram
as well as low energy excitations in the relevant parameter space. At zeroth order the dynamics is
governed by plaquette interaction (product of σz over a plaquette) which defines a Z2 gauge theory
and a deconfinement phase satisfying "ice rules". The system is studied under additional interactions
such as an external Zeeman field (with strengthK) in x-direction, a inter-molecular interaction (with
strength J1) and a dipole-dipole interaction with strength J2 such that K > J1 > J2. The effect
of dipole-dipole interaction removes the local Z2 symmetry and gives rise to four global degenerate
states with Ferroeletric order. Using meanfield analysis we chart out the phase diagram for classical
version of the model and findKc which defines the transition from disordered phase to ordered phase
in J1,K plane for various values of J2. We find that presence of J1 and J2 tends to stabilize the
deconfined phases. Over the classical ground states we perform spin-wave analysis and surprisingly
find that quantum fluctuations does not remove the classical degeneracy at all at quadratic level.
The spin-wave spectrum is found for the four global degenerate ground states which shows both
gapped spectrum and gapless spectrum (near the vicinity of CDT transition) for J2 = 0. However
for J2 finite, the spectrum is always gapped. We perform PCUT analysis to improve the results of
spin-wave analysis and calculate ground state energy and one particle dispersion and gap at high
symmetry point. Using this we draw the phase boundary between confined and deconfined phase
in the K − J1 plane. The effect of J2 is also discussed in the resulting phase boundary.
PACS numbers: 75.10.Jm, 71.10.Pm, 03.65.Vf, 05.30.Pr
I. INTRODUCTION
The hydrogen-bonded systems continue to serve as a
basis of realizing quantum effects at macroscopic scale1–3
, as these are the systems which exhibit quantum tunnel-
ing(of positively charged Hydrogen atoms) between two
adjacent sites. The position of Hydrogen atoms are usu-
ally replaced by the pseudo-spin 1/2 variable which then
can be mapped into suitable quantum spin systems, for
example water spin ice system4. Among the various hy-
drogen bonded materials, the organic H2SQ is notable
for their ferroelectric properties, light weightiness and
eco friendly nature. The ferroelectric properties of such
system was first studied by Slater on KH2PO4(KDP)
1.
Later several experimental observations of the ferro-
electric properties were observed in several hydrogen-
bonded ferroelectrics2,3,5,6 . Recently there has been
effort to provide a theoretical framework of these sys-
tems in the language of quantum spin systems7–9. To
minimize free energy the position of Hydrogen atoms in
these systems are inherently subjected to the constraint
called "ice rules", which constraints exactly two hydrogen
atoms are approaching oxygen atom out of four hydrogen
atoms1,11–13. Squaric acid molecule H2SQ is a hydrogen
bonded organic system which has a quasi two dimensional
antiferroelectric layer where the square molecule SQ (say
type A) is surrounded by four molecules of type B with
hydrogen bonds6. This constraint is very much similar to
the well known two-in and two-out configurations in Spin
ice pyrochlores and other frustrated systems14. Such sys-
tems with the ice rule constraints are shown to exhibit
no long range ordering (LRO) down to zero tempera-
ture with exotic magnetic monopoles as the elementary
excitations7,8,15–17. The ice rules which are seen as the
frustration in the system where all the configurations in
the low energy sector are degenerate was discussed by
Pauling in the early 1930s11. While the quantum effects
of the water ice and spin ice remains to attract us, the
recent studies on water ice systems have shown to exhibit
interesting phenomenon of coherent quantum tunneling
in the low temperatures leading to U(1) Quantum Spin-
liquid ground states with fractionalized spinon and gauge
field excitations7,8,15–18.
Here, in this paper we theoretically analyze the phase
diagram and low lying excitations of H2SQ systems in
general at zero temperature. The earlier work6 in-
vestigated the finite temperature phase diagram in the
T − P plane where T is temperature and P is pressure.
They have found a phase transition from AFE (anti-
ferroelectric) to PE (paraelectric ) phase. The paraelec-
tric phase sustains at zero temperature above some criti-
cal pressure Pc. To our knowledge the first model Hamil-
tonian was proposed in Ref[13] which view the H2SQ is an
interacting one-dimensional Ising spin chains. Recently
Chern et al9 has studied similar model Hamiltonian for
such a aystem and obtained phase diagram numerically
using quantum monte carlo technique at zero tempera-
ture. The Model Hamiltonian at zeroth order consists a
four-spin plaquette interaction with a strength J0. This
interaction give rise to so called "ice-rules" and defines
a deconfined phase. When the Hamiltonian is studied in
the presence of a magnetic field characterized by a param-
2eter K, the system shows a confinement-deconfinement
phase transition. The model also include a next-nearest
neighbouring Ising like interaction with a strength J1
and a dipole-dipole interaction J2 < J1. Usually the
presence of J2 causes the Ferroelectricity of the materi-
als. The model was shown to exhibit both confinement-
deconfinement (CDT) and ferroelectric quantum phase
transition (FT) for appropriate set of parameters of the
model Hamiltonian. However, in this work we carry out
analytical calculations which has not been done so far.
We have used three different complimentary techniques,
mainly classical meanfield analysis, spin-wave approxi-
mations over classical ground states and PCUT (pertur-
bative continuous unitary transformation19–23 ) to im-
prove the results obtained in spin-wave approximations
to obtain a complete theoretical understanding of the
model. Our plan of presentation is as follows. In section
II, we introduce the model Hamiltonian and explain vari-
ous terms present. Next, we analyze the classical version
of the model Hamiltonian in section III following which
the spin wave excitations are obtained next. The PCUT
analysis has been presented in section V. The mapping
of our model Hamiltonian to that of Kitaev’s Toric code
Hamiltonian25 is discussed in section VI and we summa-
rize our results at the end.
II. MODEL
We consider the following Hamiltonian given below9:
H = H0 +H1 +H2 (1)
where H0, H1 and H2 are respectively given by
H0 = J0
∑
p
σz1σ
z
2σ
z
3σ
z
4 −K
∑
i
σxi (2)
H1 = J1
∑
p
(σz1σ
z
3 + σ
z
2σ
z
4) (3)
H2 = −J2
∑
〈AB〉
~PA · ~PB (4)
where σα,i s are the Pauli matrices, PA and PB are the
dipole moment vectors of molecule A and B respectively
and the components of them are defined as follows,
P(A,B)x = (±)14(σ
z
1 + σ
z
2 − σz3 − σz4) (5)
P(A,B)y = (±)1
4
(σz2 + σ
z
3 − σz1 − σz4) (6)
where (+) is for molecule A and (-) is for molecule B.
The summation of indices ’p’ runs over all the plaquettes
of the dual lattice(red) and i runs over all the spins in
the dual lattice and 〈AB〉 indicates the nearest neighbor
dipole-dipole interaction.
The parameter space of the Hamiltonian H is three
dimensional with J0 being the largest followed by K, J1
2
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FIG. 1. The blue small dots represent the hydrogen atoms
and the red circles represent the oxygen atoms of the molecule
H2SQ forming a quasi-2D configuration of hydrogen-bonded
network. The top right corner showing the η variables defined
on the dual lattice(green line) sites and the pseudo-spin vari-
ables σ which are defined on the bonds of the lattice(black
dashed line).
and J2 in magnitude. The ice rules were accounted in
the form of Z2 gauge-invariant term J0(> 0) and the in-
termolecular coupling term J1 were generating a macro-
scopic degeneracy accounted in the form of Ising ferro-
magnet. Since there are ground states with each square
plaquette having finite dipole moments, a more general
Hamiltonian would also have these dipole-dipole interac-
tion term J2.
III. CLASSICAL MODEL
In our endeavor to understand the different aspect of
the complex Hamiltonian as given in Eqs. (1) - (4),
we first examine the classical equivalent of the model
where the quantum spins are now replaced by the classi-
cal Heisenberg spins. For sake of conveniences we rewrite
the various terms in Eqs. 2- 4 as follows,
H0 = −1
4
J0
∑
〈ii1i2i3〉
Szi1S
z
i2S
z
i3S
z
i4 −K
∑
i
Sxi (7)
H1 =
1
2
J1
∑
p
(Sz1S
z
3 + S
z
2S
z
4 ) (8)
H2 = −1
2
J2
∑
〈AB〉
~PA · ~PB (9)
Following earlier study9, we assume that J0, J1, J2 >
0 and the prefactors 14 ,
1
2 ,
1
2 account for the multiple
counting of the the same term in the Hamiltonian.
Let us briefly discuss the consequences of various
terms in the above Hamiltonians. The first terms in H0
can easily be satisfied by suitably aligning spins along
± z-axis such that each plaquette exactly contain two
up-spins and two down spins which are equivalent to the
celebrated ice-rules. If one considers a torus having Nx
and Ny plaquette in x and y direction respectively then
3there are D = 2NxNy degenerate ground states for the
first terms in the Hamiltonian. The 2nd largest scale
problem i.e K brings in frustration in the tendency to
align along the ± z-direction. As large K, all the spins
are eventually aligned along the x-directions. One of
our motivation to understand the classical version of the
model was to investigate this transitions from highly de-
generate classical configuration to a ordered phase where
spins are along x-axis. The terms in H1 and H2 brings
in additional complexity mainly by lifting the ground
state degeneracy generated by first term in H partially.
The term H1 reduces the degeneracy D to D˜ = 2NxNy/2
and dipole-dipole interaction eventually removes all local
degeneracy causing a Ferroelectric alignment of electric
dipoles associated with each plaquette. However there
are four global degenerate states in this case which will
be discussed later in detail.
Generally for classical Heisenberg type interactions,
one resorts to Luttinger-Tisza method 26 to find the clas-
sical ground states. However the limitation of this ap-
proach is confined to only Bravais lattices, though for
non-Bravais lattices, it may give important leads to pos-
sible ground state spin configurations 27. The presence
of four-spin interactions limits us from using such ana-
lytical methods. Owing to this reason we examine nu-
merically the ground state spin configurations. We no-
tice that the Hamiltonian can be re-written in the fol-
lowing form28 H =
∑
i h
z
iS
z
i + h
x
i S
x
i where for a given
spin-component Sαi , h
α
i denotes the local field compo-
nent along α-axis. The minimum energy configuration
of spins are then obtained by aligning Sαi to negative α-
axis. Usually one starts from a random configurations of
[Sαi,0] yielding a configurations of [h
α
i,0] and a total energy
E[Sαi,0]. The distribution [h
α
i,0] yields a new configura-
tions of spins [Sαi,1] and new total energy of the system
E[Sαi,1]. In the above the index ‘0’ and ‘1’ denotes the
steps in numerical iterations. We continue this process
until E[Sαi,n] ≡ E[Sαi,n+1]. We have performed numeri-
cal simulations over lattice of dimension 256 × 256 and
checked for sufficient initial configurations. Surprisingly
we have found that the ground state has a one to one cor-
responds to the ground state configurations of the first
terms of H0. The only difference is that the spins has
now a finite and constant value of Sxi which changes as a
function of K and other parameters similar to what has
been found for Kitaev model in the presence of transverse
magnetic field in an earlier study29. Thus the ground
state configurations can be written as,
~Si = S (λi cos θez + sin θex) (10)
where λi could be ± in tune with the ground state con-
figurations of H0 for K = 0. The value of θ depends on
K, J1, J2. For K = 0, we have θ = 0. This θ takes the
role of our order paremeter. From the meanfield results
represented by Eqn 10, the ground state energy of the
system can be written as follows,
Ecl = −1
2
J0S
4N cos4 θ − J1S2N cos2 θ
−KSN sin θ − 2J2S2N cos2 θ (11)
Minimizing Ecl with respect to θ we obtain θC which
minimizes the ground state energy Ecl(θC). This ground
state energy has been compared with the Ex = −KN
which denotes the energy corresponding to the state
where all spins are aligned along x-direction. For a given
J0, J1, J2 there exists a Kc such that if K ≤ Kc then
Ecl < Ex(θC) with θC ≤ π2 . Figure III shows the numer-
ically obtained values of θC in K − J1 plane for various
values of J2. As evident from the Figure III, the value
of Kc linearly increases with J1 which is expected. As
one increases the values of J2, KC furthers takes higher
value.
Let us summarize our results for classical ground state
configurations. For all the parameter value there is a θC
forK 6 Kc which defines the ground state configurations
according to the Eqn 10. The ground state has finite
degeneracy in the presence of J0, J1. For J1 = J2 = 0,
the degeneracy if 2N and for J2 = 0, the degeneracy is
2N/2. For both J1, J2 nonzero, the degeneracy is reduced
to 4 as described in Fig. IVB. For large K > Kc, all
the spins get aligned along the x-axis corresponding to
θC = π/2. Now we are in a position to discuss the relative
stability of the ground state spin configurations against
the quantum fluctuation as prescribed by linear spin wave
theory.
IV. LINEAR SPIN-WAVE THEORY
We notice that in generals spins are quantized in an ar-
bitrary direction which we call the local axis represented
by x′/z′. The global axis will be represented by x/y. Any
spins has the decomposition,
~Sr = e˜xS
x
r
+ e˜zS
z
r
(12)
Here the index ‘r’ indicates the position of a given site.
Now we perform an orthogonal co-ordinate transforma-
tion ( from x, y, z to x′, y′, z′) such that one axis of our
new co-ordinate system gets aligned along the local mo-
ment direction at every site.
Sx
r
= Sx
′
r
cosλiθc − Sz′r sin θc (13)
Sz
r
= Sx
′
r
sinλiθc + S
z′
r
cos θc (14)
The expressions for S′x/z in terms of the bosonic operators
are given below,
Sx
′
r
= s− a†rar, Sz′r =
√
s
2
(
a†r + ar
)
(15)
We have specifically chosen the above representation as
our interest is to investigate the phase boundary where
4FIG. 2. In the above figure we have represented contour plot of θc in the K − J1 plane for various values of J2. The red region
denotes ordered phase where all the spins align in x-direction. Various other shaded region (except red) denotes a disordered
phase where the z-competent of spins are disordered.
the spins align mostly along x-direction. Where a†
r
& ar
represents creation & annihilation operator for magnon
at site r.
A. High-field limit, K ≫ J0, J1, J2, θ0 = π/2
We use Holstein-Primakoff transformation given in
Eqs. 13 where the quantum fluctuations are given in the
form of hard-core bosons and performing the transforma-
tion individually around the degenerate classical ground
states obtained in the previous section for different cases
of J2 = 0 and J2 6= 0 in the low-field limit we obtain the
bosonic Hamiltonian given by,
H = N
∑
k
[
ξkaˆkaˆ
†
k +
γk
2
(aˆkaˆ−k + aˆ
†
kaˆ
†
−k)
]
+KSN
(16)
where,
εk = γk +K − SJ2
8
γk =
−S
4
[
J2(2p
2
k − 1)− 4(J1 + J2)pk
]
(17)
where pk = cos(kx + ky) cos(kx − ky). Diagonalizing the
Hamiltonian we obtain the magnon-spectra as given by,
Ek =
√
ε2k − γ2k. (18)
The spectrum is plotted for few parameters as shown in
Fig IVA. To extract the low energy behaviour of the
spectrum expand the spectrum around the minima i.e
around X-points as (kx = −π2 + δx, ky = π2 + δy). substi-
tuting this into Eq. 18 and Eq. 17 to obtain,
E~δ = K˜
1/2
1
√
K˜2 + 4(J1 + 2J2)|~δ|2 (19)
where K˜1 = K − SJ28 , K˜2 = (K − 2SJ1 − 298 SJ2). From
the above expression it is clear that the spectrum remains
gapped with quadratic low energy dispersions for all pa-
rameters values except for the second order critical line
given by Kc = 2SJ1 +
29
8 SJ2 for which the spectrum is
gapless and linear around minima.
FIG. 3. Plot showing the dispersion in the High-field case,
where quadratic behaviour slowly vanishes to a linear behav-
ior at the second order critical line given by K = 2SJ1 +
29
8
SJ2.
B. Low-field case, J2 = 0, K is finite.
As mentioned before that when K is small compare to
other parameters of the system and J2 = 0, the classi-
cal ground state has huge degeneracy whose asymptotic
dependence is 4
√
Np . To see their stability under quan-
tum fluctuations, we performed the H-P transformation
for each degenerate ground state and then numerically
investigated whether the degeneracy is lifted and some
states are selected as the ground states. We mention
that these degenerate states has random dipole moment
associated with each plaquette. To get the spectrum, we
use wellknown dynamical matrix method 30,31 followed
by equation of motion. The dynamical matrix is given
5by,
i
∂ψ
∂t
=
[
ψ,H
]
= Dψ (20)
ψ† ≡ [a†1 a†2 . . . a†N a1 a2 . . . aN ]
Dii = 2J0S3 cos4 θ + 2J1S cos2 θ +K sin θ
Dij = −λiλjJ0S
3
2
sin2 θ cos2 θ + δ
SJ1
2
sin2 θ (21)
where, λi′s are the coefficients obtained from the mean-
field analysis and δ = 1 if i, j belong to same plaque-
tte and are along either one of the orthogonal directions
n1,n2 else δ = 0. Upon diagonalizing and picking the low-
est eigenvalue we get the gap which is equal to 0.4581(4)
for J0 = 1, J1 = 0.2,K = 0.2 and θ = 0.06691(5) which is
in excellent agreement from the linear spin-wave calcula-
tions calculated for J2 6= 0 case whose ground states are
subset of the degenerate ground states (DGS) for J2 = 0
case as explained in Fig IVB. We have found that there
is no lifting of degeneracy and the hence no order from
disorder phenomenon happens here.
A B A A
AA
A A A
B B B
B
BB
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A A
A
FIG. 4. One of the four degenerate ground states that exists
for finite J2 is shown in the above figure. The red dots rep-
resents up-spins and blue dots represents down-spins. Tak-
ing the mid points of the below left square as the origin,
the position of up-spins and down spins can be written as
~Rup = −e˜y/2 + m1~a + n1~b, ~Rdown = −e˜x/2 + m2~a + n2~b
where ~a = e˜x/2 + e˜y/2, ~b = −e˜x + e˜y. The 2nd degenerate
ground state is obtained by replacing the up-spin by down-
spins and vice versa. The third and fourth ground states
could be obtained by rotating the spin-cpnfigurations of 1st
and 2nd by π/2.
0
1
2
3
4
2
3
4
1,2J 0J
1
FIG. 5. Left column showing a cartoon picture of a process
where the action of T2(4)(red(blue)) upon the ground state
of 0-QP subspace producing 2-QP(above) and 4-QP(below)
is shown. The right column shows a simple connection of the
perturbing parameters connecting the different QP levels of
the unperturbed Hamiltonian.
C. Low-field case, J2 6= 0
Similarly to previous sections here we perform a HP
transformation around the ground states of ordered
dimer coverings shown in Fig IVB.
Hi = N
∑
k
[
εka
†
kak +
γ˜i,k
2
(a†ka
†
−k + aka−k)
]
−1
2
J0S
4NC4θ − (J1 + 2J2)S2NC2θ (22)
where εk and γi,k is given below,
εk = γk + 2S
3J0C4θ + 2SJ1C2θ −
J2S
8
S2θ (23)
γ˜i,k = S2θ
[
γk + S
3J0C2θ [2χiqk + pk]
]
(24)
In the above and i = 1, 2, 3, 4 corresponds to four degen-
erate ground states explained in Fig IVB. The value of
χi = 1(−1) for i = 1, 2(3, 4) and pk, qk, sk are defined
below. In the above Cθ and Sθ stands for cos θ and sin θ
respectively and qk = sin kx sin ky and pk is defined after
Eq [17].The spectrum is found gapped for all values of
K, J2 and given by
∆k = ζ0
√
ζ1 + ζ2̺2
where ζ0 = (2S
3J0 cos
4 θ0 + 2S(J1 + 2J2) cos
2 θ0 −
SJ2
8 sin
2 θ0)
0.5, ζ1 = 2J1(S cos
2 θ0 − S2 sin2 θ0) +
8S3J0 cos
4 θ0− (2χ+1)S3J02 cos2 θ0 sin2 θ0− 15S8 J2 sin2 θ0
and ζ2 =
sin2 θ0
2
[
4S(J1 + 3J2) + 2S
3χJ0 cos
2 θ0
]
. The
constant of relevance here ζ1 was solved numerically and
6FIG. 6. In the above figure we have plotted the spin-wave dis-
persion for low values of K. The upper right panel (b) shows
the spectrum for 1st and 2nd degenerate ground states as
mentioned in Fig. IVB. Similarly lower right panel (c) shows
the spectrum for 3rd and 4th ground states. The upper (a)
and lower left columns (d) shows the variations of spectrum
for different values of J2.
simultaneously with the equation that minimizes the to-
tal energy given in eqn.(11). The results for few parame-
ter values are shown in Fig. ?? and we see the quadratic
behavior for all the parameters values about the X,R-
High symmetry points for ground states oriented along
the ±x, ±y respectively.
V. PCUT
The Hamiltonian as represented by Eq. 1 and equa-
tions following that represent in general a quantum in-
teracting spin system which is often not solvable exactly.
Generally one follows various analytical schemes depend-
ing on their interest of specific aspect of the model or the
suitability of the model to the method itself. For ex-
ample for one dimensional nearest neighbour interacting
spin system Jordan-Wigner transformation32 is a very
good starting point for analytical solutions. For 2 dimen-
sional and in higher dimensional system in general slave
fermion/boson methods are applied and often meanfield
approximations are followed 33. Though there are excep-
tions for example Kitaev model 24,25 which represents
an exactly solvable model. As mentioned before, in this
article we use PCUT (perturbative continuous unitary
transformation) in our model whenever applicable. We
are motivated by the fact that unlike slave boson/fermion
formalism, we do not have to use meanfield approxima-
tions which is often does not represents the true ground
states, on the otherhand few properties like gap and one
particle spectrum can be calculated to very high order of
perturbations as shown in previous studies34. Another
important aspects of PCUT is the sequential deriva-
tions of effective Hamiltonian at higher order within a
given particle sectors. The pre-requisite of applicability
of PCUT is the equidistant spectrum which we have in
the limit K ≫ J0, J1, J2 where the ground state is given
by the spins aligned align the x-axis and excitations are
given by spin flip excitations. We use PCUT to obtain
the accurate measure of zero-particle gap and one parti-
cle dispersion and effective Hamiltonian upto reasonably
high order. We compare our results of gap with previous
monte-carlo studies9 and find very good comparison. Our
one particle dispersion should also be useful to verify the
low energy excitations beyond spin-wave approximations.
Before we start the application of PCUT we first map the
spin-Hamiltonian (1) onto the the effective bosonic oper-
ator formalism. Since the ground state in the high-field
limit is where all the spins are along x-axis, we transform
our global z-basis along the ground state orientation of
spin as:
Sxr = S
x′
r cos θ − Sz′r sin θ (25)
Szr = S
x′
r sin θ + S
z′
r cos θ (26)
where θ = π/2, the expressions for S′x/z in terms of the
bosonic operators are given below,
Sxr = s− a†rar, Szr =
√
s
2
(
a†r + ar
)
(27)
We now proceed to establish PCUT for our Hamilto-
nian (1) using Eqs 25. The resulting Hamiltonian has
quadratic and as well quartic interaction which amounts
to an interacting Hamiltonian. Our aim is to trans-
form the resulting Hamiltonian to an unitarily equivalent
Hamiltonian (Heff) through a unitary transformation.
Specifically, We follow the reference23 where the block-
band diagonality of the Hamiltonian is preserved with
the choice of quasi-particle (QP) conserving infinitesimal
generator η(ℓ) given by Wegner. We request the reader
to follow the references for further pedagogical review. In
the bosonic operator representation, the initial Hamilto-
nian (1) takes the form:
H = −N
2
+Q+ T−4 + T−2 + T0 + T2 + T4 (28)
where, T4 ∝ J0, T2 ∝ J1, J2 are the effective opera-
tors corresponding to the perturbed Hamiltonian in the
bosonic operator representation and Q is unperturbed
Hamiltonian whose eigenstates serve as the basis for the
Hilbert space of our system with
[
Q, Tn
]
= nTn. Using
eqns. (25), (27) the exact expressions for the effective
operators Tn can be found as,
7T0 = J0
∑

[
a1a2a
†
3a
†
4 + a1a
†
2a3a
†
4 + a1a
†
2a
†
3a4 + h.c
]
+J1
∑

[
a1a
†
3 + a2a
†
4 + h.c
]
+
J2
8
∑
〈AB〉
[
a2a
†
4 + a3a
†
7 + a1a
†
5 + a2a
†
6 − a3a†7
−a1a†7 − a4a†6 + h.c
]
T2 = J0
∑

[
a†1a2a
†
3a
†
4 + a
†
1a
†
2a3a
†
4 + a
†
1a
†
2a
†
3a4 + a1a
†
2a
†
3a
†
4
]
+J1
∑

[
a†1a
†
3 + a
†
2a
†
4
]
+
J2
8
∑
〈AB〉
[
a†2a
†
4 + a
†
3a
†
7 + a
†
1a
†
5 + a
†
2a
†
6 − a†3a†7
−a†1a†7 − a†4a†6
]
T4 = J0
∑

[
a†1a
†
2a
†
3a
†
4
]
(29)
where the numbering is according to FIG.IIc. The
conjugate operators can be found as T †n = T−n. With
the effective operators in hand, the Hamiltonian (28)
can now be transformed to an effective Hamiltonian
Heff = U
†HU commuting with Q. The infinitesimal uni-
tary transformation is given by, U ≈ 1 + iη(ℓ) where
∂ℓH =
[
η(ℓ), H(ℓ)
]
which determine the effective Hamil-
tonian in the limit ℓ→∞. The above choice of generator
is given in the pioneering work of Wegner22,23. Starting
from the Hamiltonian (28), we get the block-band diag-
onal effective Hamiltonian perturbatively order by order
in our case. The general form of effective Hamiltonian
can be represented as20,21:
Heff = −N
2
+Q+
∞∑
k=1
∑
|m|=k,
M(m)=0
C(m)Tm1 · · · Tmk(30)
where the series expansion coefficients c(m) are computed
before hand using the flow equations. The next job in
solving the Hamiltonian (30) is to determine it’s action
in each subspace of a given QP number q and diago-
nalize Heff in each of these subspaces. In the following
sections we computed the above Hamiltonian in the re-
spective subspaces of q = 0, 1 and we present the results
of ground state energy per spin (q = 0) and one particle
gap (q = 1) in the confined phase(J2 = 0) and paraelec-
tric phase(J2 6= 0) respectively.
A. Large-field limit (J2 = 0,K ≫ J1, J0)
As mentioned in the outline, to determine the value of
Kc we perform the PCUT method considering the low-
energy sector of the Hamiltonian (1) in the strong-field
limitK ≫ J0, J1, J2 = 0 of CDT. The ground state(0-QP
state) is fully polarized in the x-direction and the elemen-
tary excitations(1-QP state) are the single spin flips with
energy cost 2K, setting K=1/2 at order 7 we obtain the
ground state energy and one-particle dispersion given by,
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FIG. 7. Here we have plotted the spectrum as obtained from
PCUT upto 7th order. The black line is the result obtained
from spin-wave approximation.
A standard analysis for the gap ∆ using DLogPade
approximants suggests that below J0 = 0.8 there were
no closure of the gap. Suggesting the quantum phase
transition below J0 = 0.8 may not be of second order.
However at J0 = 1.5 we obtain the relation of critical line
Kc = 2.931(5)J1. In Fig. VA, we presented the phase
diagram from confined to deconfined phas transition in
K−J1 plane. In Fig. VA, we have plotted the dispersion
as obtained from PCUT and compared with spin wave
spectrum obtained earlier which matches each other very
well.
B. Large-field limit (J2 6= 0, K ≫ J2, J1, J0)
In this section, we present the results of ground state
energy per spin and the one particle dispersion for J2 6=
8FIG. 8. The above figure shows the phase boundary between
confined and deconfined phase as obtained by PCUT. The
solid blue line is a linear regression fit of our PCUT result.
0. We could perform it till 4th order as the number
of intermediate states increase due to non-local nature
of dipole-dipole interaction. Nevertheless, the obtained
expression are helpful in determining it’s critical behavior
qualitatively. As in the above case the ground state is the
state where all the spins are oriented along field-direction
and the single-spin flips are the elementary excitations
with 2K cost of energy, hence setting K = 1/2 we obtain
the ground state energy and one-particle dispersion as,
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Due to the increasing demand of computing power, we
could only perform PCUT upto fourth order and find
that gap does not vanishes unlike J2 = 0 case. How-
ever this is fully consistent to that fact that switching on
J2 triggers a para-electric phase as obtained in presvius
study9 which has excitations as a single dipole chang-
ing its direction costing a finite gap. Also in Fig. VB,
we have plotted the dispersion as obtained from PCUT.
We see that additional peaks appears in the dispersions
when compared to spin-wave dispersions. This additional
peaks denotes the emergence of paraelectric phase.
FIG. 9. The CDT transition in K − J1 plane as obtained in
various order of PCUT. The straight line which lie above are
obtained in low order of PCUT. We see that at higher order
it decreases the deconfined phase suggesting the success of
PCUT to estimate the one particle gap closure effectively.
FIG. 10. The CDT as obtained for finite J2. We mention
that the gap does not vanish really and the above plot is
obtained from eq. 34 by solving for Kc from ∆ = 0.
FIG. 11. In the above we have plotted one particle disper-
sion as obtained from PCUT. The above results is also com-
pared with the spin-wave spectrum (the black plot). The
additional peaks in the PCUT results suggests appearance of
para-electric phase9 for the presence of finite J2
Our results for gap and 1 particle dispersion will have
9experimental consequences and can be verified. Below
we discuss the model in the limit J0 >> K.
VI. DUAL MAPPING AND THE EXTENDED
MODEL
As computed in a previous study35 the model is shown
to map to the celebrated Toric Code Model (TCM) in the
low-field limit J0 ≫ Kx and J1,2 = 0. Here for brevity we
show the duality of the extended model where an extra
field Ky ≪ J0 is applied along the transverse direction
and show how it can be mapped to an interacting anyon
model discussed in previous work34.
H = −J0
∑

σz1σ
z
2σ
z
3σ
z
4 −Kx
∑
i
σx1 −Ky
∑
i
σy1
(35)
In the limit J0 ≫ Kx, y the Hamiltonian (35) can be
transformed to an a transverse field model with a simple
z-rotation . The new Hamiltonian in the transformed
variables is given as,
H = −J0
∑

σz
′
1 σ
z′
2 σ
z′
3 σ
z′
4 −K ′x
∑
i
σx
′
1
(36)
where K ′x = (1 − tan θ)Kx. Now for J0 > K ′x the
Hamiltonian can be split as, H = H0 + H1 limit with
the standard perturbation theory of using the projector
operator formalism the effective Hamiltonian at 4th is
H
(4)
eff = P(H1D)3H1P
D = − 1− P
H0 − E0 (37)
using the eqns. (36),(37) the effective Hamiltonian can
be found in our case as,
H
(4)
eff = −J0
∑

σz1σ
z
2σ
z
3σ
z
4 − K˜
∑
+
σxασ
x
βσ
x
γσ
x
δ
(38)
where K˜ =
5K′x
16J3
0
and the summation + runs over
all the vertices. The Hamiltonian (38) is nothing but
the Toric Code Hamiltonian25. In order to be in the
deconfined(K < 0.325J0) phase the coupling strengths
should satisfy
5K′x
5
16J4
0
< 0.325. This mapping establishes
a connection starting from Ising lattice gauge theory to
Kitaev Hamiltonian 25. At fourth order, the anyons are
non-interacting but beyonds 4-th order they becomes in-
teracting as shown before 34. The implication of J1 and
J2 interaction on such interacting anyonic system is left
as an future study.
VII. DISCUSSIONS
To summarize, in this study we have performed first
ever analytical study of a model H2SQ system. Our
work builds on the model proposed earlier9,13. To start
with, we have clearly mentioned the various terms in the
Hamiltonian and its physical origin. At the zeroth level,
the model Hamiltonian has only plaquette term which
harbors a deconfined phase. The application of an ex-
ternal magnetic field (given by a strength K ) drives the
deconfined phase to a confined phase. We have deter-
mined the value of Kc for which such transition happens.
The role of intermolecular-coupling J1 and dipole-dipole
interaction J2 on such transition has been investigated.
We have shown that the role of J1 and J2 is to stabilize
the deconfined phase. The ground state without dipole-
dipole interaction term in the low field case was found to
be singlet pair or dimers whose z-component projection
of spin are anti-aligned to satisfy "ice-rules". Thus the
classical ground state remains degenerate for small values
ofK.In the presence of the dipole-dipole term J2 the local
degeneracy has been removed to yield a four degenerate
global ground states independent of system size. The role
of quantum fluctuation has been investigated over these
large classical degenerate ground states. Surprisingly we
have found that, at quadratic level, the local degener-
acy is not removed and there is no order from disorder
phenomena occurs. We have found the spin-wave dis-
persion for the four global degenerate ground states and
found that though in general the spectrum is gapped and
quadratic for small values of k, for certain parameters,
the spectrum becomes gapless and liner. This happens
particularly near the phase boundary of confinement to
deconfinement phase transition. Our formula for spin-
wave dispersion and measure of gap will be useful for
future experiment. To give a more meaningfulness to
our study, we have applied PCUT to analysis the sys-
tem in the large field limit (K >> J0, J1, J2) where the
ground state consists of all spin aligned along x-direction
and excitation consists of spin flip excitations. We have
improved the estimation of ground state energy and one
particle gap as estimated from spin-wave analysis. How-
ever we believe that further improvement of our work on
PCUT can be done and it is left as a future study.
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