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Consider the parabolic equation
ut = a(ux)uxx + f (ux), −1 < x < 1, t > 0, (E)
with nonlinear boundary conditions:
ux(−1, t) = g
(
u(−1, t)/ε),
ux(1, t) = −g
(
u(1, t)/ε
)
, (NBC)
where ε > 0 is a parameter, g is a function which takes values
near its supremum “frequently”. Each almost periodic function is
a special example of g. We consider a time-global solution uε
of (E)–(NBC) and show that its homogenization limit as ε → 0 is
the solution η of (E) with linear boundary conditions:
ηx(−1, t) = sup g, ηx(1, t) = − sup g, (LBC)
provided η moves upward monotonically. When g is almost pe-
riodic, Lou (preprint) [21] obtained the (unique) almost periodic
traveling wave U ε of (E)–(NBC). This paper proves that the homog-
enization limit of U ε is a classical traveling wave of (E)–(LBC).
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Consider a quasilinear parabolic equation
ut = a(ux)uxx + f (ux) (E)
for −1 < x < 1, t > 0, with nonlinear boundary conditions:
ux(−1, t) = g
(
u(−1, t)/ε), ux(1, t) = −g(u(1, t)/ε) (NBC)
for t > 0, where ε > 0 is a parameter, a, f and g are smooth functions, say a, g ∈ C2 and f ∈ C1 with
a(·) > 0 and
‖g‖L∞ = G < ∞, ‖g‖C2 :=
2∑
j=0
∥∥g( j)∥∥L∞ < ∞.
Eq. (E) includes the following examples as special cases. Example 1:
ut = uxx
1+ u2x
+ A
√
1+ u2x , −1 < x < 1, t > 0, (1)
where A > 0 is a constant. Example 2:
ut =
[
a˜(ux)
]
x, −1 < x < 1, t > 0. (2)
Our motivation for studying (E), (1) and (2) comes from the curve shortening problem (or, ﬂow by
mean curvature) and from the theory of phase transitions. See, for example, [1,3,4,6,9,11,13–16,19,20,
25,27] etc. These papers studied the following (mean) curvature ﬂow equation
V = aˆ(n)κ + fˆ (n) on Γt ⊂ R2, (3)
and its various special cases. Here, for a simple plane curve Γt , we use V ,n and κ to denote the
normal velocity, the unit normal vector and the curvature of Γt , respectively. If Γt is the graph of a
function y = u(x, t), then
V = ut/
√
1+ u2x , n= (−ux,1)/
√
1+ u2x , κ = uxx/
(
1+ u2x
)3/2
,
and so (3) is expressed in the form of Eq. (E). The special case of (3) where aˆ(n) ≡ 1, fˆ (n) ≡ A
is expressed by (1). The special case of (3) where aˆ(n) = a′(ux)(1 + u2x)3/2, fˆ (n) ≡ 0 is expressed
by (2).
We remark that a and f in (E) are not assumed to be even like those in (1). So the solutions of
(E)–(NBC) are not necessarily to be even in x. This makes our analysis complicated (see Sections 5.2
and 5.3).
To study the above equations in a domain with boundary, one needs some boundary conditions.
Among others the conormal boundary condition is a widely used one (cf. [10,19]). In one dimension,
it means that the graph of the solution contacts the domain boundary with a certain angle. For
example, [1,2,5,12,13,17], etc. required that the contact angle is a constant, this corresponds to the
case g ≡ const. in (NBC). When g(y) 	≡ const., condition (NBC) means that the contact angle depends
on the position of the contacting point.
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much for the motion by mean curvature, though, as a kind of oblique derivative boundary conditions,
the initial–boundary value problems have been studied a lot [19,26,29]. Especially, the nature of the
propagation of surfaces satisfying (NBC) is far from being well understood compared with the case
g ≡ const. As one can see below, the effects of nonlinear boundary conditions are completely different
from and much more complicated than linear cases. Despite the notable difference between nonlinear
and linear boundary conditions, linear boundary conditions as the following play important roles in
studying the homogenization problems of (E)–(NBC).
ux(−1, t) = tanαδ, ux(1, t) = − tanαδ for t > 0, (LBC)δ
where αδ = α − δ for small δ  0, and α is deﬁned by
tanα := sup
y∈R
g(y). (4)
In what follows, the solution of (E)–(NBC) (resp. (E)–(LBC)δ) with some initial data is denoted by uε
(resp. ηδ).
In Section 2 we state our main results: Theorems 2.3 and 2.6. Theorem 2.3 says that the homog-
enization limit of uε is η0 if η0t > 0 and if g can take values near its supremum “frequently” (more
precisely, g has property (H) below). Theorem 2.6 says that, when g is almost periodic, the homog-
enization limit of the almost periodic traveling wave U ε of (E)–(NBC) is the classical traveling wave
ϕ0(x) + c0t of (E)–(LBC)0. In Section 2.2 we also present the deﬁnition of almost periodic traveling
waves, recall its existence and uniqueness. These results have been given in [21].
We emphasize that our homogenization problems, including the periodicity hypothesis of g in
Theorem 2.3 and the homogenization limits in both theorems, are completely different from other
typical homogenization problems.
Firstly, in a typical homogenization problem (e.g. [4,7,20]), one requires that the problem or its
coeﬃcients, like g in (NBC), are spatially periodic or almost periodic. But here, in Theorem 2.3, we
will only require that g has the following property (H):
(H) For any δ > 0, the set {y ∈ R | g(y) > supy∈R g(y) − δ} is relatively dense in R.
Here, a set S ⊂ R is called relatively dense set in R if there exists M > 0 such that any interval of the
form [r, r + M] contains a point in S . Roughly speaking, our assumption requires that g takes values
near its supremum “frequently”, but we do not care what g is when sup g − g  δ. Hence, property
(H) is very weak, and is not a real “periodicity”. On the contrary, each periodic, or almost periodic
function (see Deﬁnition 2.4) has property (H). The following example has property (H) but is not an
almost periodic function.
g˜(y) :=
⎧⎨⎩
sin y, if 2nπ  y  (2n + 1)π, n ∈ Z;
2−|n|, if 2nπ + 5π4  y  2nπ + 7π4 , n ∈ Z;
smooth, otherwise.
Secondly, in Theorems 2.3 and 2.6, the homogenization limits of solutions of (E)–(NBC) are solu-
tions of (E)–(LBC)0. In other words, the homogenized problems depend only on tanα = sup g rather
than on various means of g . Such a result is quite surprising and is completely different from other
typical homogenization problems. In the latter cases, the homogenized problems usually depend on
the harmonic or arithmetic means of the spatially inhomogeneous coeﬃcients.
In Section 3 we study the homogenization limit of uε and prove Theorem 2.3. In Section 3.1 we
ﬁrst present the time-global existence and some a priori estimates for the solution uε of (E)–(NBC)
with initial data uε0. These results have been obtained in our paper [21]. In Sections 3.2–3.4, we study
the homogenization limit by giving a precise estimate for uε when 0 < ε 
 1. The main diﬃculty is
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frequency due to the nonlinearity of the boundary conditions. So it is not easy to construct a pair of
lower and upper solutions, which have similar speeds and can give a precise estimate for uε . As one
can see below, we will use η0 as a lower solution and disturb ηδ (for small δ > 0) with order
√
ε
to construct an upper solution. Such a pair of lower and upper solutions is good enough to give the
desired estimate.
In Section 4 we study the classical traveling wave ϕδ(x) + cδt of (E)–(LBC)δ and the asymptotic
limit of ηδ . Some of the conclusions will be used in the next section.
In Section 5 we study the homogenization limit of U ε and prove Theorem 2.6. In Section 5.1, we
construct lower and upper solutions similar as studying uε to give the homogenization limit of the
average speed of U ε . In Section 5.2 we use the comparison principle and a Lyapunov function to study
the homogenization limit of the proﬁle of U ε .
2. Main theorems
2.1. Homogenization limit of uε
When we consider problem (E)–(NBC) with an initial data uε0, we always assume that u
ε
0 satisﬁes
the compatibility conditions. More precisely, we choose uε0 ∈ C1com, where
C1com :=
{
v ∈ C1([−1,1]) ∣∣ v ′(−1) = g(v(−1)/ε), v ′(1) = −g(v(1)/ε)}.
Deﬁnition 2.1. A function uε(x, t) deﬁned in [−1,1] × [0, T ) is said to be a classical solution of (E)–
(NBC) in the time interval [0, T ) if uε , uεx are continuous in [−1,1] × [0, T ), uεxx , uεt are continuous
in (−1,1) × (0, T ) and if uε satisﬁes (E)–(NBC) in (−1,1) × (0, T ). It is called a time-global classical
solution if T = +∞.
Remark 2.2. In what follows, when we say uε is a classical solution in the closed time-interval [0, T ],
we mean that uε is a classical solution in [0, T ) and that uε , uεx uεxx , uεt are continuous up to t = T .
Similarly, when we consider problem (E)–(LBC)δ with an initial data ηδ0 we always choose η
δ
0 from
C1com,δ , where
C1com,δ :=
{
η ∈ C1([−1,1]) ∣∣ η′(−1) = tanαδ, η′(1) = − tanαδ}.
Classical solutions of (E)–(LBC)δ are deﬁned similarly as in Deﬁnition 2.1 and Remark 2.2.
In [21] we obtained the existence of time-global solution uε of (E)–(NBC) for any initial data
uε0 ∈ C1com ∩ C1+λ([−1,1]) (λ > 0). This implies the existence of time-global solution ηδ of (E)–(LBC)δ
for any initial data ηδ0 ∈ C1com,δ ∩ C1+λ([−1,1]). Now we can state our ﬁrst main result.
Theorem 2.3 (Homogenization limit of uε). Assume that g has property (H). Let uε be the time-global solution
of (E)–(NBC) with initial data uε0 ∈ C1com ∩ C1+λ([−1,1]) for some 0 < λ < 1, η0 be the time-global solution
of (E)–(LBC)0 with initial data η00 ∈ C1com,0 ∩ C2([−1,1]). Assume also that
(i) a((η00)
′)(η00)′′ + f ((η00)′) > 0, and
(ii) limε→0 ‖uε0 − η00‖C = 0, where ‖ · ‖C denotes the maximum norm in C([−1,1]).
Then uε converges to η0 in C2,1loc ((−1,1) × (0,∞)) as ε → 0.
Condition (i) will be used only in the proof of Lemma 3.11. However, it is not only a technical
condition, and cannot be omitted completely. In fact, by (i) we have η0t > 0, and so u
ε moves virtually
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with an upward moving solution, and the homogenization limit is η0 in this case. As can be expected,
if −g has property (H) and if (i) is replaced by some condition guaranteeing that uεt < 0, then the
homogenization limit of uε will be the solution of (E) with the following boundary conditions:
ux(−1, t) = inf g, ux(1, t) = − inf g.
There are some suﬃcient conditions which ensure the existence of η00 satisfying the hypotheses
in the theorem. For example, inf g  0 with f (0) > 0, or the conditions (8) and (9) below. The latter
indeed guarantee the existence of regular almost periodic traveling waves of (E)–(NBC) (see details
in [21]).
2.2. Deﬁnition and existence of almost periodic traveling waves
We recall the deﬁnition and existence of almost periodic traveling waves, which have been given
in [21] (see also [22,23] for related studies).
In the classical notion, a solution of (E) is called a traveling wave if its spatial proﬁle does not
change in time and moves at a constant speed. Such a traveling wave exists only if the environment
is spatially uniform in the direction of the propagation of the wave. For problem (E)–(NBC), such a
classical traveling wave exists only if g ≡ const., and in that case, a traveling wave is given in the
form ϕ(x) + ct , where ϕ represents the proﬁle and c the speed. In fact, [1] proved that any time-
global solution of (E)–(NBC) with f ≡ 0, g ≡ const. converges to a classical traveling wave with speed∫ −g
g a(p)dp/2. However, when g(y) is nonconstant (for example, g is periodic, or almost periodic),
classical traveling waves cannot exist. One needs an extended notion of traveling waves. The nature
of such traveling waves is far from being well understood compared with classical traveling waves.
We now recall the almost periodicity of Bohr.
Deﬁnition 2.4. A bounded continuous function h : R → R is called almost periodic in the sense of Bohr
if, for any δ > 0, the following set is relatively dense in R:
Sδ :=
{
b ∈ R ∣∣ ‖σbh − h‖L∞(R) < δ},
where σb denotes the shift operator: σb : h(x) → h(x + b). In other words, for any δ > 0, there exists
Mδ > 0 such that any interval of the form [r, r + Mδ] contains a point of Sδ . Also we denote
Hh := {σbh | b ∈ R}L∞(R),
where XL
∞(R) stands for the closure of a set X in the L∞(R) topology.
Deﬁnition 2.5. (Cf. [21], see also [22,23].) Let g be an almost periodic function. An entire solution U
(i.e. a solution deﬁned for all t ∈ R) of (E)–(NBC) is called an almost periodic traveling wave (“APTW”
for short) if there exist a continuous map W : [−1,1] × Hg → C([−1,1]) and a function b : R → R
such that
b′(t) > 0 (t ∈ R), b(t) → ±∞ as t → ±∞, (5)
U (x, t) − b(t) = W(x,σb(t)g) for t ∈ R. (6)
An APTW is called regular if there exists ρ > 0 such that
b′(t) ρ for t ∈ R.
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c := lim
T→∞
U (0, t + T ) − U (0, t)
T
uniformly in t ∈ R, (7)
provided that this limit exists. It is shown in [21] (see also [22,23]) that any APTW U has average
speed c, and c > 0 if U is regular.
In this and the next subsections, also in Sections 4 and 5 we impose the following additional
conditions on g and f
sup
y∈R
g(y) = tanα > 0, f0 := inf|p|tanα f (p) > 0. (8)
These conditions are imposed only to shorten the statement and shorten the proof. In fact, other cases
rather than (8) can be studied similarly.
Existence, uniqueness and stability of APTW (see [21]):
(i) under the conditions (8) and
tanα∫
− tanα
a(p)
f (p)
dp < 2, (9)
the problem (E)–(NBC) has a regular APTW. The APTW is unique up to time shift;
(ii) the APTW is asymptotically stable.
We denote this APTW by U ε(x, t) and denote its speed by cε , in order to emphasize their depen-
dence on ε. U ε is uniquely determined by the normalization condition
U ε(0,0) = 0. (10)
Furthermore, as is shown in [21], we have∣∣U εx (x, t)∣∣ G, U εt (x, t) > 0, (x, t) ∈ [−1,1] × R. (11)
In case (8) holds, the hypothesis (9) can be interpreted that the front propagation occurs if and
only if the driving force f (or A in (1)) is bigger than a certain threshold value, and that this threshold
value depends only on sup g . Furthermore, hypothesis (9) is sharp in the sense that (E)–(NBC) has no
APTW if a and f are even and if the opposite inequality of (9) holds (see [21–23] for details).
2.3. Homogenization limit of U ε
Assume that g is almost periodic in this subsection. Our second aim in this paper is to study
the homogenization limits of U ε and cε . One can expect that, as ε → 0, U ε converges to a classical
traveling wave ϕ(x) + ct of (E). Substituting this form into (E) gives
c = a(ϕ′)ϕ′′ + f (ϕ′). (12)
We impose the following boundary conditions:
ϕ′(−1) = tan θ−, ϕ′(1) = tan θ+, (13)
where θ± denote the slope angles at the endpoints of the graph of ϕ(x). Putting ψ = ϕ′ and integrat-
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2 =
tan θ+∫
tan θ−
a(ψ)
c − f (ψ) dψ. (14)
This gives the relation between the speed c and the angles θ± . Thus, if we can ﬁnd the endpoint
angles θ± , then (14) determines c uniquely. Once c is determined, the proﬁle ϕ(x) can be determined
by solving (12)–(13).
In order to make the above argument rigorous and complete, the ﬁrst thing we have to do is to
show that the limit proﬁle does exist. We then have to determine the angles θ± . As we will see in
Sections 4 and 5, the limit angles θ± have surprisingly simple expressions:
θ− = α, θ+ = −α.
Our results are the following:
Theorem 2.6 (Homogenization limits of U ε and cε). Assume that (8) and (9) hold. Then:
(i) cε converges to c0 as ε → 0, where the constant c0 = c0(α) is uniquely determined by
2 =
tanα∫
− tanα
a(p)
f (p) − c0 dp. (15)
(ii) U ε(x, t) converges to ϕ0(x)+c0t in C2,1loc ((−1,1)×R) as ε → 0, where ϕ0(x) is the solution of (12)–(13)
with c = c0 , θ− = α, θ+ = −α, and ϕ0 satisﬁes the normalization condition ϕ0(0) = 0.
From the formula (15), we easily obtain:
Corollary 2.7. Assume that (8) and (9) hold. Then the limit speed c0(α) satisﬁes
c0 > 0,
∂c0
∂α
< 0. (16)
Theorem 2.8 (Estimate of the speed). Assume that (8) and (9) hold. Let c0 and cε be as in Theorem 2.6. Then
for any small δ > 0 there exists a constant Mδ > 0 depending only on g and δ such that
c0  cε < c0 + P1Mδ
√
ε + P2δ for suﬃciently small ε > 0, (17)
where P1 and P2 are positive constants dependent on g but independent of ε and δ.
In the special case where g is periodic, we have a much simpler estimate
c0  cε < c0 + P
√
ε (18)
for some positive P dependent on g but independent of ε and δ.
The constant Mδ in (17) coincides with the one deﬁned in Deﬁnition 2.4. In the non-periodic case,
a simple estimate like (18) does not hold in general. The difference comes from the fact that in the
case of almost periodic g , the supremum sup g = tanα are not necessarily attained.
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proved in Section 5.1. Theorem 2.6(ii) is proved in Sections 5.2 and 5.3. Corollary 2.7 follows from
Lemma 4.1.
We close this section by summarizing the relations among uε , ηδ , U ε and ϕ0 + c0t .
Proposition 2.9. Assume that (8) and (9) hold.
(i) Under all the hypotheses of Theorem 2.3 we have
lim
s→∞ limε→0
[
uε(x, t + s) − uε(0, s)]= lim
s→∞
[
η0(x, t + s) − η0(0, s)]= ϕ0(x) + c0t, (19)
for (x, t) ∈ (−1,1) × R.
(ii) Assume that g is almost periodic. Let {sn} be any sequence satisfying sn → ∞ (n → ∞) and
σuε(0,sn)g → g in L∞(R). (20)
Then, for (x, t) ∈ (−1,1) × R,
lim
ε→0 limn→∞
[
uε(x, t + sn) − uε(0, sn)
]= lim
ε→0U
ε(x, t) = ϕ0(x) + c0t. (21)
We remark that the choice of the sequence {sn} in (ii) is possible. In fact, we will prove in Sec-
tion 4.1 that, under the hypotheses (8) and (9), problem (E)–(LBC)0 has a classical traveling wave
ϕ0(x) + c0t with c0 > 0. Hence any time-global solution uε of (E)–(NBC) moves to inﬁnity as t → ∞
since ϕ0(x) + c0t is a lower solution of (E)–(NBC). Therefore, for any increasing sequence {bn} satis-
fying b0 > ‖uε(·,0)‖C and σbn g → g (n → ∞) in L∞(R), there exists a time sequence {sn} such that
bn = uε(0, sn), so (20) holds.
Proof of Proposition 2.9. The two equalities in (19) are proved in Theorems 2.3 and 4.3, respec-
tively.
In [21] we used the renormalization method to construct the APTW U ε . Roughly speaking, for
any given ε > 0, {uε(x, t + sn) − uε(0, sn)} is bounded in C2+μ,1+μ/2loc ([−1,1] × (−sn,∞)) for some
μ ∈ (0,1) (see also Lemma 3.7 in the next section), so a subsequence of which converges to an entire
solution U ε . The entire solution satisﬁes the normalization condition U ε(0,0) = 0, and its uniqueness
can be proved by comparison principle. So we have
lim
n→∞
[
uε(x, t + sn) − uε(0, sn)
]= U ε(x, t), (x, t) ∈ [−1,1] × R.
This proves the ﬁrst equality in (21) (see details in [21], see also [22,25]). The second equality of (21)
is the conclusion of Theorem 2.6. This completes the proof. 
3. Homogenization limits of time-global solutions of (E)–(NBC)
In this section we study the homogenization limit of uε and prove Theorem 2.3. In Sec-
tions 3.2–3.4, we always assume that the hypotheses of Theorem 2.3 hold.
3.1. Global existence
We ﬁrst present basic existence results for (E)–(NBC), as well as various a priori estimates of the
solution. All the results except Proposition 3.2 were proved in [21] (see also [25] for similar results).
Our main existence result is the following.
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solution uε(x, t) of (E)–(NBC) with initial data uε0 . Moreover, u
ε ∈ C2+μ,1+μ/2([−1,1] × [τ , T ]) for any
0 < τ < T , where μ ∈ (0,1) is a constant depending on ‖g‖C1 and ‖(uε0)x‖C but independent of τ , T and uε .
If, in addition, uε0 ∈ C2([−1,1]), then uεxx and uεt are continuous up to t = 0.
A consequence of this theorem is the following result.
Proposition 3.2. Given δ  0. Let 0< λ < 1 and ηδ0 ∈ C1com,δ ∩ C1+λ([−1,1]). Then there exists a time-global
classical solution ηδ(x, t) of (E)–(LBC)δ with initial data ηδ0 . If, in addition, η
δ
0 ∈ C2([−1,1]), then ηδxx and ηδt
are continuous up to t = 0.
To prove Theorem 3.1, [21] derived various a priori estimate for the solution uε . First, using maxi-
mum principle one easily get
Lemma 3.3 (A priori gradient bound for uε). Let uε be a classical solution of (E)–(NBC) with initial data
uε0 ∈ C1([−1,1]) on the interval [0, T ]. Then∣∣uεx(x, t)∣∣ G1 := max{∥∥(uε0)′∥∥C ,G} for (x, t) ∈ [−1,1] × [0, T ]. (22)
To prove Theorem 3.1 and to study the homogenization problems below, we need the concepts of
upper and lower solutions and comparison principles.
Deﬁnition 3.4. A function u− ∈ C2,1([−1,1] × [0, T ]) is called a lower solution of (E)–(NBC) on the
interval [0, T ] if ⎧⎪⎨⎪⎩
u−t  a
(
u−x
)
u−xx + f
(
u−x
)
, (x, t) ∈ (−1,1) × (0, T ],
u−x (−1, t) g
(
u−(−1, t)/ε), t ∈ (0, T ),
u−x (1, t)−g
(
u−(1, t)/ε
)
, t ∈ (0, T ).
A function u+ ∈ C2,1([−1,1] × [0, T ]) is called an upper solution of (E)–(NBC) if the reversed inequali-
ties hold.
The following proposition follows easily from the maximum principle:
Proposition 3.5 (Comparison principle). Let u− and u+ be a lower and an upper solution of (E)–(NBC) on the
interval [0, T ], respectively. Suppose that u−(x,0) u+(x,0) for x ∈ [−1,1]. Then
u−(x, t) u+(x, t) for (x, t) ∈ [−1,1] × [0, T ].
Furthermore, if u−(x,0) 	≡ u+(x,0) then
u−(x, t) < u+(x, t) for (x, t) ∈ [−1,1] × (0, T ].
Applying this comparison principle to
u±(x, t) := ±
(
G
2
x2 + M0t +
∥∥uε0∥∥C) on [−1,1] × [0, T ],
with
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{
a(p)G + ∣∣ f (p)∣∣}, (23)
we have the following result.
Lemma 3.6 (The growth bound of u). Let uε be a classical solution of (E)–(NBC) with initial data uε0 ∈
C1([−1,1]) on the interval [0, T ]. Then
∣∣uε(x, t)∣∣ M0t + ∥∥uε0∥∥C + G for (x, t) ∈ [−1,1] × [0, T ]. (24)
In [21] we also derived the following uniform Hölder estimates of uε .
Lemma 3.7. Let uε be the classical solution of (E)–(NBC) on the time interval [0, T ]with initial data uε0 ∈ C1com .
There exists a constant μ ∈ (0,1) depending on ε, ‖g‖C1 and ‖(uε0)′‖C but independent of τ , T and uε , such
that if uε ∈ C2+μ,1+μ/2 ([−1,1] × (0, T ]), then for any τ ∈ (0, T ) we have
∥∥uεx ,uεxx,uεt ∥∥Cμ,μ/2([−1,1]×[τ ,T ])  Cτ , (25)∥∥uε∥∥Cμ,μ/2([−1,1]×[τ ,T ])  Cτ (1+ T + ∥∥uε0∥∥C ), (26)
where Cτ is a constant dependent on ε, τ , ‖g‖C2 and ‖uε0‖C1 , but independent of uε and T .
This lemma can be proved by the Hölder estimates for quasilinear parabolic equations [28] and the
a priori estimates for linear parabolic equations [18]. The proof is essentially identical to those of [25,
Lemmas 3.15 and 3.17] (see details in [21]). Note that this lemma can be used to prove Theorem 3.1,
but it cannot be used to study the homogenization in Theorems 2.3 and 2.6, since both μ and Cτ
depend on ε. In Sections 3.4 and 5.2, we will use some interior estimates to give the homogenization
limits.
Remark 3.8. It is easily seen that similar estimates as (25) and (26) hold for the solution ηδ of the
problem (E)–(LBC)δ . Moreover, in this case μ depends on α − δ and ‖ηδ0‖C1 but not on τ , T and ηδ ,
while Cτ depends on τ ,α − δ and ‖ηδ0‖C1 but not on T and ηδ .
3.2. Lower solution
Lemma 3.9. For any t0  0, suppose that C−(t0) satisﬁes
η0(x, t0) + C−(t0) uε(x, t0), x ∈ [−1,1].
Then
η0(x, t + t0) + C−(t0) uε(x, t + t0) for x ∈ [−1,1], t > 0.
Proof. η0(x, t) satisﬁes (E) in [−1,1] × (0,∞) and
η0x (−1, t) = tanα  g
(
η0(−1, t)/ε), η0x (1, t) = − tanα −g(η0(1, t)/ε).
Thus η0 is a lower solution of (E)–(NBC). The conclusion then follows from comparison principle. 
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To construct a suitable upper solution, we require that g has property (H). In other words,
(H)∗ For any δ > 0, there exist Mδ > 0 and {yn}n∈Z ⊂ R such that yn → ±∞ (n → ±∞) and that
0 < yn+1 − yn < Mδ , g(yn) tanαδ = tan(α − δ).
Denote
ηδ0(x) := η00(x) +
1
2
[
tanα − tanαδ]x2. (27)
Lemma 3.10. For 0 δ 
 α, let ηδ be the time-global solution of (E)–(LBC)δ with initial data ηδ0 .
(i) If η00 satisﬁes (i) of Theorem 2.3, then
ηδt (x, t) 0 for (x, t) ∈ [−1,1] × [0,∞). (28)
(ii) There exists D depending on G,α,‖(η00)′‖C and ‖(η00)′′‖C but not on δ such that∣∣ηδxx(x, t)∣∣ D for (x, t) ∈ [−1,1] × [0,∞). (29)
Proof. By Lemma 3.3 we have∣∣ηδx(x, t)∣∣max{∥∥(ηδ0)′∥∥C ,G} K1 := ∥∥(η00)′∥∥C + tanα + G
for (x, t) ∈ [−1,1] × [0,∞). Denote ζ := ηδt , then ζ solves⎧⎪⎨⎪⎩
ζt = a
(
ηδx
)
ζxx +
[
a′
(
ηδx
)
ηδxx + f ′
(
ηδx
)]
ζx, (x, t) ∈ (−1,1) × (0,∞),
ζx(±1, t) = 0, t ∈ (0,∞),
ζ(x,0) = a((ηδ0)′)(ηδ0)′′ + f ((ηδ0)′), x ∈ [−1,1].
When δ 
 α, by (i) of Theorem 2.3 we have
ηδt (x,0) = ζ(x,0) = a
((
ηδ0
)′)(
ηδ0
)′′ + f ((ηδ0)′) 0, x ∈ [−1,1]. (30)
So the comparison principle implies that (28) holds and∣∣ζ(x, t)∣∣ K2 := max
0δα
∥∥a((ηδ0)′)(ηδ0)′′ + f ((ηδ0)′)∥∥C .
Hence, for (x, t) ∈ [−1,1] × [0,∞),
∣∣ηδxx(x, t)∣∣= ∣∣∣∣ηδt − f (ηδx)a(ηδx)
∣∣∣∣ D := (K2 + max|p|K1∣∣ f (p)∣∣)( min|p|K1 a(p))−1.
Clearly, K2 and D depend on G,α,‖(η00)′‖C and ‖(η00)′′‖C , but not on δ. 
For any t0  0, let Cδ+(t0) be a constant satisfying uε(x, t0) ηδ(x, t0) + Cδ+(t0) for x ∈ [−1,1]. We
deﬁne
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for x ∈ [−1,1] and t  0, where
ψδ(x, t) := L√ε
(
1− e− Bπ
2t
16 cos
πx
4
)
, (32)
B and L are deﬁned as the following. Denote
B1 := max|p|K1+1, |r|D
∣∣a′(p)r + f ′(p)∣∣, B2 := max|p|K1+1a(p) and B := 4π B1 + B2,
where K1 and D are those in the proof of the previous lemma. So B depends on α,G , ‖(η00)′‖C and
‖(η00)′′‖C , but not on δ. L is deﬁned by
L = 8√
2π
e
Bπ2
16
[
Mδ + max
0δα
f (tanαδ)
2a(tanαδ)
+ D
2
+ 1
]
, (33)
which depends on G , ‖(η00)′‖C , ‖(η00)′′‖C and α, and depends on δ only through Mδ , where Mδ is the
number in (H)∗ .
Lemma 3.11. Assume that g has property (H). Given δ > 0 small. If ε > 0 is suﬃciently small, then
uε(x, t) u+,δ(x, t) for x ∈ [−1,1], t ∈ [0,1]. (34)
Proof. For simplicity, in this proof we write u+ , ψ , η and C+ instead of u+,δ , ψδ , ηδ and Cδ+ , respec-
tively.
To prove (34), it suﬃces to show that
u+t  a
(
u+x
)
u+xx + f
(
u+x
)
, x ∈ [−1,1], 0 t  1, (35)
and
uε(±1, t) u+(±1, t), t ∈ [0,1]. (36)
First, it is easily seen that
u+t − a
(
u+x
)
u+xx − f
(
u+x
)= ηt + ψt − a(ηx + ψx)(ηxx + ψxx) − f (ηx + ψx)
= a(ηx)ηxx + f (ηx) + Bψxx − a(ηx + ψx)(ηxx + ψxx) − f (ηx + ψx)
= −ψx
[
a′(ηx + θ1ψx)ηxx + f ′(ηx + θ2ψx)
]+ [B − a(ηx + ψx)]ψxx
for some θ1, θ2 ∈ [0,1], and so |ηx + θ1ψx|, |ηx + θ2ψx| K1 + 1 for suﬃciently small ε > 0. Hence,
u+t − a
(
u+x
)
u+xx − f
(
u+x
)

[
B − 4
π
B1 − B2
]√
2π2
32
L
√
εe−
Bπ2t
16 = 0.
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τ0 = sup
{
τ > 0
∣∣ uε(±1, t) < u+(±1, t) for t ∈ [0, τ ]}> 0
and suppose τ0 < 1. Then we may assume that uε(−1, τ0) = u+(−1, τ0) since the other case where
uε(1, τ0) = u+(1, τ0) can be treated similarly. Note that uε(x, t) u+(x, t) for (x, t) ∈ [−1,1] × [0, τ0]
by the comparison theorem.
Since g has property (H), we have g((εyn)/ε) tanαδ by (H)∗ . For any n ∈ Z we deﬁne
χn(x) = εyn +
x∫
−1
p(x)dx, x ∈ [−1,1],
where p(x) is the unique solution of the initial-value problem
p′(x) = − f (p)
a(p)
(x−1), p(−1) = tanαδ.
It is easily seen that
χn(−1) = εyn, χ ′n(−1) = tanαδ, χ ′′n (−1) = −
f (tanαδ)
a(tanαδ)
, (37)
the graph of χn is a curve intersecting x = −1 at (−1, εyn) with contacting angle π2 − αδ . Hence χn
can be regarded as a stationary upper solution of (E) on the interval I := [−1,−1 + √ε ]. In other
words, if
uε(−1+ √ε, t) χn(−1+
√
ε ) for t ∈ [0, τ0],
then
uε(x, t) χn(x) for x ∈ I, t ∈ [0, τ0]. (38)
By the deﬁnition of χn we have
χn(−1+
√
ε ) = χn(−1) +
√
ε tanαδ − f (tanα
δ)
2a(tanαδ)
ε + O (ε3/2) (39)
and that ∣∣χn+1(−1+ √ε ) − χn(−1+ √ε )∣∣= ε(yn+1 − yn) < εMδ.
Since χn(−1+ √ε ) → ±∞ as n → ±∞, there exists an integer N such that
χN(−1+
√
ε ) − εMδ  u+(−1+
√
ε, τ0) < χN(−1+
√
ε ). (40)
By (28) we have
u+t (x, t) = ηt(x, t) + ψt(x, t) > 0 for all (x, t) ∈ [−1,1] × [0,1].
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uε(−1+ √ε, t) u+(−1+ √ε, t) u+(−1+ √ε, τ0) < χN(−1+
√
ε ). (41)
We remark that this is the unique place where we use the conditions (28) and so is the unique place
to use the hypothesis (i) of Theorem 2.3.
By (38) we have
uε(x, t) χN(x) for x ∈ I, t ∈ [0, τ0].
Especially,
u+(−1, τ0) = uε(−1, τ0) χN(−1). (42)
On the other hand,
η(−1+ √ε, τ0) − η(−1, τ0) =
√
ε tanαδ + ηxx(−1, τ0)
2
ε + O (ε3/2),
ψ(−1+ √ε, τ0) − ψ(−1, τ0) = −
√
2π
8
Le−
Bπ2
16 τ0ε + O (ε3/2).
By our assumption τ0 < 1 we have
u+(−1+ √ε, τ0) − u+(−1, τ0)
√
ε tanαδ + D
2
ε −
√
2π
8
Le−
Bπ2
16 ε + O (ε3/2). (43)
Combining (43) with (39) and (40), we obtain
u+(−1, τ0) − χN(−1) u+(−1+
√
ε, τ0) − χN(−1+
√
ε )
+
(
L
√
2π
8
e−
Bπ2
16 − D
2
− f (tanα
δ)
2a(tanαδ)
)
ε + O (ε3/2)
 ε
(
L
√
2π
8
e−
Bπ2
16 − D
2
− f (tanα
δ)
2a(tanαδ)
− Mδ
)
+ O (ε3/2)
> 0
by the deﬁnition of L. This contradicts (42), and so we have τ0  1. The lemma is proved. 
Conclusion (34) implies that
uε(x,1) ηδ(x,1) + L√ε + C δ+,
for some Cδ+ . From time t = 1, we can consider the next time interval t ∈ [1,2] as above and to obtain
uε(x,1+ t) ηδ(x,1+ t) + L√ε + C δ+ + ψδ(x, t)
 ηδ(x,1+ t) + 2L√ε + C δ+, (x, t) ∈ [−1,1] × [0,1].
Repeating this process we have the following conclusion.
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uε(x, t) ηδ(x, t) + (t + 1)L√ε + C δ+ for t > 0. (44)
3.4. Homogenization limit
Proof of Theorem 2.3. By hypothesis (ii) of Theorem 2.3 we have
d(ε) := ∥∥uε0 − η00∥∥C → 0 as ε → 0.
Now we compare three solutions of different problems. The ﬁrst one is the time-global solution uε
of the problem (E)–(NBC) with initial data uε0; The second one is the time-global solution η
0 of the
problem (E)–(LBC)0 with initial data η00; The third one is the time-global solution η
δ of the problem
(E)–(LBC)δ with initial data ηδ0 given by (27). δ > 0 is small such that (30) and (28) hold by the
assumption (i) of Theorem 2.3. Since
η00(x) − d(ε) uε0(x) for x ∈ [−1,1],
we have by Lemma 3.9
η0(x, t) − d(ε) uε(x, t) for x ∈ [−1,1], t > 0. (45)
Since
uε0(x) η00(x) + d(ε) ηδ0(x) + d(ε) for x ∈ [−1,1],
we have by Lemma 3.11 and Corollary 3.12,
uε(x, t) ηδ(x, t) + (t + 1)L√ε + d(ε) for x ∈ [−1,1], t > 0.
Therefore,
η0(x, t) − d(ε) uε(x, t) ηδ(x, t) + (t + 1)L√ε + d(ε) (46)
for any x ∈ [−1,1], t > 0.
Choose ε0 > 0 suﬃciently small and consider the set {uε(x, t)}ε∈(0,ε0) . Applying the interior Hölder
estimates for quasilinear parabolic equations [28, Theorem 2.3] to (E), we see that there exists a
constant μ˜ ∈ (0,1) independent of ε such that for any ﬁxed  ∈ (0,1) and τ , T ∈ R with T > τ > 0,
we have ∥∥uεx∥∥C μ˜,μ˜/2([−1+,1−]×[τ ,T ])  C,
where C is a positive constant depending on  and τ but independent of ε and T . Therefore,
Lemma 3.6 and the interior a priori estimates for linear parabolic equations [18, Theorem 8.11.1]
imply that there exists a constant C˜ = C˜(, τ , T ) independent of ε satisfying∥∥uε∥∥C2+μ˜,1+μ˜/2([−1+,1−]×[τ ,T ])  C˜ .
Hence, using Cantor’s diagonal argument, we can ﬁnd a subsequence {uε j } j which converges to a
function u∗ ∈ C2+μ˜,1+μ˜/2((−1,1) × (0,∞)) in the topology of C2,1loc ((−1,1) × (0,∞)).
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η0(x, t) lim
j→∞
uε j (x, t) = u∗(x, t) ηδ(x, t), x ∈ (−1,1), t > 0.
Now we take limit as δ → 0 and obtain
u∗(x, t) = η0(x, t) for − 1 < x < 1, t > 0.
Here we used the fact that ηδ → η0 as δ → 0. This fact follows from the continuously dependence of
ηδ on the boundary conditions (LBC)δ and on the initial data (27).
Finally, for any convergent sequence {uε j }, it converges to the same limit η0 in C2,1loc ((−1,1)×(0,∞)). This proves Theorem 2.3. 
4. Problem (E)–(LBC)δ
In this section we always assume that (8) and (9) hold.
4.1. Classical traveling waves
As we have mentioned above, classical traveling waves of (E)–(LBC)δ with the form u(x, t) =
ϕ(x) + ct play important roles in our study. They are solutions of
c = a(ϕx)ϕxx + f (ϕx), x ∈ [−1,1], (47)
with
ϕx(−1) = tanαδ, ϕx(1) = − tanαδ. (48)
Without loss of generality, we impose a normalization condition on ϕ:
ϕ(0) = 0. (49)
We want to ﬁnd solutions (c,ϕ) of (47)–(48)–(49) with c  0. The following notation will be used
I(δ, c) :=
tanαδ∫
− tanαδ
a(p)
f (p) − c dp
if f (p) 	= c for |p| tanαδ .
Lemma 4.1. Assume that (8) and (9) hold. Then for any small δ  0, problem (47)–(48)–(49) has a unique
solution (cδ,ϕδ). Moreover, ϕδ satisﬁes
∣∣ϕ′δ(x)∣∣ tanαδ  G, ϕ′′δ (x) < 0 and ∣∣ϕ′′δ (x)∣∣ Q (α) (50)
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in δ:
∂cδ
∂δ
> 0. (51)
Proof. For suﬃciently small δ  0, by (8) and (9) we have αδ > 0 and
fδ := min|p|tanαδ f (p) f0 > 0 and I(δ,0) < 2.
Set ψ(x) = ϕ′(x), then (47) is converted into
ψ ′ = c − f (ψ)
a(ψ)
. (52)
For each c  0, we use ψ(x; c) to denote the solution of (52) under the initial data
ψ(−1; c) = tanαδ,
and use ϕ(x; c) to denote the corresponding solution of (47) which satisﬁes
ϕx(−1; c) = tanαδ, ϕ(0; c) = 0.
For any 0 c < fδ , we see that
ψ ′(x; c) = c − f (ψ(x; c))
a(ψ(x; c)) < 0
as long as |ψ | tanαδ . Thus, when |ψ(x; c)| tanαδ , ψ is implicitly deﬁned by
x+ 1 =
ψ(x;c)∫
tanαδ
a(p)dp
c − f (p) . (53)
There exists a unique x+(c) > −1 such that ψ(x+(c); c) = − tanαδ and
x+(c) + 1 =
tanαδ∫
− tanαδ
a(p)dp
f (p) − c = I(δ, c). (54)
Therefore, x+(c) is continuous and strictly monotone increasing in c ∈ [0, fδ). By our assumption
I(δ,0) < 2 we have x+(0) < 1. On the other hand, choose c1 := f (tanαδ) > 0, then ψ(x; c1) ≡
tanαδ > 0. Hence there exists a unique c = cδ ∈ (0, c1) satisfying x+(cδ) = 1. This implies that
ψ(1; cδ) = ϕx(1; cδ) = − tanαδ . For this cδ , the function ψ(x; cδ) given by Eq. (53) corresponds to
a function ϕδ(x) := ϕ(x; cδ). cδ and ϕδ clearly satisfy (50) and (51). This completes the proof. 
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cδ = c0 + k0δ + o(δ) as δ → 0, (55)
where c0 is the constant deﬁned by I(0, c0) = 2 and k0 = k0(α) is a positive constant.
Proof. Differentiating I(δ, cδ) = 2 by δ yields
∂cδ
∂δ
tanαδ∫
− tanαδ
a(p)
( f (p) − cδ)2 dp −
a(tanαδ) sec2 αδ
f (tanαδ) − cδ −
a(− tanαδ) sec2 αδ
f (− tanαδ) − cδ = 0.
Hence,
k0 := ∂cδ
∂δ
∣∣∣∣
δ=0
=
(
a(tanα) sec2 α
f (tanα) − c0 +
a(− tanα) sec2 α
f (− tanα) − c0
)( tanα∫
− tanα
a(p)
( f (p) − c0)2 dp
)−1
> 0.
Thus we obtain (55). 
4.2. Asymptotic limit of ηδ
We show that the classical traveling wave in the previous subsection can also be obtained by
taking asymptotic limit for ηδ .
Theorem 4.3. Assume that (8) and (9) hold. For a small δ  0, if ηδ0 ∈ C1com,δ ∩ C2([−1,1]) satisﬁes
a((ηδ0)
′)(ηδ0)′′ + f ((ηδ0)′) > 0, then
lim
s→∞
[
ηδ(x, t + s) − ηδ(0, s)]= ϕδ(x) + cδt
in C2,1loc ([−1,1] × (0,∞)).
Proof. For any sequence sn ↗ ∞, deﬁne
ηδn(x, t) := ηδ(x, t + sn) − ηδ(0, sn).
Then ηδn(0,0) = 0. We now prove that ηδn converges to the entire solution ϕδ(x) + cδt of (E)–(LBC)δ .
First we construct an entire solution. For any T1 > 1, by Lemma 3.7 and Remark 3.8 we have∥∥ηδ∥∥C2+μ,1+μ/2([−1,1]×[1,T1])  C(1+ T1), (56)
where μ and C both depend on α, δ and ‖ηδ0‖C1 , but not on T1 and ηδ .
For any T > 0, choose n suﬃciently large such that sn > 1+ T , by Lemma 3.7 and Remark 3.8 again
we have ∥∥ηδn∥∥ 2+μ,1+μ/2  C(1+ T ),C ([−1,1]×[−T ,T ])
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and η¯δ ∈ C2+μ,1+μ/2loc ([−1,1] × R) such that
ηδni → η¯δ in C2,1loc
([−1,1] × R), as i → ∞.
Then η¯δ(x, t) with η¯δ(0,0) = 0 is an entire solution of (E)–(LBC)δ .
Next, we explain the uniqueness of the entire solution. There are several ways to prove this unique-
ness. For example, a similar way as proving the uniqueness of the entire solution in [25], or similar
argument as Lemmas 5.7, 5.8 and Corollary 5.9 below, or using the maximum principle and the
backward uniqueness of parabolic equations (cf. [8]). We omit the detail here. The uniqueness re-
sult implies that
η¯δ(x, t) ≡ ϕδ(x) + cδt for all (x, t) ∈ [−1,1] × R,
since ϕδ(x) + cδt is also an entire solution of (E)–(LBC)δ satisfying ϕδ(x) + cδt = 0 at (x, t) = (0,0).
Now we can conclude that ηδn converges to the unique entire solution ϕδ(x) + cδt of (E)–(LBC)δ .
Since {sn} is arbitrarily chosen, we complete the proof. 
5. Homogenization limit of the almost periodic traveling wave
Let U ε be the APTW of (E)–(NBC) and cε be its average speed. In this section we study their
homogenization limits and prove the conclusions in Section 2.3 under the hypotheses (8), (9) and
that g is almost periodic. Part of our approach is similar as that in [22] in some sense, we give details
below for the readers’ convenience.
5.1. Homogenization limit of the speed
Lemma 5.1. For any t0 ∈ R, if C±(t0) satisfy
ϕ0(x) + C−(t0) U ε(x, t0) ϕδ(x) + C+(t0),
then, for suﬃciently small ε > 0,
ϕ0(x) + C−(t0) + c0t  U ε(x, t0 + t) ϕδ(x) + C+(t0) + cδt + (t + 1)L
√
ε, (57)
for t > 0, where L is the constant given by (33) and it depends on δ and α.
Proof. The proof is similar as those in Sections 3.2 and 3.3. 
Proof of Theorem 2.8. By (11) and (50) and by the normalization conditions
U ε(0,0) = 0, ϕδ(0) = 0,
we have
ϕ0(x) − 2G  U ε(x,0) ϕδ(x) + 2G, x ∈ [−1,1].
So Lemma 5.1 implies that
ϕ0(x) − 2G + c0t  U ε(x, t) ϕδ(x) + 2G + cδt + (t + 1)L
√
ε,
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c0 − 2G
t
 U
ε(0, t) − U ε(0,0)
t
 cδ + L
√
ε + 2G + L
√
ε
t
.
By the deﬁnition of cε we have
c0  cε  cδ + L
√
ε  cδ + C1Mδ
√
ε + C2
√
ε. (58)
The last inequality follows from (33), where both C1 and C2 depend only on G,α, but do not depend
on ε and δ.
When δ → 0, one can choose Mδ large enough such that C1Mδ  C2. On the other hand, by
Corollary 4.2, we have cδ = c0 + k0δ + o(δ) as δ → 0. Thus, taking P1 := 2C1 and P2 := 2k0, we
obtain (17). 
Corollary 5.2. limε→0 cε = c0 .
Proof. Fix a small δ > 0. For any sequence {εi}i with εi → 0, we see from (17) that there exists a
subsequence of {εi}i , again denoted by {εi}i , such that cεi → c∗ for some c∗ ∈ [c0, c0 + P2δ]. Since δ
is independent of ε and can be chosen as small as possible, we have c∗ = c0. Consequently, cε → c0
as ε → 0. 
Remark 5.3. When g is L0-periodic, we can choose Mδ = L0 and choose ϕ0(x) + c0t + ψ(x, t) as an
upper solution, as we did in the proof of Lemma 3.11. So we can get cε < c0 + P√ε (cf. [25]).
5.2. Homogenization limit of the proﬁle
We now study the homogenization limit of the proﬁle of U ε (Theorem 2.6 (ii)). At ﬁrst glance this
result seems a consequence of Theorem 2.3. More precisely, one may expect that there exists τ > 0
such that, for any ε > 0, t0 ∈ R, there holds
U ε(x, tε) → ϕ0(x) + C(t0), as ε → 0, (59)
for some tε ∈ [t0, t0 + τ ]. Then it follows from Theorem 2.3 that
U ε(x, t + t˜) → ϕ0(x) + C(t0) + c0t as ε → 0, for t > 0.
The problem is that (59) is not obvious, and in some sense, it is as diﬃcult as proving Theorem 2.6(ii).
So Theorem 2.3 cannot be applied here directly.
Since U ε is an APTW rather than the solution uε of an initial–boundary problem, we expect to
show that the homogenization limit of U ε is a classical traveling wave. First we derive an estimate of
U ε(x, t) in an independent way from ε. In a similar way as establishing Lemma 3.6 we have
Lemma 5.4. For M0 deﬁned by (23) (which is independent of ε), there holds
−M0t − 3G  U ε(x, t + t0) − U ε(x˜, t0) M0t + 3G (60)
for all x, x˜ ∈ [−1,1], t  0 and t0 ∈ R. Especially, when x˜ = 0, t0 = 0 we have∥∥U ε(·, t)∥∥C  M0|t| + 3G for all t ∈ R. (61)
B. Lou / J. Differential Equations 251 (2011) 1447–1474 1467Proof of Theorem 2.6(ii). The ﬁrst part of this proof is similar as the proof of Theorem 2.3 in Sec-
tion 3.4. By the above lemma and the fact |U εx |  G , applying the interior Hölder estimates for
quasilinear parabolic equations [28, Theorem 2.3] to (E), we see that there exists a constant μ˜ ∈ (0,1)
independent of ε such that for any ﬁxed  ∈ (0,1) and T > 0, we have∥∥U εx∥∥C μ˜,μ˜/2([−1+,1−]×[−T ,T ])  C,
where C is a positive constant depending on  but independent of ε and T . Therefore, (61) and the
interior a priori estimates for linear parabolic equations [18, Theorem 8.11.1] imply that there exists a
constant C˜ = C˜(, T ) independent of ε satisfying∥∥U ε∥∥C2+μ˜,1+μ˜/2([−1+,1−]×[−T ,T ])  C˜ .
Hence, we can ﬁnd a subsequence {U ε j } j which converges to a function U in C2,1loc ((−1,1)×R). Deﬁne
U (±1, t) = lim
x→±1U (x, t), Ux(±1, t) = limx→±1Ux(x, t),
then U ∈ C2,1((−1,1) × R) ∩ C1,0([−1,1] × R). Moreover, by (11),∣∣Ux(x, t)∣∣ G for (x, t) ∈ [−1,1] × R.
In order to complete the proof we need some lemmas on the limit U .
Lemma 5.5. Let U (x, t) be as above.
(i) Suppose that
U (x, t0) ϕ0(x) + c0t0 + C−, x ∈ [−1,1]
for some t0 ∈ R and some constant C− . Then
U (x, t) ϕ0(x) + c0t + C−, x ∈ [−1,1], t  t0.
(ii) Suppose that
U (x, t0) ϕ0(x) + c0t0 + C+, x ∈ [−1,1]
for some t0 ∈ R and some constant C+ . Then
U (x, t) ϕ0(x) + c0t + C+, x ∈ [−1,1], t  t0.
Proof. (i) Fix a small σ > 0. Then, for suﬃciently large j,
U ε j (x, t0) ϕ0(x) + c0t0 + C− − σ , x ∈ [−1+ σ ,1− σ ].
Since |U ε jx | G and since |ϕ′0| G , the above inequality implies that
U ε j (x, t0) ϕ0(x) + c0t0 + C− − σ − 2Gσ , x ∈ [−1,1].
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Hence,
U ε j (x, t) ϕ0(x) + c0t + C− − σ − 2Gσ , x ∈ [−1,1], t  t0.
Letting j → ∞, we obtain
U (x, t) ϕ0(x) + c0t + C− − (2G + 1)σ , x ∈ [−1,1], t  t0.
This implies the conclusion of (i) since σ > 0 can be chosen arbitrarily small.
(ii) Fix a small σ > 0. Then, for suﬃciently large j,
U ε j (x, t0) ϕ0(x) + c0t0 + C+ + σ , x ∈ [−1+ σ ,1− σ ].
Since |U ε jx | G and since |ϕ′0| G , the above inequality implies that
U ε j (x, t0) ϕ0(x) + c0t0 + C+ + (2G + 1)σ , x ∈ [−1,1].
Furthermore, by Corollary 4.2 and the deﬁnitions of ϕδ and cδ in Section 4.1, there exists a constant
δ = δ(σ ) with δ(σ ) → 0 as σ → 0 such that |ϕ0(x) + c0t0 − (ϕδ(x) + cδt0)|  σ for all x ∈ [−1,1].
Hence we have
U ε j (x, t0) ϕδ(x) + cδt0 + C+ + 2(G + 1)σ , x ∈ [−1,1].
Therefore, arguing as in the proof of Lemma 3.11, we obtain
U ε j (x, t) ϕδ(x) + cδt + C+ + 2(G + 1)σ + L√ε j, x ∈ [−1,1], t ∈ [t0, t0 + 1],
where L is the constant deﬁned in (33) which depends on δ and α. Letting j → ∞, we see that
U (x, t) ϕδ(x) + cδt + C+ + 2(G + 1)σ , x ∈ [−1,1], t ∈ [t0, t0 + 1].
Since σ > 0 can be chosen arbitrarily small,
U (x, t) ϕ0(x) + c0t + C+, x ∈ [−1,1], t ∈ [t0, t0 + 1].
Repeating this argument, we obtain the desired conclusion. 
Lemma 5.6. For t ∈ R we have
U x(x, t) tanα for x ∈ [−1,0], Ux(x, t)− tanα for x ∈ [0,1].
When a and f are even functions, this lemma is obvious. In fact, the uniqueness of APTW implies
that U ε is symmetric in x if a and f are even functions. So U εx (0, t) ≡ 0. The conclusion of the lemma
then follows from maximum principle. If a and f are not even, the proof is complicated and we
postpone it to the next subsection.
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(i) For any t ∈ R,
ϕ0(x) + c0t + C∗−  U (x, t) ϕ0(x) + c0t + C∗+, x ∈ [−1,1]. (62)
(ii) There exists a sequence {tn}n with tn → −∞ such that U (x, t + tn)− c0tn converges to a function V (x, t)
in C2,1loc ((−1,1) × R). Furthermore, for any t ∈ R, the limit V satisﬁes that
ϕ0(x) + c0t + C∗−  V (x, t) ϕ0(x) + c0t + C∗+, x ∈ [−1,1] (63)
and that
min
x∈[−1,1]
{
V (x, t) − (ϕ0(x) + c0t + C∗−)}= 0, (64)
max
x∈[−1,1]
{
V (x, t) − (ϕ0(x) + c0t + C∗+)}= 0. (65)
Proof. (i) Deﬁne
C−(t) = max
{
C ∈ R ∣∣ U (x, t) ϕ0(x) + c0t + C for x ∈ [−1,1]},
C+(t) = min
{
C ∈ R ∣∣ U (x, t) ϕ0(x) + c0t + C for x ∈ [−1,1]}.
Then, for each t ∈ R, we see that
ϕ0(x) + c0t + C−(t) U (x, t) ϕ0(x) + c0t + C+(t), x ∈ [−1,1] (66)
and that
min
x∈[−1,1]
{
U (x, t) − (ϕ0(x) + c0t + C−(t))}= 0, (67)
max
x∈[−1,1]
{
U (x, t) − (ϕ0(x) + c0t + C+(t))}= 0. (68)
In view of them together with the fact that |Ux| G , |ϕ′0| G , we have
0 C+(t) − C−(t) 4G
for all t ∈ R. Furthermore, by Lemma 5.5, C−(t) is nondecreasing in t and C+(t) is nonincreasing in t .
Therefore, the limits
C∗− = limt→−∞C−(t), C
∗+ = limt→−∞C+(t)
exist and are ﬁnite. Thus we obtain (62).
(ii) By (62),
ϕ0(x) + c0t + C∗−  U (x, t + s) − c0s ϕ0(x) + c0t + C∗+
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we can ﬁnd a sequence {tn}n with tn → −∞ as n → ∞ such that {U (x, t + tn) − c0tn}n converges to
a function V (x, t) as n → ∞ in the topology of C2,1loc ((−1,1) × R). Clearly the limit V satisﬁes (63).
Furthermore, replacing t by t + tn in (67), (68) and letting n → ∞, we obtain (64) and (65). 
Lemma 5.8. Let C∗± be as in the previous lemma. Then C∗− = C∗+ .
Proof. Suppose C∗− < C∗+ and set W (x, t) = V (x, t)− c0t for (x, t) ∈ [−1,1] ×R. Note that W (x, t) is a
bounded solution of
Wt = a(Wx)Wxx + f (Wx) − c0, x ∈ (−1,1) × R (69)
and that ϕ0(x) + C∗± are stationary solutions of the same equation. Therefore, by (63), (64), (65) and
the comparison theorem, we see that for every t ∈ R, W (·, t) − (ϕ0 + C∗−) attains its minimum 0 at
a boundary point while W (·, t) − (ϕ0 + C∗+) attains its maximum 0 at the other boundary point. In
view of them, we may assume without loss of generality that
W (−1, t) = ϕ0(−1) + C∗−, W (1, t) = ϕ0(1) + C∗+ (70)
for all t ∈ R.
Applying Proposition in [24, appendix] to (69)–(70), we can construct a Lyapunov function of the
form
J [W ] :=
1∫
−1
Ψ (W ,Wx)dx,
where
Ψ (W , p) =
p∫
0
( q∫
0
a(r)dr
f (r) − c0
)
dq − W .
Indeed,
d
dt
J
[
W (·, t)]= − 1∫
−1
W 2t
f (Wx) − c0 dx 0.
Since J [W (·, t)] is bounded in t ∈ R, a standard dynamical systems theory shows that the ω-limit set
of W is non-empty and is contained in the set of stationary solutions. The uniqueness of the ω-limit
point can be shown by the same zero-number argument as in [23], or it also follows from the result
in [30]. (The result in [23] is given for semilinear equations, but the proof is virtually the same for
a quasilinear equation.) Consequently, W (x, t) converges to a stationary solution ϕ0(x− x∞) + C∞ of
(69)–(70) as t → +∞ in C2 sense. Therefore, by Lemma 5.6,
ϕ′0(−1− x∞) tanα = ϕ′0(−1), ϕ′0(1− x∞)− tanα = ϕ′0(1).
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ϕ0(−1− x∞) + C∞ = ϕ0(−1) + C∗−, ϕ0(1− x∞) + C∞ = ϕ0(1) + C∗+.
These contradict the Hopf boundary lemma. 
Corollary 5.9. U (x, t) = ϕ0(x) + c0t.
Proof. It follows from Lemmas 5.7 and 5.8 that U (x, t) ≡ ϕ0(x) + c0t + C∗+ . On the other hand, since
U ε(0,0) = 0 for any ε > 0, we have U (0,0) = 0. In view of this and the fact ϕ0(0) = 0, we see that
the constant C∗+ must be zero. 
Proof of Theorem 2.6(ii). (Continued.) From the above arguments, for any sequence {ε j} j with ε j → 0
as j → ∞, we can ﬁnd a subsequence of {U ε j } j which converges to the same limit ϕ0(x) + c0t in
C2,1loc ((−1,1) × R). Therefore, we conclude that
lim
ε→0
∥∥U ε(x, t) − ϕ0(x) − c0t∥∥C2,1loc ((−1,1)×R) = 0.
The theorem is proved. 
5.3. Proof of Lemma 5.6
We need an estimate for U εx near the boundaries x = ±1. Since U εt > 0 and since |U εx |  G , we
have
U εxx(x, t)−ρ1 := − max|p|G
f (p)
a(p)
for x ∈ [−1,1], t ∈ R, (71)
Lemma 5.10. There exist constants  ∈ (0,1) and ε0 > 0 such that if ε ∈ (0, ε0) then
U εx (1− , t) 0 U εx (−1+ , t) for all t ∈ R.
Proof. We only prove the ﬁrst inequality since the other can be treated similarly.
Since we now assume that g is almost periodic, we can ﬁnd a constant M > 0 and a sequence
{yn}n∈Z with yn → ±∞ as n → ±∞ such that
0 < yn+1 − yn  M, g
(
(εyn)/ε
)= 3
4
tanα (72)
for all n ∈ Z. Let {tn}n∈Z be a sequence satisfying tn → ±∞ as n → ±∞ and U ε(1, tn) = εyn for all
n ∈ Z. Then we have
U εx (1, tn) = −g
(
U ε(1, tn)
ε
)
= −g(yn) = −3
4
tanα.
Fix n ∈ Z. By (71), for x ∈ (−1,1),
U εx (x, tn) U εx (1, tn) + ρ1(1− x)−
3
4
tanα + ρ1(1− x).
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U εx (x, tn)−
1
2
tanα for x ∈ [1− ,1].
Hence,
U ε(1− , tn) εyn + tanα
2
.
Let l be a line segment with slope − 14 tanα through (1, εyn+1) and let (1 − , y+) be the inter-
section point between l and the line x = 1− . Then
y+ = εyn+1 + tanα
4
.
Therefore, by (72),
y+ − U ε(1− , tn) εM − tanα
4
  0
provided
ε  ε0 :=  tanα
4M
.
Hence if 0 < ε  ε0 then the graph of U ε(·, tn) intersects the line l at one point in the region {x 
1−}. We denote by x+ the x-coordinate of the intersection. Then, since U εt > 0, the graph of U ε(·, t)
must intersect l in the region {x  x+} for each t ∈ [tn, tn+1). Therefore, for each t ∈ [tn, tn+1) there
exists x0(t) ∈ [x+,1] satisfying U εx (x0(t), t)− 14 tanα. Thus we obtain
U εx (1− , t) U εx
(
x0(t), t
)+ ρ1[x0(t) − (1− )] 0
if 0 < ε  ε0. 
Lemma 5.11. Let  and ε0 be as in the previous lemma. Then for any ε ∈ (0, ε0),
U εx (x, t) tanα for − 1 x 1− , t ∈ R,
U εx (x, t)− tanα for − 1+   x 1, t ∈ R.
Proof. We only prove the ﬁrst inequality since the second one can be treated similarly. Fix ε ∈ (0, ε0).
First we note that w = U εx satisﬁes the linear parabolic equation of the form
wt = a(x, t)wxx + b(x, t)wx (73)
with a(x, t) > 0.
Suppose that
G− := sup
{
U εx (x, t)
∣∣ (x, t) ∈ [−1,1− ] × R}> tanα.
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there exists a sequence {(xn, tn)}n with tn → −∞ (n → ∞) such that U εx (xn, tn) → G− as n → ∞.
Set
bn := U ε(0, tn), Un(x, t) := U ε(x, t + tn) − bn, gn := σbn g.
Then each Un (n ∈ N) is the unique entire solution of (E)–(NBC) with g replaced by gn , and
Un(0,0) = 0. Therefore, taking a subsequence if necessary, we see that
Un
n→∞−−−→ U∗ in C2,1loc
([−1,1] × R), gn n→∞−−−→ h∗ in L∞(R)
for some h∗ ∈ Hg and some entire solution U∗ of (E)–(NBC) with g replaced by h∗ . Assume that
xn → x∗ ∈ [−1,1− ], then
U∗x
(
x∗,0
)= G− = sup{U∗x ∣∣ (x, t) ∈ [−1,1− ] × R}.
By the maximum principle for U∗x , we have x∗ = −1 or x∗ = 1 − . This is however impossible since
U∗x (−1, t) tanα < G− and U∗x (1− , t) 0 < G− . The lemma is proved. 
Lemma 5.6 is an immediate consequence of the above lemma.
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