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ABSTRACT
We present a novel set of stellar feedback models, implemented in the moving-mesh
code Arepo, designed for galaxy formation simulations with near-parsec (or better)
resolution. These include explicit sampling of stars from the IMF, allowing feedback
to be linked to individual massive stars, an improved method for the modelling of
H ii regions, photoelectric heating from a spatially varying FUV field and supernova
feedback. We perform a suite of 32 simulations of isolated Mvir = 1010 M galaxies
with a baryonic mass resolution of 20 M in order to study the non-linear coupling of
the different feedback channels. We find that photoionization and supernova feedback
are both independently capable of regulating star formation to the same level, while
photoelectric heating is inefficient. Photoionization produces a considerably smoother
star formation history than supernovae. When all feedback channels are combined,
the additional suppression of star formation rates is minor. However, outflow rates
are substantially reduced relative to the supernova only simulations. We show that
this is directly caused by a suppression of supernova clustering by the photoionization
feedback, disrupting star forming clouds prior to the first supernovae. We demonstrate
that our results are robust to variations of our star formation prescription, feedback
models and the gas fraction of the disc. Our results also imply that the burstiness of
star formation and the mass loading of outflows may be overestimated if the adopted
star particle mass is considerably larger than the mass of individual stars because this
imposes a minimum cluster size.
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1 INTRODUCTION
It is well established that the process of galaxy formation
and evolution cannot solely be captured by the physics of
gravitational collapse, hydrodynamics and radiative cooling.
Star formation in galaxies is significantly less efficient than
such a naive determination would predict (see e.g. Zucker-
man & Evans II 1974; Williams & McKee 1997; Kennicutt
1998; Evans 1999; Krumholz & Tan 2007; Evans et al. 2009).
The interstellar medium (ISM) is observed to have a com-
plex phase structure (see e.g. the review of Ferrie`re 2001)
originating from a variety of sources of heating as well as
cooling. The baryon fractions of galaxies far exceed those
? E-mail: matthew.smith@cfa.harvard.edu
of observations unless some mechanism mitigates the flow
of gas into haloes (White & Frenk 1991; Springel & Hern-
quist 2003b; Keresˇ et al. 2009). Indeed, an ejection of mass
out of the star forming regions of galaxies is required in
order to explain the metal enrichment of the surrounding
circumgalactic medium (CGM) (Aguirre et al. 2001; Pettini
et al. 2003; Songaila 2005, 2006; Martin et al. 2010). This
mass transfer is observed in the form of multi-phase galac-
tic outflows traveling at hundreds of km s−1 (see e.g. Martin
1999; Martin 2005; Veilleux et al. 2005) with mass flow rates
that match or exceed the star formation rate (SFR) of the
galaxy (Bland-Hawthorn et al. 2007; Schroetter et al. 2015).
The phenomena described above in broad strokes (as well
as many others) can be explained to a greater or lesser de-
gree by the inclusion of feedback processes, originating from
c© 0000 The Authors
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stars or active galactic nuclei (AGN), into theories of galaxy
formation. This approach has driven significant progress in
the field (see e.g. the review of Somerville & Dave´ 2015).
AGN feedback is believed to operate primarily in galaxies
more massive than the Milky Way while stellar feedback
dominates in lower mass galaxies (although there have been
recent observational and theoretical suggestions that AGN
feedback may also operate in lower mass galaxies, see e.g.
Silk 2017; Dashyan et al. 2018; Penny et al. 2018; Koudmani
et al. 2019, 2020; Manzano-King et al. 2019).
Perhaps the most commonly invoked form of stellar
feedback is the injection of mass, energy and momentum
by supernovae (SNe). The ability of SNe to determine the
phase structure of the ISM has been acknowledged for some
time (McKee & Ostriker 1977). There is also an established
theoretical basis for predicting the regulation of star forma-
tion efficiencies (SFE) by SN–driven ISM turbulence (Os-
triker et al. 2010; Ostriker & Shetty 2011; Kim et al. 2011;
Faucher-Giguere et al. 2013; Hayward & Hopkins 2017), al-
though other studies show that the SFE within giant molec-
ular clouds (GMCs) is reduced to the percent level prior
to the first SN by cloud turbulence, magnetic fields, stellar
winds and jets (see e.g. Federrath 2015; Grudic´ et al. 2018).
It has been known for decades that SNe are able to drive
galactic outflows (Chevalier & Clegg 1985).
The ability of SN feedback to regulate the ISM, star
formation and drive outflows has been incorporated into nu-
merical hydrodynamic simulations of galaxy formation at
various levels of abstraction depending on the resolution
available. When the ISM is entirely unresolved (e.g. in large
volume cosmological simulations), sub-grid models with a
high level of abstraction must be adopted, typically involv-
ing a modification of the equation of state of ISM gas and
the use of phenomenological models for the generation of
galactic outflows (Springel & Hernquist 2003a; Vogelsberger
et al. 2013, 2014; Dubois et al. 2014, 2016; Schaye et al.
2015; Dave´ et al. 2016, 2019; Pillepich et al. 2018). When
the ISM can be marginally resolved (with mass resolutions
of 102 − 104 M), typically because individual galaxies are
being simulated, more explicit sub-grid models can be used
(see e.g. Hopkins et al. 2014; Ceverino et al. 2014; Kimm
et al. 2015; Agertz & Kravtsov 2015; Marinacci et al. 2019).
When low mass galaxies are simulated, the spatial resolution
reached can be on the order of a parsec or better (see e.g.
Hu et al. 2017; Hu 2019; Smith et al. 2018; Emerick et al.
2019, 2020; Agertz et al. 2020). Dwarf galaxies provide a
useful laboratory for studying stellar feedback because their
shallow potential well makes them very sensitive to it. Fi-
nally, the highest resolutions are reached in simulations of
patches of galaxies (see e.g. Hennebelle & Iffrig 2014; Walch
et al. 2015; Gatto et al. 2015; Li et al. 2015; Kim & Ostriker
2015b, 2017; Martizzi et al. 2016 and the compilation of
Li & Bryan 2020). These simulations permit the modelling
of SN feedback in an explicit manner, allowing the creation
of a multi-phase, turbulent ISM and the driving of outflows
to arise naturally without relying on sub-grid models.
Recently, it has become apparent that the clustering of
SNe in both space and time has a non-trivial impact on their
ability to drive galactic outflows. When SNe occur close to-
gether, their blast waves overlap and form “superbubbles”.
Idealized simulations studying the generation and behavior
of these superbubbles in 1D (Sharma et al. 2014; Gentry
et al. 2017; El-Badry et al. 2019) and 3D (Yadav et al.
2017; Gentry et al. 2019) have demonstrated that the net
impact of SNe is greatly enhanced when they occur in clus-
ters as opposed to isolation. Due to their vulnerability to
radiative losses, isolated SNe are unable to create a hot ISM
phase and their main contribution is to couple momentum
into the ISM (which is also reduced relative to the clustered
case). When SNe are clustered such that successive SNe oc-
cur approximately within a cooling time and length of each
other, a hot bubble can be maintained and momentum in-
put is enhanced. Experiments in a galactic context (Field-
ing et al. 2017, 2018; Martizzi 2020) support this picture,
but also highlight the role of superbubble breakout in the
efficient driving of winds. Crucially, SN remnants (SNRs)
must be able to make their way out of the dense gas of
the galactic disc in order to couple mass and energy into
the CGM. Isolated SNe typically radiate too much energy
away pre-breakout. Clustered SNe, on the other hand, are
able to work together to inflate superbubbles that can reach
breakout while retaining a substantial fraction of their ini-
tial energy. The gas in the superbubble (as well as the SNRs
of subsequent SNe) can vent straight into the CGM, bypass-
ing the ISM, allowing the creation of highly energetic winds
with mass loadings of unity or higher. This venting also has
implications for the metal loading of the winds, since mixing
of SN ejecta with the ISM is reduced.
SNe are not the only form of stellar feedback. Winds
from massive stars are capable of creating cavities in star
forming clouds (see e.g. Dale et al. 2014; Gallegos-Garcia
et al. 2020) prior to the first SNe. The energy budget con-
tained in radiation from massive stars far outstrips that pro-
duced by SNe (Leitherer et al. 1999), although the man-
ner in which they couple this energy to the ISM is more
complicated. Photoionization, photoheating and radiation
pressure from massive stars (forming H ii regions) can sig-
nificantly disrupt giant molecular clouds prior to the first
SNe (Va´zquez-Semadeni et al. 2010; Walch et al. 2012; Dale
et al. 2014; Sales et al. 2014) although the ability of radia-
tion pressure to drive galactic outflows is disputed (see e.g.
the discussion in Rosdahl et al. 2015). Photoelectric heating
caused by FUV radiation plays a role in setting the state of
the ISM (see e.g. Wolfire et al. 2003) and regulating SFRs,
although the impact of this effect in dwarf galaxies (Forbes
et al. 2016; Hu et al. 2016, 2017; Emerick et al. 2019) varies
depending on the amount of dust present. The production
of photodissociating Lyman-Werner photons regulates the
mass fraction of H2 in the ISM (see e.g. Hu et al. 2016;
Emerick et al. 2019). Momentum coupled into the ISM by
the resonant scattering of Lyα photons may play a non-
negligible role in metal-poor galaxies (Kimm et al. 2018).
Feedback from high-mass X-ray binaries (HMXBs) can in-
fluence the ISM in a complex manner (Artale et al. 2015;
Garratt-Smithson et al. 2018, 2019). Because all of these
different feedback processes operate on different timescales
and have complex dependencies on the state of the ambi-
ent ISM, they interact in a highly non-linear fashion. This
means that the question “which feedback channel is the most
important?” is often not well posed. We will demonstrate in
this work that different forms of feedback can achieve the
same results by one metric (e.g. SFRs) but differ in other
galaxy properties. One form of feedback can also modulate
the efficiency of another.
MNRAS 000, 000–000 (0000)
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However, with the possible exception of cosmic rays, it
is usually a reasonable assessment that SNe are the primary
driver of galactic outflows (in the absence of an AGN). The
role of the other forms of stellar feedback in outflow driving
are then often considered in terms of the way they assist or
impede the SNe. Perhaps the most commonly invoked inter-
action is the enhancement of outflow driving efficiency by
dropping the local gas density before SNe occur. This will
lead to an increase in efficiency for similar reasons to the
enhancement due to clustering, described above. Enhance-
ment of outflow rates can also occur if pre-SN feedback clears
channels out of the disc, making breakout easier. However,
while it is mentioned less frequently, it is also possible for
pre-SN feedback to reduce the efficiency of SN outflow driv-
ing. If the SFR is regulated down to a lower level, then the
SN rate similarly drops. A more subtle interaction occurs if
the pre-SN feedback alters the clustering properties of the
SNe, reducing their ability to form superbubbles. This phe-
nomenon will be a particular focus of this work.
This work was carried out as part of the SMAUG (Sim-
ulating Multiscale Astrophysics to Understand Galaxies)
project.1 The aims of the SMAUG project are to develop and
implement a new set of sub-grid models for use in large vol-
ume cosmological simulations. These models will have their
basis in knowledge gained from high resolution simulations
that explicitly resolve small-scale physics, rather than being
tuned to large scale observables. To this end, the SMAUG
consortium is carrying out a diverse range of numerical ex-
periments across a variety of spatial scales to study the key
physical processes involved in galaxy formation in detail (Li
et al. 2020a,b; Kim et al. 2020; Motwani et al. 2020; Fielding
et al. 2020; Pandya et al. 2020; Angle´s-Alca´zar et al. 2020).
This work forms a part of that effort.
2 A GUIDE TO THIS WORK
This work necessarily contains both a detailed description
of our new numerical schemes as well as an in-depth pre-
sentation of their application. We acknowledge that readers
may wish to omit parts of the paper, for example, skipping
the detailed numerical methods section. Therefore, for the
convenience of the reader, we now outline the key points of
the work and where they can be found.
• In Section 3 we present a new set of sub-grid models for
modelling star formation and stellar feedback implemented
in the code Arepo. Section 3.2 details our adopted star for-
mation criteria and explicit IMF sampling scheme, by which
we are able to keep track of individual massive stars in the
simulation. Section 3.3 presents our models for stellar feed-
back. These include a model for photoelectric heating us-
ing a spatially varying interstellar radiation field, a novel
scheme for modelling overlapping H ii regions that accounts
for anisotropic distributions of neutral gas and our SN feed-
back scheme.
• Section 4 details the initial conditions used in this work,
comprising of 3 high resolution isolated Mvir = 1010 M
1 https://www.simonsfoundation.org/flatiron/
center-for-computational-astrophysics/galaxy-formation/
smaug
systems with differing baryon fractions. Table 1 is a reference
for the 32 simulations presented in this work and the various
combinations of initial conditions, stellar feedback channels
and other parameter variations used.
• Sections 5.1-5.4 explore basic galaxy properties for our
fiducial six simulations. We show that the addition of pho-
toionization feedback provides smooth SFRs and signifi-
cantly suppresses the generation of outflows by SNe. In Sec-
tion 5.5 we show that this is because the photoionization
feedback significantly reduces the clustering of SNe.
• In Section 5.6 we demonstrate that while different star
formation prescriptions do alter the degree of SN clustering,
this is subdominant to the impact of ionizing radiation.
• In Section 5.7 we explore why photoelectric heating is
almost always inefficient in our simulations and examine the
sensitivity to the dust-to-gas ratio, local shielding approxi-
mation and the assumed heating efficiency.
• In Section 6 we discuss the limitations of our photoion-
ization feedback model, the non-linear and non-monotonic
consequences of combining different feedback channels, the
implications of our findings for coarser resolution simula-
tions and compare our results to other works. We also dis-
cuss whether it is necessary to invoke additional physics that
are missing from our simulations to compensate for the de-
clustering ability of efficient pre-SN feedback.
• Section 7 contains our concluding remarks.
• Appendix A shows that our results are insensitive to in-
creasing or decreasing the baryon fraction of our galaxy by a
factor of two. In Appendix B we demonstrate the robustness
of our short-range photoionization model. In Appendix C we
test a model for treating long-range ionizing radiation that
assumes all attenuation occurs locally and argue that it is
not a suitable substitute for full RT in this context, despite
its recent adoption by other groups.
3 NUMERICAL METHODS
3.1 Gravity, hydrodynamics and cooling
We use the code Arepo (Springel 2010; Pakmor et al. 2016)
in combination with our own novel extensions to model star
formation and stellar feedback (described in subsequent sec-
tions). A hybrid TreePM approach is used as a gravity solver.
Hydrodynamics are included with a quasi-Lagrangian fi-
nite volume scheme, which makes use of an unstructured
moving-mesh based on a Voronoi tessellation of discrete
mesh-generating points that are drifted with the local gas ve-
locity. We use the Grackle chemistry and cooling library2
(Smith et al. 2017) in its non-equilibrium six-species mode
(H i, H ii, He i, He ii, He iii and electrons), tracking the ad-
vection of these species with our hydrodynamical scheme.
Grackle also provides tabulated metal cooling. We include
ionization and heating from a metagalactic UV background
(Haardt & Madau 2012). We include self-shielding from the
UV background by using the implementation of a Rahmati
et al. (2013) style prescription included in Grackle (in-
cluding the corrected metal cooling tables). We adopt the
version of the implementation recommended by Smith et al.
2 https://grackle.readthedocs.io
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(2017), where self-shielding is approximated in H i and He i
but He ii ionization and heating is ignored.
3.2 Star formation
3.2.1 Determining the local star formation rate
Due to the large dynamic range in spatial scales required to
correctly treat star formation from first principles, in com-
mon with all other galaxy formation simulations, we must
adopt some form of sub-grid model to capture the relevant
processes that cannot be resolved. Our fiducial model is as
follows. We identify star forming gas in the simulation as
that which is unstable to gravitational collapse, specifically
that which we only marginally resolve correctly with our
gravito-hydrodynamic scheme. We therefore determine the
local Jeans mass for each cell,
MJ =
pi5/2c3s
6G3/2ρ1/2 , (1)
where cs and ρ are the sound speed and density of the cell
and G is the gravitational constant. When MJ < NJmcell,
where NJ,SF is a free parameter and mcell is the cell mass,
we permit star formation in the cell. We adopt the value of
NJ,SF = 8, used in a similar scheme by Hu et al. (2017). A
detailed investigation into this choice is beyond the scope of
this work, although we briefly examine the impact of chang-
ing this criteria in Section 5.6, along with the consequences
of adopting an additional high density threshold, nSF.
For gas that meets this criteria, we calculate a local star
formation rate using a simple Schmidt law, which assumes
that the star formation rate proceeds on a local free-fall
time, tff =
√
3pi/32Gρ, modulated by some efficiency, SF:
ρ˙? = SF
ρ
tff
. (2)
For this work, we adopt a fixed value of SF = 0.02, moti-
vated by observed efficiencies in dense gas (see e.g. Krumholz
& Tan 2007, and references therein). In Section 5.6, we inves-
tigate the impact of using SF = 1 on our fiducial model. We
intend to make a more detailed study of the consequences
of different choices of SF in the future, as well as examining
the use of models that vary efficiency as a function of local
gas properties (e.g. levels of turbulence).
3.2.2 Explicit IMF sampling
The star formation rates are then used to stochastically con-
vert gas cells into collisionless “star particles”. In many sim-
ulations, these particles are treated as single stellar popula-
tions (SSPs) with all resulting stellar feedback treated as an
average over the population. This approach can be seen to
be valid when the star particle mass is large enough that the
distribution of stellar masses, specified by the initial mass
function (IMF), is well sampled. Even when the star par-
ticle mass is small, this approach can still be used under
the assumption that the IMF is still well sampled across
the various star particles in the simulation as a whole (ex-
cept in cases of very low star formation). However, when
the star particle mass approaches that of individual stars
one can improve upon this method by explicitly sampling
the IMF and assigning individual stars to the star particles
(see e.g. Hu et al. 2017; Hu 2019; Emerick et al. 2019). This
allows the clustering of stellar feedback sources to be cap-
tured self-consistently, an option which is not available for
lower resolution simulations. We adopt this approach here.
In a companion paper to this work (Smith et al. 2020b in
prep.) we will investigate the degree to which explicit IMF
sampling versus the use of IMF averaging affects results. We
will also present our implementation in greater detail, as well
as describing other methodologies that could be used. For
the purposes of this work, a brief description will suffice.
When a star particle is created, we sample the chosen
IMF to draw individual stellar masses, which are assigned
to the star particle. Ideally, we would like to draw samples
until the total mass drawn, MIMF, equals the mass of the
star particle, mpart. Of course, discrete draws from the IMF
are extremely unlikely to result in MIMF = mpart, with an
overshoot being inevitable. We therefore draw until a tar-
get mass is exceeded, keeping all assigned stars. The target
mass is determined as the difference between the mass of
the star particle currently being evaluated and the amount
by which the previous target was overshot. Thus, for some
star particles MIMF > mpart while for others MIMF < mpart.
This approach results in the IMF being sampled in an un-
biased manner. In our companion work, we will demon-
strate that other approaches (e.g. stop-above, stop-below
and stop-nearest) bias the IMF to a non-negligible extent
when mpart . 500 M. Our scheme is similar to that used
in Hu et al. (2017), except that we do not transfer any mass
between star particles in order to enforce MIMF = mpart,
avoiding violating mass conservation or unphysically dis-
placing mass. We instead accept the resulting inconsistency
between the mass of the stars assigned to the star parti-
cle (used to determine the resulting stellar feedback) and
its dynamical mass. This inconsistency is typically small at
our chosen resolution of 20 M (except in the case of a very
massive star being drawn, as discussed later). Any dynam-
ical effects of this inconsistency are negligible since we al-
ready cannot follow exact N-body dynamics in this type of
simulation. We adopt a Kroupa (2001) IMF over the range
0.08−100 M. In practice, we do not explicitly track stellar
masses less than 5 M as they give a negligible contribution
to our included feedback channels, allowing us to reduce
the memory requirements of our scheme without artificially
truncating the IMF.
3.3 Stellar feedback
3.3.1 Stellar properties
Emerick et al. (2019) derived far-UV (FUV) and ionizing
photon luminosities as a function of a star’s mass and metal-
licity from the OSTAR2002 grid of stellar models (Lanz &
Hubeny 2003), making use of a black body spectrum for
masses outside the grid range (see the work for exact de-
tails). They assume no evolution in the spectral properties
with time, instead fixing them to their zero age main se-
quence values. We use this compiled data to assign FUV
and ionizing photon luminosities to the star particles as the
sum of the contributions from the individual (extant) stars
that they contain. For simplicity, in this work we use the
0.1 Z luminosities for all stars, equal to that of the gas in
the initial conditions (see below), rather than interpolating
MNRAS 000, 000–000 (0000)
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between metallicities. In reality, the luminosities do not have
a strong dependence on metallicity, nor does the metallicity
in the simulations presented below deviate far enough from
the initial conditions for this to have any impact.
Likewise, we obtain lifetimes for the stars as a function
of mass from the PARSEC grid of stellar tracks (Bressan
et al. 2012). If the age of a star particle exceeds the lifetime
of one of the individual stars it contains, that star is consid-
ered dead. Dead stars no longer contribute FUV or ionizing
photon luminosity to their host star particle. Additionally,
if the star has a mass in the range 8− 35 M it will trigger
a SN event (see below for details). Star particles containing
extant stars with masses greater than 5 M (i.e. those that
can contribute to feedback) have their time-steps limited to
a maximum of 0.1 Myr; in reality, their time-steps are usu-
ally much shorter, as set by other constraints. Finally, it
should be noted that we do not account for binary stellar
evolution nor runaway OB stars in this work.
3.3.2 Photoelectric heating
In galaxies with a dust-to-gas ratio (DGR) similar to
Milky Way values, calculating the interstellar radiation field
(ISRF) is made complex by dust extinction. However, in
more dust-poor environments we can approximate the ef-
fects of extinction by assuming that it occurs locally with
the majority of the medium between source and receiving
location being optically thin. This makes the determination
of the ISRF seen by each gas cell a simple inverse-square law
summing of (locally attenuated) sources, in a manner sim-
ilar to the gravity calculation. This approach is also taken
by Forbes et al. (2016) and Hu et al. (2017) as well as be-
ing used in more dust rich environments in Hopkins et al.
(2018b).
Relevant to photoelectric heating is the FUV luminosity
in the range 6 - 13.6 eV. The luminosity of the star particle
in this band, Li,FUV, is the sum of the contributions from
the individual stars assigned to it. The luminosity of the star
particle is then attenuated with a Jeans length approxima-
tion,
Li,FUV,eff = Li,FUV exp
(
−1.33× 10−21DnλJ
)
, (3)
where D is the DGR relative to the Milky Way, n is the
hydrogen nucleus number density and λJ is the Jeans length
(in cgs units), all evaluated in the gas cell currently hosting
the star particle. The DGR is calculated assuming a broken
power-law dependency on gas metallicity taken from Re´my-
Ruyer et al. (2014),3
x = log10
(
Z
0.014
)
, (4)
log10 (D) =
{
x, x > −0.59
3.1x+ 1.239, x < −0.59 (5)
The radiation field strength at a given location, normalised
3 We use the broken power-law XCO,Z gas-to-dust ratio scaling
from their Table 1.
to the Habing (1968) field, is then
G0 =
1
5.29× 10−14 erg cm−3
∑
i
Li,FUV,eff
4picr2i
, (6)
where the sum is carried out over all sources, i, a distance of
ri from the location. This summation is carried out using the
gravity tree, with sources softened in the same way as the
gravitational force softening. Following Hu et al. (2017) we
impose a minimum value for G0 of 3.24×10−3, representing
the contribution to the energy density between 6 - 13.6 eV
from the z = 0 UV background (Haardt & Madau 2012).
The effective field strength seen by a gas cell after further
local attenuation is
Geff = G0 exp
(
−1.33× 10−21DnλJ
)
, (7)
where the quantities are now evaluated in the receiving cell.
The cell now experiences a heating rate (which is passed
to Grackle) of
ΓPE = 1.3× 10−24PEDGeffn erg s−1 cm−3, (8)
where PE is the photoelectric heating efficiency (Bakes &
Tielens 1994; Wolfire et al. 2003; Bergin et al. 2004). The
efficiency is properly a function of temperature and electron
number density ne (e.g Wolfire et al. 2003). Unfortunately,
obtaining an accurate determination of ne in the cold, dense
ISM is extremely difficult since the major contributions come
from carbon, dust and polyaromatic hydrocarbon (PAH)
ionizations, additionally requiring a treatment of cosmic ray
ionization. Erroneous photoelectric heating rates will result
if these processes are not accurately modelled. Using a fixed
value for PE is also undesirable since it can vary by over an
order of magnitude across the range of densities and temper-
atures typical of the ISM. Instead, we follow the approach
of Emerick et al. (2019) and allow PE to vary as a func-
tion of density. We use a fit to the results of Wolfire et al.
(2003) (see fig. 10 of that work) for the solar neighbourhood
(implicitly assuming the gas lies on the equilibrium curve),
PE = MIN
[
0.041, 0.00871
(
n/cm−3
)0.235]
. (9)
3.3.3 Short-range photoionization
We employ an overlapping Stro¨mgren type approximation
to model the effects of photoionization as is often employed
in simulations without explicit radiative transfer (see e.g.
Hopkins et al. 2018b; Hu et al. 2017). However, we improve
upon typical schemes to account for anisotropic distribu-
tions of neutral gas. In a manner analogous to our scheme
for photoelectric heating, we obtain the rate of ionizing
photons, Si,∗, emitted from each star particle as the sum
of the contributions from the individual stars assigned to
it. The rate of ionizing photons needed to balance recom-
binations in a gas cell is Ri,rec = βmρ(XH/mp)2, where
β = 2.56 × 10−13 cm3 s−1 is the case B recombination coef-
ficient at 104 K, mp is the proton mass and m, ρ and XH
are the mass, density and hydrogen mass fraction of the
cell, respectively. If the cell is sufficiently hot to be colli-
sionally ionized, it is assigned Ri,rec = 0. Similarly, we ig-
nore gas less dense than some threshold nphoto,min, again
assigning Ri,rec = 0 for the purposes of our method. If the
H ii region manages to break out into low density gas, it
MNRAS 000, 000–000 (0000)
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has essentially transitioned from being ionization bounded
to being density bounded. The Stro¨mgren approximation
breaks down in low density gas. The timescale on which
the Stro¨mgren sphere evolves is the recombination time,
τ ≈ (αHnH)−1, which is approximately 0.1 Myr for 1 cm−3
density gas. This is longer than the other relevant timescales
of the system, so the instantaneous balance between ioniza-
tion and recombination required by the approximation is no
longer valid. Because low density gas does not absorb many
photons, continuing to apply a Stro¨mgren type approxima-
tion in this gas erroneously enforces an ionized fraction of
unity and allows even the dimmest ionizing sources to hold
significant volumes of what would otherwise be the Warm
Neutral Medium (WNM) photoionized (and hot). We adopt
nphoto,min = 1 cm−3, motivated by the minimum observed
densities of H ii regions and our timescale argument given
above. However, in practice, we find our results are insensi-
tive to this choice (even if the density cut is removed alto-
gether), unless it is set sufficiently high that we exclude gas
for which the Stro¨mgren approximation is in fact valid. We
discuss this in Appendix B.
For each gas cell we compute ∆S∗ = (
∑
Sj,∗)−Ri,rec,
where the sum is carried out over all star particles, j, inside
the cell. If ∆S∗ > 0 the cell is flagged as photoionized and
is treated as a source cell in the next stage of the algorithm
with an emergent ionizing photon rate of ∆S∗. Note that by
first considering the ionizing photon budget within each cell
we are able to allow for multiple star particles working to-
gether to ionize a common nearest gas cell, a scenario which
former schemes cannot treat. From this point onwards, the
emergent ionizing photon flux from the cell is resolved from
the S∗-weighted co-ordinates of the contributing stars.
At this point, we could adopt the typical Stro¨mgren
type approximation, carrying out a neighbour search to find
the radius around each source cell in which recombination
rate matches the emergent ionizing photon rate (see e.g.
Hu et al. 2017; Hopkins et al. 2018b). However, such an
approach unavoidably leads to a strong mass biasing effect.
Dense clumps (potentially distant from the source) dominate
the local recombination rate and will effectively receive most
of the ionizing flux despite subtending a small solid angle
as seen from the source. In some cases this can lead to an
overestimation of the ability of the source to ionize the dense
clumps. Alternatively, if the clump is sufficiently dense that
it can never be ionized by the source it will prevent the
source from ionizing any lower density material at all.
Instead, we define Npix angular pixels around the source
cell, making use of the HealPix tessellation library (Go´rski
& Hivon 2011). We wish to find the radius within each pixel
(independent of the other pixels) in which the total recombi-
nation rate is equal to ∆S∗/Npix. We search for neutral gas
cells not yet flagged as photoionized by another cell within a
radius rion inside each pixel. Such cells contribute their own
−∆S∗, calculated in the previous step, instead of Ri,rec to
the total recombination rate within the pixel; this accounts
for cells that have been partially ionized by star particles
inside them. All neutral gas cells within rion are flagged as
photoionized. We then iteratively increase or decrease rion
until ∆S∗/Npix equals the total recombination rate of the
flagged cells (within some tolerance), unflagging cells if rion
retracts past them in an iteration. Care must also be taken
to avoid infinite loops of flagging/unflagging (see Hu et al.
2017). We also keep track of the specific source that has ion-
ized each cell to avoid a source unflagging a cell that has been
flagged by another source. This is a necessary precaution to
allow the development of overlapping H ii regions from mul-
tiple sources. Additionally, our first guess for rion is always
90% (an empirically determined choice) of the value found
the last time the algorithm was carried out4. This allows
ionization fronts from neighbouring sources to “walk out”
towards each other as we iteratively search which reduces
errors originating from the order in which the searches are
carried out. It should also be noted that, in common with
the scheme of Hu et al. (2017), the neighbour searches are
carried out globally (i.e. a source can ionize a cell residing
on a different computational domain) unlike the algorithm
described in Hopkins et al. (2018b).
Cells flagged as photoionized have their ionized fraction
set to unity, are immediately heated to 104 K and are for-
bidden from cooling below this temperature5. In addition,
flagged cells are explicitly forbidden from forming stars (al-
though their temperature of 104 K would naturally exclude
them from star formation anyway). We adopt Npix = 12,
which is the coarsest resolution permitted by HealPix. We
find that, as long as neighbour searches are carried out in
an efficient manner6, the computational penalty for using
this new approach instead of the standard spherical search
is negligible. In principle, finer angular resolution would pro-
vide sharper shadows. However, our scheme only performs
searches for cell mesh generating points rather than explic-
itly checking whether an angular pixel intersects a cell vol-
ume. This means that if a larger number of pixels are used,
a significant number of them will pass through a cell volume
without encountering the mesh generating point leading to
numerical ‘leaking’ of ionizing photons. Likewise, a cell can
be ionized only by the pixel that contains its mesh gener-
ating point, even though it may subtend multiple pixels. In
order to avoid this problem and allow much higher angu-
lar resolution, a more sophisticated (and expensive) scheme
must be adopted (see e.g. Jaura et al. 2018, also imple-
mented in Arepo). However, for our purpose of including
H ii regions while avoiding the mass-biasing error, we find
that Npix = 12 provides a high enough resolution. At large
radii, the mass-biasing error will once again begin to be sig-
nificant within a pixel, so we impose a maximum radius of
rion,max = 100 pc to avoid sources erroneously ionizing very
distant dense clumps7. We investigate the sensitivity to this
choice in Section B.
4 Or 90% of the Stro¨mgren radius determined from the source
cell’s own properties if this is the first time-step a source has
been active.
5 Note that, unlike similar implementations, we do not prevent
cooling of gas above this temperature since this would unphys-
ically alter the evolution of SN remnants that occur in flagged
gas (although the impact is limited as long as the shutoff time is
appropriately short).
6 It is not necessary to perform Npix neighbour searches every
iteration of the algorithm for every source. Instead, we carry out
a single spherical search around the source to return all mesh
generating points within the largest unconverged rion of a pixel
belonging to the source, then determine which pixel each point
lies in.
7 For reference, a neutral clump with a diameter of 87 pc sitting
within an already ionized medium 100 pc from the source would
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Hu et al. (2017) contains a simple test of the D-type ex-
pansion of an H ii region in a homogeneous region which we
replicate here in order to demonstrate the accuracy of our
method. We place four ionizing sources at the centre of a box
filled with a uniform background medium with a density of
100 cm−3 and a temperature of 103 K. Each source emits
ionizing photons at a rate of 2.5 × 1048 s−1 (such that the
total rate is equivalent to a typical O-type star). The gas cell
resolution is 20 M (the same as in our main galaxy simula-
tions). Fig. 1 shows the radius of the resulting ionized region
as a function of time when our scheme uses the more com-
mon spherical H ii region approach (equivalent to Npix = 1)
as well as our improved HealPix algorithm. The radius of
the ionization front is determined by taking the average of
the most distant cell tagged as photoionized by our scheme
in each octant of the box (considering each octant indepen-
dently gives near identical results, with the addition of some
slight noise during the first 0.5 Myr). It is apparent that
the two versions of the scheme converge to the same result,
which they should in a uniform medium. The ionized front
starts out at the Stro¨mgren radius of 3.1 pc as our scheme
does not capture the initial R-type expansion (which is any-
way expected to proceed on a relatively rapid timescale).
As the gas is heated to 104 K, the over-pressured H ii region
expands into the neutral medium (this is the D-type expan-
sion). In Fig. 1 we also plot the expected evolution of the
ionizing front provided by the RT code comparison project
Starbench (Bisbas et al. 2015). Our experiments can be
seen to agree very well with the results obtained by more
sophisticated (and expensive) RT schemes at higher resolu-
tion8, suggesting that our approximation is appropriate for
the modelling of H ii regions. Our results are unaffected by
changing the number of MPI ranks used or by placing the
sources under the control of different MPI ranks. It should
be noted that while we apparently achieve our excellent level
of convergence with the Starbench results at a coarser gas
resolution than Hu et al. (2017) (who already slightly un-
derestimate the radius of the ionization front with an SPH
particle mass of 4 M), they most likely have a lower ef-
fective resolution due to the smoothing across their SPH
kernel.
In order to demonstrate the advantage of our new
HealPix scheme in an idealized manner, we repeat the pre-
vious experiment but additionally place a dense clump of gas
near the sources. This takes the form of a sphere of radius
10 pc centred 20 pc from the origin, comprised of gas with a
density of 104 cm−3 in pressure equilibrium with the back-
ground medium. Fig. 2 shows the temperature of the gas in a
slice through the centre of the box after 8 Myr. We also mark
with a green circle the location of the ionization front pre-
dicted by Starbench in the absence of the dense clump. If
the spherical scheme is used, when the ionizing front makes
contact with the dense clump it cannot advance in any di-
rection without first starting to ionize the dense gas. This is
equivalent to photons that should be emitted in the opposite
see an artificial enhancement of ionizing flux of a factor of two
relative to the perfectly resolved case.
8 The apparent minor deviation at late times is simply a reflection
of the limits of the spatial resolution of our cells at low densities
i.e. the simulations match the Starbench predictions within a
cell diameter.
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Figure 1. The location of the ionization front as a function of
time for four sources each emitting 2.5 × 1048 s−1 placed at the
centre of a box filled with a uniform medium with a density of
100 cm−3 and a temperature of 103 K. The simulations are carried
out with a gas mass resolution of 20 M with our photoioniza-
tion scheme operating in the commonly adopted ‘spherical’ mode
(Npix = 1) and our improved HealPix scheme (Npix = 12).
Both schemes accurately capture the evolution of a D-type ex-
pansion, as compared to results from the RT code comparison
project Starbench (Bisbas et al. 2015).
direction to the clump being erroneously redirected towards
it. The result is that a significant portion of the clump has
been ionized or otherwise disrupted by the expanding H ii
region by 8 Myr. An arc of cold material is noticeable as the
dense clump is peeled off around the necessarily spherical
H ii region. Meanwhile, the expansion of the ionized region
(which is co-spatial with the hottest gas in the slice shown)
into the lower density medium has been curtailed relative to
the case without the dense clump. There is significant flow of
warm (but not photoionized) material in the opposite direc-
tion to the clump due to the large pressure gradient across
the region (since both the 102 and 104 cm−3 gas is heated
to 104 K when photoionized).
Alternatively, when our novel HealPix scheme is used,
the dense clump is barely disturbed as it can effectively only
receive ionizing photons sent in its direction. Meanwhile, the
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ionization front in other directions is set independently in
each angular pixel. The result is that away from the dense
clump, the ionization front is close to the result predicted in
the absence of the clump. The shadow cast by the clump is
coarse, but our angular resolution is sufficient to meet our
aims of mitigating the erroneous mass-biasing errors present
in a traditional spherical approach.
Finally, for any scheme such as ours it must be deter-
mined how frequently to recalculate the extent of the H ii
regions. If the recalculation is not occurring every time-step,
then gas cells must be ‘locked’ as either flagged (and have
the temperature floor imposed) or unflagged. In addition, it
must be decided whether all sources will refresh together in
a synchronised manner or in an asynchronous manner (i.e.
after a certain delay time from when they were first switched
on). The latter case has the advantage of minimizing the po-
tential impact of ‘flickering’, whereby the geometry of two
overlapping regions may alternate back and forth from cal-
culation to calculation in a non-deterministic manner. As
the refresh rate is likely to be much faster than the cool-
ing time of the gas, this can lead to a greater quantity of
gas effectively pinned to 104 K than can physically be pho-
toionized at once. An asynchronous scheme usually results
in only one of the overlapping regions being recalculated at
once, making the results more consistent. The disadvantage
is that an asynchronous scheme also requires a more com-
plicated method of locking source stars to the refresh rate of
the host cells in order to avoid double counting if they drift
into another cell. We have implemented both approaches.
In practice, we find that refreshing every fine global time-
step or with some fixed refresh rate, in either a synchronous
or asynchronous fashion, gives identical results with no ev-
idence of ‘flickering’. The exception to this is if the refresh
rate is set to be too slow.
We find that for the test case above, the H ii region
must be recalculated at least as frequently as every 0.1 Myr.
Longer refresh rates than this lead to stalling of the D-type
expansion and severe underestimation of size of the H ii re-
gion (see Appendix B). We also find that the results from
our global galaxy simulations, presented below, converge as
long as the recalculation occurs more frequently than ap-
proximately 0.1 Myr. Slower refresh rates gradually reduce
the impact of the feedback channel. In practice, we find that
the computational cost of our algorithm is so low, even in
our full galaxy simulations, that we can afford to adopt the
simplest solution and execute the full photoionization algo-
rithm every fine global simulation time-step for all sources.
3.3.4 Supernovae
We employ the scheme for modelling individually time-
resolved SNe as presented in Smith et al. (2018). The full
details of the method can be found in that work, but we sum-
marise the salient details here. When resolution permits, it
is important to model SNe as individual events with the cor-
rect distribution in time, rather than continuously injecting
a population averaged energy or injecting the total energy
budget at one time. Failing to individually time-resolve SNe
will result in an inability to capture the sensitivity to clus-
tering and the interaction with other pre-SN feedback chan-
nels, as described in Section 1. When a star in the mass range
8− 35 M reaches the end of its life a SN event is triggered,
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Figure 2. D-type expansion of an H ii region into a background
of 100 cm−3 gas as in Fig. 1, but this time with the addition of a
clump of 104 cm−3 gas offset from the centre. We show the tem-
perature in a slice through the centre of the domain after 8 Myr.
The green circle marks the expected radius of the ionization front
predicted by Starbench in the absence of the dense clump. In the
top panel, the common spherical method erroneously forces ioniz-
ing photons to be channeled towards the dense clump due to the
mass-biasing effect. This disrupts the clump but also hinders the
expansion of the photoionized region (co-spatial with the highest
temperature gas) in the other directions. In the bottom panel,
our new HealPix method only allows the clump to see photons
emitted in angular pixels that it subtends. This leaves the clump
relatively undisturbed and allows the expansion to continue un-
hindered in the other directions.
resolved from the host star particle. The mass and metallic-
ity of the SN ejecta is determined as a function of progenitor
mass from Chieffi & Limongi (2004). For particularly mas-
sive stars it is possible that the host star particle does not
contain enough mass to meet this requirement. In this case,
we return all of the mass that is available and delete the
star particle. Due to the shape of the IMF, this is a suffi-
ciently uncommon occurrence, resulting in an overall deficit
in ejecta mass of 5.1% given the star particle of 20 M used
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in this work.9 While this is not ideal, we believe that the
magnitude is sufficiently small to have negligible impact on
our results, particularly given uncertainties in the true ejecta
properties of very massive stars. It would be of more concern
if we were attempting to track individual metal species since
this could potentially lead to a truncation of the products
of the most massive stars. Similarly, for the purposes of this
work we do not include Type Ia SNe which, while of interest
for studying the chemical evolution of the galaxy, occur very
rarely compared to core collapse SNe when star formation
rates are relatively constant (as in this work).
Isotropically distributing feedback quantities (i.e. ejecta
mass, energy, momentum and metals) to gas surrounding
a star particle is non-trivial in a Lagrangian hydrodynamic
code because resolution elements are not distributed isotrop-
ically except in a uniform density medium. This is because
dense regions will contain more resolution elements. This
means that simply distributing feedback quantities to some
number of nearest neighbours will preferentially couple feed-
back into dense regions (e.g. injecting into the plane of a
galactic disc) potentially resulting in severe numerical arte-
facts (see e.g. Hopkins et al. 2018a; Smith et al. 2018). In
our scheme, when a SN occurs, feedback quantities are dis-
tributed to the cell containing the star particle (the ‘host
cell’) and to cells with which it shares a face (‘neighbour
cells’). Distribution of feedback quantities are carried out
across the cell faces in a manner similar to hydrodynamic
fluxes, explicitly taking into account the local geometry of
the mesh. For scalar quantities (mass, energy and metals)
simply weighting by the solid angle subtended by a neigh-
bouring cell face is enough ensure an isotropic distribution
and avoid the error described above. It is important to note
that weighting by the fraction of the total area that the
neighbouring cell face makes up (see e.g. Keller & Kruijssen
2020; Jeffreson et al. 2020) is not adequate because it is only
equivalent to weighting by subtended solid angle if all cell
faces are equidistant from the source (in our case the host
cell mesh generating point), which is generally not true.
In addition, as noted in Hopkins et al. (2018a), when
vector quantities are involved weighting by subtended solid
angle alone (e.g. Marinacci et al. 2019) is formally not suf-
ficient since we must not only ensure that linear momen-
tum is conserved along every axis but also that the total
magnitude of injected momentum is equal in all directions
(i.e. an isotropic injection). Instead, a tensor (rather than
scalar) renormalisation is required to guarantee this to ma-
chine precision. Thus, in addition to weighting by subtended
solid angle, the distribution of vector quantities (only the in-
jected momentum in this case) are also governed by ‘vector
weights’ (for details of the implementation, see Smith et al.
2018). The calculation of weights can be carried out en-
tirely locally to each computational domain without costly
9 On average, 13.8% of SN events will have their ejecta mass
reduced from the desired value due to lack of available mass to
return. Of these, only 6.1% of SN will have their ejecta mass
reduced by more than 20%, only 2.0% will experience more than a
reduction of 30% and none will have their ejecta reduced by more
than 36%. It is also possible that the total deletion of the star
particle due to a SN would also result in the premature removal
of another (necessarily less) massive star hosted in the same star
particle. This effects < 0.1% of the SNe in our simulations.
neighbour searches or communication even if neighbour cells
reside elsewhere. This is because the relevant information
(identities and locations of neighbouring cells, face areas
etc.) is already on hand from the hydrodynamic calcula-
tion10. Note that simply ensuring conservation of linear mo-
mentum between the neighbouring cells and the host cell
(e.g. Jeffreson et al. 2020) is not a sufficient substitute for
the full tensor renormalisation because it does not guarantee
that the total magnitude of the momentum injected in each
direction is equal (i.e. isotropic) for arbitrary mesh geome-
tries.
Neighbour cells receive momentum directed radially
away from the host cell. We employ a mechanical feedback
scheme which corrects the magnitude of the injected mo-
mentum to account for missed PdV work if the adiabatic
Sedov-Taylor phase of the SNR supernova remnant expan-
sion has not been resolved (see e.g. Hopkins et al. 2014; Hop-
kins et al. 2018a; Kimm & Cen 2014; Martizzi et al. 2015
and for the details of our model see Smith et al. 2018). The
calculations take place in the rest frame of the star particle
before being transformed back to the simulation frame. For
the fiducial mass resolution adopted in this work of 20 M,
the study of Kim & Ostriker (2015a) suggests that SNRs be-
gin to become only marginally resolved in gas denser than a
few cm−3. This density is obviously significantly lower than
the density of star forming regions. However, Smith et al.
(2018) demonstrated that in practice this resolution is suf-
ficient even without the mechanical feedback correction as
most SNe occur in low density gas once the star forming
cloud has been dispersed by the first SNe, with the mechan-
ical feedback scheme converging with a more simple thermal
dump of energy. Other studies have also shown that results
are relatively insensitive to the exact SN feedback scheme
adopted when the resolution is this high (see e.g. Hopkins
et al. 2018b; Hu 2019; Wheeler et al. 2019). We have con-
firmed that using a simple thermal dump instead of mechan-
ical feedback in this work provides very similar results.
The host cell does not receive momentum, but instead
an equivalent quantity of thermal energy. Our view is that it
does not make sense to kick the gas cell in which the star par-
ticle resides because the star particle is entirely surrounded
by that gas (to the limits of the hydrodynamic resolution).
Kicking the mesh generating point of the host cell away from
the star particle instead implicitly assumes that all the mass
of the cell is offset in one direction from the star particle.
Instead, the addition of thermal energy can be thought of
as representing the hot interior of the SNR.
4 INITIAL CONDITIONS AND SIMULATION
DETAILS
We simulate idealized, isolated dwarf galaxies comprised
of a disc of gas and pre-existing stars, and a dark matter
halo. Initial conditions are generated using the code Make-
NewDisk (Springel et al. 2005). We simulate three systems
10 Although sharing the final feedback quantities, after the
weighting calculation has taken place, with a neighbour cell in
a different computational domain does of course require a (sin-
gle) communication.
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which we refer to as ‘fiducial’, ‘low-Σ’ and ‘high-Σ’. The fidu-
cial system is derived from initial conditions developed for
a code comparison project undertaken by the SMAUG col-
laboration (Hu et. al. 2020 in prep.) intended to be loosely
representative of Wolf-Lundmark-Melotte (WLM). All sys-
tems have a total mass of 1010 M. In the fiducial system,
the gas and stellar discs have masses of 6.825× 107 M and
9.75 × 106 M, respectively. The low-Σ system has discs of
half the mass while the heavy system has discs of twice the
mass. The gas and stellar discs have density profiles that
are exponential in radius, with a scale length of 1.1 kpc.
The stellar disc has a Gaussian vertical density profile with
a scale height of 0.7 kpc. The gas disc is initialised with an
initial temperature of 104 K with its vertical structure set
to achieve hydrostatic equilibrium. The gas has an initial
metallicity of 0.1 Z. The pre-existing stellar disc does not
contribute to feedback. The remainder of the system is made
up by the spherically symmetric dark matter halo, modelled
with a Hernquist (1990) density profile chosen to provide a
close match to an Navarro et al. (1997) density profile11 with
a concentration parameter, c, of 15 and a spin parameter,
λ, of 0.04. We do not include a CGM in this work. While
this is not fully realistic, we wish to study the evolution of
the disc without inflowing gas. The gas cells and star par-
ticles have a mass of 20 M (refinement/derefinement keeps
the gas cells within a factor of 2 of this target) while the
dark matter particles have a mass of 1640 M. We use a
gravitational softening length of 20 pc for dark matter par-
ticles and 1.75 pc for star particles (whether pre-existing or
formed during the simulation). Gas cells have adaptive soft-
ening lengths down to a minimum of 1.75 pc.12
After being generated by MakeNewDisk, the initial
conditions undergo the background mesh adding and re-
laxation procedures described in Springel (2010). The final
stage in preparing the initial conditions is to generate some
initial level of turbulent support in order to avoid the rapid
vertical collapse of the disc when the simulation is started.
Without initial driving, this rapid collapse results in an ex-
tremely thin disc and a large starburst. In simulations with
SN feedback, this leads to complete disruption of the centre
of the disc and the removal of a large amount of material.
If the simulation is run for long enough (∼ 1 Gyr), the disc
eventually settles back into a stable equilibrium but by this
time the properties of the disc (in particular surface den-
sity) has changed sufficiently to make comparison between
different simulations impossible. We therefore initially pre-
process our initial conditions by running them for 100 Myr
with radiative cooling switched on, star formation switched
off and turbulent driving provided by a modified version of
our fiducial SN feedback scheme. We calculate a pseudo-
star formation rate for all gas cells with a density greater
than 0.1 cm−3 using a low efficiency of SF = 0.002. How-
ever, instead of sampling this rate to produce star particles,
11 The Hernquist and NFW profiles differ only in their outer
regions, while the Hernquist profile has the useful property of
having a total mass that converges with radius. For this reason,
MakeNewDisk generates dark matter haloes with the Hernquist
profile (see Springel et al. 2005, for more details)
12 The results of our fiducial full physics simulations are unaf-
fected by reducing the softening length to 0.875 pc or increasing
it to 7 pc.
we instead sample this rate to trigger SNe assuming that
1 SN occurs for every 100 M, injecting 1051 ergs of ther-
mal energy (but no ejecta). This preserves the large scale
features of the initial conditions, but substantially reduces
the unphysical transient phase at the beginning of the ac-
tual simulation.13 The choice of parameters for this driving
(the density threshold and SF) are chosen empirically; we
use the same across all three sets of initial conditions for
consistency, although in the case of the fiducial and high-Σ
systems the initial transient is not entirely eliminated.
We present simulations with various combinations of
our three feedback channels, using the notation SN , PI and
PE to refer to supernova feedback, photoionization and pho-
toelectric heating, respectively. We use NoFB for runs with-
out feedback. In simulations that do not include SN feed-
back (including NoFB runs) we still return mass and met-
als when a star in the range 8 − 35 M reaches the end of
its life, distributing them using the scheme described above
but without adding the 1051 ergs of SN energy. This is to
ensure the return of mass from stars to the ISM is con-
sistent between all simulations. The colours used in figures
remain completely consistent throughout this work for our
fiducial feedback schemes (as first introduced in Fig. 6). For
non-standard variations of our feedback schemes (Section 5.6
onwards), colours are necessarily reused from subsection to
subsection. Table 1 contains a list of the 32 simulations ex-
plicitly presented in this work. Various other test runs that
are mentioned in the text but that do not feature in any
plots are not listed.
5 RESULTS
We now present the results of our simulations. Sections 5.1-
5.5 are concerned with our main six simulations (NoFB, SN ,
PI , PE , SN-PE and SN-PI-PE) in our fiducial galaxy. They
show galaxy morphologies (Section 5.1), gas phase diagrams
(Section 5.2), global star formation rates (Section 5.3), out-
flow rates (Section 5.4), and details of the local environment
and clustering properties of SNe (Section 5.5). Section 5.6
examines the dependence of results on the SF prescription.
Section 5.7 studies the effectiveness of photoelectric heating.
5.1 Morphologies
Fig. 3 shows face-on visualisations of the fiducial galaxy after
1 Gyr with all stellar feedback channels switched on (SN-PI-
PE). The top panel shows the gas column density. The gas
has a complex morphology, comprised of clumps and fila-
ments of dense gas embedded in more diffuse material. The
largest complexes of dense gas can be found in the centre of
the galaxy, as is to be expected given the initial exponen-
tial radial surface density profile, but more isolated regions
of dense, star-forming gas also exist in the outskirts of the
disc.
The middle panel of Fig. 3 shows the (mass-weighted)
projected FUV energy density, normalised to the Habing
13 Note that in all results presented below, t = 0 corresponds to
the start of the actual simulation i.e. after the 100 Myr of driving
has already occurred.
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Table 1. A summary of the various simulations presented in this work for the convenience of the reader. The ‘Galaxy’ column denotes
which of our three initial conditions was used. The ‘SN’, ‘PI’ and ‘PE’ columns indicate whether supernova feedback, photoionization
and/or photoelectric heating were active, respectively. In the main text and in figure legends these are referred to as, for example,
SN-PI-PE. Simulations use the fiducial parameters for our sub-grid models given in Section 3 with exceptions given in the ‘Non-fiducial
parameters’ column. The ‘Section’ column gives the section (or appendix) where the simulation is first introduced. Note that this table
only lists simulations that have results explicitly shown in this work, omitting other test runs that may be briefly referred to in the text.
Galaxy SN PI PE Non-fiducial parameters Section
Fiducial × × × - 5.1
Fiducial X × × - 5.1
Fiducial × X × - 5.1
Fiducial × × X - 5.1
Fiducial X × X - 5.1
Fiducial X X X - 5.1
Fiducial X X X NJ,SF = 160, pressure floor at NJ,PF = 80 5.6
Fiducial X X X SF = 100% 5.6
Fiducial X X X Additional SF threshold nSF = 103 cm−3 5.6
Fiducial X X X Additional SF threshold nSF = 104 cm−3 5.6
Fiducial X X X Additional SF threshold nSF = 104 cm−3, SF = 100% 5.6
Fiducial × × X No FUV attenuation 5.7
Fiducial × × X Linear DGR-metallicity relationship 5.7
Fiducial × × X No FUV attenuation, linear DGR-metallicity relationship 5.7
Fiducial × × X No FUV attenuation, linear DGR-metallicity relationship, fixed PE = 0.041 5.7
Low-Σ × × × - A
Low-Σ X × × - A
Low-Σ × X × - A
Low-Σ × × X - A
Low-Σ X × X - A
Low-Σ X X X - A
High-Σ × × × - A
High-Σ X × × - A
High-Σ × X × - A
High-Σ × × X - A
High-Σ X × X - A
High-Σ X X X - A
Fiducial X X X rion,max = 50 pc B
Fiducial X X X rion,max = 20 pc B
Fiducial X X X Photoionization limited to host cell B
Fiducial × X × Long-range photoionization scheme C
Fiducial X X X Long-range photoionization scheme C
(1968) field. Significant spatial variation is in evidence, with
regions of relatively high FUV energy density tracing re-
cent star formation. In a broad sense, the spatially averaged
emission falls off with radius as the combination of the de-
cline in the SFR surface density and the inverse-square law.
However, the distribution is highly clustered and dominated
by regions of high energy density surrounding massive stars.
Some degree of correlation of the bright patches with the
morphology of the gas is apparent by visual inspection, al-
though there are also regions of high energy density in more
diffuse gas, particularly in the outskirts of the disc. It is
clear that the distribution would not be well modelled by,
for example, a simple radial profile.
The bottom panel of Fig. 3 shows the ratio of the surface
density of ionized hydrogen to total hydrogen (i.e. a form of
projected ionization fraction). Generally, comparing to the
top panel of the figure, it can be seen that the neutral regions
trace the dense gas while more diffuse regions are ionized, as
would be expected. A temperature map (not shown) shows
similar features. However, a few regions of near unity ioniza-
tion fraction are embedded in or are close to dense filaments.
These are H ii regions created by our sub-grid scheme. They
correlate with some of the peaks in the FUV energy density
distribution because they are created by the same massive
stars. Other H ii regions are not apparent from this figure as
they are too small to be distinguished.
Fig. 4 shows face-on and edge-on projections of the gas
distribution after 1 Gyr for six realisations of the fiducial
galaxy with various combinations of the available feedback
channels. Without feedback (NoFB), a very thin disc forms
with limited vertical sub-structure. The disc is extremely
fragmented, its morphology being dominated by small, dense
clumps and voids. A significant fraction of the initial gas has
been converted into stars (more details follow in later sec-
tions) so the overall gas surface density is lower than some
of the other simulations. The simulation with only photo-
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Figure 3. Face-on projections of the fiducial galaxy after 1 Gyr
with all stellar feedback channels switched on (SN-PI-PE). Top:
gas column density. Middle: mass-weighted FUV energy density
normalised to the Habing (1968) field. Bottom: Ratio of the sur-
face densities of ionized hydrogen to total hydrogen (effectively
a projected ionization fraction). The ionized regions largely trace
diffuse gas, but several concentrated patches of completely ion-
ized material are visible. These are H ii regions around massive
stars. The distribution of peaks in the FUV energy density and
H ii regions are highly clustered, corresponding to the distribution
of (relatively short lived) massive stars.
electric heating switched on (PE) is very similar to the no
feedback case. There is slightly more gas left in the centre
of the disc, but the difference is very marginal.
The simulations with SNe only (SN ) and SNe with pho-
toelectric heating (SN-PE) have similar morphologies. The
dense clumps seen in the no feedback case are absent. In-
stead the morphology is dominated by relatively large (typ-
ically several hundreds of parsecs) structures. On close in-
spection, the large structures do contain denser substruc-
tures composed of filaments and clumps. This is where star
formation occurs. Multiple large holes blown by SNe are
present. The vertical structure of the disc is significantly
different from the no feedback case, with a much thicker
distribution of gas. The relatively diffuse material is spread
reasonably evenly about the disc mid-plane. However, the
denser structures described previously can be seen to have
complex morphologies when viewed edge on, with clumps
existing several hundred parsecs above and below the mid-
plane.
The simulation with photoionization feedback alone
switched on (PI ) produces large complexes of dense gas at
the centre of the disc, but avoids the extreme fragmentation
that occurs in the no feedback case. The disc still contains a
multitude of small, dense clumps of gas, either embedded in
the central complexes or in the more diffuse gas at the edges
of the disc. Seen edge-on, the morphology is comprised of a
thin disc structure at the mid-plane and a more extended
distribution of lower density gas. The thin disc is qualita-
tively similar to that seen in the no feedback simulation,
although marginally thicker. The central complexes of gas
apparent in the face-on view manifest themselves as a slight
bulge of dense material. Despite lacking SNe to expel gas
out of the disc, it seems that the photoionization feedback
is still able to prevent all the gas settling into the thin disc.
This is because the H ii regions impart momentum to the
ISM as they expand.
The face-on projection of the simulation with all feed-
back switched on was also shown in Fig. 3, but it is instruc-
tive to compare it to the other simulations. The morphol-
ogy is qualitatively similar to the simulation with photoion-
ization only, with some differences. The large complexes of
dense gas seen in the photoionization only simulation persist
with the addition of SNe, although not to the same degree.
The amount of fragmentation has been reduced, but a more
clumpy morphology is present relative to the SN only sim-
ulation. The disc morphology is not as chaotic as the other
SNe simulation. There is a lack of large SNe driven holes in
the central regions of the disc, although smaller holes are
apparent at various points through the course of the simu-
lation and larger holes form at the outer regions of the disc.
The disc midplane is still relatively well defined but the disc
is marginally thicker than the photoionization only case.
5.2 Gas phase diagrams
Fig. 5 shows phase diagrams for the fiducial galaxy simula-
tions at 1 Gyr. All simulations have gas at a wide range of
densities. In particular, all simulations have a small popula-
tion of cold, dense gas that is capable of forming stars. The
exact shape of the equilibrium curve in this region shows
a slight ‘bump’ and an upwards ‘tick’ towards the highest
density. This is caused by the details of the UV background,
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Figure 4. Face-on and edge-on projections of the gas distribution after 1 Gyr for the fiducial galaxy with various combinations of the
available feedback channels. Without feedback (NoFB) or with only photoelectric heating (PE) the disc is very thin and highly fragmented,
with much of the initial gas having been converted into stars. With SNe, either alone (SN) or in combination with photoelectric heating
(SN-PE), the disc contains larger, more diffuse structures. Holes in the disc are apparent, caused by SN superbubbles. The vertical
structure is thicker and more complex. With photoionization alone (PI ), fragmentation is significantly reduced relative to the no feedback
case, but dense clumps remain. A thicker, more diffuse disc is present. With all feedback switched on (SN-PI-PE), the morphology lies
qualitatively between the SN and PI cases.
self-shielding prescription and non-equilibrium cooling. We
have confirmed by altering the scheme (removing UV back-
ground heating, using equilibrium chemistry etc.) that this
artefact has no impact on the dynamics of the gas and star
formation. For all simulations, the majority of gas is warm
(∼ 104 K) and diffuse (n < 0.1 cm−3).
NoFB and PE give almost identical distributions of gas
in phase space by 1 Gyr, with only minor evidence of pho-
toelectric heating at high density, if any. After 1 Gyr the
gas has been substantially depleted in these simulations by
a large amount of star formation relative to the others. Most
gas lies in a much narrower distribution at densities above
0.01 cm−3 relative to the other four simulations which have
a much wider range of temperatures. SN and SN-PE show
substantial amounts of hot (T > 104 K) gas. This can be
seen at intermediate densities (10−4 − 1 cm−3) as SN bub-
bles expand in the disc and in a reservoir of more diffuse gas
as the the bubbles break out and form a CGM via outflows.
The simulation with photoionization alone (PI ) does not
produce this hot gas phase, but high density (1− 104 cm−3)
photoionized gas in H ii regions appears as a narrow, isother-
mal line. Note that this population of gas is distinct from
the warm, neutral gas at a similar temperature because we
choose to plot T/µ to emphasize the two components. When
all feedback channels are combined (SN-PI-PE), the phase
diagram is very similar to the photoionization only simula-
tion. A small population of hot gas is apparent, correspond-
ing to the rare SN bubbles apparent in Fig. 4 but the reser-
voir of hot, outflow/CGM gas apparent in the other runs
that include SN feedback does not exist.
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Figure 5. Phase diagrams at 1 Gyr for the fiducial galaxy for simulations with various combinations of feedback. The dashed line
indicates the star formation threshold at MJ = 8mcell while the dotted line indicates MJ = mcell. Relatively large quantities of hot,
low density gas (in SN bubbles and outflows) are only apparent in runs SN and SN-PE. Adding photoionization feedback (SN-PI-PE)
significantly reduces gas in this phase, while adding a region of dense 104 K gas in H ii regions. The slight ‘tick’ shape apparent in the
gas distribution of gas at high densities is related to the self-shielding prescription and non-equilibrium chemistry; we have confirmed
with simulations without UV heating and equilibrium chemistry that this artefact does not impact our results.
5.3 Star formation rates
Fig. 6 shows the star formation rates (SFR) as a func-
tion of time for the simulations of the fiducial galaxy, av-
eraged over 10 Myr. Note that because the disc has already
been pre-processed with cooling and initial turbulent driv-
ing for 100 Myr, the SFR is non-zero at the start of the
simulation, although star formation was switched off during
the pre-processing phase. Without any feedback, the SFR
rises rapidly over the first 100 Myr as the disc collapses
vertically and fragments, reaching a peak of approximately
0.2 M yr−1. The SFR is limited only by the available reser-
voir of gas and the rate at which it can cool and collapse
into dense clumps. Over the remaining 900 Myr, the SFR
smoothly declines to ∼ 0.01 M yr−1 as the gas supply is
exhausted. When photoelectric heating is added as the sole
form of feedback, the results are similar. The feedback is able
to produce a slight suppression of star formation, reducing
the peak SFR to approximately a factor of 2. Despite this,
the galaxy is still experiencing runaway star formation with
the feedback unable to halt the overall fragmentation of the
disc (as seen in Fig. 4). The slight reduction of the SFR
does mean that the gas reservoir is consumed a little slower
than the no feedback case, so the peak SFR is maintained
for longer. The result is that from ∼ 300 Myr onwards, the
SFR is marginally higher than the run without feedback.
This is entirely a product of our idealized initial conditions;
in a full cosmological setting some amount of gas would be
accreting into the system.
When SN feedback is included, the SFR is suppressed
by approximately 2 orders of magnitude (at late times, the
difference is only a factor of 10, but this is due to gas de-
pletion in the the no feedback case). For the first 10s of
Myr, the SFR is similar to the no feedback case because
there is a delay between star formation and SNe occurring.
Then, as the first SNe start exploding, a burst of feedback
drops the SFR down by almost two orders of magnitude.
The SFR rises again, but is subsequently regulated by feed-
back. After this initial transient phase (which is substan-
tially reduced by our pre-processing method), the SFR set-
tles into a more steady state, although it still proceeds in a
bursty manner. From 500 Myr onwards, the SFR averages
1.84×10−3 M yr−1. Adding photoelectric heating to the SN
feedback (SN-PE) produces very similar results. The initial
suppression of star formation after the first burst of feedback
is not quite as deep, but behaviour thereafter is similar, av-
eraging 2.26× 10−3 M yr−1 after 500 Myr. The simulation
of the fiducial galaxy with photoionization as the sole feed-
back channel (PI ) starts with an initially lower SFR than
SNe simulations since this form of feedback starts operating
as soon as a massive enough star is formed. After a 50 Myr
transient phase, a relatively constant SFR is established,
without bursts such as those seen in the simulations with
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Figure 6. The star formation rate (SFR) as a function of time for
the fiducial galaxy simulations, averaged over 10 Myr. Without
any feedback (NoFB), the SFR climbs until it is limited by the
available gas reservoir, gradually decreasing as this is exhausted.
Adding photoelectric heating (PE) has a negligible impact, re-
ducing SFR marginally (which results in the gas reservoir being
depleted slightly slower). Adding either SN feedback or photoion-
ization (PI ) leads to a reduction in SFR by a factor of 10-100
on average. SN has a more bursty SFR than PI . Combining all
the feedback channels (SN-PI-PE) results in a slight additional
suppression, but this is small compared to the initial suppres-
sion caused by adding one effective feedback channel. Fig. A1
in Appendix A shows equivalent plots for the low-Σ and high-Σ
galaxies.
SN feedback (with or without photoelectric heating). The
average from 500 Myr is 1.77×10−3 M yr−1. It is therefore
apparent that the SN feedback or the photoionization are
both capable of regulating the SFR to approximately the
same average value. The degree of burstiness, on the other
hand, is a real difference in behaviour between the two feed-
back channels.
Finally, we consider the fiducial galaxy with all feed-
back channels (SN-PI-PE) switched on. The SFR initially
follows the same evolution as the photoionization only run,
which is expected. Then, once SN feedback begins to occur
the SFR is suppressed marginally relative to the PI simu-
lation. Like the PI simulation, the SFR can be seen to be
significantly smoother than the SN or SN-PE simulations.
The average SFR after 500 Myr is 1.16×10−3 M yr−1. Thus
combining all the feedback results in an average SFR that is
∼ 60% of the simulations with only SN or photoionization
feedback. However, it is important to bear in mind that it is
difficult to draw firm conclusions based on such minor differ-
ences given the sensitivity to choices of numerical methods,
parameters and even noise arising from non-deterministic
computations (see e.g. Keller et al. 2019). However, what
is apparent is that including one of either SN or photoion-
ization feedback results in a similar, significant reduction in
SFR relative to no feedback (or photoelectric heating only)
but that adding the other feedback channel results in in-
significant additional suppression of SFR in a relative sense.
However, photoionization produces significantly less bursty
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Figure 7. Outflow rates for the fiducial galaxy across thin slabs
parallel to the disc at 1 kpc and 10 kpc. Mass and energy loadings
are averaged over 10 Myr. Note that even without efficient stel-
lar feedback, there is a gentle flow outwards originating from the
turbulent driving phase and initial condition settling. For these
runs, the loading factors are misleading since the outflows are un-
related to the current stellar feedback. With SN feedback (with
or without photoelectric heating), very efficient outflows are gen-
erated with high mass loadings. The addition of photoionization
feedback substantially curtails outflows. Fig. A2 in Appendix A
shows equivalent plots for the low-Σ and high-Σ galaxies.
regulation of star formation than SN feedback and this effect
persists even when the two are combined. We show in Ap-
pendix A that these qualitative trends persist in our low-Σ
and high-Σ galaxies.
5.4 Outflows
We now examine the galactic outflow rates. We calculate the
instantaneous mass outflow rate through a slab of thickness
∆z parallel to the disc plane as:
M˙out =
∑
i
(mivout,i)
∆z , (10)
where the sum as carried out over all cells within the slab
that have a positive outflow velocity perpendicular to the
disc plane. We make these measurements for a slab at a dis-
tance of 1 kpc from the disc midplane with ∆z = 0.1 kpc
and another at a height of 10 kpc with ∆z = 0.2 kpc. Ad-
ditionally, for the measurement at 1 kpc we include only
gas within a cylindrical radius of 4 kpc in order to avoid
erroneous contributions from gas motions in the flared disc
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at large radii. In addition to considering the absolute mass
outflow rates, it is often useful to scale them by the global
SFR rate. We therefore obtain the mass loading factor:
ηM =
M˙out
M˙?
. (11)
Since the main use of the mass loading factor is to relate
the outflow rates to the star formation that caused it, the
most rigorous way to make this measurement would be to
compare the outflow rates to the global SFR some time in
the past when the outflows were launched. However, there
is obviously no single wind travel time unless a single out-
flow velocity is present in all cases. We therefore take a much
cruder but simpler approach and compare the instantaneous
mass outflow rate to the global SFR averaged over the pre-
vious 10 Myr. When the SFR is relatively constant this is a
very good approximation, however if the SFR is bursty (e.g.
simulations SN and SN-PE) this will obviously induce larger
amplitude oscillations in the mass loading factor. However,
with this caveat, we find that this simple approach serves
our purpose here.
We also measure the energy outflow rates through these
slabs as:
E˙out =
∑
i
[
mivout,i
(
1
2v
2
i +
c2s,i
γ−1
)]
∆z , (12)
where cs is the sound speed. In an analogous fashion to the
mass loading factor, we can define an energy loading factor,
ηE =
E˙out
M˙?u?
, (13)
where u? is some reference feedback energy per stellar mass
formed. To facilitate easy comparison with other works, we
use u? = 5.26 × 105 km2 s−2, corresponding to 1 SN with
an energy of 1051 ergs for every 95.5 M of stars formed
(see e.g. Kim & Ostriker 2017). Note that this value is not
completely consistent with the actual amount of feedback
energy available in our simulations because it does not in-
clude contributions from the radiative feedback. The value
also will depends on what mass range of stars are considered
to produce SNe (although it is fairly insensitive to the up-
per limit). However, this scaling makes it easier to compare
simulations in this work, as well as to other works.
Fig. 7 shows the absolute mass outflow rates, the mass
loading factor and the energy loading factor for the six reali-
sations of the fiducial galaxy, measured at 1 kpc and 10 kpc
as described above. For the simulations without feedback
or with photoelectric heating only, there are essentially no
outflows. A small quantity of gas moves upwards through
1 kpc during the first 500 Myr, but this originates from the
initial turbulent driving and the outer layers of the disc be-
ing stripped away by UV background heating as the disc
settles. The simulations with SN feedback only or with the
addition of photoelectric heating do drive significant out-
flows, with similar rates. The large bursts of star formation
within the first 500 Myr (as seen in Fig. 6) give rise to cor-
responding bursts of outflow, peaking at over 0.1 Myr−1
through 1 kpc. Even with the more settled SFR in the latter
half of the simulation, outflow rates remain high with mass
loading factors in excess of 10. The energy loadings are sim-
ilarly high, generally in excess of 0.01 with peaks of up to
0.1 (though the susceptibility of amplification of peaks and
troughs in the loading factors in the presence of a bursty
SFR must be borne in mind, as described above). A large
proportion of these outflows reach a height of 10 kpc, with
rates in the last 500 Myr between 10−3 − 10−2 M yr−1,
corresponding average mass loadings between 1-10.
By contrast, the simulation with only photoionization
feedback essentially produces no outflows. As with the NoFB
and PE runs, there is initially a small flow of gas upwards
through 1 kpc at early times. This motion translates into
much larger loading factors than those in the NoFB and
PE runs due to the considerably lower SFR, but this is not
really caused by feedback. A small outflow through 1 kpc is
also visible in the figure in the second half of the simulation
but this is a very small, low altitude fountain flow as the
expanding H ii regions near the centre of the disc impart
momentum to the gas. This has a significantly sub-unity
mass loading. A small quantity of gas can be seen flowing
though 10 kpc in the first half of the simulation but this is a
remnant of the initial turbulent driving procedure and also
exists in the simulation without feedback (once again, the
apparent mass loadings being higher simply because of the
lower SFR).
Interestingly, when photoionization feedback is added
to SN feedback, outflow rates are significantly reduced. The
simulation with all feedback turned on (SN-PI-PE) does
have an outflow at all times through 1 kpc, between ∼
10−3 − 10−2 M yr−1. This corresponds to mass loadings
between ∼1-10 and energy loadings between ∼ 10−3−10−2.
However, while this is larger than the small fountain pro-
duced by the PI simulation, it is still over an order of mag-
nitude lower than the SN simulations without photoioniza-
tion. It is also significantly less bursty. Essentially none of
this outflow reaches 10 kpc, with the only outflowing gas at
this altitude once again being caused by the initial driving.
Given that this simulation has very similar average SFR to
the SN and SN-PE simulations, it is clear that the addition
of our short range photoionization scheme suppresses the
generation of large outflows by some mechanism. The sup-
pression also occurs in our low-Σ and high-Σ galaxies (see
Appendix A). We shall explore the cause of this behaviour
in the following section.
5.5 The local environment of SNe and their
clustering
As mentioned in the previous section, due to similar average
SFRs, simulations SN , SN-PE and SN-PI-PE experience es-
sentially the same number of SNe after the initial transient
phase (within a factor of 1.7 for those occurring after 200
Myr). However, the outflow properties generated by SN feed-
back are substantially different. The cause must therefore be
related to the local environment of SN events. A point fre-
quently made when considering the efficiency of SN feedback
is that it is at its most effective when SNe occur in low den-
sity environments. This is because as the ambient density
increases, radiative losses become more important, reducing
the work done on the ISM during the adiabatic Sedov-Taylor
phase of the blast wave, leading to a smaller fraction of the
SN energy retained in the resulting hot bubble and requiring
a greater mass to be swept up before breakout is achieved,
lowering the velocity of the material.
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Figure 8. PDFs of the densities of the birth site of stars (top)
and SN locations (bottom) for the fiducial galaxy. Note that in
runs without SN feedback, we still return mass when a star in the
SN progenitor mass range reaches the end of its life, but do not
include additional energy. The first 200 Myr are not included.
In Fig. 8 we show the distributions of the ambient den-
sity where stars are born and where SNe occur for the six
realisations of our fiducial galaxy. Simulations without SN
feedback are included as we still record where SN events
would occur if the feedback was switched on and return
the ejecta mass, as described in Section 3. The first 200
Myr while the disc is settling are not included. The range
of stellar birth densities spanned is relatively similar across
all simulations. The onset of star formation occurs between
∼ 20 − 100 cm−3 as the Jeans mass of the cell drops be-
low our adopted threshold of 8mcell. This can also be seen
in Fig. 5 where a line indicating this threshold value inter-
sects the distributions of gas in phase space. The simulations
without feedback (NoFB) or with photoelectric heating only
(PE) have a peak in their birth density distribution near
104 cm−3 as gas collapses beyond the threshold. The distri-
bution then drops steeply with a maximum density reached
of 106 cm−3 for a very rare number of star particles. Dif-
ferences between NoFB and PE are driven by the effective
time offset in their evolution as photoelectric heating briefly
impedes disc fragmentation, as can be seen with reference to
the SFRs in Fig. 6. With the inclusion of SN feedback, the
distribution covers the same range but the peak is broad-
ened, with an essentially flat PDF between 102 − 104 cm−3.
This is because this feedback mechanism broadens the den-
sity PDF of star forming regions, reducing the formation
of extremely dense clumps. This is also apparent from the
projections in Fig. 4. The addition of photoelectric heating
to SN feedback (SN-PE) does not make an appreciable dif-
ference. When photoionization feedback is used, either on
its own (PI ) or with SNe and photoelectric heating (SN-PI-
PE), the distribution is skewed towards lower densities. The
peak is at 100 cm−3, with a tail to higher densities, indicat-
ing that most star formation occurs at the threshold with a
smaller amount of gas collapsing to higher densities relative
to the other simulations.
The PDF of the local gas density where SN progeni-
tors end their lives is similar to the PDF of birth densities
for the NoFB and PE simulations, due to the lack of ef-
fective feedback dispersing star forming clouds. There is a
tail to lower densities, demonstrating that some SN progen-
itors end up in lower density gas, with a minimum of about
10−2 cm−3. This is caused both by rapid gas depletion due to
unrestricted star formation in the dense star forming clumps
and by star particles wandering out of their extremely com-
pact birth clouds. For simulations SN and SN-PE , the PDFs
are very broad, spanning ∼ 10−5 − 105 cm−3. A slight hint
of a double peak is evident. The SNe occurring at high den-
sities originate from stars still inside their natal clouds, the
high density end of the PDF overlapping with the equivalent
PDF for birth density. These SNe will be inefficient due to
radiative losses but are still able to disperse the cloud. This
means that subsequent SNe, formed prior to the cloud’s dis-
persal but that haven’t yet reached the end of their lifetimes,
will explode in the resulting lower density environment. This
gives rise to SN superbubbles as successive SNe occur in the
remnants of their predecessors, giving rise to the low den-
sity tail of the PDF. It is these SNe that are able to inflate
the superbubble until it breaks out of the disc, resulting in
strong outflows from the galaxy.
When photoionization is included (either PI or SN-
PI-PE), there is essentially no overlap between the density
PDFs for the birth sites and the SN sites. Very few SN pro-
genitors end their lives in gas more dense than 1 cm−3. This
indicates that our local photoionization prescription is able
to efficiently disperse star forming gas around newly formed
star particles prior to the first SNe occurring. Therefore, for
simulation SN-PI-PE , all SNe occur in low density gas where
they should, in principle, be at their most effective. Indeed,
it is this phenomenon that is often invoked to suggest that
efficient pre-SN feedback should enhance the impact of SNe.
However, as we have seen in Section 5.4, this simulation has
extremely curtailed outflows relative to simulations that are
unable to clear this dense gas. We can also see from Fig. 8
that the PDF of SN densities does not extend into the low
density regime as far as the simulations without photoioniza-
tion feedback, with a peak at ∼ 0.1 cm−3 and a low density
tail that doesn’t extend far beyond the PI case, reaching
∼ 10−4 cm−3. As we have previously mentioned, the total
number of SNe is almost identical in SN and SN-PI-PE ,
and in both cases SNe are occurring at relatively low densi-
ties (all of them for SN-PI-PE). Yet, simulation SN-PI-PE
struggles to produce superbubbles and strong outflows.
It is therefore clear that the ability of SNe to drive out-
flows does not hinge solely on the total number of SNe events
or the immediate local environment of individual SNe. In-
stead, we must examine the clustering properties of the SNe
both in space and time. There are several metrics that could
be used to quantify the relative degree of spatial clustering,
for example a two-point correlation function of the locations
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Figure 9. For the fiducial galaxy and runs SN (left) and SN-PI-PE (right), we plot the positions of SNe colour coded by cluster
membership. Cluster membership is determined with a FoF algorithm with a linking length of 50 pc and a linking time of 4 Myr. These
values do not represent a unique choice but were tuned to mitigate the opposing issues of over- and under-linking clusters as much as
possible. Linking is carried out in the box rest frame, thus clusters trace out arcs as they orbit the galaxy. The top panels show SNe that
occur in clusters larger than 5 SNe, the bottom panels show SNe that occur in clusters larger than 20 SNe. SNe that occur in the first
200 Myr are omitted. The addition of photoionization feedback results in a significant reduction in the number and size of clusters and
restricts them to the centre of the galaxy.
of star particles (see e.g. Martizzi 2020; Keller & Kruijssen
2020). However, in this work, we choose to measure the rel-
ative clustering of the actual SN events themselves, since
this is a more direct measure of SN clustering and takes the
variations in the lifetimes of the progenitors into account.
This necessarily involves associating SN events together in
time as well as space. One could calculate the two-point
correlation function in 4 dimensions (space and time) or al-
ternatively make repeated 3 dimensional measurements with
some window in time. However, we take a simpler approach
and instead perform a ‘Friends of Friends’ (FoF) analysis of
the SN events in 4 dimensions using both a linking length,
llink, and a linking time, tlink.
We record the spatial coordinates and time of every SN
in the simulation. We choose a SN that has yet to be assigned
to a cluster and search for any other SNe that occurred
within a spatial separation of llink and a time separation of
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tlink (before or after)14. Note that we perform this analysis
in the simulation rest frame and do not attempt to correct
for the bulk motion of the cluster of SNe progenitors in their
galactic orbits which would add additional complexity to the
analysis. Instead, we simply choose a suitable combination
of llink and tlink such that the effect of the bulk motion is
not important. In addition to measuring the clustering of
SN events, we also apply the same analysis to the clustering
of SN progenitors at their birth.
The choice of llink and tlink could in principle be de-
termined a priori from some analytic estimate of relevant
scales. However, in practice, we find that tuning the values
by hand in order to minimize both over- and under-linking
as apparent from visual inspection is sufficient. Note that
this means our choice and the resulting cluster catalogue
are by no means unique, but as will become apparent, the
relative difference in clustering between our various simu-
lations is of a significant enough magnitude to render this
subjectivity negligible. We therefore adopt llink = 50 pc and
tlink = 4 Myr.
In Fig. 9 we plot the locations of SNe associated with
clusters, with points of the same colour indicating cluster
membership. We plot SNe that occur after 200 Myr (the first
burst of star formation as the disc settles in simulation SN
generates an atypically large cluster), effectively projecting
along the time axis, for simulations SN and SN-PI-PE . The
top panels of the figure plot all SNe that are associated with
a cluster of 5 or more SNe, while the bottom panels restrict
the plotted SNe to those belonging to clusters with 20 or
more SNe. The clusters trace out arcs in the rest frame of
the simulation domain as they move in their orbits. It can be
seen by visual inspection that some clusters lie close to each
other along similar orbits but are not considered associated
with each other (particularly for simulation SN ), possibly
indicating under-linking. Similarly, there are a few examples
of clusters that trace out more complex shapes than a simple
arc, indicating over-linking. As described above, there is no
perfect choice for llink and tlink, with additional criteria for
cluster membership being required if a cleaner analysis is
required. Nonetheless, it should be clear that these details
are relatively insignificant compared to the differences found
between simulation SN and SN-PI-PE . With SN feedback
only, a large number of clusters are present within 2 kpc of
the galactic centre. By contrast, with the inclusion of the
photoionization feedback it is clear that both the number
and spatial extent of clusters are severely restricted. There
are significantly fewer clusters of 5 or more SNe and almost
all are within 1 kpc of the centre. There are only 3 clusters
with 20 SNe or more and they are located at the very centre
of the galaxy.
To enable a more quantitative comparison, in Fig. 10 we
plot the total number of SNe exploding in clusters with more
members than some number, N , for simulations SN , SN-PE
and SN-PI-PE . We also plot the same metric for the clus-
tering of SN progenitors at birth. As mentioned previously,
14 This means that our search region formally describes a
spherinder in the 4 dimensional space. In other words, llink and
tlink are independent of each other. A more sophisticated ap-
proach could check for two SNe being causally linked by adopting
some characteristic signal velocity, but our adopted approach is
sufficient for our purposes in this work.
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Figure 10. The number of SNe progenitors born (dashed line) or
exploding (solid line) in clusters greater than some number, N ,
for simulations with SN feedback only (SN), the inclusion of pho-
toelectric heating (PE) and the additional inclusion of photoion-
ization feedback (SN-PI-PE). The first 200 Myr are not included
in order to avoid the initial transient phase. Despite having a sim-
ilar total number of SNe, without photoionization feedback SNe
are considerably more clustered. The clustering of SNe is directly
related to the clustering of the birth sites of their progenitors.
it can be seen that the total number of SNe is very similar
in all three simulations. However, it is clear that without
photoionization SNe are more likely to be found in much
larger clusters than when photoionization is included. Ap-
proximately half of all SNe occur in clusters with 4 or more
members for simulation SN, but for SN-PI-PE that drops
to 7%. Again, 30% of SNe occur in clusters of 10 or more
with SN feedback alone but in the full feedback simulation
that is true for only 3%. The largest cluster in SN-PI-PE is
comprised of 34 SNe, compared to 229 for simulation SN .
SN has 13 clusters with more than 50 SNe and 6 with more
than 100. Similar results are found for SN-PE . The quan-
titative results depend on the exact values of llink and tlink
adopted but the qualitative trend remains for all reasonable
choices.
By comparing the distribution of cluster membership of
the SN progenitors at birth to the clustering of the eventual
SNe, it is apparent that the reduction in the clustering of
SNe is set at the point of star formation. In other words, for
all 3 simulations shown the degree of clustering at birth is
similar to that at the point of SN explosions. Clustering can
be decreased from birth to death as SNe wander apart from
each other over time but it can also be increased if sepa-
rate clusters come together, particularly in the centre of the
galaxy (as occurs for simulations SN and SN-PE). The rel-
ative level of clustering is also influenced by the difference
in the spread of formation times within the cluster and the
spread of stellar lifetimes drawn from the IMF. Some degree
of noise also likely plays a role. Nonetheless, the level of clus-
tering is more or less preserved from formation to eventual
SNe events for these simulations.
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Therefore, the difference in clustering properties of SNe
between simulations with and without photoionization feed-
back is driven by the impact that the feedback has on the
way in which clusters of stars assemble. In the case with
SNe alone, a star produces no feedback until it reaches the
end of its lifetime (and only if it is a SN progenitor). This
means that star forming clouds are undisturbed for at least
6 Myr (the lifetime of a 35 M star, the largest SN progeni-
tor mass we consider) after the onset of star formation, but
more likely longer (since lower mass stars are more proba-
ble). This allows further star formation to proceed in the
cloud over this time period, growing the cluster. Further-
more, as the cloud collapses, its SFR increases as the gas
reaches higher densities, resulting in a higher effective star
formation efficiency. As a consequence, by the time the first
SN occurs there has been sufficient opportunity to build up
a substantial cluster of stars. The first few SNe are able to
begin dispersing the cloud. This quenches star formation,
resulting in no more SN progenitors being formed. However,
by this point, many SNe are already ‘banked’, having been
born while the cloud was star forming and now progressing
through their main sequence evolution. The resulting SN
rate then essentially traces the SFR of the cloud with an
offset in time corresponding to the lifetimes of progenitors.
This means that it is possible to build the large clusters seen
in Fig. 9 and 10 which are able to form superbubbles capable
of breaking out of the disc and driving a strong outflow.
By contrast, when the local photoionization scheme is
used, massive stars are able to start disrupting star forming
clouds from the moment of their birth. This means that the
period prior to the first SN that would otherwise build up
stellar mass as the cloud collapsed is either severely curtailed
or, at the very least, the effective SF efficiency is dropped
significantly. As we demonstrated in Fig. 8, photoionization
feedback is capable of clearing gas sufficiently well that by
the time the first SN occurs, local star formation has already
been quenched. This means that the clustering of SN pro-
genitors (and the resulting SN events) are severely curtailed
relative to the SN feedback only case. This results in far
fewer and smaller superbubbles, and reduces the ability to
drive outflows. It also impacts the burstiness of the global
SFR. The photoionization feedback is able to disperse the
star forming clouds but is not able to eject the gas much fur-
ther. This means that clouds are destroyed faster but also
reform faster. In other words, gas is rapidly cycled between
being capable of star formation and being on the cusp of
star formation. This results in a well regulated global SFR
that is essentially constant in time. By contrast, the manner
in which SN feedback regulates star formation is very differ-
ent, allowing the local build up of (relatively) large units of
stellar mass before quenching the SF region and dispersing
not only the birth cloud but driving away much of the gas
in the surrounding region. This means that gas cycles be-
tween the two states on a much longer timescale, spending
more time in each state. This manifests as a much burstier
SFR. Interestingly, for our particular setup, both modes of
star formation give the same long term average (as seen in
Section 3.2). In the context of small scale star formation effi-
ciencies, Semenov et al. (2017) provides a useful illustration
of how the global SFR can be somewhat independent of the
local details of how gas cycles in and out of the star forming
phase.
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Figure 11. The SFR as a function of time for the fiducial galaxy,
showing variants of SN-PI-PE with various alterations to the star
formation prescription, as described in the main text. Unless oth-
erwise noted in the legend, parameters have their default values.
SN is also shown for reference. The SFR is largely insensitive to
our trialed alterations (the lines mostly lie on top of each other),
though it becomes slightly more bursty with increased density
threshold.
Of course, it should be noted that, like photoionization
feedback, the photoelectric heating similarly acts from the
moment of a star’s birth as it starts producing FUV emis-
sion. However, as should be apparent from previous sections,
we find that this form of stellar feedback is very inefficient
and unable to disperse star forming clouds on its own. This
results in the SN-PE simulation having very similar cluster-
ing properties to SN . We discuss the reasons for the ineffec-
tiveness of photoelectric heating in Section 5.7. Likewise, we
will also discuss the extent to which the efficiency of our pho-
toionization feedback is physical in Section 6.1. Nonetheless,
the trend we find will apply to any efficient pre-SN feedback,
whether photoionization, radiation pressure, stellar winds or
something else. If the feedback channel is able to efficiently
disperse star forming clouds prior to the first SN, then it
necessarily must reduce the clustering of SN feedback and
its ability to drive winds.
5.6 Sensitivity to the star formation recipe
We have so far not discussed how our results depend on the
adopted star formation prescription, which can often have
a significant impact on the way in which stellar feedback
operates in galaxy formation simulations. The choice of a
prescription is complex and non-trivial, particularly at this
mass resolution where it is difficult to ascertain how much
of the process of the gravitational collapse is resolved and
what physics is truly captured vs. how much of this process
must be in the domain of the sub-grid model. The literature
is currently full of many and varied ways of approaching this
problem. A full census of these approaches and a parameter
study is beyond the scope of this work, though we wish
to pursue this in the future. For now, we limit ourselves to
trialing some coarse alterations to our default prescription in
MNRAS 000, 000–000 (0000)
Efficient early stellar feedback can suppress galactic outflows 21
10−4
10−3
10−2
10−1
100
101
M˙
o
u
t
[M
¯
y
r−
1
]
|z| = 1 kpc
SN
SN-PI-PE
SN-PI-PE
NJ,SF = 160
NJ,PF = 80
10−1
100
101
102
103
η
M
0 500
t [Myr]
10−3
10−2
10−1
100
η
E
|z| = 10 kpc
SN-PI-PE ²SF = 100%
SN-PI-PE
nSF = 10
3 cm−3
SN-PI-PE
nSF = 10
4 cm−3
SN-PI-PE
nSF = 10
4 cm−3
²SF = 100%
0 500 1000
t [Myr]
Figure 12. Outflow rates as a function of time for the fiducial
galaxy, showing variants of SN-PI-PE with various alterations to
the star formation prescription, as described in the main text.
Unless otherwise noted in the legend, parameters have their de-
fault values. SN is also shown for reference. Outflow rates through
1 kpc are slightly increased when the density threshold for star
formation is increased, however there are still no significant out-
flows through 10 kpc.
order to assess the degree to which our results are dependent
on our default choice.
As mentioned in Section 3.2, we use a Jeans mass
threshold for star formation and adopt the same threshold
value, NJ,SF = 8 as Hu et al. (2017), who simulate a very
similar galaxy to ours. However, that work uses a particle
mass of 4 M but an SPH kernel of 100 particles, mean-
ing that in real terms their adopted threshold mass is a
factor of 20 larger than ours. We therefore trial a value of
NJ,SF = 160 to compensate. For this simulation, we also
adopt a non-thermal pressure floor to prevent gas from col-
lapsing much further than this threshold, forcing the Jeans
mass to be resolved by NJ,PF = 80 cells. In other simula-
tions, we trial the addition of a density threshold in combi-
nation with our Jeans mass threshold. As noted previously,
our default threshold leads to the onset of star formation
at around 100 cm−3. We therefore experiment with using a
density threshold of 103 cm−3 and 104 cm−3.
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Figure 13. PDFs of the densities of the birth site of stars (top)
and SN locations (bottom) for our fiducial galaxy, showing vari-
ants of SN-PI-PE with various alterations to the star formation
prescription, as described in the main text. Unless otherwise noted
in the legend, parameters have their default values. SN is also
shown for reference. As is to be expected, increasing the den-
sity threshold for star formation shifts the PDF for birth sites to
higher densities. Increasing the SF efficiency skews the PDF to
lower densities and removes the high density tail. There is only a
marginal impact on the PDF of SN sites, although increasing the
density threshold produces a small population of SN occurring
between 1− 104 cm−3.
The final parameter in our model that we vary is the
small scale star formation efficiency, SF. The default choice
in our simulations is 2%. However, many in the literature ar-
gue for the use of a much higher (or variable) value in com-
bination with more restrictive thresholds for star formation.
We therefore try a simulation with our default threshold but
increase the efficiency to 100%. We also perform a simula-
tion with the addition of a density threshold at 104 cm−3
and the increased efficiency of 100%.
Fig. 11 shows the SFR for these simulations, along with
our fiducial SN and SN-PI-PE runs for reference. All SFRs
are very similar to each other and the fiducial SN-PI-PE ,
no matter which of the SF prescriptions is adopted, with
nearly identical average values. This is due to efficient self-
regulation of the SFR by feedback. However, the two sim-
ulations with the additional density threshold of 104 cm−3
have a more bursty SFR than the fiducial simulation. This
is perhaps also true for the 103 cm−3, albeit to a much lesser
extent. Nonetheless, none of the simulations with all feed-
back channels switched on match the degree of burstiness
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Figure 14. The number of SNe progenitors born (dashed line) or
exploding (solid line) in clusters greater than some number, N , for
our fiducial galaxy, showing variants of SN-PI-PE with various
alterations to the star formation prescription, as described in the
main text. Unless otherwise noted in the legend, parameters have
their default values. SN is also shown for reference. Increasing
the density threshold for star formation increases clustering but
increasing the star formation efficiency (marginally) decreases it.
No SN-PI-PE simulation produces as many large clusters as SN .
produced by the fiducial SN simulation.15 Fig. 12 shows
the outflow rates for the same simulations. Through 1 kpc,
there is a trend for outflow rates to increase as the SF den-
sity threshold is increased. The 104 cm−3 threshold simula-
tions have outflow rates that are ∼ 2 − 5 times larger and
show a similar increase in terms of mass loadings. There is
a marginal trend for decreased outflow rates with increased
SF. The SN simulation still produces significantly stronger
outflows than any of the SN-PI-PE variants. This is even
more obvious at 10 kpc, where once again the SN-PI-PE
simulations show very little material passing through the
slab after the initial small burst as the initial conditions set-
tle. The nSF = 104 cm−3, SF = 2% shows a small additional
outflow through 10 kpc in excess of the the fiducial case, but
still at a significantly sub-unity mass loading factor.
The most obvious impacts of changing the SF prescrip-
tion can be seen when examining the local environment of
star particle birth and SN events, and their clustering prop-
erties. Fig. 13 shows the distribution of the density at which
stars were born and at which SNe exploded for the simula-
tions, in an analogous manner to Fig. 8. As is to be expected,
15 We have also conducted SN and SN-PE simulations with
SF = 100% (not shown) and found the SFRs to be qualitatively
similar to the fiducial equivalents in terms of both average value
and burstiness.
changing the criteria for which gas is eligible for star forma-
tion has a noticeable impact on the PDFs of the ambient
density at which stars are formed. Relaxing the Jeans mass
threshold from NJ,SF = 8 to 160 results in the onset of star
formation shifting to lower densities by roughly an order of
magnitude to a few cm−3 with a peak at 25 cm−3. The use of
a density threshold in addition to the Jeans mass threshold
results in a sudden onset of star formation at that threshold,
as expected. The PDFs also peak at the threshold value (for
either 103 or 104 cm−3) with a tail extending to higher den-
sities. The effect of increasing the small scale star formation
efficiency to SF = 100% has a significant impact on both
the simulation with the fiducial threshold and the 104 cm−3
density threshold. In the former case, the peak of the distri-
bution is reduced by a factor of a few but, more significantly,
the extent of the high density tail is substantially reduced by
over an order of magnitude. For the higher density threshold
case, increasing SF does not shift the peak of the distribu-
tion (since it cannot go any lower than the threshold), but
the distribution is narrowed significantly with the majority
of star formation occurring within a factor of a few of the
threshold. This effect can be thought of as a result of the
relative reduction of the gas consumption time for gas at the
same density by a factor of 50 as SF is increased from 2%
to 100%, resulting in stars being formed at lower densities
and preventing gas from collapsing far beyond the density
threshold.
The influence of varying the SF prescription on the dis-
tribution of ambient densities where SN explode is not as sig-
nificant. Broadly speaking, all the PDFs are very similar to
the fiducial SN-PI-PE simulation, with most SN occurring
in gas between 10−4−1 cm−3. The fiducial SN-PI-PE simu-
lation, the run with a lower Jeans mass threshold, the higher
SF efficiency or a density threshold of 103 cm−3 all have a
peak at around 0.1 cm−3, while the highest density threshold
simulations have a slightly broader distribution. The simi-
larities show that the photoionization feedback is able to
clear away dense gas prior to SNe occurring to roughly the
same extent despite the variations in where the stars were
born. There is a slight exception to this in the simulations
with a higher SF density threshold. These include a small
population of SNe exploding at high density (in star forming
gas) in addition to the main low density distribution. This
is most pronounced for the nSF = 104 cm−3, SF = 2% simu-
lation. These events represent the stars that have been born
in the most dense gas, such that photoionization feedback
has been unable to clear dense gas from their environment
before the SNe occur.
We carry out the same clustering analysis as demon-
strated in Section 5.5 on these simulations. In Fig. 14 we
show the resulting cumulative distribution of cluster mem-
bership as a function of cluster size for both SN progeni-
tors at birth and when they explode. There is a clear trend
that increasing (decreasing) the density at which star for-
mation begins, either by altering the Jeans mass threshold
or using an additional density threshold, results in increased
(decreased) clustering of SN progenitors at birth. There are
a few related reasons for this. The primary cause appears
to be that if a collapsing clump of gas is prevented from
forming stars until it reaches a higher density, the SFR will
be higher when it does pass the increased threshold. This
mean that it is able to form relatively more stars before the
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cloud is quenched by the pre-SN feedback (in this case pho-
toionization), resulting in larger clusters. As mentioned in
the previous paragraph, another contributing factor is that
the photoionization feedback is less efficient at higher densi-
ties. It should however be noted that with a higher density
threshold, the pre-SN feedback does not have to drop the
local density as much in order to prevent star formation.
It should also be mentioned that the density dependence
of other pre-SN feedback channels not included here (e.g.
radiation pressure) are likely to be different. Finally, if gas
collapses to higher densities prior to forming stars, clumps of
dense gas are more likely to fragment into multiple smaller
clumps. This produces clusters with fewer members than a
single, larger monolithic cloud but the mean spatial separa-
tion between stars in a given cluster will be smaller.
There is a similar and related trend for the dependence
on SF. As shown in Fig. 13, the increased small scale effi-
ciency results in a reduction in the number of stars being
born at high density. This leads to a reduction in cluster-
ing for the reasons given above. However, because increas-
ing SF results in a higher SFR at a given density, it pro-
duces a higher temporal (as opposed to spatial) clustering.
This effect will be washed out to some extent by the vari-
ation in stellar lifetimes between stars in the same cluster
which is likely to be much larger than the relative decrease
in time between sequential stars being born. If we compare
the two simulations with the fiducial SF threshold, we see
that the birth sites of SN progenitors are less clustered with
SF = 100% than the fiducial 2%. Making the equivalent
comparison for the nSF = 104 cm−3 simulations, we find
that the number of SN progenitors in a cluster is slightly
greater for the higher efficiency simulation, until the clus-
ter size is larger than ∼ 10 at which point the reverse is
true. The sensitivity to the choice of SF is therefore less
pronounced than the previously mentioned relation to star
formation threshold. It is also important to note that the
precise details of the differences between the simulations are
subject to our particular choice of tlink and llink so only gen-
eral trends should be inferred.
As was shown for the fiducial simulations, the cluster-
ing of the birth sites of progenitors directly translates into
the relative clustering of the resulting SN events, with a re-
duction in clustering as stars wander away from their birth
clusters. Thus, the trends we described above also apply to
the clustering of the SNe themselves. Comparing to Fig. 11
and Fig. 12 we see that, as with the fiducial simulations, a
correlation between increased SN clustering and both bursty
SFR and larger outflows exists, at least in a general sense.
The simulations with the highest SF density threshold have
the greatest degree of clustering, corresponding to more and
larger SN superbubbles than the fiducial SN-PI-PE simula-
tion. The propensity to form superbubbles more readily also
manifests in the marginally broader distribution of ambient
densities of SN sites as seen in Fig. 13.
It is also instructive to compare to the fiducial SN simu-
lation. Firstly, it should be noted that all of these simulations
produce roughly the same number of SNe in total as the fidu-
cial SN simulation. When we increase the onset density for
star formation by a factor of 100 via the additional SF den-
sity threshold, we are able to achieve the same or marginally
greater degree of clustering for birth sites (in terms of num-
ber of SN progenitors that are a member of a cluster of a
given size) with all feedback channels switched on as the SN
only feedback simulation, but only for cluster sizes smaller
than a few 10s of members. Beyond this cluster size, even
these SN-PI-PE simulations show a rapid decline in cluster
membership while SN produces a relatively large proportion
of its SN progenitors in clusters with as many as 100 mem-
bers. This is reflected in the significantly burstier SFR of
the SN simulation but more obviously in its larger outflow
rates. Another phenomenon shown in Fig. 13 is that despite
having a similar level of cluster membership for Ncl . 20 for
birth sites, the high SF density threshold SN-PI-PE simula-
tions have much lower values for SN events themselves when
compared to the fiducial SN simulation. This is because a
smaller cluster is more vulnerable to having a significant
portion of its stars wander away than a larger cluster. This
is partly to do with the depth of the gravitational potential
of the cluster, but is driven more by the reduction in the
significance of a single star leaving the cluster and the rel-
ative proportion of stars on the ‘surface’ of the cluster. SN
produces larger clusters of SN progenitors at birth than the
high density SF threshold SN-PI-PE simulations so its SN
event clustering is not as impacted by stars wandering away.
To summarise this section, we have demonstrated that
the influence of the star formation prescription on the de-
gree of clustering is subdominant when compared to the re-
duction of clustering by our pre-SN feedback (specifically
photoionization). Because the ability of SNe to drive out-
flows is primarily determined by the level of clustering in our
simulations, this means that the outflow rates have a much
stronger dependence on whether photoionization feedback
is included or not rather than the choice of star formation
prescription.
5.7 The effectiveness of photoelectric heating
We now briefly discuss the sensitivity of our photoelectric
heating feedback to details of the model and assumptions of
about the dust to gas ratio. In Fig. 15 we show SFRs for
our fiducial galaxy without feedback, our standard photo-
electric heating scheme and four variations on the scheme.
We do not test any of these variants in combination with
our other feedback channels. While this would be a more
physical test, we wish to see the impact on our scheme with-
out becoming entangled in the complex interactions between
different forms of stellar feedback. Firstly, we examine the
extent to which the strength of the photoelectric heating
is influenced by our prescription for the attenuation of the
FUV radiation by dust. As described in Section 3.3.2, we
use a very simplistic measurement of the dust column den-
sity around a source based on the local Jeans length. As can
be seen in Fig. 15, if we do not attenuate the FUV radia-
tion at all we see very little additional suppression of star
formation relative to the standard case. This indicates that
the dust-to-gas ratio (DGR) in our galaxy is sufficiently low
that attenuation is not relevant.
This brings us to the other source of uncertainty: the
DGR itself. As stated in Section 3.3.2, we adopt an observa-
tionally motivated broken power-law scaling with metallicity
taken from Re´my-Ruyer et al. (2014). Rather than the lin-
ear scaling with metallicity often assumed in simulations,
this includes a steepening of the relation at low metallic-
ity. Thus, for our adopted initial ISM metallicity of 0.1 Z,
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Figure 15. Star formation rates for our realisation of our fiducial
galaxy showing the sensitivity of photoelectric heating to various
changes to our default scheme. Removing attenuation of the FUV
radiation by dust has little impact. Using a higher dust-to-gas
ratio (by adopting a linear dependence on metallicity instead of
the broken power-law of Re´my-Ruyer et al. (2014)) has no impact
unless FUV attenuation is switched off, in which case the SFR
is suppressed by an order of magnitude (but is still an order of
magnitude higher than simulations with SN or photoionization
feedback). Fixing PE at its upper limit of 0.041 suppresses the
SFR by an additional factor of ∼ 2.5. NoFB is also shown for
reference.
we obtain a DGR of 1.1% of the MW value, an order of
magnitude lower than a simple linear scaling would give.
With such a low dust-to-gas ratio, it is perhaps not surpris-
ing that photoelectric heating is not very efficient given the
linear dependence shown in eq. 8. In Fig. 15 we also show
the results from PE simulations using a linear relationship
between metallicity and dust-to-gas ratio by extending the
high metallicity portion of the Re´my-Ruyer et al. (2014)
broken power law down to all metallicities. We show this for
simulations with and without our standard FUV attenuation
prescription. When the attenuation is included, the resulting
SFR is similar to the simulations with our standard DGR.
However, when no attenuation is included, the SFR is sup-
pressed by almost an order of magnitude, reaching a steady
state for the duration of the simulation. It is still an order of
magnitude higher than our SN and PI simulations, but in
combination with the other feedback channels it could po-
tentially have an impact. This indicates that the gains in the
photoelectric heating rate due to increased dust are largely
cancelled out by the increased attenuation of the radiation
under our scheme. The strength of this effect implies that if
you have a sufficiently high DGR that photoelectric heating
is relatively efficient, then your results may well be sensitive
to exactly how you deal with FUV attenuation by dust. In
our case, our fiducial DGR is low enough that we avoid the
issue.
Finally, we maximize the effects of photoelectric heat-
ing by performing a run with the linear DGR-metallicity
scaling and no attenuation but additionally fix the photo-
electric heating efficiency to the highest possible value our
scheme allows, PE = 0.041. Recall that PE normalises the
relationship giving the heating rate as a function of the FUV
energy intensity and the DGR (see eq. 8). PE depends on
the temperature and electron number density. The latter is
exceedingly hard to capture without accurately modelling
the complex processes that contribute to it in cold gas. We
therefore adopt a fit as a function of density to the results of
Wolfire et al. (2003) (see e.g. eq. 9) for our fiducial simula-
tions. The maximum efficiency of 0.041 is reached in gas of
density 730 cm−3 or higher. Using this efficiency at all den-
sities results in the heating rate in 1, 10 and 100 cm−3 gas
being enhanced by a factor of 4.7, 2.7 and 1.6, respectively,
relative to our fiducial scheme. This results in the SFR being
suppressed even further to an average of 5.2 × 10−3 M yr.
This is within a factor of a few of the fiducial SN and PI
simulations. This suggests that adjustments to the PE can
make a substantial difference to the effectiveness of pho-
toelectric heating, in combination with other assumptions
about the DGR and attenuation. We believe that the use
of a fixed value for PE must be treated with care. Fixed
values for PE are common in the literature. For example,
Forbes et al. (2016) use an equivalent value of 0.065 while
Kim & Ostriker (2017) use 0.009. Hopkins et al. (2018b)
use the efficiency as a full function of temperature and elec-
tron abundance from Wolfire et al. (2003) but it is unclear
whether they resolve the complex chemistry that determines
the electron abundance with sufficient accuracy in the rele-
vant gas phases.
6 DISCUSSION
6.1 Effectiveness of photoionization feedback
Given how strongly photoionization affects the outcome of
our simulations, it is worth examining whether the details of
our model are reasonable. In terms of numerical robustness,
we have tested our short-range photoionization scheme ex-
tensively and found that our results are stable over a wide
range of model parameter choices and algorithmic varia-
tions. We discuss this in detail in Appendix B. However,
besides the details of the implementation, we must also con-
sider the extent to which a Stro¨mgren type approximation
such as ours is applicable. This approximation essentially
assumes that every ionizing photon emitted contributes to
the photoionization rate, essentially assuming that the es-
cape fraction through a cell is zero if it is eligible to be
considered by the algorithm. Note that the escape fraction
of ionizing photons in a given pixel is not forced to be zero,
since it can extend to its maximum permitted value (having
potentially ignored hot or low density cells) without exhaust-
ing the photon budget. Our improved HealPix method can
cope with low density channels out of a host cloud giving a
non-zero escape fraction, but only if they can be resolved by
the pixel, otherwise the mass biasing error will be encoun-
tered. However, simply switching to a more sophisticated
RT scheme does not necessarily completely solve this prob-
lem, since the inhomogeneous density structure of the GMC
around the source must still be resolvable both in a hydrody-
namical sense and by the RT scheme. Nevertheless, having
gained the benefits of the cost effectiveness of our sub-grid
radiation scheme (allowing us to perform the large parame-
ter study in this paper), it would be instructive to perform a
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subset of these tests with full RT. In the meantime, we note
that using adaptive ray-tracing simulations of H ii regions in
GMCs with various properties, Kim et al. (2019) find that
the cumulative escape fraction prior to the first SNe (the
most relevant timescale for our purposes) ranges between
5− 58%. This perhaps indicates that while our scheme may
maximize the ability of H ii regions to disrupt star forming
clouds with a de-facto close to zero escape fraction prior to
the first SNe, we may not be drastically overestimating this
effect.
The one remaining uncertainty is the extent to which
star formation could persist in dense clumps that survive
the general destruction of the cloud and for how long. If this
phenomenon was significant, it would act to extend the tran-
sition period of the cloud from a star forming to a quenched
state, potentially reducing the de-clustering impact of the
radiation. Coherent clumps that are dense enough to shield
against the radiation will not be destroyed by our scheme,
nor will star formation within them be curtailed. However,
this assumes that the internal structure of the GMC is suf-
ficiently well resolved to give the correct density structure.
Even though we adopt a very high resolution by the stan-
dards of galaxy formation simulations, it is still very difficult
to resolve this internal structure. Our scheme therefore likely
tends towards the maximal impact of ionizing radiation on
the clustering, although it is difficult to estimate the mag-
nitude of this effect.
6.2 The non-linear nature of combining feedback
channels
Driven by the success of theories of galaxy regulation by stel-
lar feedback developed over the last several decades, there
has been a trend towards the inclusion of increasing num-
bers of mechanisms by which stars can influence their host
galaxies. In addition to SNe, perhaps the most highly stud-
ied form of stellar feedback, the effects of stellar winds, pho-
toionization, photoheating, radiation pressure and cosmic
rays, for example, have been included in recent models (see
the examples given in Section 1). Naively, one might ex-
pect that the more stars are able to inject energy into their
surroundings, the greater the impact on their host galaxies.
This would represent a simple additive stacking of the im-
pacts of feedback channels. In reality, the picture has been
shown to be more complicated because the various forms
of feedback act on different length and time scales. For ex-
ample, stellar winds and photoionization can dramatically
alter the properties of the nearby ISM and local star for-
mation but they are unable to have the large scale reach
provided by SNe, which are able to create superbubbles and
drive galactic outflows. In practice, different forms of feed-
back are predicted to interact in a complex manner, with
pre-processing of the ISM by early (pre-SN), local feedback
influencing the ability of the subsequent SN feedback to im-
pact the galaxy and its surroundings. Often in the context
of the evolution of whole galaxies, this is thought about in
terms of non-SN feedback playing a supporting role, clear-
ing out dense gas and enabling SN feedback to operate with
maximum efficiency. In this way, while the stacking effect is
highly non-linear and very dependent on context (e.g. the
properties of the galaxy being considered), it still increases
the overall impact on the galaxy with increasing numbers
of feedback channels. Of course, this is still an oversimplifi-
cation and it is recognized that adding additional feedback
channels can in some circumstances reduce the impact of
SN feedback by regulating the SFR to a lower level, thus
reducing the SN rate.
What we have demonstrated in this work is an exam-
ple of a more subtle manner by which including additional
feedback mechanisms can reduce the impact of SN feedback.
Our SN feedback and photoionization schemes are both ca-
pable of regulating the global SFR to approximately the
same time-averaged value, representing an almost two order
of magnitude reduction from the no feedback case. Combin-
ing all of our feedback channels leads to only a relatively
small additional reduction in the SFR. The average SN rate
is essentially the same across all the feedback regulated sim-
ulations, within a factor of a few. Yet the introduction of
photoionization feedback dramatically suppresses the abil-
ity of SNe to form superbubbles and drive strong outflows.
We have demonstrated that this suppression comes about
not because of a reduction in the number of SNe but by a
significant reduction of their clustering in space and time.
Even though the pre-processing of the ISM by photoioniza-
tion results in a larger fraction of SNe occurring in low den-
sity environments, where in an individual sense they should
be more efficient, the reduction of clustering that this pre-
processing causes inhibits the growth of superbubbles and
the ability of SNe to work together and break out of the
disc. While this effect will be dependent on the exact galac-
tic context and the specific form of feedback considered (we
have already discussed uncertainties in our photoionization
scheme and the extent to which it might be maximally effi-
cient), the potential for a similar reduction in clustering ex-
ists for any pre-SN feedback channel (e.g. photoionization,
stellar winds, radiation pressure) if it is efficient at disrupt-
ing star forming regions. Also, note that while we have used
the terms cloud and cluster somewhat loosely in this work,
the pre-SN feedback need not disrupt entire GMCs to cre-
ate this effect, rather dense star forming sub-clumps, thus
reducing the overall efficiency of star formation in the GMC.
6.3 Implications for coarser resolution simulations
We stress that the effect described in the previous section is
only resolvable in our simulations because our star particle
mass is close to the mass of the individual massive stars.
Thus, it is possible for the first few massive stars in a small
collapsing region of gas to prevent the birth of additional
massive stars. As the star particle mass is increased, the
production of stars is quantised into larger chunks, wash-
ing out this effect. In other words, the star particle mass
enforces a minimum cluster size. Given that approximately
one SNe is produced for every 100 M of stars, the minimum
cluster size of a 1000 M star particle is already 10. Only a
few percent of SNe in our SN-PI-PE occur in clusters of
10 or more (by our definition of a cluster). Thus, ignoring
other impacts of coarsening resolution, we would not have
been able to see a reduction in clustering to the level that
we do if our star particle mass was 1000 M. Increasing the
star particle mass to 104 M, a reasonably competitive res-
olution for Milky Way mass galaxy simulations, results in a
minimum cluster size of 100 SNe. Only ∼ 10% of the SNe in
our most clustered simulations (SN and SN-PE) are mem-
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bers of clusters that large. Of course, in larger mass galaxies
than our dwarfs, disc properties may well give rise to larger
clusters, but our point stands: the ability to form smaller
clusters is precluded.
In addition to the enforcement of a minimum cluster
size, using a star particle mass much larger than the mass
of individual massive stars completely removes the ability
to observe the impact of pre-SN feedback on clustering. As
described above, we have demonstrated that pre-SN feed-
back that is strong enough to efficiently clear star forming
gas will enhance the efficiency of individual SNe by reduc-
ing the ambient ISM density but will reduce clustering in the
process by quenching star formation. However, when a more
massive star particle is formed, a cluster of SN progenitors
is already safely contained within it. The pre-SN feedback
(which is already enhanced due to the presence of all the
massive stars concentrated in the same location and born
at exactly the same time) can then sweep away the local
ISM after a large quantum of stellar mass has already been
formed. Thus the positive impact of strong pre-SN feedback
on supernova efficiency (the reduction of local density) is
gained without the penalty of reduced clustering. It is im-
portant to note that this remains true even with the use
of individually time-resolved SNe. While the SNe may be
treated one by one, the entire SN budget of the star particle
is guaranteed at the moment of its creation.
It should be apparent that when galactic outflows are
produced by a highly abstracted sub-grid model, such as
those used in large volume cosmological simulations (see Sec-
tion 1 for examples), it does not matter that SN clustering
is not resolvable. Those details should already be encapsu-
lated in the model, either explicitly by design or implicitly
by tuning. However our findings suggest that when simula-
tions are carried out at an intermediate resolution, such that
more than one SNe is likely to be produced per star parti-
cle (mpart & 100 M), the interplay between pre-SN and SN
feedback is unlikely to be correctly resolved.
6.4 Comparison to selected other works
Rosdahl et al. (2015) contains simulations of a galaxy (their
‘G8’ model) with similar properties to our ‘heavy’ galaxy
with various combinations of SN and radiation feedback,
provided by a moment based RT scheme. They use a grid-
based code, ramses-rt (Teyssier 2002; Rosdahl et al. 2013;
Rosdahl & Teyssier 2015). However, their resolution of 18 pc
and star particle mass, 600 M, are significantly coarser
than ours. They found that radiation feedback was able to
suppress star formation to a similar level as SN feedback,
with photoionization and photoheating dominating over ra-
diation pressure. They found their radiation feedback did
not amplify the efficiency of SN feedback. They find mass
loading factors of 0.1 across 0.2Rvir (8.2 kpc), even for
SN feedback alone, although it is acknowledged that they
are most likely not resolving SNe with their thermal dump
feedback prescription. As with our simulations, the inclusion
of photoionization feedback leads to a reduction in outflow
rates, both in absolute terms and in mass loading factors.
This may be at least partially caused by the overall reduc-
tion in SFR rather than the sensitivity to clustering which
we observe. It is unlikely that with their resolution this ef-
fect would be observable, particularly as they note that they
cannot resolve H ii regions properly. Interestingly, while not
having much impact on the SFR, the inclusion of radiation
pressure leads to the outflow rates being restored to their
SN-only levels.
Hu et al. (2017) perform simulations of dwarf galax-
ies with SN feedback, spatially varying photoelectric heat-
ing and a Stro¨mgren type approximation for photoionization
similar to ours (although it is a spherical approach rather
than our new HealPix based scheme). They use a modified
form of the SPH code gadget-3 (Springel 2005; Hu et al.
2014) with a gas particle mass of 4 M with 100 neighbour-
ing particles in the support radius of the SPH kernel. It
is difficult to compare resolutions, but Hu (2019) finds that
this is sufficient to produce convergent wind properties when
the only feedback channel is SNe in the form of a thermal
dump. It is noted however that they begin to slightly under-
resolve the D-type expansion of H ii regions in a uniform
density medium of 100 cm−3. As shown in Section 3.3.3, we
resolve this perfectly, so our ability to resolve our H ii region
dynamics is at least as good, if not slightly better.
In common with our findings, in their fiducial galaxy
(which is most similar to our low-Σ system), the various
feedback channels can regulate the SFR to roughly the same
value (within a factor of a few). In contrast to us, they find
photoelectric heating is also able to strongly suppress star
formation, albeit at the cost of realistic galaxy properties.
This increased effectiveness relative to our findings could be
a consequence of their adoption of a higher dust-to-gas ratio
in combination with a slightly different scheme for mod-
elling FUV attenuation (see our discussion in Section 5.7).
Although photoionization by itself is not shown, the addi-
tional reduction in SFR when it is added to the SN feedback
is comparable to what we find. Their mass loading factors
measured close to the disc (2 kpc) for the SN feedback only
simulation appear to be significantly lower than ours, as
well as being substantially smoother. The addition of pho-
toionization feedback only reduces the outflow rates slightly
in absolute terms, but the mass loading factor remains the
same (the slightly lower SFR compensating). Based on their
plots of the distribution of the local density where SN ex-
plode, their photoionization feedback clears away dense gas
to the same degree that ours does, with essentially no SNe
occurring in gas more dense than 1 cm−3. In their ‘compact’
galaxy (which is most similar to our fiducial system), only
the inclusion of photoionization is capable of regulating the
SFR, resulting in a smooth, steady SFR much like we find
in our simulations. The SN only simulation experiences run-
away star formation at the start of the simulation.
Emerick et al. (2018) simulate a halo with Mvir =
2.48 × 109 M (a quarter the mass of our system) with a
gas disc of 2 × 106 M (2.6% the mass of our disc) with
the grid-based code enzo (Bryan et al. 2014). They model
a similar set of physics to us (with the addition of stellar
wind feedback and the following of molecular species with
grackle), but use adaptive ray-tracing radiative transfer
for their ionizing radiation, which also includes radiation
pressure (unlike our scheme). They have a maximum spa-
tial resolution of 1.8 pc. With our target cell mass of 20 M,
we have equivalent spatial resolution in gas at a density
of 200 cm−3 which, coincidentally, is their star formation
threshold density. They also track individual massive stars.
They should therefore in principle be able to resolve the
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same effects of pre-SN feedback on clustering that we do.
It is therefore instructive, despite the substantial differences
in galaxy properties, to qualitatively compare our results.
They report that the addition of radiation feedback to the
SN feedback results in a drop in SFR of roughly a factor
of 5. However, the no RT simulation is halted after only
∼ 100 Myr, so it is unclear if the SFR would drop to a
lower, steady state after the initial transient phase, as in
our simulations. The no RT simulation appears to be driv-
ing similar strength outflows to the full RT simulation before
it is terminated, although at a slightly smaller mass loading
factor. Interestingly, when the RT is limited to 20 pc, the
outflows are substantially suppressed. However, when the
full long range RT is used, the outflow rates are restored to
(and slightly exceed) the levels seen in the no RT simula-
tion. This appears to be caused by radiation forming and/or
maintaining channels of low density gas out of the disc plane
through which outflows can escape, rather than relying on
SNe themselves to achieve breakout. A possible interpreta-
tion in the framework of our findings, therefore, is that the
radiation reduces the effectiveness of SNe on small scales by
reducing clustering, but is able to compensate for this effect
by making it easier for SNe to break out. We must therefore
consider that the inclusion of long range radiation in our sim-
ulations may produce similar results, although it is difficult
to predict how the compensatory facility of the long range
radiation scales with system mass (or perhaps more impor-
tantly, gas surface density). In Appendix C we trial a simple
tree-based scheme for long range photoionization feedback
(similar to that deployed in Hopkins et al. (2018b)) and find
that it does not result in the opening or maintaining of chan-
nels. However, we note that this is a necessary consequence
of sources in tree-based schemes emitting isotropically (with-
out introducing substantial additional complexity). Emerick
et al. (2020) expands the analysis of Emerick et al. (2018)
by turning various feedback channels on and off. The key
points of the earlier work that we describe above are main-
tained, but it is useful to note that the results are largely
unaffected by the absence of radiation pressure.
Agertz et al. (2020) find a qualitatively similar be-
haviour to us in cosmological zoom-in simulations of a
Mvir (z = 0) = 109 M halo. In the absence of radiation
feedback, SF is bursty and drives strong outflows while in-
cluding it results in a more gentle evolution. This predomi-
nantly leaves a signature on the mass-metallicity relation.
As part of the FIRE-2 suite of cosmological zoom-ins,
Hopkins et al. (2020) find that early feedback is necessary to
avoid over-clustering of SNe and a resulting ‘blowout’, qual-
itatively supporting the phenomenon that we report here.
The magnitude of the effect and the relative importance of
a given form of early feedback varies as a complex function
of galaxy mass. The FIRE-2 approach is to use SF = 100%
(in combination with restrictive SF criteria), on the premise
that the early feedback acts to regulate the effective effi-
ciency to the percent level. While an in depth study of SF
prescriptions is beyond this work, we note that this makes
the assumption that the early feedback is resolved correctly.
At their mass resolution (250− 5.6× 104 M for haloes be-
tween Mvir (z = 0) ∼ 109 − 1012 M) H ii regions are at
best marginally resolved. Additionally, as discussed in Sec-
tion 6.3, large star particle masses will enhance burstiness.
It should also be noted that in Section 5.6 we showed that
our results are relatively robust to the choice of SF. Hop-
kins et al. (2020) also find that in dwarf galaxies the UV
background plays a substantial role in smoothing out SF,
providing an external method to reduce SN clustering. In
our idealized galaxy setup we are largely insensitive to the
UV background, but this is likely because we have a disc
full of gas capable of self-shielding in place at the begin-
ning of the simulation. Thus, it is important to note that
while idealized non-cosmological simulations are very useful
for gaining physical intuition, they do not capture the real-
ity of a full cosmological context with an evolving galactic
potential and inflows of gas.
6.5 Are additional physical processes necessary to
restore outflow rates?
The SN-driven galactic winds in our dwarf galaxies are sig-
nificantly curtailed when we add photoionization feedback.
Mass loading factors at 1 kpc are between 10-100 in the
former case, but are reduced by approximately an order
of magnitude. The strong outflows through 10 kpc are ab-
sent. However, it is difficult to directly compare our results
to observations. It is challenging to observe outflows from
low-mass galaxies because of the intrinsically low surface
brightness. Observations are typically limited to starburst
galaxies (Martin 1999; Heckman et al. 2015; Chisholm et al.
2017; McQuinn et al. 2019) and are usually restricted to a
small distance from the ISM (much less than ∼ 0.1Rvir). The
multiphase nature of galactic outflows also complicates the
comparison between simulations and observations. In partic-
ularly extreme starbursts, the mass loading factor close to
the ISM can reach ∼ 60 (Heckman et al. 2015). In a sample
of less extreme starburst galaxies, McQuinn et al. (2019) find
mass loadings in the range 0.1−7. Given that our SN-PI-PE
galaxies are not starbursts, our mass loadings at 1 kpc could
not be said to be inconsistently low relative to the observa-
tions. Nonetheless, strong outflows from low-mass galaxies
are frequently required by theory. They are used to explain
low baryon fractions, inefficient star formation and the en-
richment of the CGM low-mass systems with metals (see e.g.
Mori et al. 2002; Governato et al. 2007; Brooks et al. 2007;
Shen et al. 2014; Ma et al. 2016a). In a cosmological setting,
Smith et al. (2019) showed that if feedback is unable to con-
sistently clear dense gas from the centre of dwarf galaxies at
high-redshift, they can become overwhelmed with inflowing
material, leading to runaway star formation. Strong, bursty
outflows are also posited as a mechanism to prevent the for-
mation of stellar bulges and dark matter cusps (Governato
et al. 2010; Pontzen & Governato 2012).
We therefore consider the extent to which additional
physics omitted from our idealised simulations could com-
pensate for the reduction in outflow rates that we see and
reconcile our results with other theoretical expectations. We
discussed the limitations of our short-range feedback scheme
in the previous sections, noting that it potentially represents
the maximal reduction of SN clustering. We also noted that
longer range radiation may assist in the production of SN-
driven outflows by creating and/or maintaining low density
channels out of the ISM. Any additional feedback processes
must do so without contributing to the de-clustering of the
SNe. Thus, simply increasing the available pre-SN feedback
budget will not necessarily enhance outflow rates. If pre-SN
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feedback channels can carve ‘chimneys’ out of GMCs with-
out significantly disrupting star formation, then SNRs may
be able to escape the clouds along paths of least resistance.
Rogers & Pittard (2013) demonstrate this phenomenon with
stellar winds, while Garratt-Smithson et al. (2018) show
similar behaviour with jets from HMXBs. However, easing
the SNR breakout from the birth cloud does not necessarily
mean that disc breakout is achieved.
As we noted in Section 3.3, we do not treat binary stel-
lar evolution in this work, while in reality approximately
half of massive stars reside in binary systems (Sana et al.
2013). Binarity can impact the lifetimes and luminosities
of stars relative to single stellar evolution, largely via mass
transfer between the stars. Relative to a population of sin-
gle stars only, this results in a modest increase in overall
ionizing photon budget but also extends the production of
ionizing radiation to later times (Eldridge & Stanway 2009;
Zhang et al. 2013; Stanway et al. 2014, 2016; Go¨tberg et al.
2017, 2018). It can also give rise to a population of late time
(∼ 50 − 200 Myr) core-collapse SNe, although this popula-
tion only makes up approximately 15% of the total (Zapartas
et al. 2017). It is unclear how these two phenomena would
alter our results. However, because star forming clouds are
likely to have been dispersed by the time major deviations
from a population of single stars become apparent (see e.g.
Ma et al. 2016b), it is probable that the impact on SN clus-
tering and outflow generation would be weak.
A non-negligible fraction of OB stars are ejected from
their birth sites by either dynamical interactions within their
natal cluster or by SNe within OB binary systems (see e.g.
Blaauw 1961; Poveda et al. 1967; Portegies Zwart 2000; Fu-
jii & Portegies Zwart 2011; Eldridge et al. 2011; Oh et al.
2015). These runaway stars can travel 100s of parsecs before
exploding as SNe. As we mentioned in Section 3.3, we do
not include this phenomenon, although sub-grid models for
runaways with various degrees of sophistication have been
included in previous galaxy formation simulations (see e.g.
Ceverino & Klypin 2009; Ceverino et al. 2014; Zolotov et al.
2015; Kim & Ostriker 2017, 2018). The inclusion of runways
is found to increase the production of hot gas and drive
stronger outflows in Ceverino & Klypin (2009) and Anders-
son et al. (2020). However, at much higher resolution, Kim
& Ostriker (2018) see no such effect with Kim et al. (2020)
positing that the trend seen in the formerly mentioned works
are due to an inability to resolve SNe properly in dense gas.
It is unclear what impact the inclusion of runaway OB
stars would have on our results. On the one hand, they would
further decrease the spatial clustering of SNe, further hinder-
ing the creation of superbubbles that can achieve breakout.
However, ejecting massive stars from star forming regions
may reduce the efficiency with which ionizing radiation can
halt star formation. As has been previously noted, removing
SN progenitors from dense star forming gas increases the ef-
ficiency of the subsequent SN but, as shown in Fig. 8, SNe
already occur in low density gas when we include ionizing
radiation. Of more relevance than the local ambient density
may be the column density out of the disc. A SN bubble
originating in the low density pocket of an H ii region may
still have to sweep through significant dense gas in order to
achieve breakout, thus requiring a cluster of SNe. By con-
trast, a SN originating from a progenitor thrown into a void
within the disc or upwards out of the disc plane would find it
easier to break out of the disc but would consequently have
less gas available to entrain into an outflow. It is therefore
difficult to estimate what the net effect of runaways would
be, but it seems likely that it would only have a minor im-
pact on our findings either way.
It is possible that the inclusion of cosmic rays (CRs)
created by SNe could result in stronger outflows. CRs suffer
less adiabatic loss than thermal gas and are not radiated
away during the snowplough phase of SNR expansion. This
means they can increase the momentum imparted by a SNR
to a significant degree (Diesing & Caprioli 2018). Uhlig et al.
(2012) demonstrated that CRs can drive strong outflow in
low mass galaxies. However, this wind driving mechanism
is sensitive to the details of CR transport (see Dashyan &
Dubois 2020, and references therein).
Finally, it is possible that our low outflow rates are
simply an unavoidable consequence of the idealized nature
of our simulations. Our initial conditions do not produce
a starburst state. Given that observed galactic winds from
low-mass systems are essentially limited to starburst galax-
ies, perhaps it is not surprising that we do not see strong
winds in our simulations. In a realistic cosmological environ-
ment, inflows and mergers can drive gas into the centres of
galaxies, resulting in highly spatially and temporally clus-
tered star formation. This could overcome the de-clustering
ability of local photoionization and create strong bursts of
feedback capable of driving outflows.
7 SUMMARY AND CONCLUSIONS
In this work, we introduced several new methods for treat-
ing stellar feedback implemented in the code Arepo. We
explicitly populate star particles with individual stars by
sampling the IMF. This means we can link stellar feedback
to the stars themselves, rather than using IMF averaged val-
ues as is more commonly done. In combination with our high
baryonic mass resolution this allowed us to properly capture
the clustered nature of stellar feedback. SN feedback is in-
cluded using the scheme first demonstrated in Smith et al.
(2018). We implemented two new sub-grid models for ra-
diation feedback that allow us to include these effects at a
fraction of the expense of full RT, making large parameter
studies with many simulations possible. We included pho-
toelectric heating with a spatially varying FUV field, us-
ing a tree-based method that assumes largely optically thin
transport with local extinction. We included photoionization
and photoheating in H ii regions around massive stars with
an improved overlapping Stro¨mgren approximation scheme,
solving the balance between ionizing photons and recombi-
nation in individual angular pixels. This reduces the vul-
nerability to the mass biasing error experienced by previous
similar schemes used in the literature.
We presented a suite of 32 simulations of isolated
Mvir = 1010 M galaxies with a baryonic mass resolution
of 20 M using our new feedback schemes. We focused pri-
marily on studying the interplay between the different feed-
back channels and their relative impact on galaxy proper-
ties, particularly SFRs and outflow rates. We also explored
the dependence of our results on baryon fraction, as well as
examining the robustness of our sub-grid schemes in detail.
Our main findings are as follows:
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• We find that either SN or photoionization feedback act-
ing alone are able to suppress star formation by approxi-
mately the same amount in a time averaged sense, resulting
in an approximately two order of magnitude reduction in
average SFRs relative to the no feedback case. However, SN
feedback produces a much burstier star formation history.
Photoelectric heating has negligible impact. Combining the
feedback channels results in an additional small suppression
of SFRs, but this is insignificant compared to the impact of
either SN or photoionization alone.
• Along with the burstier star formation, SN feedback
without photoionization causes greater disruption to the
disc, forming large superbubbles that break out and drive
strong outflows. When photoionization feedback is added,
such large superbubbles are no longer present and outflow
rates are significantly reduced, despite approximately the
same number of SNe occurring.
• The inclusion of photoionization feedback dramatically
reduces the clustering of SNe in space and time by disrupting
star forming clouds before they can build up large clusters
of massive stars. This inhibits the production of SN super-
bubbles that are capable of breaking out of the disc, thus
reducing outflow rates. It also causes the smoother SFRs,
since the star formation is predominantly suppressed by rel-
atively gentle, local disruption of dense gas rather than by
the disruption of large regions of the disc. This phenomenon
is in principle not just limited to photoionization feedback,
but could be caused by any form of pre-SN feedback that
efficiently destroys star forming clouds.
• This modulation of SN clustering by early feedback can
only be captured because our star particle mass is close to
the masses of individual SN progenitors. Using a more mas-
sive star particle (i.e. forming stars in larger discrete units)
enforces a minimum cluster size, even if SNe are individually
time resolved. It reduces the ability to resolve the suppres-
sion of SN clustering by early feedback. This has implica-
tions for the robustness of claims to resolve the coupling
between different forms of stellar feedback in simulations
with star particle masses orders of magnitude greater than
the individual massive stars.
• Our results are insensitive to variations in the adopted
star formation prescription, including increasing the thresh-
old density or small scale efficiency parameter.
• As demonstrated in Appendix A, our findings hold qual-
itatively when the baryon fraction of the galaxy is increased
or decreased by a factor of two in either direction.
• Our new model for H ii regions is extremely robust to
variations in parameters or algorithmic changes. However,
we note that it can potentially overestimate the ability of
ionizing radiation to disrupt star formation in GMCs if dense
substructure is not properly resolved.
• Other physics missing from our simulations could com-
pensate for the reduction in SN clustering, thus increasing
outflow rates. These include longer range radiation and/or
cosmic rays. We also note that the lack of strong outflows
in our dwarf galaxies could simply arise from our idealised
setup, with a more realistic cosmological environment po-
tentially inducing starburst events that can overcome the
de-clustering effect of the local photoionization feedback.
We have therefore shown that the interactions between
different forms of stellar feedback is complex. Adding ad-
ditional early feedback does not necessarily result in an in-
crease in the ability of SNe to drive galactic winds because it
can also reduce the clustering of SNe. In our idealized dwarf
galaxy, this phenomenon results in a strong suppression of
outflow rates when ionizing radiation is included alongside
SN feedback. An interesting future avenue of research would
be to investigate this effect in more massive galaxies. How-
ever, as we detail above, the baryonic mass resolution must
be close to the masses of individual stars for the impact
on clustering to be properly captured which is likely to be
prohibitively computationally expensive. It would also be
worthwhile to carry out a similar study in a cosmological
environment, particularly to examine how the clustering of
SNe affects outflow rates at high redshift. In a companion
work (Smith et al. 2020b in prep.), we will use a similar set
of simulations to demonstrate how the impact of ionizing
radiation can be overestimated if star particles have IMF-
averaged luminosities rather than explicitly sampled stellar
inventories.
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Figure A2. Mass outflow rates, mass and energy loadings for the low-Σ (left) and high-Σ (right) galaxies through planes at 1 kpc and
10 kpc from the disc. The results are similar to the fiducial galaxy, although the outflow rates increase with increased gas surface density.
Without the photoionization feedback, SNe are able to drive strong outflows through 10 kpc. When it is added (SN-PI-PE), outflows
through 1 kpc are much reduced and essentially no material reaches 10 kpc.
APPENDIX A: DEPENDENCE ON GALAXY
PROPERTIES
We now explore the extent to which the results from our
fiducial galaxy simulations apply to our low-Σ and high-Σ
galaxies. Recall that these galaxies have the same total sys-
tem mass but have half or twice the baryonic mass in the
disc, respectively, with the same scale radius. Fig. A1 shows
the SFR for the low-Σ and high-Σ galaxies, with the six
combinations of feedback channels for each galaxy. The gen-
eral trends exhibited for our fiducial galaxy carry over into
these simulations. Photoelectric heating is again unable to
regulate star formation much beyond the NoFB case. In the
high-Σ galaxy, once the runaway star formation has been
confirmed we stop these simulations to avoid additional com-
putational expense. Simulations SN and SN-PE again give
very similar SFRs. They show a significant reduction in star
formation from the simulation without feedback and show a
very bursty star formation history. In the high-Σ examples,
SN and SN-PE experience a much larger initial transient
than our other two galaxies, significantly disrupting the disc,
although their SFR settles after 500 Myr.
In both galaxies and in common with the fiducial sim-
ulations, PI shows a much smoother star formation history
and suppresses the SFR to approximately a similar degree
as the SN only simulations. Likewise, adding SNe and pho-
toelectric heating to the photoionization in the SN-PI-PE
simulations results in a slight additional reduction. There
is a slight variation in the relative efficiency of the SN and
photoionization feedback between our different galaxies. In
the fiducial case, when averaged over the last 500 Myr, both
channels regulated the SFR to the same level independently
of each other. In the low-Σ galaxy, the PI simulation gives a
22% lower average SFR than the SN run. This is a marginal
decrease so we must be cautious about putting too much em-
phasis on this finding given the potential for the effects of
stochasticity where bursty feedback is involved. The ranking
of efficiencies reverses in the high-Σ galaxy, with SN feed-
back alone giving a 57% lower average SFR over the last
500 Myr than photoionization feedback (and is 35% lower
than the full feedback case). However, a large part of this
difference is driven by the variation in the early stages of
the simulations. The large burst of star formation and sub-
sequent feedback in the SN simulation in the initial tran-
sient phase results in a non-negligible quantity of gas being
thrown out of the galaxy (as we shall show in more detail
below). This means that that the gas reservoir available for
star formation in the last 500 Myr is substantially reduced,
likely driving a significant amount of the differences between
the average SFR for the simulations with or without pho-
toionization feedback.
Fig. A2 shows outflow rates for the low-Σ and high-Σ
galaxies. The results are similar to the fiducial simulation,
in a relative sense. Simulations without SN feedback are un-
able to drive real outflows, with only small movements of
gas over 1 kpc as the initial conditions settle or, for PI , dif-
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fuse gas occasionally moves in a slow, low altitude fountain
on the outer layers of the disc. The loading factors corre-
sponding to this small movement of gas are misleadingly
amplified by the low SFR in PI relative to NoFB. Again,
a small outflow of gas originating from the pre-simulation
turbulent driving reaches 10 kpc but is not linked to active
star formation in the main simulation. Simulations SN and
SN-PE are again able to drive strong outflows, with mass
loadings of 10 or greater through 1 kpc for both low-Σ and
high-Σ galaxies. In the low-Σ galaxy, it takes 500 Myr for
the first substantial outflows to begin being driven through
10 kpc, eventually achieving mass loadings between 1− 10.
In the heavier galaxy, the initial burst of feedback at the
start of the simulation drives a very strong outflow through
10 kpc. Note that the loading factors for the high-Σ galaxy
for the first 500 Myr are misleading due to the large am-
plitude changes in the SFR at this time. After 500 Myr,
relatively constant outflows with mass loading factors aver-
aging between a factor of a few to 10s are present. Again,
including all the feedback channels (SN-PI-PE) results in
substantial reduction in outflows. There are definite outflows
across 1 kpc for both the low-Σ and high-Σ galaxies but they
are nowhere near as strong as the SN simulations without
photoionization. There is a trend for increasing outflow rate
in absolute terms as the disc mass increases, but a slight re-
duction in mass loading factor. The low-Σ galaxy SN-PI-PE
simulation has mass loading factors between 1 − 10 across
1 kpc while the high-Σ galaxy averages ∼ 1. There are no
real outflows over 10 kpc.
Thus, it can be seen that our general trends identi-
fied with the fiducial galaxy also transfer to changes in the
baryon fraction of a factor of 2 in each direction. SNe and lo-
cal photoionization feedback can suppress star formation to
a similar degree, albeit in a bursty vs. smooth fashion, while
photoelectric heating on its own remains ineffective. Com-
bining all feedback channels results in a small additional
reduction in SFR but hinders the ability of SNe to drive
outflows. We have not varied the total system mass in this
work, although it would be an instructive experiment for
the future. The ease with which outflows can be driven out
to large radii (in a relative sense) is dependent on the halo
potential, thus the sensitivity to SN clustering that we have
described may change. However, as we describe in more de-
tail in Section 6, we would ideally need to keep a comparable
resolution to make a reasonable comparison.
APPENDIX B: ROBUSTNESS OF THE
SHORT-RANGE PHOTOIONIZATION MODEL
Given the impact of photoionization feedback on our results,
it is worthwhile to examining the robustness of our short
range photoionization feedback model. There are a variety
of different parameters that can be altered in the sub-grid
model that could potentially have an impact. We have ex-
tensively explored these parameter choices as well as alter-
native methods of implementing the model. We find that the
following alterations have negligible impact (if any) on our
results in general, but specifically in relation to SFRs and
outflows:
• Removing the density threshold for a cell to be consid-
ered in the algorithm, nphoto,min, results in no change. H ii
regions frequently extend outwards to their 100 pc limit into
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Figure B1. We repeat the test described in Section 3.3.3 and
shown in Fig. 1 but vary the frequency with which the photoion-
ization flagging algorithm is carried out. All simulations shown
use our default HealPix scheme. As the recalculation is carried
out less frequently, the D-type expansion is stalled relative to the
Starbench RT benchmark results. The recalculation must be
carried out at least every 0.1 Myr to be in reasonable agreement
with the benchmark.
low density gas around dense clouds, but this gas is either
hot enough already to be ignored or is briefly prevented from
forming new clouds. Increasing nphoto,min has only a minor
impact, resulting in roughly a factor of 2 increase in the av-
erage SFR when it is increased to 100 cm−3 but no impact
on outflow mass loadings. There is no physical reason for it
to be set at this density or higher.
• Increasing the temperature at which gas is considered
collisionally ionized (and ignored by the algorithm) from its
fiducial value of 1.05× 104 K to 105 K has no effect.
• Increasing the number of angular pixels used from 12 to
48 has negligible impact. Increasing to 192 pixels (the next
level of refinement) shows only a marginal increase in the
SFR. At this point, the ionizing photon rate is divided into
sufficiently small portions that it is hard for a pixel to ionize
a cell. However the initiation of a D-Type expansion by the
host cell (even though it is not properly resolved) often be-
gins driving dense material away such that the density drops
enough for pixels ionize cells. Examination of individual H ii
regions also reveals frequent occurrence of the previously
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Figure B2. The SFR as a function of time for the fiducial galaxy,
showing SN-PI-PE runs where the size of H ii regions, rion,max
is limited to 100 pc (as normal), 50 pc, 20 pc or confined to the
cell hosting the star particle. SN and SN-PE are also shown for
reference. Decreasing rion,max results in a marginal increase in
the SFR.
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Figure B3. Outflow rates as a function of time for the fiducial
galaxy, showing SN-PI-PE runs where the sizes of H ii regions
are limited to 100 pc (as normal), 50 pc, 20 pc or confined to the
cell hosting the star particle. SN and SN-PE are also shown for
reference. Only confining photoionization to the host cell results
in a substantial increase in the outflow rates through 10 kpc.
predicted error whereby the majority of pixels pass through
the closest cells to the source, since we only check that the
mesh generating point lies in the pixel, not for the intersec-
tion of the pixel with a cell as in a true ray tracing scheme.
Thus the densest gas around sources can be bypassed, with
a very noisy distribution of photoionized cells spread over a
large volume when pixels happen to encounter mesh gener-
ating points of cells. Although not tested, further increase
of angular resolution is likely to result in reduced effective-
ness of the photoionization feedback by rendering all pixels
unable to ionize gas cells, rather than any real gains in ac-
curacy due to the increased resolution.
• Switching to a more traditional spherical scheme does
not qualitatively alter our results on a global scale, although
individual H ii regions have erroneous shapes (for the reasons
described in Section 3.3.3).
• Reducing the frequency with which the extent of H ii
regions are calculated (our fiducial choice is to do this for
all sources every fine global hydrodynamic time-step) has no
effect, until the time between recalculations becomes longer
than ∼0.1 Myr. As discussed in Section 3.3.3, this is due to
the ionization front lagging behind the expansion of the over-
pressurised bubble, resulting in unphysical stalling of the
D-type expansion. We demonstrate this in Fig. B1, where
we repeat the idealised experiment from Section 3.3.3 with
various refresh rates. Likewise, changing from synchronous
to asynchronous recalculations (described in Section 3.3.3)
with the aim of reducing any potential ‘flickering’ has no
impact.
• We trialed including a more conservative time-step lim-
iter such that all cells within 100 pc of a gas cell with non-
zero SFR or a star particle containing a massive star have
their Courant condition evaluated assuming the maximum
of either their actual sound speed or that which they would
achieve upon being photoionized, in order to ensure that
they were prepared for the arrival of an ionizing source. This
had no impact.
• Our results are insensitive to whether the hydrody-
namic properties of a cell are updated immediately upon
being flagged as photoionized or upon completion of their
current hydrodynamic time-step.
• Our results are unaffected by minor alterations to our
IMF scheme such as reducing the maximum stellar mass
to 50 M or increasing the minimum stellar mass explicitly
tracked from our default 5 M to 8 M. This is because the
contribution to the total ionizing luminosity for stars outside
these limits is negligible.
• Decreasing the temperature assigned to photoionized
gas from 104 K to 7 × 103 K (as used in some other works)
has no discernible impact on our results.
• To rule out the very unlikely possibility that pre-
processing of the ISM by photoionization feedback was
somehow interfering with the behaviour of our sub-grid SN
model, we performed a simulation with our mechanical feed-
back scheme replaced by a simple thermal dump of energy
into the host cell of the star particle (along with the ejecta).
This produced near identical results because all SNe were
well resolved due to the reduction in ambient density by the
photoionization scheme (see Fig. 8).
The one parameter choice that does have an impact on
our results is the maximum radius we permit the H ii region
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to expand to. Our default choice is 100 pc. In Fig. B2, in
addition to our fiducial SN , SN-PE and SN-PI-PE simu-
lations, we show the SFR for our fiducial galaxy with the
maximum H ii radius restricted to 50 pc and 20 pc. We also
show the impact of allowing only the cell hosting the ioniz-
ing star particle to be flagged as photoionized, representing
the most extreme restriction our resolution allows. Fig. B3
shows outflow rates for the same simulations. Once again,
taking the average SFR in the last 500 Myr of the simulation
to allow the disc to settle, we find that reducing the max-
imum radius to 50 pc results in an increase of 40% and to
20 pc produces an increase of 75%. There is therefore a trend
for increasing SFR with decreasing maximum radius, which
one might intuitively expect, although it is small relative
to other sources of uncertainty and numerical noise. The
majority of this increase comes from rare, relatively large
clusters of massive stars near the centre of the galaxy, with
the vast majority of H ii regions not reaching this limit. This
is particularly obvious when comparing the spatial extent of
star formation activity in the first 100 Myr when the SFR
is dominated by a single, large clump of star forming gas as
the disc settles from the ICs. We stress that the limit is not
being reached by stars in isolation but rather by stars al-
ready sitting in an H ii region formed by several other stars,
reaching out to ionize neutral cells just beyond the current
ionization front. However, the further away from the source
the angular pixel extends the more vulnerable it becomes
to mass biasing effects, even though our HealPix scheme
improves significantly upon previous schemes, substantially
reducing our errors. The sensitivity to this parameter is a
drawback of Stro¨mgren type approximation schemes as the
choice is somewhat arbitrary. Hu et al. (2017) choose an em-
pirically determined maximum value of 50 pc to avoid mass
biasing at long range (using a simple spherical scheme which
is more vulnerable to this), based on observations of the typ-
ical size of H ii regions in dwarf galaxies (e.g. Cormier et al.
2015). However, as we show, reducing our fiducial value to
50 pc makes little difference. As far as outflows are con-
cerned, reducing the maximum radius has only a small im-
pact beyond the initial bursts of outflow as the disc settles.
Decreasing the limit to 50 pc results in approximately the
same outflow rate through 1 kpc from 500 Myr onwards as
the fiducial simulation. Decreasing further to 20 pc does pro-
duce a burst of enhanced outflow at late times, but at the
cost of a marginally higher SFR, resulting in an increase in
mass loadings of only a factor of a few. These changes have
essentially no impact on the outflow rates through 10 kpc.
Restricting the photoionization scheme to only act on
cells hosting ionizing stars results in a SFR that is relatively
consistent with turning off the scheme altogether, produc-
ing a bursty SF history and an average SFR over the last
500 Myr that is consistent with SN-PE within 3%. The sim-
ulation does not have as large amplitude bursts as those
produced by SN-PE but strong conclusions should not be
drawn from this due to the possibility of numerical noise.
The outflow rates at 1 kpc are relatively consistent with
SN-PE but there is reduction in the outflow rates through
10 kpc of a factor of a few. We also see a small reduction
in the clustering of SNe. Thus, it seems that even restricted
to one cell the photoionization model has a small impact.
For reference, with our target cell mass of 20 M, cells have
diameters of 2.27 pc and 0.49 pc at densities of 100 cm−3
0 200 400 600 800 1000
t [Myr]
10−5
10−4
10−3
10−2
10−1
100
M˙
[M
¯
y
r−
1
]
NoFB
SN
PI
PILR
SN-PI-PE
SN-PILR-PE
Figure C1. The SFR as a function of time for the fiducial galaxy,
showing runs with our long range photoionization scheme acti-
vated (in addition to the fiducial short range scheme). We show
both full physics with long range photoionization (SN PILR PE)
as well as photoionization alone (PILR). No feedback, SN only,
fiducial photoionization and fiducial full physics runs also shown
for reference. We show both full physics with long range photoion-
ization (SN-PILR-PE) as well as photoionization alone (PILR).
NoFB, SN , PI and SN-PI-PE runs are also shown for reference.
Adding the long range photoionization scheme results in addi-
tional suppression of star formation. SNe are subdominant.
and 104 cm−3, respectively. However, because newly formed
star particles are formed at the density peak of a collaps-
ing cloud, if they ionize the cell in which they reside the
resulting over-pressure is frequently able to hinder further
collapse, resulting in a slight reduction of clustering, as de-
scribed in Section 5.5.
APPENDIX C: LONG RANGE
PHOTOIONIZATION SCHEME
The short-range photoionization feedback scheme used in
the main body of this work treats the impact of ionizing
radiation on the neutral gas around the source i.e. the cre-
ation of localised H ii regions. As mentioned in Section 6,
it is possible that the effects of ionizing radiation at longer
range may promote stronger outflows by creating or sustain-
ing pre-existing low density channels out of the disc, com-
pensating for the suppression of outflows caused by the H ii
regions to some degree. Such a phenomenon is reported in a
lower mass galaxy by Emerick et al. (2018). A self-consistent
treatment of ionizing radiation outside the regime where a
Stro¨mgren type approximation is valid should properly be
treated with a full RT scheme, which is beyond the scope
of this work. However, we wish to examine whether a basic
approximation, such as that used by Hopkins et al. (2018b),
can produce this effect. The approach taken in that work is
that attenuation of the ionizing radiation only occurs locally
to the source and at the point of reception. In other words,
it makes the strong assumption that there is a negligible col-
umn density of neutral gas along the majority of the path of
the radiation. This scheme is therefore constructed in a sim-
ilar fashion to our treatment of the spatially varying FUV
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Figure C2. Projections of the fiducial galaxy after 1 Gyr with all stellar feedback channels switched on and the long-range photoionization
scheme active (SN-PILR-PE). Left: gas column density. Right: Ratio of the surface densities of ionized hydrogen to total hydrogen
(effectively a projected ionization fraction). Compared to SN-PI-PE (see Fig. 3 and 4) the disc is much smoother and thicker.
field and likewise has the advantage of incurring negligible
computational expense.
We count leftover ionizing photons from the short-range
scheme that arise because the ionization front in a pixel
has reached rion,max. This occurs when a pixel has achieved
breakout into hot and/or low density gas or because the
ionizing source is not embedded in dense gas. Note that this
will result in a sensitivity to the choices of rion,max and (to a
lesser extent) nphoto,min, although we do not explore this for
the purposes of this work. The mean energy of the leftover
photons, obtained as a function of the source star’s mass as
compiled in Emerick et al. (2019), is then used to obtain an
emergent luminosity in the ionizing band. Using the same
method that we employ in our photoelectric heating scheme,
we obtain the energy density in the ionizing band from these
emergent sources at each location in space by summing up
individual contributions with the gravity tree. In our current
implementation, this radiation is emitted from the sources
isotropically i.e. it does not take into account the varying
levels of attenuation in different directions obtained via our
HealPix method in the short-range scheme, a potentially
significant shortcoming. The addition of a directional de-
pendence to the emitted ionizing flux, while feasible, would
require substantial modifications to the tree algorithm.
We then boost the ionization and heating rates from
the UV background experienced by each cell by a factor
fion = 1 +uion,?/uion,UVB, where uion,? and uion,UVB are the
local energy densities in the ionizing band from the emergent
sources and the UV background respectively. This therefore
makes the simplifying assumption that the UV background
has the same spectrum as our stellar sources. The heating
and ionization rates are then attenuated by the self-shielding
prescription as normal. This part of the scheme is achieved
by modifying the publicly available version of grackle to
incorporate this boost factor. Note that this approach will
result in an inconsistency between the strength of ionizing
radiation assumed when calculating the metal cooling tables
and that used for the primordial species. Since this scheme
only takes into account attenuation of the ionizing radia-
tion field at the source (via the short-range scheme) and via
the self-shielding approximation at the point of reception, it
ignores attenuation along the line of sight, potentially over-
estimating the strength of the radiation field in the ionizing
band. The boost factor is not applied to gas which is flagged
as photoionized by the short range scheme, although this
makes little difference.
We perform two simulations of our fiducial galaxy with
the long range photoionization scheme switched on (in ad-
dition to the short range scheme). PILR just uses photoion-
ization feedback, while SN-PILR-PE adds SN feedback and
photoelectric heating. Fig. C1 shows the SFR for these sim-
ulations along with our fiducial NoFB, SN , PI and SN-PI-
PE runs. Adding the long range scheme results in an addi-
tional suppression of the SFR, with averages after 500 Myr of
5.2× 10−4 M and 4.5× 10−4 M for PILR and SN-PILR-
PE , respectively. These are 29% and 39% of the average
SFRs for their equivalent fiducial simulations, PI and SN-
PI-PE . The averages of PILR and SN-PILR-PE are suffi-
ciently close that it appears that the SN feedback is now
somewhat subdominant to the ionizing radiation.
Fig. C2 shows projections of the gas surface density and
ionization fraction of SN-PILR-PE after 1 Gyr. By compar-
ing to Fig. 3 and 4, we can see that using the long range
photoionization scheme results in a smoother, thicker disc
and a significant reduction in the amount of neutral gas. In
Fig. C3 we can see that adding the long range scheme does
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Figure C3. Outflow rates as a function of time for the fidu-
cial galaxy, showing runs with our long range photoionization
scheme activated (in addition to the fiducial short range scheme).
We show both full physics with long range photoionization (SN-
PILR-PE) as well as photoionization alone (PILR). NoFB, SN ,
PI and SN-PI-PE runs are also shown for reference. Including
the long range photoionization scheme, with or without SNe, pro-
duces an outflow over 1 kpc, but this is a slow fountain caused
by the thickening of the disc. No true outflow is driven through
10 kpc, with the higher mass loadings relative to SN-PI-PE being
an artefact of the lower SFR.
not lead to a noticeable increase in outflows. The absolute
outflow rate across 1 kpc for both PILR and SN-PILR-PE is
comparable to SN-PI-PE , but these is primarily composed
of a slow fountain as the disc thickens. There are still no real
outflows through 10 kpc, in contrast to SN , with the appar-
ently higher mass loadings being an artefact of the lower
SFRs.
We therefore find that accounting for long range ion-
ization radiation using this simple tree-based scheme does
not reproduce the behaviour seen by Emerick et al. (2018)
with more rigorous ray-tracing based RT, in which chan-
nels out of the disc are created and/or maintained. Instead,
we see a more general increase in heating and ionization
throughout the disc resulting in the suppression of star form-
ing clumps. In hindsight, this is not unexpected given the
construction of the scheme. We find that pixels in the short
range scheme predominantly achieve breakout out of the disc
plane, rather than in the plane, when the sources are em-
bedded in dense gas. Even when a source is sitting in the
expanding hot bubble of a nearby SNe, 100 pc (our adopted
rion,max) sight-lines pointing out of the disc are typically
clearer of neutral gas. With an accurate treatment of RT,
the radiation that escapes along these sight-lines will (cor-
rectly) continue in that direction (ignoring scattering). How-
ever, with our tree-based scheme we are limited to emitting
it isotropically, redistributing a significant portion of the es-
caping radiation back into the disc plane. This hinders the
ability to maintain vertical channels of photoionized gas and
unphysically enhances the disc heating and ionization rates.
Upgrading our scheme to give anisotropic emission would
be non-trivial. The tree is designed to sum contributions
to the gravitational force (and radiation energy density in
our extension) from isotropically ‘emitting’ sources that are
distributed anisotropically. In other words, it is relatively
simple to obtain a vector quantity at the point of recep-
tion (necessary for the gravitational force) but not to emit
in a vector sense without incurring substantial penalty to
both computational expense and memory requirements. Ad-
ditionally, while we find that a course angular resolution (12
pixels in our fiducial scheme) is sufficient for our purposes
in the short range scheme, a significantly higher resolution
would be required for a longer range scheme.
It is also likely that the naive treatment of radiation at-
tenuation is not accurate enough, with a comparison to a full
RT scheme being necessary to confirm that the local shield-
ing approximation is valid. Given the strength of the effect
we see here, we suspect that it may not be, although we have
performed no such comparison. The inability of the scheme
to account for attenuation along the line of sight (other than
locally) will compound the erroneous heating and ionization
rates arising from the unphysical re-direction of escaping
radiation into the disc plane. Hopkins et al. (2020) com-
pared a similar scheme (which they refer to as ‘LEBRON’)
to a moment based RT approach and find that global galaxy
properties are comparable, even though locally there can be
significant differences. However, at their mass resolution of
250 M, H ii regions are only marginally resolved so small
scale anisotropies in escaping radiation are unlikely to be
captured with the moment based RT. In the ‘LEBRON’
scheme, their Stro¨mgren approximation scheme for H ii re-
gions cannot account for anisotropic distributions of neu-
tral gas around sources, unlike our new HealPix approach,
so is incapable of resolving channels through which radia-
tion can escape from dense regions. They have two criteria
for counting photons as emergent. Firstly, if the H ii region
extends into another computational domain, the remaining
photons become emergent. This is clearly an unphysical and
arbitrary criterion which can be avoided by properly par-
allelising the Stro¨mgren approximation scheme (as done by
both us and Hu et al. 2017). Secondly, if the spherical H ii
region extends far enough that optically-thin flux density
falls below the UV background, the remaining photons are
regarded as emergent. This essentially guarantees that long-
range emission from sources will be subdominant to the UV
background in the majority of cases. Regardless, even if our
improved short-range photoionization scheme is adopted, we
find that this type of long-range photoionization model is un-
suitable for capturing the effects detailed in Emerick et al.
(2018), should they be physically possible in our particular
galaxy.
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