The success of many real-world applications demonstrates that hidden Markov models (HMMs) are highly effective in one-dimensional pattern recognition problems such as speech recognition. Research is now focussed on extending HMMs to 2-D and possibly 3-D applications which arise in gesture, face, and handwriting recognition. Although the HMM has become a major workhorse of the pattern recognition community, there are few analytical results which can explain its remarkably good pattern recognition performance. There are also only a few theoretical principles for guiding researchers in selecting topologies or understanding how the model parameters contribute to performance. In this chapter, we deal with these issues and use simulated data to evaluate the performance of a number of alternatives to the traditional Baum-Welch algorithm for learning HMM parameters. We then compare the best of these strategies to Baum-Welch on a real hand gesture recognition system in an attempt to develop insights into these fundamental aspects of learning.
Introduction
There is an enormous volume of literature on the application of hidden Markov Models (HMMs) to a broad range of pattern recognition tasks. In the case of speech recognition, the patterns we wish to recognise are spoken words which are audio signals against time. Indeed, the value of Markov models to model speech was recognised by Shannon 26 as early as 1948. In the case of hand gesture recognition, the patterns are hand movements in both space and time -we call this a spatio-temporal pattern recognition problem. The suitability and efficacy of HMMs to such problems is undeniable and they are now established as one of the major tools of the pattern recognition community. Yet, when one looks for research which address fundamental problems such as efficient learning strategies for HMMs or perhaps analytically determining the most suitable architectures for a given problem, the number of papers is greatly diminished. So despite the enormous uptake of HMMs since their introduction in the 1960's, we believe that there is still a great deal of unexplored territory.
Much of the application of HMMs in the literature is based firmly on the methodology popularised by Rabiner et al. (1983) 25,16,24 for speech recognition and these studies are the primary reference for many HMM researchers resulting in two common practices. One, to use the forward algorithm to determine the MAP(maximum posterior probability) of the model, given an observation sequence, as a classification metric. Two, to use the Baum-Welch as a model estimation/update procedure. We will see how these are not ideal strategies to use as, in the former case, classification is reduced to a single number without directly using the model (data summary) parameters, attributes, per se. As for the latter, the Baum-Welch 4 algorithm (a version of the famous Expectation-Maximisation algorithm 14, 1, 21 ) is, in the words of Stolke and Omohundro 28 ,". . . far from foolproof since it uses what amounts to a hill-climbing procedure that is only guaranteed to find a local likelihood maximum." Moreover, as observed by Rabiner 24 , results can be very dependent on the initial values chosen for the HMM parameters. The problem of finding local rather that global maxima is encountered in many other areas of learning theory and optimisation. These problems are familiar territory to researchers in the artificial neural network community and many techniques have been proposed to counter them. Moreover genetic and evolutionary algorithmic techniques specialise in solving such problems -albeit often very slowly, especially in the case of biological evolution 11 . With this in mind, we use simulated data to investigate other approaches to learning HMMs from observation sequences in an attempt to find superior alternatives to the traditional Baum-Welch Algorithm. Then we compare and test the best of the alternate strategies on real data from a hand gesture recognition system to see if the real data trials corroborate the conclusions drawn from simulated trials.
Background and Notation
In this study, we focus on the discrete HMM as popularised by Rabiner 24 . Using the familiar notation from his tutorial paper, a hidden Markov model consists of a set of N nodes, each of which is associated with a set of M possible observations. The parameters of the model include an initial state vector
with elements p n , n ∈ [1, N ] which describes the distribution over the initial node set, a transition matrix conditional on node i, and an observation matrix
with elements b im for the probability of observing symbol m ∈ [1, M ] given that the system is in state i ∈ [1, N ]. We denote the HMM model parameter set by λ = (A, B, π). The model order pair (N, M ) together with additional restrictions on allowed transitions and emissions defines the topology or structure of the model (see figure 1 for 29, 12 algorithms respectively as described by Rabiner in his tutorial. The forward algorithm is used to recognise matching HMMs (i.e., highest probability models, MAP) from the observation sequences. Note, again, that this is not a typical approach to pattern classification as it does not involve matching model with observation attributes. That would involve comparing the model parameters and estimated observation model parameters. MAP does not perform this and so it cannot be as sensitive a measure as exact parameter comparisons. Indeed, a number of reports have already shown quite different HMMs can have identical emissions( observation sequences) 18, 3 . The Viterbi algorithm is used less frequently as we are normally more interested in finding the matching model than in finding the state sequence. However, this algorithm is critical in evaluating the precision of the HMM; in other words, how well the model can reconstruct (predict) the observations. Rabiner proposes solving Problem 3 via the Baum-Welch algorithm which is, in essence, a gradient ascent algorithm -a method which is guaranteed to find local maxima only. Solving Problem 3 is effectively the problem of learning to recognise new patterns, so it is really the fundamental problem of HMM learning theory; a significant improvement here could boost the performance of all HMM based pattern recognition systems. Therefore it is somewhat surprising that there appear to be relatively few papers devoted to this topic -the vast majority are devoted to applications of the HMM. In the next section we compare a number of alternatives to and variations of Baum-Welch in an attempt to find superior learning strategies.
Comparison of Methods for Robust HMM Parameter Estimation
We focus on the problem of reliably learning HMMs from a small set of short observation sequences. The need to learn rapidly from small sets arises quite often in practice. In our case, we are interested in learning hand gestures which are limited to just 25 observations. The limitation arises because we record each video at 25 frames per second and each of our gestures takes less than one second to complete. Moreover, we wish to obtain good recognition performance from small training sets to ensure that new gestures can be rapidly recognised by the system. Four HMM parameter estimation methods are evaluated and compared by using a train and test classification methodology. For these binary classification tests we create two random HMMs and then use each of these to generate test and training data sequences. For normalization, we ensure that each test sequence can be correctly recognized by its true model; thus the true models obtain 100% classification accuracy on the test data by construction. The various learning methods are then used to estimate the two HMMs from their respective training sets and then the recognition performance of the pair of estimated HMMs is evaluated on the unseen test data sets. This random model generation and evaluation process is repeated 16 times for each data sample to provide meaningful statistical results.
Before parameter re-estimation, we initialize with two random HMMs which should yield 50% recognition performance on average. So an average recognition performance above 50% after re-estimation shows that some degree of learning must have taken place. Clearly if the learning strategy can perfectly determine both of the HMMs which generated the training data sets, we would have 100% recognition performance on the test sets.
We compare four learning methods 1) traditional Baum-Welch, 2) ensemble averaging handbook HMM learning methods all classify significantly better than the well-known Baum-Welch algorithm and also require less training data. The Entropic MAP estimator performs well but surprisingly the performance is much the same as simple ensemble averaging. Ensemble averaging involves training multiple models using the Baum-Welch algorithm and then simply averaging the model parameters without regard to structure. Note that for a single sequence, ensemble averaging is identical to the traditional usage of the Baum-Welch algorithm. Overall, the stand-out performer was the VPC algorithm. In these and other trials, this method converges to good models very rapidly and has performed better than the other methods in virtually all of our simulated HMM studies.
HIDDEN MARKOV MODELS FOR SPATIO-TEMPORAL PATTERN RECOGNITION

Video Gesture Recognition
In an attempt to corroborate the strong performance of VPC compared to Baum-Welch on a real-world application, we test various learning techniques on a system for real-time video gesture recognition as shown in figure 3 .
In earlier related work, Starner and Pentland 27 developed a HMM-based system to recognise gesture phrases in American Sign Language. Later, Lee and Kim 15 used HMMbased hand gesture recognition to control viewgraph presentation in data projected seminars. Our system recognizes gestures based on the letters of the alphabet traced in space in front of a video camera. The motivation for this application is to produce a way of typing messages into a camera-equipped mobile phone or PDA using video gestures instead of the keypad or pen interface. We use single stroke letter gestures similar to those already widely used for pen data entry in PDAs. For example, figure 3 shows the hand gestures for the letters "Z" and "W." The complete gesture set is shown in figure 6. Each video sequence comprises 25 frames corresponding to one second of video. Skin colour segmentation in YUV colour space is applied to locate the hand. Pre-processing (morphological) operations smooth the image and remove noise before tracking the hand with a modified Camshift algorithm 5 . After segmenting the hand, we calculate image moments to find the centroid in each frame. Along the trajectory, the direction (angle) of motion of each of the 25 hand movements is calculated and quantized to one of 18 discrete symbols. The resultant discrete angular observation sequence is input to the HMM classification module for training and recognition. We compare traditional Baum-Welch with the most promising alternative from the stimulated study, VPC. We evaluate recognition performance over all 26 character gestures using fully connected (FC), left-right (LR), and left-right banded (LRB) model topologies with the number of states ranging from 1 to 14. A LRB model is an LR model which has a transition structure containing self-transitions and next state transitions only (i.e., states cannot be skipped) as shown in figure 5 . More formally, a ij = 0 ∀ j = i or j = i + 1, and 0 otherwise, i, j ∈ [1, N ].
Our video gesture database contains 780 video gestures with 30 examples of each gesture. Recognition accuracy is evaluated using threefold cross-validation where 20 gestures are used for training and 10 for testing in each partition. These HMMs are initialized with random HMM parameters before using either Baum-Welch or VPC for learning.
From figure 4 the best average recognition accuracy achieved is 97.31% when VPC is used for training, topology is LRB, and the number of states is 13. Although this corrobo- rates the stronger VPC performance exhibited in our simulated data performance trials, a closer investigation of Table 4 raises some doubts about this conjecture through the following observations.
• The Baum Welch algorithm did almost as well as VPC with a best performance of 96.15% correct recognition with only 3 states. Moreover we achieve a very surprising 80% correct recognition with just a single state.
• Topology (i.e., constraints on the initial value of the A matrix) has more impact on performance than the choice of learning algorithm.
• Good recognition performance can be obtained over a very broad range of N , the number of states.
Comments on Learning Algorithm Performance
We do not suggest that the above observations can be generalized to other real-world application domains but anecdotal evidence from other researchers suggests that similar be-B. C. Lovell and T. Caelli haviour is often encountered. When we designed this gesture system, we thought that this pattern recognition problem was quite challenging and would significantly differentiate learning strategies. Yet the surprisingly good performance over a number of learning algorithms, topologies, and a broad range N suggests that the problem is significantly easier than we suspected. Our intuition suggests that 3 states is far too small a number to adequately model all of these complex letter gestures, but results show that it is indeed possible to find a three state HMM which yields very good recognition performance. We conjecture that the observation matrix B seems to provide most of the recognition performance and that recognition may be only weakly affected by good estimation of the transition matrix A.
In support of this idea, we may consider the following interpretation of the HMM. Consider each row of the B matrix as the probability mass function of the observation symbols emitted in a given state. In the limiting case of a single state HMM, the B matrix becomes a vector of source symbol probabilities and application of the forward algorithm for recognition is thus equivalent to the well-known and powerful MAP classifier. Indeed from figure 4, we see that this single state degenerate HMM can achieve 80% recognition performance. So sometimes even if the state transitions are poorly modelled, it is quite possible to find good classifiers based on source statistics. Now clearly if three states can yield strong performance, good HMMs with more than three states must also exist -a simple way to prove this is to note that we can always add additional states which are unreachable (i.e., transition probability of zero) without affecting recognition performance. This may help explain why performance stays much the same over a broad range of N as we increase N beyond three.
The question that arises is, "Why does the Baum-Welch algorithm perform so well on real-world data despite its theoretical flaws and rather poor performance on the simulated HMM data?" Once again, a possible explanation is that this particular spatio-temporal recognition task is relatively easy, so all methods can do quite well. This conjecture may be true for other common HMM applications and is a focus of current research. Unfortunately, unlike simulated data, the effort of gathering very large and diverse databases of real-world pattern recognition problems to evaluate the performance of different training algorithms is immense, so progress is slow.
Comments on Topology
The FC topology allows transitions from any state to any other state and does not have a defined starting state. Being the most general topology, it is hardly surprising that performance is relatively poor. In this case we are required to search for a good solution in a parameter space of much higher dimensionality than for LR -so it would be much harder to locate globally optimal solutions. Gestures have a natural start and finish and thus it is reasonable to adopt the LR model as used in speech recognition to great effect.
An even simpler topology is the LRB HMM where only self-transitions and next state transitions are allowed. Thus the A matrix is of the form:
In this case the expected number of observations,n, (i.e., duration) in state i is simply given by
One can interpret the LRB HMM as being an adjustable clock that ideally synchronizes the changes in observation statistics with the changes in state to produce a time-variant MAP classifier. In many ways this HMM topology may be considered as a form of dynamic time-warping 22 -a earlier technique used in speech recognition that has fallen out of favour since the advent of HMMs. The good performance of LR and LRB topologies on the gesture data set help make the point that simple HMM topologies often work best on real data.
Direct Calculation of HMM Parameters from Video Gestures
A major dissatisfaction with the foregoing treatment of HMM learning strategies on real data is that the learning procedure is be treated like a black-box with little real insight into the learning process. In contrast to simulated data, we are unlikely to know the true HMM that originally generated the data -indeed real data is very rarely generated by a process that even remotely resembles a HMM. Thus we usually don't really know the best topology or number of states a priori -practitioners just try ranges of values and pick the one that yields good classification performance. Sometimes, as in the above example, this utilitarian method can find HMMs that are far too simple to accurately characterize the state transitions of the underlying pattern. Alternatively, we may find HMMs that are far more complicated than is necessary. In either case this may lead to poorer generalization ability than might otherwise have been the case.
To investigate this topic further, we devised two simple video gestures as shown in figure 7 where it is possible to approximately determine the form of the true HMM directly from the gestures themselves. In the case of the triangle gesture, this can be modelled by a 3-state HMM -each state corresponding to one side of the triangle. There is no need for skipped states to model this gesture, so the LRB topology is the most appropriate.
Analytic Calculation of A and B
The triangle gesture is intended to be an equilateral triangle, so the expected number of observations in each state is equal and corresponds ton = 24/3 = 8. Thus the expected values of the transition matrix (A) parameters can be calculated from the duration equation (2) .
The triangle gesture consists of a horizontal movement at angle 0 degrees, followed by movement of 120 degrees and then -120 degrees for the other two sides of the triangle. To account for variations in the real gestures, one could use an error distribution (eg., Gaussian) centred on each of these angles as the expected value of each corresponding row of the B matrix.
Similar analysis can be used to derive the expected form of the A and B for the square gesture. Figure 8 show the calculated values for the A matrix for both gestures as well as the average value over 20 trials after Baum-Welch re-estimation using the calculated value as the initial value for A and a random matrix as the initial value for B. Clearly, the application of Baum-Welch re-estimation did not significantly alter the A matrix which implies that a local maximum was reached near the calculated value of A as expected. Nevertheless, when we used the traditional approach of initial random values for both A and B, we achieved values close to the calculated values only about 50% of the time. Thus even for these simple patterns, it seems that traditional application of the Baum-Welch algorithm with random initial starts has difficulty in finding the transition structure. Figure 9 shows the performance of a number of alternate strategies to learning HMMs. We measure the sum of the squares of the differences of the elements between the A and B matrices obtained from the Baum-Welch algorithm and our reference matrices whcih are our best estimate of the correct HMM. In the case of the A matrix we use the calculated value from subsection 4.1 as the reference. For the B matrix, we could determine the reference B matrix in a number of ways (eg., histogram of observation symbols in each state, fitted Gaussian distribution, fitted Von Mises Distribution). Here we choose to use the histogram method.
Re-estimation of A matrix using Baum-Welch after correct initialization
In methods 1 and 2, we keep A fixed at the calculated reference value and allow B to be re-estimated by Baum-Welch. In method 1, B is initialized to a random value, but in method 2 it is initialized to the reference value. Method 3 is traditional Baum-Welch where both A and B are re-estimated form random initial values. Finally, in method 4 we use Baum-Welch with both matrices initialized to the reference values.
From this table it is quite clear that Baum-Welch is not very good at finding the true HMM parameters even if it is given the topology (A) through a calculated A matrix as in method 1. However when provided with good estimates for both A and B as initial values as in method 4, Baum-Welch converges to the given solution indicating that a local maximum has indeed been reached. 
Comments on HMM learning
The foregoing indicates that the Baum-Welch algorithm may have great difficulty in finding solutions that closely match the transition structure of the physical systems even for very simple examples. Nevertheless, it is clear that the resulting HMMs may still be extremely useful for pattern recognition. We conjecture that this may be because many real-world problems are adequately distinguished by their source statistics so the recognition problem is simpler that it would first appear.
Tools for Investigating HMM Parameters and Performance
Such observed anomalies in HMM learning behaviour led us propose a methodology and tools to diagnose and analyze HMM pattern recognition systems. Too often researchers simply report "a HMM with x-states and y-symbols successfully classified the observation sequences". What does this mean? Is this really the case? Could it have been simply due to excellent discriminating observation attributes (the B-matrix) or a very strong memory model (A-matrix)? Since these matrices are typically not reported very little can be concluded on such issues. Further, a set of HMM models may well be sufficient for classifying a subset of observation sequences but if the A and B matrix probabilities demonstrate high uncertainty the classification performance can easily degrade as many different sets of observations can produce the same, often low, MAP scores. In order to be able to reproduce past results, examine model generalisations, and update model topology the model parametric values require interpretation. We 7,20 have made some initial studies into such issues and, in particular, have developed some measures of performance of a given HMM that allows for model refinement and some objective measures of how the observation (B) and state (A) models contribute to performance. Consider the row-augmented matrix:
Each row represents all the information about a given state at time t in terms of expected state transitions and observation likelihoods. Consequently the rank of this matrix is critical in understanding the uniqueness or redundancy of states and observations. However, some properties of these states can already be deduced from the model components, per se. First, the Markov chain component. For a Markov process, a well known way of defining the distance between the current state transition probabilities and the steady state density function (invariant pdf) is from the total of the left-handed "residual eigenvalues" of A (µ res (A)) -the total of all the sub-dominant eigenvalues 23 . When all rows of the Markov Chain are identical the Markov Chain condition breaks down in so far as:
Consequently µ res (A) = N i=2 µ 2 i (A) provides a measure of how ergodic the process is and consequently the potential for generating variable state sequences as a function of the observation.
Secondly, as the rows of the state dependent observation matrix, B, become more correlated, the evidence for a specific state from observations decreases. Similar to the A matrix steady state condition, observations do not evidence any state when the B matrix has only one non-zero eigenvalue, leading to:
In all then, using the singular values of C, σ, the Inverse Condition Number (ICN) of C 13 is:
where σ max is the largest singular value of C and σ min is the smallest, is an appropriate normalized measure of the "HMM bandwidth" in so far as γ −1 = 1.0 indicates that all states can be realized within the limits of the steady state probabilities and state dependent observations. However, γ −1 = 0 results in a "zero-bandwidth" HMM in so far as the process, on any experiment, does not provide any predictive information about state sequences except those provided by the prior or steady state conditions. By projecting individual rows of C into it's eigenspace we can then observe the redundancy of given states (also evident in the row correlation matrix) and consequently split and merge states to update the model topology to minimize model redundancy with respect to both state and observation parameters. This we found to be successful in the case of gesture and speech recognition experiments (see [20] for details).
Given that these above techniques can be used to analyse and refine HMM model topologies -independent of any observation sequence -we now consider how the A and B parameters contribute to the prediction of state sequences given a model and observations and we show how Conditional Information 2 can be used for this purpose. Given a model and an input observation sequence two state sequences can be generated, one using the Viterbi algorithm with the entire HMM, S v , and the other with a Bayesian classifier using only the B matrix (ML classifier) resulting in S b . This latter condition assumes that the predictions at each time period are independent of all others -a condition consistent with the independence of observations over time for regular HMMs. Given the resultant two state sequences, S v and S b , respectively, we can calculate the following quantities:
where
and
H(v|b) is the conditional entropy, and P (S v = i, S b = j) is computed from the joint frequencies of the two state sequences. This measures the amount of information about the Viterbi solution given the Bayesian classifier solution. The residual information
R(v|b) = H(v) − H(v|b)
provides a measure of how much information the A matrix, and the associated Viterbi algorithm, add to the complete optimal state sequence prediction. These measures provide a clear measure of the degree of information contributed by the observation and state models in the (MAP-based) performance of any HMM on a given data set.
Conclusions
HMMs are an immensely powerful tool for solving pattern recognition and classification problems. Many studies demonstrate that it is a powerful technique, but few studies give any insight into why the performance is so good. It is well-known that the Baum-Welch algorithm is a hill-climbing technique that is generally unable to find global maxima. Yet the performance of pattern recognition systems based on Baum-Welch is often very good. Although we can find HMM training algorithms that appear to perform much better than Baum-Welch on simulated HMM classification data, these results do not necessarily translate into greatly improved performance in real-world applications. We conjecture that that is possibly because many important real-world problems have little need for highly complex HMMs. Also it appears that embedding knowledge of the topology of the system can often improve recognition performance more significantly than changes in learning algorithm. Finally we offer some tools and methodologies to analytically investigate and diagnose these problems.
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