The state-of-the-arts in action recognition are suffering from three challenges: (1) How to model spatial transformations of action since it is always geometric variation over time in videos.
I. INTRODUCTION
Action recognition aims at determining the class of action in a pre-segmented video. In view of extensive applications in video tracking, motion analysis, medical assistance, virtual reality and intelligent human-computer interface, etc., action recognition has become a hot topic in computer vision. Compared with some traditional methods [1] - [4] , the action recognition methods [5] - [11] based CNN have achieved significant success. Nevertheless, they still suffer from three key challenges.
One key challenge is to model geometric transformations of action since it is always geometric variation over time The associate editor coordinating the review of this manuscript and approving it for publication was Ines Domingues .
in videos (as shown in Figure 1 ). In the existing methods (e.g. [5] - [9] ), for a better accuracy of action recognition, they mostly utilize the extensive data augmentation, larger model capacity (much deeper and wider network) and many kinds of modalities (RGB, optical flow and depth map) as the input of their models to lift the capability of modeling geometric transformations of action. But these ways for coping with the challenge need the cost of expensive training and complex model parameters. In fact, CNN models are inherently limited to model large and unknown transformations owing to the fixed geometric structures of them: a convolution unit samples the input feature maps at fixed locations.
Another key challenge comes from that the difficulty to develop the semantic action-aware temporal features. By analyzing the action recognition datasets such as HMDB51 [12] FIGURE 1. Different spatial variations of action over time and several discriminative frames for action recognition. The red box areas indicate the changes of action. The green boxes represent the salient and discriminative frames for the labeled action. The action of first row is eating, the second row pouring, the third row hitting and the last row smiling. Note that the timeline gives the position of the frame percentile of total number of frames in the video. Best viewed in color.
and Kinetics-400 [13] , it is found that one video generally contains many irrelevant frames to the labeled action category. Some examples are presented in Figure 1 , where different rows represent different actions and the green boxes mark several important frames for the action. In addition, from the Figure 1 , we can directly observe that discriminative action sparsely occurs in several frames. Therefore, intuitively, learning the importance of each frame over time is significant for action recognition and can enhance the accuracy of action recognition. In our experiments (see section IV), it is also proved that our proposed method with developing the action-aware temporal features achieves better results compared the methods [8] , [14] - [18] where they equally treat each frame.
The last challenge is the slow speed of action recognition, which nearly limits all applications of it in the real-world such as medical assistance, virtual reality and intelligent human-computer interface, etc. In many current architectures (e.g. [5] , [8] , [9] ), although the accuracy of action recognition has reached a high level in some datasets such as UCF-101 [19] and HMDB51 [12] , but their models' speed is very slow. We argue that there are three main reasons for the slow speed. One is that they use optical flow or nearly all RGB frames as the input of their models. Another is that in most prior methods [5] , [9] , [18] , frames are sampled densely for a significant gain in accuracy and they ignore the fact that the discriminative action may sparsely occur in several frames which we should attach great attention to, as shown in Figure 1 . The last reason is that they [7] , [14] , [20] , [21] build more sophisticated and deeper models for modeling temporal structure, which is computationally impractical for the real-world.
In our paper, we tackle these three challenges in the current action recognition methods, and propose a fast, straightforward and end-to-end trainable action recognition model to effectively learn semantic action-aware spatial-temporal features for better action recognition. For brevity, we name our model as SAST. The proposed method has the following three-fold contributions: 1) A light and end-to-end trainable action recognition framework (SAST) is proposed to effectively learn semantic action-aware spatial-temporal features with a shorter runtime.
2) We propose two modules: a weight shared 2D Deformable Convolutional network (2DDC) and Temporal Attention model (TA), which can effectively capture the semantic action-aware spatial and temporal information respectively.
3) We conduct extensive experiments on four challenging action recognition datasets Kinetics-400 [13] , Something-Something-V1 [22] , UCF101 [19] and HMDB51 [12] . With our proposed method SAST, we obtain comparable accuracy with the state-of-the-art approaches, just using RGB images as our input. Moreover, the speed of our proposed SAST outperforms many recent state-of-the-arts. In addition, we make a detailed ablation and visualizations (see IV-B) to demonstrate the effectiveness of 2D Deformable Convolutional network (2DDC) and Temporal Attention model (TA).
We organize the rest of our paper as follows. Firstly, we review some related works in section II. Secondly, we describe details of our proposed SAST in section III. Then, we conduct extensive experiments in section IV. Finally, we draw our conclusion in section V.
II. RELATED WORK A. ACTION RECOGNITION WITH DEEP LEARNING
The deep learning is first utilized in computer vision community by Alex's notable study [23] . Since then, many researchers start to use deep learning in computer vision area. Inspired by the huge successes of deep learning in image classification [24] , [25] , many studies begin to adopt it for action recognition. In most current works [5] , [6] , [10] , [11] , [18] , they mainly focus on how to build model of motion structures and learn temporal features. To exploit motion information, the two-stream convolutional networks [5] , TSN [8] and DTPP [15] all exploit optical flow frames as the input of their models. But capturing optical flow will cost huge memory resources and time. In [26] , to overcome this limitation, they add one dimension to 2D convolution on the time axis to learn temporal features of action. Following this pipeline, many models [16] , [18] , [26] based 3D CNNs are proposed. Although the proposed 3D model of them can learn spatialtemporal information of action, they do not get a better performance especially on the runtime of model. In the latest works, [27] proposes a channel-separated convolutional network by factorizing 3D convolution, which reduces computation to some extent. But their model acts as a regularizer, leading to a higher training error. Feichtenhofer et al. [20] present a large network: slowfast networks involving a slow pathway and a fast pathway, which is similar to the idea of two-stream networks [5] . Girdhar et al. [28] propose an approach DistInit to transfer image models to video, which takes the years of effort in collecting and labeling large and clean still-image datasets. Reference [29] presents a dynamic action and motion network (DynamoNet) using FIGURE 2. Architecture overview of our proposed model SAST. Firstly, equally divide a video into N segments {S 1 , · · · , S i , · · · S N } over time and randomly select one frame from each segment and feed total of N frames into the weight shared 2D Deformable Convolutional network (2DDC) to extract semantic action-aware spatial features. Secondly, these discriminative spatial features are concatenated with time series to yield a preliminary video-level representation. Then feed this representation into TA to mine semantic action-aware temporal features, which will be processed by 3D network to capture temporal relations between frames. Finally, we apply a global average pooling, a fully connection and softmax layer to do action recognition. Note that the we just use N RGB frames as the input of our model and the whole runtime of our model is vary shot. Best viewed in color.
dynamic motion filters in a complicated network backbone 3D-ResNext101 [30] . In stduy [31] , they propose a STM block, which contains a Channel-wise SpatioTemporal Module (CSTM) and a Channel-wise Motion Module (CMM) for encoding spatiotemporal and motion features respectively. But they utilize many STM blocks with a large number of Channel-wise convolution operations, making it expensive to deploy. In [32] , they improve the learned video feature representations by focusing exclusively on training data, which is only a complement to model-architecture design. Reference [33] proposes an encoding method DA-VLAD, which need first obtain the codewords for each class and is not an end-to-end way. Recently, some researchs of posebased action recognition (e.g. [21] , [34] ) are also proposed, which usually lack a unified framework and take the learned pose representation as input. In the above state-of-the-art works, most of them ignore the fact that CNN models are inherently limited to model large and unknown transformations. Moreover, for a high accuracy, most of them equally treat each frame and build a deeper and wider model, which hurts the final runtime of action recognition. In our study, we tackle this issue by learning semantic action-aware spatial and temporal features of action respectively.
B. ATTENTION MECHANISM
As we all known, one important feature of the human visual system is the use of a series of local sneak peeks and selective focus on the salient parts to better capture the visual structure [35] , which plays an important role in human perception [36] and has recently been utilized in many computer vision tasks such as image classification [37] , [38] , visual question answering [39] , machine translation [40] and action recognition [41] , [42] . In early study [41] , they propose a soft attention based recurrent model for action recognition, which potentially infers the action happening in videos only by focusing on several relevant spatial regions in each frame. In recent works, Kar et al. [42] design an adaptive pooling module based two-stream network [5] to dynamically pool the features of all the frames of a video, which is a kind of temporal attention and needs great parameters. SCSampler [43] proposes a sampler to extract a set of salient clips from video for action recognition by scoring densely each clip. Although these attention models in the above works bring promotion for action recognition, they work very slowly. In our paper, we propose a light Temporal Attention model (TA) for effectively learning semantic action-aware temporal features of action.
Our study is different from the above works in four main aspects: (1) Our SAST is mainly to solve three challenges (modeling spatial transformations of actions, developing the semantic action-aware temporal features and improving efficiency), which are exactly what the current action recognition methods are encountering. (2) In contrast to other 2D networks utilized by current works (e.g. [5] , [8] , [17] , [31] ), we design a weight shared 2D Deformable Convolutional network (2DDC) to develop the semantic action-aware spatial features. (3) A light Temporal Attention model (TA) is proposed to develop the action-aware temporal features that are discriminative for the labeled action category, which is motivated by the fact that action is likely to occur sparsely in several frames, and most of frames are irrelevant to the labeled action class. (4) For efficient action recognition, a light and end-to-end trainable architecture SAST is proposed. Moreover, our network does not need any additional pre-processing such as optical flow (e.g. [5] , [8] , [15] , [42] ) and post-processing such as making the average scores of all samples as the final prediction (e.g. [5] , [8] , [15] ), saving a lot of computation and memory resources compared to many approaches [5] , [8] - [11] , [18] , [42] , [44] .
III. PROPOSED METHOD
The architecture of our model SAST is shown in Figure 2 . Considering the efficency of our SAST model, we first apply the proposed weight shared 2D Deformable Convolutional network (2DDC) and light Temporal Attention model (TA) as the frontend network for developing semantic actionaware spatial and temporal feature respectively. Then we apply an effective 3D network (3D-Resnet18 Stage3-5 [45] ) as the backend network to learn the relationship between frames for generating the final video-level representation. The architecture details of our SAST are presented in Table 1 . In the following sections, we will first introduce the proposed Now, we denote a video as
with N segments. Where S i is the i th segment of a video V and is captured by equally dividing V into N segments over time. As shown in Figure 2 , we randomly select one frame from each segment S i and feed them into the weight shared 2D Deformable Convolutional network (2DDC) to extract semantic action-aware spatial features F i ∈ R C×H ×W , where H , W , and C are the height, width and number of channels of the feature maps, resp. These semantic action-aware spatial features will be concatenated over time to yield a preliminary video-level representation as
where F i is the i th semantic action-aware spatial feature and N is the total number of divided segments. For developing semantic action-aware temporal feature maps of an action, we feed F r into our proposed Temporal Attention model (TA). We name the operation of TA as M t . Next, we process these semantic action-aware spatial and temporal information M t (F r ) by an effective 3D convolutional network H 3d , which takes into account the temporal relationship. Then, we apply a Global Average Pooling (GAP) and a Fully Connected (FC) layer (these two operations named as g) to generate the final video-level representation as:
which can save many parameters and prevent overfitting compared with only a Fully Connected (FC) layer. At last, we send G into the softmax layer to do action recognition. It is noted that our SAST is an end-to-end trainable network for three aspects. (1) Our SAST consists of three modules: 2D Deformable Convolutional network (2DDC), Temporal Attention model (TA) and an effective 3D network, which are connected together in series (see Figure 2 ). (2) During training, the input to our SAST is raw RGB frames and the output is the results of action recognition. (3) In the backpropagation process, all parameters of our SAST are updated together.
B. 2D DEFORMABLE CONVOLUTIONAL NETWORK (2DDC)
Our intuition is to select salient regions from each sampled frame to learn, which are most relevant and discriminative spatial regions to the labeled action category. Motivated by the deformable convolution [46] , it adds 2D offsets to the regular grid sampling locations compared with the regular convolution, which enables free form deformation of the sampling grid. So, we design the 2D Deformable Convolutional network (2DDC) to tell us ''whereâĂİ (refer to spatial regions) need to focus on. Here, we utilize the BN-Incepyion stage1-2 (until inception-2b layer) [47] as our the frontend network of 2DDC due to its effectiveness. Then, we apply three deformable convolution layers as the backend network of our 2DDC to enhance CNN's capability of modeling geometric transformation, and help us find and learn semantic action-aware spatial features. As illustrated in Figure 3 , the deformable convolution consists of three steps: (1) Learn offsets by a regular convolution kernel over the input feature map. (2) Obtain a new receptive field R through adding the offsets to a regular field R 0 , which are processed via bilinear interpolation since each sampling location is possible fractional. (3) Sum the sampled values weighted by W, whose locations are in the new receptive R. For each location (x 0 , y 0 ) in the output feature map Y, we have: field and the sampling locations in the regular convolution are fixed all over the top feature map (a) while they are adaptively adjusted according to geometric structure of actions in deformable convolution (b).
C. TEMPORAL ATTENTION MODEL (TA)
It is fact that that discriminative action is likely to occur sparsely in several frames, and most of frames are irrelevant to the labeled action class. So, we deign the Temporal Attention model (TA) to tell us what' (refer to frames) needed to focus on and develop semantic action-aware temporal features for action recognition. As shown in Figure 5 , the Temporal Attention model (TA) includes two steps.
Firstly, we forward the concatenated preliminary videolevel representation F r ∈ R N ×C×H ×W into a regular convolution (RC) layer and a Global Average Pooling (GAP) layer to generate a 1D temporal attention map F gap r ∈ R N ×1×1×1 . Here the regular convolution layer will help us produce a better 1D temporal attention map. Then, the 1D temporal attention map F gap r will be processed by the sigmoid function σ to generate the 1D temporal action-aware attention weight mask M t r ∈ R N ×1×1×1 , which shows the correlations between the different frames and the labeled action category. So the whole process of the Temporal Attention model (TA) can be expressed as:
where σ = 1/ 1 + e −x , represents element-wise multiplication of two matrices and r 3×3×3 denotes the regular convolution (RC) with the kernel size of 3 × 3 × 3. Here the stride of RC is 1 × 1 × 1.
D. TRAINING SAST 1) LOSS FUNCTION
Our goal is to optimize the parameters of SAST to develop semantic action-aware spatial-temporal features for generating the final video-level representation G during end-to-end training with a faster speed. Here we choose the widely used softmax loss for action classification. Combining with standard categorical cross-entropy loss, the final loss for our SAST is expressed as:
where y i is the ground truth label concerning class i and N c is the number of action categories in a dataset. In the backpropagation process, the gradients of 2DDC and TA model parameters W 2D and W TA with respect to the loss value can be derived as:
Notably, the main advantage of design is that 2DDC and TA allow the gradient of loss function Eq.6 to be back propagated because the outputs of all the operations in the 2DDC and TA are soft. Therefore, our 2DDC and TA can be jointly trained with the 3D backbone network in an end-to-end way.
2) TRAINING DETAILS
To train our proposed SAST, the Stochastic Gradient Descent (SGD) algorithm with the Nesterov momentum is utilized. In addition, we apply the dropout after each Fully Connected (FC) layer. To further improve the generalization ability and robustness of our model, and avoid overfitting, we follow the data augmentation techniques introduced in [8] , [17] : each input frame is firstly resized to 240 × 320, cropped with fixed corner and jittered with horizontal flipping (temporal jittering provided by sampling). Then we operate the per-piexl mean subtraction and resize the cropped regions to 224 × 224. The learning rate is initialized to 0.001, and it is divided by 10 when the validation error saturates for 4 epochs. These regular convolution layers for offsets learning are initialized with zero weights and the learning rate is set to 1 in order to better capture the spatial sampling locations. Also, we set the weight decay, momentum, and mini-batch size to 0.0005, 0.9 and 32, resp. We initialize the weights of the 2D Deformable Convolution (2DDC) network with the BN-Inception architecture pre-trained on Kinetics-400 provided by [8] and the weights of 3D network with the pre-trained model of 3D-Resnet-18 provided by [48] . Afterwards, we train our SAST on the Kinetics-400 [13] dataset for 10 epochs. For Something-Something-V1 [22] dataset, we finetune the above SAST model for 25 epochs reducing the rate every 10 epochs by a factor of 10. For UCF101 [19] and HMDB51 [12] datasets, we also finetune the above SAST model (trained on Kinetics-400 dataset) for 4,000 iterations and the learning rate drops by a factor of 10 when the validation loss saturates. Note that the dropout rate and the number of iterations are adjusted based on the dataset size.
IV. EXPERIMENTS
In this section, we describe the experimental results of our method. Firstly, we briefly introduce the action recognition datasets and the evaluation settings. Then we give an ablation study to evaluate the effectiveness of our proposed 2DDC and TA. Finally, we make the performance comparison with the recent state-of-the-arts on two popular datasets: UCF101 [19] and HMDB51 [12] , and two larger datasets Kinetics-400 [13] and Something-Something-V1 [22] .
A. DATASETS 1) UCF101 AND HMDB51
UCF101 [19] and HMDB51 [12] are two very popular action recognition datasets. UCF101 dataset consists of 13320 videos (180 frames/video on average) of 101 human action classes. HMDB51 contains 6849 videos of 51 categories and each category contains at least 101 videos. For the two datasets, we utilize the standard evaluation protocol provided by the authors: three standard training and testing splits are evaluated separately, and the final results are calculated by averaging the accuracy over the three splits.
2) KINETICS-400 AND SOMETHING-SOMETHING-V1
Kinetics-400 [13] and Something-Something-V1 [22] are two larger well-labeled action recognition datasets.
Kinetics-400 has about 240,000 training videos, 20,000 validation videos, and 40,000 testing videos. It contains 400 action categories and each category has at least 400 videos. The standard evaluation protocol for the Kinetics-400 dataset is the average of top-1 and top-5 error. Something-Something-V1 consists of about 110,000 videos of 174 classes, which are shorter than videos of Kinetics-400. The duration of every video in Something-Something-V1 usually spans from 2 to 6 seconds. For a fair comparison with other methods on Something-Something-V1 dataset, we also follow the same evaluation setup used in [17] , [20] , [49] .
B. ABLATION STUDY
For clarity, we name two variants of our SAST model as SAST TA (only with TA) and SAST D (only with 2DDC). In SAST TA , we select the first part of the BN-Inception framework (until inception-2b layer) [47] and three regular convolutions layers, whose kernel size, stride and filter number are same as our 2DDC counterpart. In SAST D , we have no TA model compared with our SAST. Here we conduct ablation study on the two popular dataset UCF101 [19] and HMDB51 [12] , and a larger dataset Kinetics-400 [13] respectively. Experimental results are tabulated in Table 2 . Note that here we just use 32 RGB frames (N = 32) as input.
1) EFFECTIVENESS OF 2D DEFORMABLE CONVOLUTIONAL NETWORK (2DDC)
As shown in the fourth row of Table 2 , our SAST D -32F (only with 2DDC) obtains superior results compared with the baseline ECO-Lite-32F [17] among each split. Our SAST D -32F achieves 95.4% (average accuracy) on UCF101 and 73.6% (average accuracy) on HMDB51, which outperforms the baseline ECO-Lite-32F [17] by 2.3% on UCF101 and 5.3% on HMDB51. For clearly demonstrating that our 2DDC can capture semantic action-aware spatial features, we empirically observed that the learned offsets by our three deformable convolution layers with 3 × 3 are highly relevant and adaptive to the labeled action class, as illustrated in Figure 6 . An example ''eating'' shown in Figure 6 (up), our 2DDC mainly focuses on the person mouth and the food the person is interacting with. Another example ''pouring'' presented in Figure 6 (down), our 2DDC mainly focuses on the person hands and the cups the person is interacting with. FIGURE 6. Each frame shows the sampling locations (9 3 = 729 red points in each fram) learned by our 2DDC for one fixed activation unit (blue point) on each input frame, which are highly relevant to the labeled action class. The action of first row is eating and second row pouring. Note that the timeline gives the position of the frame percentile of total number of frames in the video. Best viewed in color. 
2) EFFECTIVENESS OF TEMPORAL ATTENTION MODEL (TA)
In the fifth row of the Table 2 , we can see that our proposed SAST TA -32F (only with TA) gets better results than the baseline ECO-Lite [17] among each split, which outperforms the baseline by 1.0% on UCF101 and 3.8% on HMDB51 on average accuracy. To verify the effectiveness of the TA, we also conduct several experiments with SAST TA -8F (only with TA) and visualize the relationship between different frames and corresponding 1D temporal action-aware attention weight mask M t r learned by TA over time in Figure 7 , where we can see that these frames with high weight value are highly discriminative and relevant to the labeled action category. For better understanding behavior of our TA, we plot the curves of learned weight value M t r (Y) and the relative frame position in percentile (X) in Figure 9 , where different color curves represent different actions. As we can see, our TA can focus on the discriminative frames and develop semantic action-aware temporal features for action recognition.
Combined with the 2D Deformable Convolutional network (2DDC) and Temporal Attention model (TA), our proposed architecture SAST achieves the best accuracy than the baseline ECO-Lite [17] , SAST D -32F (only with 2DDC) and SAST TA -32F (only with TA) on UCF101 and HMDB51, as presented in Table 2 . In addition, we also make an ablation study on the larger dataset Kinetics-400 in Table 2 where our SAST-32F (2DDC+TA) abtain the best results compared with SAST D -32F (only with 2DDC) and SAST TA -32F (only with TA) on top-1, top-5 and average accuracy. Meanwhile, Figure 8 shows that the semantic action-aware spatial-temporal regions obtained by our proposed SAST are highly relevant to the labeled action class. These observations not only strongly demonstrate the effectiveness of our SAST architecture but also show that each component of our method is important to improve final predicted results.
C. PERFORMANCE COMPARISON 1) RESULTS ON UCF101 AND HMDB51
We first compare our model SAST with our baseline ECO-Lite [17] and the current state-of-the-arts on three splits of UCF101 [19] and HMDB51 [12] . Here we just consider these methods using only RGB modality input for a fair comparison. The results are summarized in Table 3 , where we can see our proposed method SAST-EN achieves 96.4% accuracy on the UCF101 dataset and 75.1% on the HMDB51 dataset, which outperforms our baseline and other current methods except IDT+DA-VLAD [33] . Because they [33] employ Improved Dese Trajectories (IDT) for features extraction in their model and they need first obtain the code-words for each action class, which are very time consuming and space consuming. Specifically, our SAST-EN significantly outperforms our baseline ECO-Lite-EN [17] by 1.6% on UCF101 and by 2.7% on HMDB51. It also outperforms the recent works STM [31] , DistInit [28] and DynamoNet-32F (ResNext101) [29] by 0.2%, 10.6% and 3.3% on UCF101, and by 2.9%, 20.3% and 6.6% on HMDB51, respectively. Note that SAST-EN represents the average scores obtained from an ensemble of SAST network with the {16, 20, 24, 32} number of input frames similar to ECO-Lite-EN [17] .
2) RESULTS ON KINETICS-400
In addition, we farther compare the performance of SAST on the larger dataset Kinetics-400 [13] with the current stateof-the-arts. For SAST-EN, R18 (R101, R152), we utilize the 3D-Resnet18 (3D-Resnet101, 3D-Resnet152) Stage3-5 as the backend network respectively. For SAST-EN, R101+NL, we follow the same setting as [20] that we add NL [49] to Stage4 (instead of Stage3 + Stage4). The superior results in Table 4 show that we achieve the comparable performances: 75.7% on the top-1 accuracy and 93.8% on the top-5 accuracy in validation set, which outperforms our baseline ECO-Lite-EN [17] by 5.7% on top-1 accuracy and by 4.4% on top-5 accuracy. It also outperforms the recent works STM [31] and DynamoNet-32F (ResNext101) [29] by 2.0% and 7.5% on top-1 accuracy and by 2.2% and 5.7% on top-5 accuracy, respectively.
3) RESULTS ON SOMETHING-SOMETHING-V1
At last, for farther demonstrating the effectiveness of our method, we compare our model SAST against our baseline ECO-Lite [17] and other state of the art approaches on the validation set of Something-Something-V1 dataset. In order to make a fair comparison, we also just consider these methods using only RGB modality input and state different backbones used by different methods followed in [51] . The results in table 5 show that our approach SAST-EN, R18 with the backend network 3D-ResNet18 Stage3-5, outperforms the baseline ECO-Lite [17] and improves its top-1 accuracy from 46.4% to 47.5%. Besides, we further improve our method TABLE 5. Comparing performance of SAST with the state-of-the-arts on the Something-Something-V1 dataset, just using the RGB modality. TABLE 6. Runtime-accuracy compared with the state-of-the-arts on UCF101, HMDB51, Kinetics-400 and Something-Something-V1 datasets using Tesla P100 GPU. The term SAST-NF represents that our network takes N sampled frames as input. Note that the runtime is without considering I/O. SAST-EN with different and deeper backend networks such as 3D-Resnet50, 3D-Resnet101, 3D-Resnet152 and 3D-Resnet101+NL, and add several corresponding experiments in table 5. Our SAST-EN, R101+NL achieves the comparable performances: 53.1% on the top-1 accuracy and 82.1% on the top-5 accuracy, which outperforms the latest works Martinez et al. [51] with deeper ResNet152 backbone network by 0.3%, STM [31] by 1.7% and Ghadiyaram et al. [32] by 3.3% on the top-5 accuracy respectively.
4) RUNTIME ANALYSIS
To reflect the required time of processing a whole video, we also utilize videos per second (vps) as same as [17] to compare the speed of our SAST with other methods. In order to make a fair comparison, we make runtime-accuracy comparison with other approaches using the same GPU setup (a Tesla P100 GPU) and raw RGB frames as input only. As shown in Table 6 , we can see that at the same time ensuring accuracy, our SAST is at least an order of magnitude (about 10x to 50x) faster than other approaches and achieves compairable speed with the baseline [17] when using a Tesla P100 GPU. Note that we just consider one crop per sample to calculate the runtime for other methods and measure the runtime without considering I/O with the same setting as [17] .
V. CONCLUSION
In this paper, we propose an efficient CNN-based action recognition method called SAST, which is a straightforward and end-to-end network architecture. We utilize deformable convolution for action recognition task and propose a 2D Deformable Convolutional network (2DDC) to learn semantic action-aware spatial features of action. Besides, we also propose a light Temporal Attention model (TA) in our network to develop semantic action-aware temporal features. At last, we apply an effective 3D network as our backend network to capture the relationship between frames for action recognition. Our approach is about 10x to 50x faster than most of the existing methods. So, we will apply it to actual scenes such as a simple mobile device in following research. Extensive experimental results on two popular datasets (UCF101 and HMDB51) and two larger datasets (Kinetics-400 and Something-Something-V1) demonstrate that our method makes significant improvements in action recognition domain.
