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1Chapter 0
Introduction
In theoretical computer science, in particular the area of algebraic specifi-
cation of abstract data types, sorted specifications based on the principle of
induction are well-known. Here one is concerned with finite data such as
natural numbers, booleans, finite trees, finite lists, and so on. More recently,
a ‘dual’ specification method has become prominent: that of coalgebraic
specifications of infinite data, also called codata. Typical codata are lazy
natural numbers, infinite trees, infinite lists or streams. Whereas in the
world of finite data, induction is the salient principle of definition and
proof, it is replaced by coinduction in the realm of codata.
In this thesis we develop a general framework that extends both the
inductive and coinductive specifications: the framework of algorithmic term
rewriting systems. The class of algorithmic term rewriting systems pro-
vides a scheme for function specifications employing both inductive and
coinductive constructions. When a function specification is given, we are
concerned whether the specification is well-defined or not. This leads to
the primary desired property of algorithmic term rewriting systems: all
the specifications that can be given as expressions in the system should be
well-defined. We shall call this property ‘productivity’. This description of
productivity is still very informal. A contribution of this thesis is giving it
a technically precise interpretation. The resulting notion of productivity
of an algorithmic system is fundamental, on a par with the notions of
termination and confluence for (finitary) term rewriting systems.
Productivity turns out to be the consequence of three secondary prop-
erties. First, infinitary normalization (WN) guarantees that an expression
has a possibly infinite normal form. Secondly, domain normalization (DN)
guarantees that the normal form is within the intended domain of results.
Thirdly, constructor normalization (CN) guarantees that the normal form
is built solely from constructors without defined function symbol. We
give conditions for each of the three properties WN, DN, CN, and in
some instances even characterizations. Together, they form conditions that
ensure productivity of the algorithmic term rewriting system.
As an application of the theory developed here, we consider in the
final chapter a fairly complicated infinite data type known as tree ordinals.
2 Chapter 0. Introduction
These are important in the theory of ordinal notations in proof theory, a
branch of mathematical logic. They also embody a study of the expres-
sivity of the first order term rewriting framework, and we show that this
expressivity is large: we can express ordinals far larger than the Feferman–
Schu¨tte ordinal known as Γ0.
In order to set the stage, in this chapter we show how the framework
of algorithmic systems and the notion of productivity arise. This chapter
gives an informal introduction; later the notions will be formally intro-
duced.
0.1 The concept of productivity
Let us start by dealing with finitary objects. We think of representing
natural numbers as a paradigmatic example. The set of natural numbers
N can be inductively specified as follows:
1. 0 is a natural number.
2. If n is a natural number, then so is the successor n+ 1.
So, we employ the constructors
0 : ()→ NAT
s : NAT→ NAT
to represent natural numbers, where NAT denotes the set of terms (repre-
sentations) of natural numbers. We call such objects as NAT constructed by
inductive means ‘inductive objects’.
We have the representing function p−q : N → NAT inductively defined
by
p0q ≡ 0
pn+ 1q ≡ s pnq
and the semantics function J−K : NAT→ N inductively given by
J0K = 0Js tK = JtK+ 1
We use ≡ to denote syntactic identity of terms, since the symbol = usually
stands for the equivalence relation generated by the reduction relation.
Figure 1 illustrates those functions.
Next, we consider defining functions on natural numbers; addition and
multiplication, for example. Given natural numbers n and m, both the sum
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Figure 2: Two times two is four.
n+m and the product n×m can be defined by mathematical induction on
m as follows:
n+ 0 = n n× 0 = 0
n+ (m+ 1) = (n+m) + 1 n× (m+ 1) = (n×m) + n
From this definition, the following (finitary) term rewriting system arises:
n+ 0→ n n× 0→ 0
n+ sm→ s(n+m) n× sm→ (n×m) + n
For example, to compute two times two, we perform reductions
s s 0× s s 0→ (s s 0× s 0) + s s 0
→ s((s s 0× s 0) + s 0)
→ s s((s s 0× s 0) + 0)
→ s s(s s 0× s 0)
→ s s((s s 0× 0) + s s 0)
→ s s s((s s 0× 0) + s 0)
→ s s s s((s s 0× 0) + 0)
→ s s s s(s s 0× 0)
→ s s s s 0
In the above computation we deal with the leftmost appearance of
redexes (reducible expressions) in each step. However, regardless of the
choice of a redex, we reach the unique result s s s s 0 after finitely many
steps. We write → to denote the reflexive transitive closure of the single-
step reduction → (e.g. s s 0 × s s 0 → s s s s 0). Thus, we conclude 2 × 2 = 4
(see Figure 2). It should be noticed that the result s s s s 0 contains no + or
×; these defined symbols are eliminated by the reductions.
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To be a little more formal, we call the expressions generated by means
of 0 and s, ‘constructor normal forms’, and those generated by means of 0,
s, +, and ×, ‘terms’. An expression 2 × 2 on natural numbers is translated
to the term s s 0 × s s 0, and then computed to the value s s s s 0, and finally
translated back to the natural number 4.
In this example, it is not so difficult to observe that any term t can be
reduced to a unique constructor normal form s by finitely many steps of
reductions. Denote that s by cnf(t). Then, the binary function
+ : N×N→ N
specified by the function symbol +, is well-defined as
n+m = Jcnf(pnq+ pmq)K
and analogously for ×. Thus, a term rewriting system satisfying a certain
property gives a definition of functions. So, we introduce the notion of
productivity as the property that a term rewriting system should satisfy to
define functions.
Concept 1 A term rewriting system is productive if the system defines some
functions in the way discussed above. 
In this thesis we are concerned with productivity of term rewriting
systems. In order to formulate the productivity property following the
above concept, we distinguish defined function symbols from constructor
function symbols.
Concept 2
1. A constructor symbol is a function symbol such as 0 and s, which is
used to construct objects.
2. A defined symbol is a function symbol such as + and ×, which is used
to express operations on objects. 
Following the above concept, given a term rewriting system, we can for-
mulate this division of function symbols as follows: a function symbol is a
defined symbol if it appears at the root of a lefthand-side of some rules; a
constructor symbol otherwise. Accordingly, we call terms containing only
constructor symbols ‘constructor normal forms’. Note that every construc-
tor normal form is a normal form.
In addition, we call terms containing no variable symbol ‘ground
terms’. Clearly, every constructor normal form is ground.
Now we can formulate the productivity property, for finitary term
rewriting systems, as follows.
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Concept 3 A finitary term rewriting system is productive if, for every well-
sorted ground term t, there exists a unique constructor normal form s such
that t→ s. 
0.2 The concept of properness
With the system of natural numbers constructed as in the previous sec-
tion, we next consider constructing streams (infinite sequences) of natural
numbers. Generally, given a set A, the set of streams of elements in A is
coinductively given as follows:
If x is a stream, then x is of the form a : x ′, where a ∈ A and x ′
is a stream.
In order to deal with these objects in the framework of term rewriting sys-
tems, we introduce infinite terms and transfinite reductions. For example,
consider the function nats with the rules
nats(n)→ n : nats(sn)
where ‘:’ is a constructor of type NAT× STREAMNAT → STREAMNAT, con-
structing a stream. Contrasting to inductive objects, we call such objects
‘coinductive objects’.
Starting from the term nats(0), we have a non-terminating reduction
nats(0)→ 0 : nats(s 0)
→ 0 : s : nats(s s 0)
→ 0 : s 0 : s s 0 : nats(s s s 0)
→ . . .
In this sequence of reductions, more and more reductions will keep a larger
part of the term fixed. In other words, the position of the contracted redex
gets deeper and deeper. Thus, we may as well say that the term nats(0)
represents the limit of this infinite reduction sequence, that is
0 : s 0 : s s 0 : s s s 0 : s s s s 0 : s s s s s 0 : . . .
So, the notion of transfinite reduction naturally arises, which will be for-
malized in Definition 15. We use →→ to denote (possibly) transfinite reduc-
tions. For example, nats(0)→→ 0 : s 0 : s s 0 : . . . .
For example, we can implement scalar multiplication of streams as
sca(n,m : x)→ (n×m) : sca(n, x)
with × is given as in the previous section. One can easily observe that
sca(s s 0, nats(0)) enumerates the even numbers.
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Obviously, each of the defined symbols +, ×, and sca in this system
certainly specifies the intended function, and the system is thus produc-
tive. However, infinitary normalization of the system fails; there are some
well-sorted and ground terms having no infinitary normal form (consider
0 × s s s . . . for example). This failure of infinitary normalization is caused
by the infinite term s s s . . . , which does not represent any natural number.
We regard such terms as s s s . . . as not well-sorted from the semantical
viewpoint, and want to exclude them. Thereby, the notion of proper terms
arises as those we are concerned with.
Concept 4 A term is proper if it is well-sorted from the semantical view-
point. 
The clause ‘well-sorted from the semantical viewpoint’, and hence the
notion of properness, can be technically expressed as follows:
1. The term must be locally well-sorted. Namely, we disallow type-
mismatched expressions such as 0 + (0 : 0 : 0 : . . . ). The term
(0 : 0 : 0 : . . . ) is of the sort STREAMNAT, while the symbol + is
typed NAT× NAT.
2. The term must not contain an infinite nesting of inductive construc-
tors, where inductive constructors are constructor symbols used to
construct inductive objects. In the example of discourse, 0 and s are
inductive constructors; ‘:’ is a coinductive constructor.
We call sorted infinitary term rewriting systems with the above explicit
coinductive and inductive construction ‘semantically sorted systems’, which
will be formalized in Section 1.2.
The conclusion of this analysis is that in order to obtain the infinitary
version of Concept 3 we have just to replace the word ‘well-sorted’ by
‘proper’, and the symbol → (finite reduction) by →→ (infinitary reduction).
Concept 5 A semantically sorted system is productive if, for every proper
ground term t, there exists a unique constructor normal form s such that
t→→ s. 
The above description of productivity gives an abstract view of Con-
cept 1, abstracted away from semantics, into the framework of term rewrit-
ing. It should be remarked that Concept 5 is not relevant to the semantical
or representational perspective but only to the computational perspective.
0.3 The concept of algorithmicity
Algorithmic term rewriting systems were originally introduced in [27] as
a scheme of purely functional specifications of objects employing possibly
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mutually dependent induction and coinduction for their definition. In the
present work we introduce the intermediate framework of semantically
sorted systems, so that algorithmic systems can be recognized as seman-
tically sorted systems that are algorithmic. There, the property of algorith-
micity is to semantically sorted systems what orthogonality is to ordinary
term rewriting systems.
Concept 6 An algorithmic term rewriting system should be . . .
1. Left-linear. Employing non-left-linear reduction entails deciding syn-
tactic identity of terms. Especially in an infinitary term rewriting
system, that would cause some undesirable behaviour of transfinite
reduction (e.g. failure of Compression Lemma). So, we consider only
left-linear systems.
2. Functional, viz. each computation step is performed at the occurrence
of a defined symbol with patterns given as constructor contexts.
3. Locally deterministic, viz. the applicable rule is unique for each posi-
tion in a term.
4. Case-exhaustive. We are concerned with specifying total functions. 
With the above restrictions satisfied, the system can be perceived to
specify the algorithm to compute each function. So, we shall call those
systems ‘algorithmic’.
0.4 Background
0.4.1 The subject of productivity
The word ‘productive’ originates from Sijtsma [44] as a natural strength-
ening of the weak infinitary normalization property, as the specification
of a stream well-defines the whole elements of the stream. For a typical
example which is infinitarily normalizing but not productive, consider the
one-rule system
f(• : • : x)→ • : f(f(x))
This system is infinitarily normalizing, but the infinitary normal form
of the term f(• : • : . . . ), which is
f(• : • : . . . )→ • : f(• : f(• : f(• : . . . )))
contains defined function symbols f. So, the stream cannot be ‘fully evalu-
ated’. The system is thus not productive.
There is a large arsenal of investigations on productivity of stream
definitions, including [7, 14, 25, 37, 49]. Roughly speaking, this approach
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attempts to estimate how much ‘guarded [45]’ the recursive definition of
the stream is. In other words, in this approach we are indifferent to the
identity of each component of the stream but only concerned with the
quantity of the evaluated part of the stream. This quantitative analysis is
formalized in [17], and based on it, [16] gives the optimal analysis among
the quantitative analyses. On the other hand, productivity of stream spec-
ifications is closely related to functional programming, and also to higher-
order proof-assistants. Since the structure of streams employs recursion
nested in corecursion, it requires a careful treatment to deal with streams
in functional programming with lazy evaluation or proof-assistants such as
Coq [9]. From this viewpoint, the notion of productivity has been discussed
also in [1, 4, 22, 38].
In the present work, we extend the framework to allow infinite struc-
ture also in data. So, we deal with it in the framework of algorithmic term
rewriting systems as discussed in the preceding sections. We wish to invent
a feasible, sophisticated theory to ensure productivity of algorithmic sys-
tems, such as iterative path order∗ for termination of finitary term rewriting
systems.
0.4.2 The subject of tree ordinals
As to a paradigmatic example where mutually nested induction and coin-
duction appear, we think of tree ordinals.† Tree ordinals are devised to give
a simple notation for countable ordinals. The set Ω of countable ordinals
can be defined as the smallest set satisfying:
1. 0 ∈Ω.
2. If α ∈Ω, then α+ 1 ∈Ω.
3. If A is a countable subset of Ω, then supA ∈Ω.
So, we define expressions of tree ordinals ORD as
ORD := O | S(ORD) | ORD : ORD : ORD : . . . (∗)
where O represents 0, S represents the immediate successor, and the last
one represents the supremum of the countable set. Tree ordinals can be
thus regarded as a subclass of Conway numbers [8] where the lefthand-
side is empty and the righthand-side is countable.
We wish to remove the infinitary context in the above definition ofORD.
But, if we dealt with it as naively as
ORD := O | S(ORD) | ORD : ORD
∗Iterative path order [34] is a method to ensure the termination property of a finitary
TRS, which is closely related to recursive path order [11].
†The word ‘tree ordinal’ is from [10]. Dershowitz and Reingold introduce another rep-
resentation with finite trees [13, 12].
0.5. Contribution and overview 9
it would cause meaningless terms such as O : O. We need ‘:’ only to
construct streams. So, we introduce another sort STREAMORD for streams
of ordinal representations:
STREAMORD :
C
= ORD : STREAMORD
Then, in the previous construction (∗), we notice the implicit transforma-
tion from STREAMORD to ORD. In order to deal with it in the framework of
sorted systems, we exhibit this transformation with the constructor L (for
Limit). Thus, we reach the following construction of tree ordinals:
ORD :
I
= O | S(ORD) | L(STREAMORD)
STREAMORD :
C
= ORD : STREAMORD
Thereby, mutual recursion between inductive and coinductive con-
struction arises.
As a standard reference of ordinals we refer to [42]. Section 6 of [21] is
comprehensive and enough as a preparation for reading Chapter 4 of the
thesis. Further information is given in [43].
0.5 Contribution and overview
Chapter 0 is this chapter. In the remainder of the chapter we give a chapter
overview of the thesis, simultaneously pointing out the contribution of the
present work. The next section will present some notations used through-
out the thesis.
In Chapter 1, we introduce the framework of semantically sorted infini-
tary term rewriting systems, and state the properties of algorithmicity and
productivity. We mention also other properties of semantically sorted sys-
tems. The notions of semantically sorted systems and algorithmic systems
are introduced to fill the gap between ordinary infinitary term rewriting
and functional programming with lazy evaluation.
Chapter 2 provides some technical matters, which will be mainly used
in Chapter 3.
In Chapter 3, we investigate a criterion for productivity of the algorith-
mic system. One of the ultimate goals of this work is to detect productivity
or nonproductivity of algorithmic systems by an automatic or systemic
procedure. In other words, an algorithm which takes an algorithmic system
and gives as output productive/nonproductive/unknown. Since produc-
tivity of the algorithmic system is generally undecidable‡, it is unavoidable
to see ‘unknown’ for some systems (of course, we wish the algorithm to
answer ‘unknown’ for as few systems as possible). The criterion we present
‡Productivity of stream specifications is already undecidable [17].
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text item end-marker
Definition 
Theorem
Lemma
Corollary
Proposition

followed by the proof
with the proof omitted
with the proof postponed
unmarked¯
Proof 
Remark 
Example 
Concept 
Table 3: End-markers for text items
gives the important foundation for implementing such an algorithm, and
the chapter is thus the main contribution of the thesis. With that criterion,
productivity of the algorithmic system can be proved by finding some func-
tions on countable ordinals satisfying certain inequalities. In that manner, it
helps us to prove productivity of some systems by hand, as will be demon-
strated in Chapter 4. However, in general, analyzing inequalities between
ordinal functions is a complex matter. Automatic detection of productive
systems is one of our ongoing future work.
Chapter 4 studies arithmetic on tree ordinals, providing examples of
productive algorithmic systems. We prove productivity of each system
using the criterion presented in Chapter 3.
0.6 Notations
We mark the end of each text item (Definition, Theorem, etc.) as shown in
Table 3. We have already used the marker for Concept.
The set of natural numbers is denoted by N. The set N+ = N r {0}
consists of positive integers. The set of countable ordinals is denoted byΩ.
The class of all the ordinals is denoted byOn. We follow the von Neumann-
Bernays-Go¨del style [3]; each ordinal is regarded as the set containing all
the preceding ordinals.
Given a set A, we write A∞ to denote the set of possibly infinite
sequences of elements of A. The set of finite and infinite sequences is
respectively A∗ and Aω. Infinite sequences will also be called streams.
Clearly we have A∞ = A∗ unionmultiAω, where unionmulti denotes disjoint union.
The empty sequence is denoted by ². Given p ∈ A∗ and q ∈ A∞, their
concatenation is denoted by p · q. Given p ∈ A∗ and q ∈ A∞, if there is
r ∈ A∞ such that p · r = q, then p is a prefix of q, and we write p P q. In this
case we write q/p to denote that r. Note that q/p is uniquely determined
whenever p P q. If moreover p 6= q, p is a proper prefix of q, and we write
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p / q. We say that two positions p and q are parallel if neither p P q nor
q P p.
The finite sequences of positive integersN ∗+ will play an important role
to describe positions in terms. We will thus often refer to an element ofN ∗+
as a position. A positive integer itself is often regarded as a position of
length 1. We use ‘×’ instead of ‘·’ to denote multiplication on N to avoid
confusion with concatenation. As a position, the length of p ∈ N ∗+ is called
depth of p, and written |p|.
Given a partial function f, we write dom(f) and img(f) to denote the
domain and the image (or range) of f, respectively:
dom(f) = {a | f(a) is defined}
img(f) = {f(a) | a ∈ dom(f)}
The composition of the relations is denoted by ‘·’. For example, we write
x→ · % z if there exist some y such that x→ y and y % z.
We write to (−)n to refer to the n-th element of a vector. For example,
we have
((0, 1, 2) + (3, 4, 5))1 = 3
((0, 1, 2) + (3, 4, 5))2 = 5
((0, 1, 2) + (3, 4, 5))3 = 7
We often use ∧ and ∨ to denote minimum and maximum, respectively;
x∧ y = min{x, y}
x∨ y = max{x, y}
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Chapter 1
Algorithmic term rewriting systems
In this chapter, we formalize a scheme for function specifications employ-
ing both inductive and coinductive constructions, which we shall call a
semantically sorted system. The similar concept is explored in [23] from an
algebraic view.
An algorithmic system is thought of as a semantically sorted system
with some requirements. Figure 4 shows an intuitive sketch. In Sec-
tion 1.1 we introduce infinitary rewriting systems following [29] with
minor changes for the sorted framework. And then, in Section 1.2 we intro-
duce inductive/coinductive sort discipline and the notion of constructors
to formalize semantically sorted systems. With that inductive/coinductive
discipline of sorts, the notion of proper terms, as ‘semantically meaningful’
framework assumed property desired property
finitary TRS orthogonality confluent normalizationy introduce infinite termsand transfinite reductions
infinitary TRS orthogonality confluent infinitarynormalizationy introduce inductive/coinductive sort disciplineto exclude semantically meaningless terms
semantically
sorted systems algorithmicity confluent infinitaryconstructor normalization
on ‘meaningful’ terms
=
productivity
Figure 4: Semantically sorted systems, algorithmicity, and productivity
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terms, arises. Then we state some properties of semantically sorted sys-
tems, including productivity. Section 1.3 defines the algorithmicity prop-
erty of semantically sorted systems. Algorithmicity of the system is a
property as natural as orthogonality of the TRS. Since algorithmicity is a
natural strengthening of orthogonality, many useful properties result from
the orthogonality of the algorithmic system. Section 1.4 recalls some of
those properties.
1.1 Infinitary term rewriting systems
First of all, we formulate (possibly infinite) terms with explicit sorting.
1.1.1 Sorts, symbols, and terms
Definition 7 (terms) The set of terms is determined by the tuple 〈S, Σ,X〉
where
1. The set S consists of possibly infinitely many sorts.
2. The set Σ consists of finitely many function symbols, each is equipped
with a first-order type S1 × · · · × Sn → T , where S1, . . . , Sn, T ∈ S.
When f ∈ Σ has a type S1 × · · · × Sn → T , we write ar(f), in(f, i), and
out(f) to denote n, Si, and T , respectively, for i = 1, . . . n.
3. The set X consists of infinitely many variable symbols, each is sorted
by S. We assume that for each sort S ∈ S there exist infinitely many
variable symbols of the sort S. We write out(x) to denote the sort of a
variable symbol x. For convenience, we set ar(x) = 0 for every x ∈ X.
We assume Σ ∩ X = ∅.
Given S, Σ, andX, a term is a partial function t : N ∗+ ⇀ (Σ∪X) satisfying
the following conditions.
1. The empty sequence ² is in the domain. The position ² or the symbol
t(²) is called the root of the term.
2. For every p ∈ dom(t) and every n ∈ N+, the position p · n is in the
domain of t if and only if n 6 ar(t(p)).
3. If p · n ∈ dom(t), then in(t(p), n) = out(t(p · n)).
Roughly speaking, the first condition guarantees non-emptiness of a term.
The second one ensures that the number of branches at each position is
consistent with the arity of the symbol by which the position is labeled.
And the last one describes local well-sortedness. The sort of a term t is given
as srt(t) = out(t(²)).
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We write T to denote the set of terms. Syntactic identity on terms is
denoted by ≡. Formally, t ≡ s iff dom(t) = dom(s) and t(p) = s(p) for all
applicable p.
A term is finite if its domain is finite. The set of finite terms is denoted
by F. A term is ground, or closed, if it contains no variable symbol, i.e. t is
ground if img(t) ∩ X = ∅. The set of ground terms is denoted by G. 
Proposition 8 For every term t, the domain of t is countable.
Proof: The domain is a subset of N ∗+ , which is countable. 
1.1.2 Operations on terms
We provide some notation devices on terms.
Definition 9 (subterms) Given a term t and a position p ∈ dom(t), the
subterm t/p is constructed as
(t/p)(q) =
{
t(p · q) (if p · q ∈ dom(t))
undefined (otherwise) 
Definition 10 (substitution) Given a term t and a function σ : X → T
satisfying out(σ(x)(²)) = out(x) for all x ∈ X, the term tσ is constructed
as
(tσ)(p) =

σ(t(q))(p/q)
(
if ∃q ∈ dom(t), t(q) ∈ X, q P p,
p/q ∈ dom(σ(t(q)))
)
t(p) (if p ∈ dom(t), t(p) 6∈ X)
undefined (otherwise)
which formalizes the ordinary substitution.
We often write {x1 7→ t1, . . . , xn 7→ tn} to denote the function σ : X→ T
defined by
σ(x) ≡
{
ti (if ∃i. x = xi)
x (otherwise) 
Definition 11 (replacement) Given terms t, s, and a position p ∈ dom(t)
satisfying out(s(²)) = out(t(p)), the term t{p 7→ s} is the result of replacing
the subterm of t at the position p by s, i.e.
t{p 7→ s}(q) =

t(q) (if q ∈ dom(t), p 6P q)
s(q/p) (if p P q, q/p ∈ dom(s))
undefined (otherwise) 
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1.1.3 Rules and reductions
Definition 12 (rules) A rewrite rule is a pair (l, r) ∈ F × F satisfying the
following conditions:
1. The lefthand-side l is not a variable, i.e. l(²) 6∈ X.
2. Variables occurring in the righthand-side occurs also in the lefthand-
side, i.e. img(l) ∩ X ⊇ img(r) ∩ X.
3. The rule is sort-consistent, i.e. srt(l) = srt(r).
We will often refer to a rewrite rule just as a rule. 
Definition 13 (single-step reduction) Let t ∈ T, p ∈ dom(t), (l, r) ∈ R,
and σ : X → T such that t/p ≡ lσ. Then, we write t →p s, where
s ≡ t{p 7→ rσ}. This p is called the position of the contracted redex. We
often omit the subscript p to write t → s when the position of contracted
redex is not important. 
Directly from the definition, a lemma follows:
Lemma 14 Let t→p s. Then:
• For every q ∈ dom(t) such that q P p, we have t/q→p/q s/q.
• For every q ∈ dom(t) which is parallel to p, we have t/q ≡ s/q. 
A term t is called a normal form if there exists no term s such that t→ s. The
set of normal forms is denoted by N.
We formalize transfinite reduction following [30].
Definition 15 (transfinite reduction) Let 〈tι〉ι6α be a transfinite sequence
of terms of length α ∈ Ω. Then, 〈tι〉 is convergent if for every limit ordinal
λ 6 α and every p ∈ dom(tλ), there exists some β < λ such that, for every
ι, β 6 ι < λ implies tι(p) = tλ(p).
A convergent sequence 〈tι〉6 α is a convergent reduction sequence if the
following conditions are satisfied:
1. For every ι < α, we have tι → tι+1.
2. For every limit ordinal λ 6 α and every n ∈ N, there exists some
β < λ such that β 6 ι < λ implies |pι| > n, where pι is the position
of the contracted redex at the single-step reduction tι → tι+1. This
condition is known as strong convergence.
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In this case, we write t0 →α tα. When the length of reduction is not
important, we write also t0 →→ tα. Note that →1 is identical to the single
step reduction →. If α < ω, we write t0 → tα.
An infinite reduction sequence t0 → t1 → t2 → t3 → . . . is called
divergent if there exists p ∈ N ∗+ such that ti →p ti+1 for infinitely many
i ∈ N. 
Definition 16 (stability of reduction) A transfinite reduction t →→ s is
strongly p-stable if for any single-step reduction in t →→ s, the position of
the contracted redex is not a prefix of p. A transfinite reduction t →→ s is
weakly p-stable if it is strongly q-stable for every q / p. Note that a reduction
is always weakly ²-stable. We use the subscript 6/ p or 6P p to denote weak
or strong p-stability, respectively. Especially, we use the subscript ¬² to
denote strong ²-stability, which is called root-stability in the literature. 
1.1.4 Constructors
Given a set of rules, we formalize the division of function symbols into
constructor function symbols and defined function symbols as mentioned
in Concept 2.
Definition 17 A defined function symbol (defined symbol for short) is a func-
tion symbol which occurs at the root of the lefthand-side of a rule. A
constructor function symbol (constructor for short) is a function symbol which
never occurs at the root of the lefthand-side of any rule. The sets of defined
symbols and constructors are denoted by C and D, respectively. Formally,
D = {l(²) | (l, r) ∈ R}
C = Σ \ D
Clearly, every function symbol is either a defined symbol or a constructor.
A term t is a constructor normal form if it contains only constructors, i.e.
img(t) ⊆ C. The set of constructor normal forms is denoted by V.
Obviously, every constructor normal form is ground and forms a nor-
mal form. We say that a term t has a constructor normal form s if t →→ s
and s ∈ V. Moreover, if this s is unique, we write cnf(t) to denote that s.
1.1.5 Sorted systems
To close the section, we describe the formalization of the framework of
sorted infinitary term rewriting systems.
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Definition 18 A sorted infinitary term rewriting system is determined by a
tuple 〈S, Σ,X,R〉, where each symbol is equipped with a sort specification
ar, in, and out. 
Example 19 In the above formalization, the system of addition and multi-
plication on natural numbers
n+ 0→ n
n+ sm→ s(n+m)
n× 0→ 0
n× sm→ (n×m) + n
as presented in the Introduction is given as
+(n, 0())→ n
+(n, s(m))→ s(+(n,m))
×(n, 0())→ 0()
×(n, s(m))→ +(×(n,m), n)
where S = {NAT}, C = {0, s}, D = {+,×}, and X = {n,m}. For the sake of
readability, we will often omit parentheses after a nullary or unary function
symbol, and use infix notation for some binary function symbols. 
1.2 Semantically sorted systems
As seen in the Introduction, an ordinary sorted infinitary term rewriting
system possibly contains some meaningless infinite terms such as s s s s s . . .
in the system of streams of natural numbers. We wish to exclude those
terms. The next thing to be dealt with is to formalize this exclusion.
1.2.1 Inductive and coinductive sorts
Definition 20 Let S = SI unionmulti SC. The set SI consists of inductive sorts, and
the set SC consists of coinductive sorts. This division of S yields the charac-
teristic functions χI, χC : S→ {0, 1} given by
χI(S) =
{
1 (if S ∈ SI)
0 (if S ∈ SC) and χ
C(S) =
{
0 (if S ∈ SI)
1 (if S ∈ SC)
We write χIin(f, n), χ
C
in(f, n), χ
I
out(f), and χ
C
out(f) to denote χ
I(in(f, n)),
χC(in(f, n)), χI(out(f)), and χC(out(f)), respectively. 
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Example 21 The system of streams of natural numbers is constructed by
Σ = {0, s, consNAT} with
0 : ()→ NAT
s : NAT→ NAT
consNAT : NAT× STREAMNAT → STREAMNAT
where n : x is regarded as an abbreviated form of consNAT(n, x). Here, we
stipulate SI = {NAT} and SC = {STREAMNAT}. 
1.2.2 Semantically sorted term rewriting systems
With the above division of constructors, we formalize the framework of
sorted infinitary term rewriting systems which can deal with the objects
employing inductive and coinductive constructions. We shall call such
systems ‘semantically sorted systems’.
Definition 22 A semantically sorted (infinitary term rewriting) system is deter-
mined by a tuple 〈SI, SC, Σ,X,R〉, where each function symbol is equipped
with a sort specification ar, in, and out. 
Since every semantically sorted term rewriting system can be regarded
as a sorted infinitary term rewriting system, we already have the notions
of terms (T), ground terms (G), finite terms (F), normal forms (N), and
constructor normal forms (V).
Now that the sorts have been divided into inductive and coinductive
sorts, we exclude meaningless terms such as s s s s s . . . as mentioned in the
Introduction. We also disallow infinite nesting of defined function symbols.
In order to do that, we introduce the notion of ‘path’ and ‘vicious path’ in
a term.
For an intuitive sketch, see Figure 5. We divide the space of function
symbols by two ways: defined symbol or constructor (Σ = DunionmultiC); inductive
or coinductive output sort (S = SI unionmulti SC). We exclude infinite nesting of
grayed symbols there.
Definition 23 Let t be a term. Then, an infinite path in t is an infinite
sequence p ∈ Nω+ such that {p ′ | p ′ / p} ⊆ dom(t). We refer to an infinite
path just as a path, since a finite path can be specified by a position.
A path p in a term t is vicious if there exist infinitely many p ′ / p such
that t(p ′) ∈ D or out(t(p ′)) ∈ SI. 
Roughly speaking, a term is meaningless if the term contains a vicious
path. A vicious path is a constructor vicious path if the path contains
no defined function symbol; a functional vicious path if the path contains
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(as output sort)
SI SC
D + ×
C 0 s consNAT
Figure 5: Four kinds of function symbols
infinitely many defined function symbols. Note that a vicious path is nei-
ther a constructor vicious path nor a functional vicious path when the path
contains finitely many defined function symbols.
Definition 24 (proper terms) A term is proper if the term contains no
vicious path. The set of proper terms is denoted by T?. 
We use the superscript ? to indicate properness; we write G? and V? to
denote T? ∩ G and T? ∩ V, respectively.
Remark 25 Provided that S is finite, vicious paths in ground terms can be
characterized by an ω-tree automaton [39, 47], where the states consist of
the sorts and each constructor symbol f : S1 × · · · × Sn → T induces the
transitions T f
i−→ Si. Each path is recognized as a run of the automaton,
and vicious paths are those containing infinitely many steps through the
state of an inductive sort.
For example, the system of tree ordinals, as in the Introduction,
ORD :
I
= O | S(ORD) | L(STREAMORD)
STREAMORD :
C
= ORD : STREAMORD
induces the following automaton:
S
==
'& %$Ã! "#ORD
L
##'& %$Ã! "#STREAMORD
cons1
cc
cons2
{{
Runs of vicious paths are those going through the state ORD infinitely
many times. 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As described in Concept 5, we are concerned with infinitary compu-
tation of proper ground terms. Therefore, the terms to be considered are
those we can reach from proper terms with transfinite reduction. It should
be noticed that every finite term is proper.
Definition 26 (initially proper terms) A term t is initially proper if there
exists a proper term s such that s →→ t. The set of initially proper terms
is denoted by T?. Similarly, a term t is initially proper ground if there
exists a proper ground term s such that s →→ t. The set of initially proper
ground term is denoted by G?. Since the property of being a ground term
is preserved under transfinite reduction, we have G? = T? ∩ G. 
Lemma 27 If a term t is initially proper or initially proper ground, then so is each
subterm of t.
Proof: Let t be an initially proper term, and p ∈ dom(t). Then, there exists
s ∈ T? such that s →→ t. By strong convergence of the reduction, we can
find s ′ such that s → s ′ →→6/p t. Thus, s ′/p →→ t/p, implying t/p ∈ T?.
The claim can be similarly proved for initially proper ground terms. 
The subsets of terms given so far and set inclusion relations among
them are depicted in Figure 6, where the origin of an arrow is a subset
of the target of the arrow.
Next, we define some properties of semantically sorted term rewriting
systems. We will overload some words and acronyms in ordinary rewrit-
ings such as WN. In particular, we use these notions only for proper ground
terms. So, we use e.g. WN for what would usually be called ‘ground-WN’,
restricted to proper terms.
Definition 28
1. A system is productive (PR) if every proper ground term has a unique
proper constructor normal form, i.e. for every t ∈ G?, there uniquely
exists s ∈ V? such that t→→ s.
2. A system is strongly productive (SPR) if the system is productive and
properness of terms is preserved under transfinite reduction.
3. A system is finite-productive if every finite ground term has a unique
proper constructor normal form, i.e. for every t ∈ F ∩ G, there
uniquely exists s ∈ V? such that t→→ s. 
Remark 29 In the above definition, we have stated the three kinds of pro-
ductivity; productive, strongly productive, and finite-productive. There
are obvious implications among them, i.e. strong productivity implies pro-
ductivity, and productivity implies finite-productivity.
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Figure 6: Set inclusions (embeddings)
The gap between productivity and strong productivity is in some sense
similar to the gap between strong and weak normalization in finitary
rewriting systems. For example, consider the following system:
K(n,m)→ n
alt id(n)→ K(n, alt id(n))
Observe that the term alt id(0) produces a functional vicious path by the
reduction alt id(0) →→ K(0,K(0,K(0, . . . ))), but that vicious path vanishes
after infinitary normalization.
As to the gap between productivity and finite-productivity, consider the
following system:
cnt0(0 : x)→ s(cnt0(x))
nats(n)→ n : nats(sn)
The function cnt0, counting the number of leading 0, disturbs productiv-
ity of the system; cnt0(0 : 0 : 0 : . . . ) has the non-proper normal form
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s s s . . . . On the other hand, the system is clearly finite-productive. Thus,
from some practical viewpoint, finite-productivity might be an important
notion. However, finite-productivity is theoretically complicated, since it is
essentially relative to reachability of terms by transfinite reduction. Worse,
finite-productivity is not preserved under union of systems; the union of
the above system and the one-rule system
zeros→ 0 : zeros
which is productive, yields a non-finite-productive system. The present
work will not deal with finite-productivity. 
Next we define some other properties as technical instruments in ana-
lyzing productivity.
Definition 30
1. A system is weakly normalizing w.r.t. ground terms (WN) if every proper
ground term has a normal form, i.e. for every t ∈ G?, there exists
s ∈ N such that t→→ s.
2. A system is uniquely normalizing (UN) if the normal form of each
proper ground term is uniquely determined, i.e.
t ∈ G?, s, s ′ ∈ N t→→ s, t→→ s ′ ⇒ s ≡ s ′
3. A system is infinitarily confluent w.r.t. ground terms (CR) if
(t→→ s, t→→ s ′, t ∈ G?)⇒ ∃u ∈ T. s→→ u, s ′ →→ u
4. A system is domain normalizing (DN) if no initially proper ground
term contains a constructor vicious path. That means, beginning with
a proper ground term, if we generate a vicious path, then that path
should contain some defined function symbols.
5. A system is constructor normalizing (CN) if no initially proper ground
normal form contains a functional vicious path. That means, begin-
ning with a proper ground term, if we reach an infinitary normal
form, then there should be no infinite nesting of defined function
symbols.
6. A system is strongly constructor normalizing (SCN) if no initially proper
ground term contains a functional vicious path. That means, begin-
ning with a proper ground term, if we generate a vicious path, then
that path can contain only finitely many defined function symbols.
7. A system is proper if every infinitary reduct of a proper ground term
is proper, i.e. G? = G?.
24 Chapter 1. Algorithmic term rewriting systems
8. A system is case-exhaustive (CE) if every term of a form f(t1, . . . , tn),
where f ∈ D and t1, . . . , tn ∈ V, forms a redex, viz. the rules cover all
the patterns of constructor contexts. 
Lemma 31 A semantically sorted system is CR if the system is WN and UN. 
Lemma 32 A semantically sorted system is proper if and only if the system is DN
and SCN.
Proof: (If) For a proof by contradiction, assume t ∈ G? \ G?. Let p be a
vicious path in t. If p is a functional vicious path, then it contradicts SCN.
So, p contains only finitely many defined function symbols. We can thus
find a prefix q of p such that p/q contains no defined function symbols.
Then, by Lemma 27, t/p ∈ G? and t/p contains a constructor vicious
path p/q, contradicting DN.
(Only If) Trivial. 
Lemma 33 If a semantically sorted system is CE, then the following conditions
are equivalent:
1. The system is CN.
2. No initially proper ground normal form contains a defined symbol, i.e.
(G? ∩N) ⊆ V.
Proof: (1⇒2) For a proof by contradiction, assume s ∈ (G? ∩ N) \ V. We
will coinductively construct a path ps in s, which forms a functional vicious
path, contradicting CN.
Let A = {q ∈ dom(s) | s(q) ∈ D}. Since s 6∈ V, we have A 6= ∅.
Moreover, we have A 6= {²}; otherwise we have s 6∈ N by CE, which
contradicts the supposition. Choose a q ∈ A \ {²} and let s ′ ≡ s/q. Note
that s ′ ∈ N \ V. Now, let ps = q · ps ′ . Observe that ps certainly forms a
functional vicious path.
(2⇒1) Trivial. 
Lemma 34 A semantically sorted system is productive if and only if the system is
WN, UN, DN, CN, and CE.
Proof: (If) Suppose that the system is WN, UN, DN, CN, and CE. Let t be a
proper ground term. Then, from WN and UN, there exists a unique s ∈ N
such that t →→ s. From CN and CE with Lemma 33, s ∈ V. So, any vicious
path in s must be a constructor vicious path, which does not exist by DN.
Hence, s ∈ V?.
(Only If) Trivial. 
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Figure 7: Semantics of a defined function symbol
Lemma 35 A semantically sorted system is strongly productive if and only if the
system is WN, UN, CE and proper.
Proof: (If) Productivity follows from Lemmas 32 and 34. Since the system is
proper, the system is strongly productive.
(Only If) Trivial. 
Remark 36 In a productive system, each defined function symbol f gives
rise to a function [f] : V?in(f,1) × · · · × V?in(f,ar(f)) → V?out(f), given as:
[f](t1, . . . , tn) is the normal form of f(t1, . . . , tn), where V?S denotes the set
of proper constructor normal forms of the sort S (see Figure 7). Section 2.6
will formalize this feature. 
1.3 Algorithmicity
Following Concept 6, we define the algorithmicity property of a semanti-
cally sorted system.
Definition 37
1. A system is non-empty if every sort has at least one instance, i.e. for
every S ∈ S, there exists t ∈ V? such that srt(t) = S.
2. A rule (l, r) is left-linear if every variable occurs in l at most once. A
system is left-linear if all the rules are so.
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3. A rule (l, r) is functional if a defined symbol occurs in l only at the
root, i.e. l(p) ∈ D ⇔ p = ². A system is functional if all the rules are
so.
4. A system is locally deterministic if there exists no root-overlapping, i.e.
(l, r), (l ′, r ′) ∈ R, σ, σ ′ : X→ T, lσ ≡ l ′σ ′ ⇒ l ≡ l ′, r ≡ r ′.
5. A system is algorithmic if the system is non-empty, left-linear, func-
tional, locally deterministic, and case-exhaustive (see Definition 30.8).
Algorithmicity of the semantically sorted system can be thought of
as a natural strengthening of orthogonality of the infinitary term rewrit-
ing system. In the next section we will see that algorithmic systems are
always orthogonal (Lemma 44). From orthogonality of algorithmic sys-
tems, some lemmas follow. We will deal with the proofs in the next section,
as properties of orthogonal systems. Thus, as another way of the formal-
ization of algorithmic systems, we can define those as non-empty and case-
exhaustive orthogonal systems.
Lemma 38 (Compression Lemma) If t →→ s in an algorithmic system, then
we have t→ s or t→ω s.
Proof: Actually, left-linearity of the system already suffices to have the
above implication. That will be stated as Lemma 45. 
Lemma 39 An algorithmic system is always UN.
Proof: Follows from Lemmas 44 and 50. 
Corollary 40 An algorithmic system is productive if and only if the system is
WN, DN, and CN.
Figure 9 illustrates how the WN, DN, and CN properties contribute to
productivity.
Proof: By the above lemma, the system is UN. By Definition 37, the system
is CE. The claim then follows from Lemma 34. 
Corollary 41 An algorithmic system is SPR if and only if the system is WN, DN
and SCN.
Proof: Follows similarly as the above corollary, using Lemma 35. 
Figure 8 illustrates these two corollaries.
Lemma 42 An algorithmic system is finitarily confluent: if t → s and t → s ′,
then there exists u ∈ T such that s→ u and s ′ → u.
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Figure 9: Contribution of the WN, DN, and CN properties for productivity
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Proof: Follows from Lemmas 44 and 49. 
It should be remarked that productivity of the algorithmic system
already suffices for having strong normalization not only of proper ground
terms but also of non-ground proper terms. This fact will be stated as
Corollary 53.
1.4 Orthogonality
For the last section of the chapter, we recall the orthogonality of an infini-
tary term rewriting system, and some properties following from orthog-
onality of the system. Those who accept the lemmas presented in the
previous section may well skip this section.
Definition 43 Let (l, r) and (l ′, r ′) be a pair of rules. Then, they are over-
lapping if there exists a term containing redexes generated by both rules
respectively, where at least one function symbol is common in the patterns.
Formally, (l, r) and (l ′, r ′) are overlapping if there exist σ, τ : X → T and
p ∈ dom(l) satisfying the following conditions:
1. The term lσ, which clearly has the redex at the root with the rule (l, r),
contains another redex at the position p, i.e. (lσ)/p ≡ l ′τ.
2. The redexes are not identical, i.e. (l, r) 6≡ (l ′, r ′) or p 6= ².
3. The redexes are not nested, i.e. l(p) is not a variable symbol.
A left-linear infinitary term rewriting system is orthogonal if the system
contains no overlapping pair of rules. 
Lemma 44 An algorithmic term rewriting system is always orthogonal.
Proof: For a proof by contradiction, assume that there exists an overlapping
pair of rules (l, r) and (l ′, r ′) with σ, τ : X → T and p ∈ dom(l) satisfying
the condition as in the above definition. Then, we have (lσ)/p ≡ l ′τ. Com-
pare the symbol at the root to have (lσ)(p) = (l ′τ)(²). From functionality
of the system, we have l ′(²) ∈ D and hence (l ′τ)(²) = l ′(²) ∈ D. If
p 6= ², then again from functionality we have l(p) 6∈ D. Since p 6∈ X by the
definition of overlapping, we have (lσ)(p) = l(p) 6∈ D. That contradicts the
assumption (lσ)(p) = (l ′τ)(²). Therefore, p must be ², implying lσ = l ′τ.
Since the system is locally deterministic, we have (l, r) ≡ (l ′, r ′). That
contradicts the second condition of an overlapping redex. 
Lemma 45 (Compression Lemma) If t →→ s in a left-linear infinitary term
rewriting system, then there exists α 6 ω such that t→α s. ¯
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Figure 10: Lemma 47, root-step shifting
In order to prove the above lemma, we need two other lemmas.
Lemma 46 If t →→ s, then for every n ∈ N, there are only finitely many single-
step reductions at depth n in t→→ s.
Proof: Let 〈tι〉ι6α be a convergent reduction sequence, and let
X = {ι ∈ α | tι →pι tι+1, |pι| = n}
For a proof by contradiction, assume X is infinite. Then, there exists a limit
ordinal λ < α such that X ∩ λ is also infinite. Choose the minimal λ with
these properties. From the definition of convergent reduction, we can find
β < λ such that β 6 ι < λ ⇒ |pι| > n. Then, from the definition we have
X ∩ λ ⊆ β. Since X ∩ λ is infinite, β should be also infinite. Thus, β is of the
form β ′ + k, where β ′ is a limit ordinal and k ∈ N. Now, we have
X ∩ λ = X ∩ β = (X ∩ β ′) ∪ (X ∩ {ι | β ′ 6 ι < β})
Since {ι | β ′ 6 ι < β} has only finitely many elements, X ∩ β ′ should be
infinite. That contradicts the minimality of λ. 
Lemma 47 If t →¬²α s →² s ′ and α 6 ω in a left-linear system, then we
can find u, u ′ ∈ T and β 6 α such that t →¬² u →² u ′ →¬²β s ′ (see also
Figure 10).
Proof: If α < ω, then we have t →¬² s →² s ′ →0 s ′. So, letting u ≡ s and
u ′ ≡ s ′ suffices.
Now, suppose α = ω. Let (l, r) ∈ R be the rule applied at the step
s →² s ′ with lσ ≡ s and rσ ≡ s ′. By strong convergence of the reduction
t →¬²ω s, we can find some u such that t → u →ω s where u →ω s
is strongly p-stable for every p ∈ dom(l). Let 〈uι〉6 ω be the convergent
reduction sequence with u0 ≡ u and uω ≡ s. Then, from the definition
of strong stability, we have ui(p) = s(p) for every p ∈ dom(l) and every
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Figure 11: Projecting root-reduction steps
i ∈ N. Thus, by left-linearity of the system, for each i we can find a τi :
(img(l) ∩ X) → T such that ui ≡ lτi. Now, let u′i ≡ rτi for every i. Then,
every step ui →pi ui+1 is projected to u′i →¬² u′i+1 as follows:
1. We can find q ∈ dom(l) such that q / pi and l(q) ∈ X.
2. Then, we have ui/q→pi/q ui+1/q.
3. The same rule is applicable to u′i at each of the positions q
′ · (pi/q)
such that r(q ′) = l(q). Since r(q ′) ∈ X, these positions are parallel.
4. Proceed with all those redexes to have u′i →¬² u′i+1.
Then, the reduction u ′ ≡ u′0 →¬² u′1 →¬² u′2 →¬² . . . forms a convergent
reduction sequence leading to s ′. 
Proof of Lemma 45: First, we define a predicate on Ω: a countable ordinal α
is compressible if for every α-long transfinite reduction t →α s, there exists
β 6 ω such that t→β s. Clearly, we can rephrase the lemma as stating that
every countable ordinal is compressible. We will show this by transfinite
induction on Ω.
Suppose that every ordinal less than α is compressible. To show that α
is also compressible will suffice. Suppose t →α s. By Lemma 46, there are
only finitely many root-reduction steps in t →α s. Thus, without loss of
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generality, we can assume
t ≡ t0 →¬²α0 t′0 →² t1 →¬²α1 t′1 →² t2 →¬²α2 t′2 →² . . .
tn−1 →¬²αn−1 t′n−1 →² tn →¬²αn t′n ≡ s
where α0 + 1+ α1 + 1+ α2 + 1+ · · ·+ αn−1 + 1+ αn = α. Note that
α0 + · · ·+ αn−1 < α
and thus compressible by the induction hypothesis. So, using Lemma 47,
we can find u such that t→ u→¬²6α s as depicted in Figure 11. Then, we
have u(²) = s(²) and u/i→6α s/i for every applicable i. Similarly, we can
find u′i such that u/i→ u′i →¬²6α s/i for each i. Note that every u/i→ u′i
is parallel to one another, and thus we can construct a convergent reduction
sequence t→ u→ . . . leading to s, by iterating this argument. 
Lemma 48 (Projection Lemma, or Parallel Moves Lemma) In an orthogo-
nal term rewriting system, if t → s and t → t ′, then there exists u ∈ T such
that s→ u and t ′ → u.
Proof: By orthogonality of the system, the redex of the reduction t→ t ′ can
be collapsed or copied, but never disturbed during the reduction
t ≡ t0 → t1 → . . .→ tn ≡ s
Thus, we can use the rule which is applied in t → t ′ on all the copied
redexes in ti, the positions of which are all parallel, to obtain the diagram
shown in Figure 12. We refer to [46, Chapter 4] for a more detailed expla-
nation. 
Lemma 49 In an orthogonal term rewriting system, if t → s and t → s ′, then
there exists u ∈ T such that s→ u and s ′ → u, viz. every orthogonal system has
the finitary confluence property.
Proof: By mathematical induction on the length of the reduction t → s ′.
Apply the above lemma along the reduction t→ s ′ to project the reduction
t→ s to s ′ → u (see Figure 13). 
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Lemma 50 In an orthogonal infinitary term rewriting system, if t→→ s, t→→ s ′,
and s, s ′ ∈ N, then s ≡ s ′, viz. every orthogonal system has the unique infinitary
normal form property.
Proof: For a proof by contradiction we assume t →→ s, t →→ s ′, s, s ′ ∈ N
and s 6≡ s ′ in an orthogonal system. We can find p ∈ dom(s) ∩ dom(s) ′
such that s(p) 6= s ′(p). Since the lefthand-side of every rule is finite, we can
find s0, s′0 ∈ T such that t→ s0 →→ s and t→ s′0 →→ s ′, where any reduc-
tion beginning with s0 or s′0 is strongly p-stable, by strong convergence of
each reduction, using the Compression Lemma. Thus, s0 and s′0 can have
no common reduct, which condradicts the finite confluence of the system
guaranteed by Lemma 49. 
Lemma 51 In an orthogonal infinitary term rewriting system, let T be a subset of
T closed under subterms and reduction, i.e.
1. If t ∈ T , then t/p ∈ T for every p ∈ dom(t).
2. If t ∈ T and t→→ s, then s ∈ T .
Then, the following conditions are all equivalent:
1. For every t ∈ T , there exists s ∈ N such that t →→ s, viz. the system is
weakly infinitarily normalizing in T .
2. For any t ∈ T , there exists no infinite root-active reduction beginning with
t, i.e. for any infinite reduction sequence
t ≡ t0 →p0 t1 →p1 t2 →p2 . . .
there are only finitely many i satisfying pi = ².
3. For any t ∈ T , there exists no divergent reduction sequence beginning with
t, viz. the system is strongly infinitarily normalizing in T .
t // //
²²
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²² ²²· // //
²²Â
Â
Â ·
²² ²² Â
Â
Â
· // //
²²
·
²² ²²
s ′ // // u
Figure 13: Finitary confluence
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Proof: (1⇒2) For a proof by contradiction, assume that t has an infinitary
normal form t →→ s ∈ N, and an infinite root-active reduction sequence
t ≡ t0 → t1 → . . . . Similarly as in the proof of Lemma 50, we can find t ′
such that t→ t ′ →ω s and that any reduction beginning with t ′ is strongly
²-stable. Now, project the reduction t → t ′ along the infinite root-active
reduction sequence t ≡ t0 → t1 → . . . to obtain an infinite root-active
reduction sequence beginning with t ′, which contradicts strong ²-stability.
For further explanation we refer to [33, Section 6].
(2⇒3) To construct an infinite root-active reduction sequence from a
divergent reduction sequence will suffice. Let t0 → t1 → t2 → . . .
be a divergent reduction sequence. Then, we can find p ∈ N ∗+ such
that the sequence contains infinitely many redexes at the position p, and
that the sequence is eventually weakly p-stable, i.e. tn → tn+1 → . . .
is weakly p-stable. Now, choose such an n that tn → tn+1 → . . . is
weakly p-stable, and let si = tn+i/p. Then, for every i ∈ N, we have
si →q si+1 if tn+i →p·q tn, or otherwise si ≡ si+1. Since the sequence
tn → tn+1 → . . . contains infinitely many steps at the redex position p, we
have si →² si+1 for infinitely many i. Collapse the adjacent identical terms
from the sequence 〈si〉 to obtain an infinite root-active reduction sequence.
(3⇒1) In infinitary rewriting, we can prolong the reduction sequence
‘infinitarily’, until we meet either an infinitary normal form or a divergent
reduction sequence. 
Corollary 52 An algorithmic term rewriting system is WN if and only if there
exists no infinite root-active reduction sequence beginning with a proper ground
term. 
Corollary 53 An algorithmic term rewriting system is WN if and only if the
system is strongly infinitarily normalizing with respect to proper terms.
Proof: The implication of the direction ‘if’ is trivial. Now, suppose the
system is not strongly infinitarily normalizing with respect to proper terms.
Then, by the above lemma, we can find t ∈ T? having no infinitary normal
form. By non-emptiness of the algorithmic system, we can choose vS ∈ V?
of the sort S, for each S ∈ S. Let σ(x) = vout(x) for every x ∈ X. Then, tσ can
have no infinitary normal form, by functionality of the algorithmic system.
Hence, the system is not WN. 
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Chapter 2
Technical preliminaries
In this chapter, we present examples of sorts and algorithmic systems
that will be used throughout the thesis. Moreover, we introduce some
notions: quasiorders, dual-compatibility, inductive height, and algebraic
interpretation. Section 2.1 shows examples. Section 2.2 recalls the notion of
quasiorder. Well-founded quasiorders are a quite useful to describe ‘those
which will terminate in finite time’. To ensure that something can happen
only for finitely many times, we wish to project ‘events’ on to well-founded
quasiorders. Thus, the notion of dual-compatibility arises, in Section 2.3.
Next, we wish to introduce the device of algebraic interpretation on
proper terms. However, because of the infinite structure of proper terms, a
careful treatment is needed to extend the domain of algebraic interpretation
from finite terms to proper terms. To that end, in Section 2.4 we introduce
the notion of inductive height, and in Section 2.5 we formalize the extended
version of algebraic interpretation. Section 2.6 gives a scheme for denota-
tional semantics of the algorithmic system as the sorted version of algebraic
interpretation. There we also mention adequacy of the semantics.
2.1 Examples
We present some examples of algorithmic term rewriting systems, which
will be used as running examples throughout the following chapters.
2.1.1 Sorts and constructors
First, we present sorts and constructors.
1. Boolean values, of sort BOOL. A pair of nullary constructors
T : ()→ BOOL
F : ()→ BOOL
have the output sort BOOL. This is an inductive sort.
BOOL :
I
= T | F
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2. Natural numbers, of sort NAT. The constructors
0 : ()→ NAT
s : NAT→ NAT
have the output sort NAT. This is an inductive sort.
NAT :
I
= 0 | s(NAT)
3. Lists, of sort LISTS, representing finite sequences of objects of sort S,
for any sort S. Lists of S are implemented by the empty list
[ ]S : ()→ LISTS
and the concatenated list of an object and a list,
consSfin : S× LISTS → LISTS
Each LISTS is an inductive sort.
LISTS :
I
= [ ]S | consSfin(S, LISTS) (S ∈ S)
For convenience, we write x;y to denote consSfin(x, y), for every S.
Moreover, we write [ ] to mean any [ ]S when the sort is clear from
the context. For example, T;F; [ ] stands for
consBOOLfin (T, cons
BOOL
fin (F, [ ]
BOOL))
and 0; s 0; s s 0; [ ] stands for
consNATfin (0, cons
NAT
fin (s 0, cons
NAT
fin (s s 0, [ ]
NAT)))
4. Streams, of sort STREAMS, representing infinite sequences of objects
of sort S, for any sort S. Streams of S are implemented by the con-
structor
consS : S× STREAMS → STREAMS
For each sort S, the sort STREAMS is a coinductive sort.
STREAMS :
C
= consS(S,STREAMS) (S ∈ S)
We write x : y to denote consS(x, y), for every S. It should
be remarked that the only constructor consS whose output sort is
STREAMS has an input sort STREAMS itself at the second argument.
So, if this was an inductive sort, then STREAMS would be an empty
sort, i.e. no object could have sort STREAMS. As it is, STREAMS is
non-empty, and all the instances are inherently infinite as a term.
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5. Countable ordinals, of sort ORD. The constructors
O : ()→ ORD
S : ORD→ ORD
L : STREAMORD → ORD
have the output sort ORD. This is an inductive sort, but the construc-
tion of objects depends on a coinductive sort STREAMORD.
ORD :
I
= O | S(ORD) | L(STREAMORD)
6. Coinductive natural numbers, of the coinductive sort CONAT, repre-
senting N∪ {∞} with∞+n = n+∞ =∞ for all n ∈ N∪ {∞}. These
numbers can be implemented by the constructors 0˙ : () → CONAT
and s˙ : CONAT→ CONAT.
CONAT :
C
= 0˙ | s˙(CONAT)
Though this sort does not appear in the running examples, we present
this to contrast with the inductive sort NAT. The term s s s . . . is not
proper, but s˙ s˙ s˙ . . . is. This s˙ s˙ s˙ . . . represents∞.
2.1.2 Some algorithmic systems
The above examples introduce the ‘static’ part of an algorithmic system,
i.e. the objects only; we now give some examples including moreover the
‘dynamic’ part, i.e. the rewrite rules.
Hamming numbers
Following most of tutorials on functional programming, we first imple-
ment the enumeration of the Hamming numbers as STREAMNAT.
A Hamming number is a natural number whose prime factors consists
of 2, 3, and 5 only. We intend to enumerate these numbers in ascending
order.
Ham→ s 0 : mrg(mrg(Ham2,Ham3),Ham5)
Ham2→ sca(Ham, s s 0)
Ham3→ sca(Ham, s s s 0)
Ham5→ sca(Ham, s s s s s 0)
will provide the enumeration of the Hamming numbers with Ham, where
the function mrg enumerates the union of a pair of enumerated streams of
natural numbers; the function sca computes the scalar multiple, or point-
wise multiplication, of a stream by a natural number. Thus, we have to
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implement mrg and sca. The function mrg will mutually depend on aux,
an auxiliary function to implement mrg, and the comparison function cmp.
The function sca will depend on multiplication on natural numbers; multi-
plication depends on addition.
The whole well-known system of HAM is as in Table 14.
n+ 0→ n
n+ sm→ s(n+m)
n× 0→ 0
n× sm→ (n×m) + n
sca(n : x,m)→ (n×m) : sca(x,m)
cmp(0, 0)→ eq
cmp(sn, 0)→ gt
cmp(0, sm)→ lt
cmp(sn, sm)→ cmp(n,m)
mrg(n : x,m : y)→ aux(cmp(n,m), n : x,m : y)
aux(eq, n : x,m : y)→ n : mrg(x, y)
aux(gt, x,m : y)→ m : mrg(x, y)
aux(lt, n : x, y)→ n : mrg(x, y)
Ham→ s 0 : mrg(mrg(Ham2,Ham3),Ham5)
Ham2→ sca(Ham, s s 0)
Ham3→ sca(Ham, s s s 0)
Ham5→ sca(Ham, s s s s s 0)
Table 14: The system HAM
Tree ordinals
Next, we implement the representation of countable ordinals in the frame-
work of tree ordinals, as in Subsection 0.4.2. As seen in Subsection 2.1.1, we
have the constructor O to represent 0; the constructor S to represent succes-
sor ordinals, and the constructor L for suprema, mainly used to represent
limit ordinals. Thus, given a representation of α, we can represent α+ω as
L(nats(pαq)) with help of the auxiliary function nats : ORD→ STREAMORD
given as
nats(n)→ n : nats(Sn)
Here we implement basic arithmetic operations on tree ordinals: addi-
tion, multiplication, and exponentiation. We stipulate 00 = 0 for conve-
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n+ O→ n
n+ Sm→ S(n+m)
n+ L x→ L(addL(n, x))
addL(n,m : x)→ (n+m) : addL(n, x)
n · O→ O
n · Sm→ (n ·m) + n
n · L x→ L(mulL(n, x))
mulL(n,m : x)→ (n ·m) : mulL(n, x)
exp(O,O)→ O
exp(Sn,O)→ SO
exp(L x,O)→ L(pow0L(x))
exp(n,Sm)→ exp(n,m) · n
exp(n, L x)→ L(expL(n, x))
pow0L(n : x)→ exp(n,O) : pow0L(x)
expL(n,m : x)→ exp(n,m) : expL(n, x)
omega→ L(nats(O))
nats(n)→ n : nats(Sn)
Table 15: The rewrite rules of the system ORD-AME
nience, so that exponentiation can be regarded as a total binary function,
just as addition and multiplication. Each of these operations is given to be
continuous in its second argument, i.e.
a+ supB = sup
b∈B
(a+ b)
a · supB = sup
b∈B
(a · b)
asupB = sup
b∈B
(ab)
Thus, the rewriting rules for multiplication, for example, are as follows.
n · O→ O
n · Sm→ (n ·m) + n
n · L x→ L(mulL(n, x))
mulL(n,m : x)→ (n ·m) : mulL(n, x)
So, the rewrite rules of the algorithmic system of ORD-AME are as
in Table 15. The acronym ‘AME’ is for addition, multiplication, and
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exponentiation. Note that the case distinction for exponentiation is a
bit awkward because of 00; one might think of letting 00 = 1 for a sim-
pler implementation, however, that system would not be able to compute
0ω = 0 correctly.
For example, 2 ·ω is computed as follows.
p2q · pωq ≡ p2q · omega
→→ p2q · L(p0q : p1q : p2q : p3q : . . . )
→ L(mulL(p2q, p0q : p1q : p2q : p3q : . . . ))
→→ L((p2q · p0q) : (p2q · p1q) : (p2q · p2q) : (p2q · p3q) : . . . )
→→ L(p0q : p2q : p4q : p6q : . . . )
Since sup{0, 2, 4, 6, . . . } = ω, the result is another representation of ω.
Hence, 2 ·ω = ω.
On the other hand, ω · 2 goes as follows:
pωq · p2q ≡ omega · SSO
→ (omega · SO) + omega
→ ((omega · O) + omega) + omega
→ (O+omega) + omega
→→ (pωq) + omega
→→ L(pωq : pω+ 1q : pω+ 2q : pω+ 3q : . . . )
2.2 Quasiorders
The WN and DN properties of a system and properness of a term can be
phrased as ‘something cannot eventually always happen’. Thus, the notion
of a well-founded quasiordering of terms will play an important role in
dealing with those properties.
Definition 54 (quasiorders) Let A be a set. A binary relation R ⊆ A×A is
a quasiorder if it is reflexive and transitive, i.e. a R a for every a ∈ A and
a R b, b R c⇒ a R c for every a, b, c ∈ A.
We will use 4 to denote a quasiorder, occasionally with a subscript.
Given a quasiorder 4, we use ≺, <, and Â defined as
a ≺ b⇔ a 4 b and b 64 a
a < b⇔ b 4 a
a Â b⇔ b ≺ a.
A quasiorder 4 is well-founded if there exists no infinite descending chain
a0 Â a1 Â a2 Â . . . . 
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Lemma 55 (induction principle) On a set A with a well-founded quasiorder
4, we can perform generalized mathematical induction. That is, if a subset B ⊆ A
satisfies the induction clause
∀a ∈ A. (∀b ∈ A. b ≺ a⇒ b ∈ B)⇒ a ∈ B
then B = A.
Proof: For a proof by contradiction, we assume that B satisfies the above
induction clause and B 6= A. We will construct an infinite descending chain
a0 Â a1 Â a2 Â . . . such that ai ∈ A \ C.
Let C = A \B. Since B ⊆ A and B 6= A, we have C 6= ∅ and thus we can
find a ∈ C. Let a0 = a.
Suppose an ∈ C is already defined. Let Cn = {c ∈ C | c ≺ an}. If
Cn = ∅, then, letting a = an in the induction hypothesis, we have an ∈ B,
conflicting with the assumption an ∈ C. Thus, we can choose an+1 ∈ Cn.
From the definition of Cn, we have an+1 ∈ C and an Â an+1.
Thus, we can construct an infinite descending chain a0 Â a1 Â a2 Â . . .
in A, contradicting the well-foundedness of 4. 
Lemma 56 Given a set A and a well-founded quasiorder 4 on A, for each α ∈
On, let Aα be a subset of A defined by transfinite induction on α as follows:
Aα = {a ∈ A | ∀b ∈ A. b ≺ a⇒ b ∈
⋃
ι<α
Aι}
Then, we have A =
⋃
α∈OnAα.
Proof: By induction on 4. Let AOn =
⋃
α∈OnAα. Note that α 6 β implies
Aα ⊆ Aβ.
Let a be an arbitrary element in S and suppose that, for every b ∈ A,
b ≺ a implies b ∈ AOn. To show a ∈ AOn will suffice (by Lemma 55). Let
Ba = {b ∈ A | b ≺ a}. By assumption, we have Ba ⊆ AOn. Thus, for each
b ∈ Ba, we can find αb ∈ On such that b ∈ Aαb . Let α = supb∈Ba{αb}.
Since we have αb ∈ Aαb ⊆ Aα for every Ba, from the definition of A(−)
we have a ∈ Aα. Hence, a ∈ AOn. 
Definition 57 Given a set A and a well-founded quasiorder 4 on A, we
define rank4 : A→ On given by
rank4(a) = min{α ∈ On | a ∈ Aα}
where Aα is as given in the above lemma. 
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Definition 58
1. Let A1, . . . , An, B be quasiordered sets. Then, a function
f : A1 × · · · ×An → B
is (weakly) monotonic if ai 4 a′i for 1 6 i 6 n implies
f(a1, . . . , an) 4 f(a′1, . . . , a′n)
2. An n-ary function f on a quasiordered set A is strongly increasing if
f(a1, . . . , an) > ai for every 1 6 i 6 n. 
2.3 Compatibility
Finitary termination can be ensured by finding a well-founded quasiorder
4 on terms such that t Â s whenever t → s. Temporarily we call such
quasiorders ‘strongly →-compatible’. Conversely, every finitarily termi-
nating system admits a strongly →-compatible well-founded quasiorder.
Finitary termination of the system thus can be characterized by a strongly
→-compatible well-founded quasiorder. Most of the analysis of finitary
termination is directly or indirectly based on this characterization.
In the analysis of infinitary normalization, we will see in the next chap-
ter that an algorithmic term rewriting system is WN if and only if there
exists no root-active infinite reduction sequence
t0 → t1 → t2 →² t3 → t4 →² . . .
beginning with a proper ground term, containing infinitely many root
reductions →². In order to characterize the nonexistence of such a
sequence, we wish to find a well-founded quasiorder and translate the
above sequence to an infinite descending chain. In the above example on
finitary termination, a non-terminating sequence t0 → t1 → t2 → . . . is
translated to an infinite descending chain t0 Â t1 Â t2 Â . . . by a strongly
→-compatible quasiorder. In the present case, since we allow infinitely
long reductions, strong →-compatibility is too strong to characterize the
WN property. So, we think of replacing root reductions →² by Â, and the
other lower-level reductions by<. Thus, an appropriate quasiorder should
satisfy the following conditions:
1. If t →² s, then t Â s. This property is temporarily called ‘strongly
→²-compatible’.
2. If t → s, then t < s. This property is temporarily called ‘weakly
→-compatible’.
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3. The quasiorder is well-founded.
In fact, we will see that an algorithmic term rewriting system is WN if and
only if there exists a strongly →²-compatible and weakly →-compatible
well-founded quasiorder on initially proper ground terms (Theorems 96
and 97).
For convenience, we introduce a ‘dual-compatibility notation’ as fol-
lows.
Definition 59 (dual-compatibility) Let R and R ′ be binary relations on a
set A. Then, a quasiorder 4 on A is R |R ′-compatible if for every a, b ∈ A,
a R b implies a Â b and a R ′ b implies a < b. In this notation, we will
omit the symbol ∪; for example, we write “R1R2R3 |R′1R′2-compatible” to
denote (R1 ∪ R2 ∪ R3) | (R′1 ∪ R′2)-compatibility. 
The following proposition is immediate.
Proposition 60 A quasiorder is R1 . . . Rn |R′1 . . . R′m-compatible if and only
if the quasiorder is Ri |∅-compatible for every i = 1, . . . , n and ∅ |R′j-compatible
for every j = 1, . . . ,m. 
2.4 Inductive height
In this section we define the notion of inductive height. This notion arises
when we characterise properness of a term t by a well-founded quasiorder
on dom(t). First, we define the immediate subterm relation as follows.
Definition 61 Let t be a term. Then, for every i = 1, . . . , ar(t(²)), we write
t % t/i. Moreover, we divide the relation % into three kinds:
1. Defined function application. We write t %D s if t(²) ∈ D.
2. Inductive construction. We write t %I s if t(²) ∈ C and srt(s) ∈ SI.
3. Coinductive construction. We write t %C s if t(²) ∈ C and srt(s) ∈ SC.
Note that whenever t % s, one of %D, %I, or %C holds between t and s. 
Then, a path in a term t can be specified as an infinite sequence of
immediate subterming:
t ≡ t0 % t1 % t2 % . . .
If there occur infinitely many %D- or %I-steps in the above sequence, the
path is vicious. Hence, for proper terms, there exists some ordinal assign-
ment θ : T? → On such that t % s implies θ(t) > θ(s), and that t %D s or
t %I s implies θ(t) > θ(s). We take the minimal θ and refer to θ(t) as the
inductive height of t, written dte. Formally:
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Figure 16: Inductive height of L(O : SO : SSO : nats(SS SO))
Definition 62 For each α ∈ Ω, let Tα ⊆ T be defined by transfinite induc-
tion on α as
Tα =
{
t ∈ T
∣∣∣∣ if t % . . . % s with at least one %D or %I in the sequence,there exists β < α such that s ∈ Tβ
}
and let dte = min{α ∈Ω | t ∈ Tα}. Note that
⋃
α∈Ω Tα = T
?. 
The following proposition is immediate.
Proposition 63
1. If t %I s or t %D s, then dte > dse.
2. If t %C s, then dte > dse. 
Example 64 Consider the term L(O : SO : SSO : nats(SS SO)). This term is
a reduct of the term omega after the reduction of three steps. Figure 16(a)
depicts the tree representation of the term. Constructors of an inductive
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Figure 17: Inductive height of pωq
sort are framed and the box of a defined symbol is drawn gray. Beside the
edges, the corresponding immediate subterm relation is indicated.
As an aid to visualize the inductive height of the term, the required
order between adjacent positions is as indicated in the figure (b), where
solid and dotted arrows respectively denote strong and weak decrease. The
labeled numbers are the minimal ordinals satisfying this order. Hence, we
have dL(O : SO : SSO : nats(SS SO))e = 5. 
Example 65 The inductive height of a term can be generally any countable
ordinal. As an example of a term with a height greater than ω, we present
the inductive height of pω · 2q. Since
pω · 2q ≡ L(pωq : Spωq : SSpωq : . . . )
we first compute dpωqe. Figure 17 shows how dpωqe = ω is obtained.
And, based on this, Figure 18 shows that dpω · 2qe = ω · 2. 
2.5 Algebraic interpretation
The next two sections introduce first an algebraic interpretation of infinite
terms, which will enable us to develop a method to prove the property DN,
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domain normalization, and second a ‘semantical’ interpretation of infinite
terms, which will be employed to devise a method for proving ‘adequacy’
of a semantics, i.e. a semantical interpretation is preserved under transfi-
nite reduction. These two notions, algebraic and semantical interpretation
should not be confused. We briefly indicate how they are distinguished.
Conceptually, algebraic interpretation employs some algebras solely
adopted and designed for a technical purpose, where the interpretation
typically decreases in a reduction step; in such an algebra one generally
does not ‘recognize’ the infinite terms that are interpreted. A semantical (or
denotational) interpretation on the other hand, concerns often a ‘natural’ or
‘canonical’ semantics that is close to the ‘actual meaning’ of the terms, e.g.
natural numbers, or streams, or other familiar (co-)data types. Typically,
here the interpretation is invariant in a reduction step, or in a (possibly
transfinite) reduction sequence.
A consequence of the above is that the algebraic interpretations of this
section assume some order on the domain. More specifically, we will use
so-called coinductive domains (see Definition 67), of which the prime exam-
ple in our context is the partial order of countable ordinals. In contrast,
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semantical interpretation employs complete metric spaces.
The method of algebraic interpretation plays an important role to
ensure termination of a finitary rewriting system [46, Chapter 7]. Recently,
it has also been generalized to ensure infinitary normalization in [19, 54].
We give an example where algebraic interpretation of finite terms can
be used for establishing termination. Consider the system of addition and
multiplication on natural numbers
n+ 0→ n n× 0→ 0
n+ sm→ s(n+m) n× sm→ (n×m) + n
is shown to be terminating by the algebraic interpretation given by
[0] = 0
[s](a) = a+ 1
[+](a, b) = a+ 2b+ 1
[×](a, b) = (a+ 1)(2b+ 1)
With the above interpretation, we have
[n+ 0] = [n] + 1 > [n]
[n+ sm] = [n] + 2[m] + 3 > [n] + 2[m] + 2 = [s(n+m)]
[n× 0] = [n] + 1 > 0 = [0]
[n× sm] = ([n] + 1)(2[m] + 3) > ([n] + 1)(2[m] + 1) + 2[n] + 1 = [(n×m) + n]
So, whenever t→ s, we have [t] > [s] and therefore the system is terminat-
ing.
Though not exactly in the same way, algebraic interpretation is an effec-
tive device also in analyzing productivity of algorithmic term rewriting
systems. Thus, we need to extend algebraic interpretation from finite terms
to possibly infinite proper terms. This will lead to the notion of a continuous
Σ-algebra. We start by considering the finite case.
Definition 66 A Σ-algebra is a tuple 〈A, [−]〉 where A is a set and [f] is an
n-ary function on A for each n-ary function symbol f ∈ Σ. 
Given a Σ-algebra 〈A, [−]〉, we wish to construct a homomorphic inter-
pretation on G?, that is, a function [−] : G? → A satisfying
[f(t1, . . . , tn)] = [f]([t1], . . . , [tn])
For finite ground terms, the above requirement is enough to determine
the interpretation, because the above equation directly forms an inductive
definition of [−] : G? → A. Since every infinite term can be regarded as the
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limit of an infinite sequence of unsorted finite terms, as a first attempt to
construct [−] : G? → A, we think of giving it as the continuous completion:
[ lim
n→∞ tn] = limn→∞[tn]
That is possible, however, it requires [f] to be continuous for every function
symbol f. This restriction is rather strong; we wish to think of inductive
height, for example, as example of an algebraic interpretation. Consider
giving the interpretation functions
[O] : {∅}→Ω
[S] : Ω→Ω
[L] : Ω→Ω
[consORD] :Ω×Ω→Ω
to derive the inductive height function as the algebraic interpretation. From
the definition of inductive height, we have
[O] = 0
[S](α) = α+ 1
[L](α) = α
[consORD](α,β) = max{α+ 1, β}
First, we consider computation of [pωq] with the above interpretation
functions. In order to get a sequence of finite terms leading to pωq, we
introduce a fresh nullary constructor symbol ⊥ and let [⊥] be 0, the least
element of Ω. Now, we truncate pωq at depth n for each n ∈ N, to get the
sequence
⊥, L⊥, L(⊥ : ⊥), L(O : ⊥ : ⊥), L(O : S⊥ : ⊥ : ⊥), . . .
and define
[pωq] = sup{[⊥], [L(⊥)], [L(⊥ : ⊥)], [L(O : ⊥ : ⊥)], [L(O : S⊥ : ⊥ : ⊥)], . . . }
= sup{0, 0, 1, 1, 2, . . . }
Observe that the result is certainly ω (see also Figure 19). Things seem
going well with [pωq]. Next, we try [pω + 1q]. Similarly, we compute the
truncated terms
⊥, S⊥, S L⊥, S L(⊥ : ⊥), S L(O : ⊥ : ⊥), . . .
and define
[pωq] = sup{[⊥], [S⊥], [S L⊥], [S L(⊥ : ⊥)], [S L(O : ⊥ : ⊥)], . . . }
= sup{0, 1, 1, 2, 2, . . . }
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Figure 19: Sketch of computation of [pωq]
The result is again ω, while the fact that [−] should be homomorphic yields
[pω+ 1q] = [Spωq] = [S]([pωq]) = ω+ 1 6= ω
This trouble comes from the fact that [S] is not continuous. Of course, we
wish to give priority to the homomorphism property; [pω + 1q] = ω + 1.
The reason why we had to take the limit (or the supremum) to compute
an algebraic interpretation was, because the inductive definition derived
from the homomorphism property does not terminate for infinite terms.
Since S cannot be infinitely nested in any proper term, the function [S] does
not have to be continuous. In this example, only consORD can be infinitely
nested at the second argument, and thus has to be continuous on the second
argument.
On the basis of the above attempt, we formalize continuous Σ-algebras
and derived interpretations in semantically sorted systems.
Definition 67 A coinductive domain is a set A where every countable subset
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B ⊆ A has the least upper bound lubB ∈ A. Note that this condition
implies the existence of the least element as minA = lub∅. 
Definition 68 Let A be a coinductive domain. Then, a continuous Σ-algebra
〈A, [−]〉 consists of a function [f] : An → A for each n-ary function symbol
f, satisfying the following condition:
For every n-tuple of sets B1, . . . , Bn ⊆ A, if f ∈ C and Bi is
singleton for every i such that in(f, i) ∈ SI, then
lub{[f](b1, . . . , bn) | bi ∈ Bi} = [f](lubB1, . . . , lubBn)
Given a continuous Σ-algebra 〈A, [−]〉, for each ordinal α 6 Ω, define
the interpretation [−]α : {t ∈ G? | dte < α} → A by transfinite induction on
α as follows:
1. For α = 0, the domain {t ∈ G? | dte < 0} is empty.
2. For a successor ordinal α = α ′ + 1, let
[t]α0 = minA
[f(t1, . . . , tn)]
α
k+1 = [f](a1, . . . , an)
where
ai =
{
[ti]
α ′ (if in(f, i) ∈ SI)
[ti]
α
k (if in(f, i) ∈ SC)
and let
[t]α = lub
k∈N
[t]αk
3. For a limit ordinal α, let [−]α =
⋃
ι<α[−]
ι. Note that [t]ι = [t]κ if
ι < κ < α and every dte < ι.
The (infinitary) algebraic interpretation derived from 〈A, [−]〉 is given as
[−]Ω : G? → A.
With a variable interpretation ζ : X → A, we extend the domain of
algebraic interpretation from G? to T?; let [x]ξ = ξ(x) and similar as above
for the other forms of a term. 
Remark 69 Our notation in the above definition was chosen for notational
economy. Some explanation may be in order: we wish to require continuity
of the constructor interpretations only with respect to their coinductive
arguments, as explained above for the successor function (in a context
where this is a inductive constructor). We do not mind the possible lack
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of continuity in the inductive arguments, because they are subject to the
properness constraint, and thus cannot be infinitely nested. For example,
suppose f is a ternary inductive constructor with the first two arguments
coinductive and the third inductive. Then we require that the functions
f(−,−, b) are continuous. This can neatly be expressed by the requirement
lub{[f](b1, b2, b3) | bi ∈ Bi} = [f](lubB1, lubB2, lubB3)
together with the stipulation that lubB3 = lub{b3} = b3 so that the above
equation is actually equivalent to
lub{[f](b1, b2, b3) | b1 ∈ B1, b2 ∈ B2} = [f](lubB1, lubB2, b3) 
Remark 70 Definition 68 will be used in Definition 91 to ensure the well-
definedness of the ordinal interpretation introduced there as a criterion for
the DN property. The previous remark may be helpful in order to see that
the two definitions actually match. Note in advance that in Definition 91
the continuity in the coinductive arguments is indeed ensured. On the
coinductive argument places the constructor interpretation is there just
the identity. For the inductive positions, the interpretation function is the
successor, hence discontinuous, which does not harm by the properness
constraint. 
2.6 Semantics
This section considers semantics of terms, which one might think of as a
sorted version of the algebraic interpretation as introduced in the previ-
ous section. However, as we already indicated there, there is a contrast.
We have introduced algebraic interpretations mainly for constructing ordi-
nal assignments on terms which decrease under reduction, e.g. inductive
height estimation (Definition 91). Switching to semantics, our primary con-
cern is invariance of interpretations under conversion—and hence reduc-
tion. An order on the domain is no longer required.
Now a new issue arises. Invariance of an algebraic interpretation under
finite reduction does not necessarily guarantee invariance under infinite
reduction. We need again to make a requirement of continuity. This is
illustrated in the following example, using the single rewrite rule
falses→ F : falses
with the defined symbol falses : ()→ STREAMBOOL and the semantics (as a
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sorted algebraic interpretation) given by
ABOOL = {True, False}
ASTREAMBOOL = {ExistsTrue,AllFalse}JTK = TrueJFK = False
JconsBOOLK(a, b) = {ExistsTrue (if a = True or b = ExistsTrue)
AllFalse (if a = False and b = AllFalse)JfalsesK = ExistsTrue
with ExistsTrue Â AllFalse. Then, sinceJfalsesK = ExistsTrue = JF : falsesK
we have ∀t, s. t→ s⇒ JtK = JsK, while falses→→ F : F : F : . . . andJF : F : F : . . .K = AllFalse 6= JfalsesK
As a semantical interpretation, we wish thatJtK = Jcnf(t)K
and, moreover, we wish to ensure the above condition as easily as in fini-
tary TRS:
Desire 71 Given a semantical interpretation J−K : G? → A in a productive
algorithmic system, if
∀t, s ∈ G?. ((t→ s)⇒ JtK = JsK)
viz. the interpretation is preserved under single-step reduction, then the
semantics would be adequate, i.e. JtK = Jcnf(t)K for all proper ground terms
t ∈ G?. ¯
We will formalize the scheme of semantical interpretation on a produc-
tive algorithmic system with some restriction so that the above desire will
be fulfilled.
2.6.1 Formalization
First, we introduce a metric on the proper terms.
Definition 72 Given a proper term t and a position p ∈ dom(t), the coin-
ductive depth of p in t, written ‖p‖t is inductively given by
‖²‖t = 0
‖p · n‖t = ‖p‖t +
{
1 (if t(p) ∈ C and in(t(p), n) ∈ SC)
0 (otherwise) 
2.6. Semantics 53
Definition 73 The metric function dT? : T? × T? → [0, 1) is defined by
dT?(t, s) =
{
0 (if t ≡ s)
2−k (otherwise)
where k = min{‖p‖t | p ∈ dom(t) ∩ dom(s) and t(p) 6= s(p)}. 
Next, we introduce the notion of L-contraction functions:
Definition 74 Let 0 6 L < 1. Then, given metric spaces A1, . . . , An, and B,
a function f : A1 × · · · ×An → B is an L-contraction if
dB(f(a1, . . . , an), f(a
′
1, . . . , a
′
n)) 6 L max{dAi(ai, a′i) | i = 1, . . . , n} 
Now, we formalize our scheme for semantical interpretation.
Definition 75 Given an algorithmic system, a (denotational) semantics A of
the system consists of:
1. A set AS for each sort S ∈ S, as the (denotational) domain of S. For a
coinductive sort S ∈ SC, the domain AS should be a complete metric
space. Moreover, there should exist a fixed M such that
dS(a, b) 6M
for all a, b ∈ AS, for every S ∈ SC. We write A to denote
⊎
S∈SAS.
2. For each function symbol f ∈ Σ of type
f : S1 × · · · × Sn → T
a semantics function
fA : AS1 × · · · ×ASn → AT
There should exist a fixed L ∈ [0, 1) such that fA is L-contraction if
out(f) ∈ SC, where we set
dAS(a, b) =
{
0 (if a = b)
M/L (if a 6= b)
as we are concerned with continuity only on the coinductive argu-
ments. 
We write 〈M,L〉-semantics to specify M and L in the above restriction.
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A semantics given within the above restriction induces the homomor-
phic interpretation G? → A with metric completion, similarly as in alge-
braic interpretation. However, for semantical interpretation, we do not
assume the existence of a minimal value of the domain. Thus, we have to
specify an element to take place of the minimal value for each coinductive
sort. It will turn out that the induced interpretation does not depend on
this choice.
Definition 76 Given an 〈M,L〉-semantics 〈A, (−)A〉, let Θ be a function
SC → A such that Θ(S) ∈ AS for each S ∈ SC. Then, the semantical
interpretation J−KΘ : G? → A is defined as follows.
1. Let α 6 Ω. Define J−KΘα : G?α → A by transfinite induction on α as
follows, where G?α = {t ∈ G? | dte < α}.
(a) When α = 0, the domain G?0 is empty and thus J−KΘα is the empty
function.
(b) For α > 0, we assume J−KΘβ is already defined for β < α. Let
k ∈ N. Define J−KΘα;n : G?α → A inductively as
Jf(t1, . . . , tn)KΘα;k
=

Θ(out(f)) (if f ∈ C, out(f) ∈ SC, k = 0)
fA(Jt1KΘα;k−1, . . . , JtnKΘα;k−1) (if f ∈ C, out(f) ∈ SC, k > 0)
fA(Jt1KΘdt1e, . . . , JtnKΘdtne) (otherwise)
Note that dtie < α for i = 1, . . . , n in the last case.
(c) We claim that 〈JtKΘα,k〉k∈N forms a Cauchy sequence for every
t ∈ G?.
Proof of the claim: Let t ∈ G? and S = srt(t). We show
dAS(JtKΘα;k, JtKΘα;k+1) 6MLk
by mathematical induction on k, which will suffice. We write d
to denote the lefthand-side of this inequation.
For the base case k = 0, the inequality is trivial by the definition
of M. For the induction step, let t ≡ f(t1, . . . , tn). If f ∈ D or
S ∈ SI, then the value JtKΘα;k does not depend on k, and thus we
have d = 0 6 MLk. If f ∈ C and S ∈ SI, then, since fA is an
L-contraction, with the induction hypothesis we have
d 6 L max{dAin(f,i)(JtiKΘα;k−1, JtiKΘα;k) | i = 1, . . . , n}
6 L(MLk−1) =MLk y
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(d) Let JtKΘα = limk→∞JtKΘα;k. Note that every Cauchy sequence in
the complete space has its limit.
2. Let JtKΘ = JtKΘΩ. 
As mentioned above, we do not have to specify a function Θ:
Lemma 77 Let 〈A, (−)A〉 be a semantics. Then, the interpretations J−KΘ andJ−KΘ ′ agree on each other for all applicable Θ and Θ ′.
Proof: Let the semantics be an 〈M,L〉 semantics. Fix an applicable pair of
Θ,Θ ′ : SC → A, and an arbitrary positive real number ε. We show that
dAsrt(t)(JtKΘ, JtKΘ ′) < ε
which will suffice.
Since 〈JtKΘk 〉k∈N and 〈JtKΘ ′k 〉k∈N, as in Definition 76 are both Cauchy
sequences, respectively leading to JtKΘ and JtKΘ ′ , we can find k0 ∈ N such
that k > k0 implies
dAsrt(t)(JtKΘ, JtKΘk ), dAsrt(t)(JtKΘ ′ , JtKΘ ′k ) < ε/3
On the other hand, we can find k1 ∈ N such that MLk1 < ε/3. Similarly as
the claim in Definition 76 (1c), we have
dAsrt(t)(JtKΘk , JtKΘ ′k ) 6MLk
Now, let k2 = k0 ∨ k1. Then,
dAsrt(t)(JtKΘ, JtKΘ ′)
6 dAsrt(t)(JtKΘ, JtKΘk2) + dAsrt(t)(JtKΘk2 , JtKΘ ′k2 ) + dAsrt(t)(JtKΘ ′k2 , JtKΘ ′)
< ε/3+ ε/3+ ε/3 = ε 
So, we write J−K to denote the semantical interpretation induced from
the semantics 〈A, (−)A〉.
Lemma 78 Let J−K : G? → A be a semantics. Then, for any ε > 0, there exists δ
such that t, s ∈ G? and dT?(t, s) < δ implies dAsrt(t)(JtK, JsK) < ε.
Proof: Similarly shown as Lemma 77. 
Corollary 79 If an infinite sequence of proper ground terms t0, t1, t2, . . . con-
verges to a proper ground term s, then
JsK = lim
n→∞JtnK 
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2.6.2 Adequacy
Definition 80 Given a semantical interpretation J−K : G? → A on a produc-
tive system, the semantics is adequate if JtK = Jcnf(t)K for all t ∈ G?. 
Lemma 81 Let J−K : G? → A be a semantical interpretation on a productive
algorithmic system. Then the following conditions are all equivalent:
1. For every t, s ∈ G?, t → s implies JtK = JsK, viz. semantics is preserved
under single-step reduction.
2. For every t, s ∈ G?, t →→ s implies JtK = JsK, viz. semantics is preserved
under infinite reduction.
3. The semantics is adequate.
Proof: (1⇒2) Follows from Corollary 79, using Compression Lemma
(Lemma 38).
(2⇒3) Since t→→ cnf(t), we have JtK = Jcnf(t)K.
(3⇒1) Since t→ s implies cnf(t) ≡ cnf(s), We have
JtK = Jcnf(t)K = Jcnf(s)K = JsK 
Combining this result with the following definition, we can say: given
a ‘full and weakly sound’ semantics, a productive system specifies the
function JfK as fA for each defined function symbol f (c.f. Figure 7).
Definition 82 Let a semantical interpretation J−K : V? → A (that can be
regarded as a semantics under assumption D = ∅) be given. Then:
1. The semantics is full if for every a ∈ A there exists some t ∈ V? such
that JtK = a.
2. The semantics is strongly sound if, for every t, s ∈ V?, JtK = JsK implies
t ≡ s.
3. The semantics is weakly sound if, for every n-ary defined symbol f and
every t1, . . . , tn, s1, . . . , sn ∈ V?, JtiK = JsiK for i = 1, . . . n impliesJcnf(f(t1, . . . , tn))K = Jcnf(f(s1, . . . , sn))K. 
Proposition 83 A strongly sound semantics is always weakly sound. 
Lemma 84 Let a semantical interpretation J−K : V? → A be given. Then:
1. If the semantics is full, then there exists at most one adequate semantical
interpretation J−K ′ : G? → A which extends J−K : V? → A.
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2. If the semantics is weakly sound, then there exists some adequate semantical
interpretations J−K : G? → A which extend J−K : V? → A.
Proof:
1. Let J−K1, J−K2 : G? → A be adequate semantical interpretations satis-
fying JtK1 = JtK2 = JtK for all t ∈ V?.
For any n-ary defined function symbol f and a1 ∈ Ain(f,1), . . . ,
an ∈ Ain(f,n), since the semantics J−K is full, we can find some proper
constructor normal forms t1, . . . , tn ∈ V? such that JtiK = ai. From
adequacy of the semantics, we have
fA(a1, . . . , an) = Jf(t1, . . . , tn)K
= Jcnf(f(t1, . . . , tn))K
Thus, fA is unique if it exists and induces an adequate semantics.
2. Follows from the definition of weak soundness. 
2.6.3 Examples
We present the standard semantics for the sorts and the constructors pre-
sented in Subsection 2.1.1.
Natural numbers
For the sort NAT and the constructors 0 : ()→ NAT and s : NAT→ NAT, let
ANAT = N
0A() = 0
sA(n) = n+ 1
This semantics is full and strongly sound.
Lists
Given a sort S withAS, the sort LISTS and the constructors [ ]S : ()→ LISTS
and consSfin : S× LISTS → LISTS, let
ALISTS = A
∗
S
[ ]S
A
() = ²
consSfin
A
(a, l) = a; l
where we overload the symbol ‘;’ to denote the construction of a list. This
semantics is full and strongly sound.
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Streams
Also for streams, we overload the symbol ‘:’ for stream construction. We
write a to denote a0 : a1 : a2 : . . . .
Given an inductive sort S with AS, we let
ASTREAMS = (AS)
ω
with
d(AS)ω(a,b) = sup{dAS(ak, bk)/2
k+1 | k ∈ N}
Note that d(AS)ω(a,b) 6 1/2 for any pair of streams a and b.
Now, let
consS
A
(a, l) = a : l
Observe that consSA is 12 -continuous.
This semantics is full or weakly/strongly sound if the semantics on the
sort S is so, respectively.
Tree ordinals
For the sort ORD and the constructors O : ()→ ORD, S : ORD→ ORD, and
L : STREAMORD → ORD, let
AORD =Ω
OA() = 0
SA(α) = α+ 1
LA(〈αi〉i∈N) = sup
i∈N
αi
This semantics is full but not strongly sound (because of LA. For a
counterexample, consider
0 = JOK = JO : O : O : . . .K
However, the systems on tree ordinals presented in this thesis are all
weakly sound.
As to a counterexample of a not weakly sound system, put the defined
function hd : STREAMORD → ORD with the rule
hd(n : x)→ n
Observe that this symbol disturbs weak soundness of the system.
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Ensuring productivity
In this thesis, we are concerned with productivity of algorithmic systems.
As stated as Corollary 40, productivity of the algorithmic system is equiva-
lent to the conjunction of WN, DN, and CN. Conversely, there are three
essential kinds of failure of productivity of algorithmic systems: ¬WN,
¬DN, and ¬CN. Here we present a counterexample for each kind of the
failure:
1. (not WN) The defined symbol rmv0 : STREAMNAT → STREAMNAT
with the rules
rmv0(0 : x)→ rmv0(x)
rmv0(s(n) : x)→ x
removing the leading zeros from the given stream. This system is
DN and CN, but not WN since the term rmv0(0 : 0 : 0 : . . . ) has no
infinitary normal form.
2. (not DN) The defined symbol cnt0 : STREAMNAT → NAT with the
rules
cnt0(0 : x)→ s(cnt0(x))
cnt0(s(n) : x)→ 0
counting the number of leading zeros of the given stream. This sys-
tem is WN and CN, but not DN, since the term cnt0(0 : 0 : 0 : . . . ) has
the constructor normal form s s s . . . , which is not proper.
3. (not CN) Consider the system with the defined symbols
sum : STREAMNAT → NAT
+ : NAT× NAT→ NAT
with the rule
sum(n : y)→ n+ sum(y)
n+ 0→ n
n+ (s m)→ s(n+m)
This system is WN and DN, but not CN.
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So, in order to analyze productivity, we study the properties WN, DN,
and CN. We devote a separate section to each of these three properties. We
begin with the DN property, since the WN section will use the result of the
DN section.
3.1 Domain normalization
In this section we study the domain normalization (DN) property. We recall
the definition of DN:
Definition A semantically sorted system is DN if no initially proper
ground term contains a constructor vicious path, that is, an infinite nesting
of inductive constructors. 
First, we characterize the DN property by observing the construction
process of a constructor vicious path. Second, based on that characteri-
zation, we give a criterion for DN by means of an algebraic interpretation.
Thus, finding a certain algebraic interpretation will suffice to establish DN.
3.1.1 Characterization via path generation
To characterize the DN property of an algorithmic system, we first consider
the case where the system is not DN. That is, when the system admits a
constructor vicious path in an initially proper ground term s. From the def-
inition of initial properness, we can find a proper ground term t such that
t→ω s by Compression Lemma (Lemma 38). Note that t is proper and thus
contains no vicious path. Since properness of the term is preserved under
finite reduction, the constructor vicious path in s is generated exactly along
the infinite reduction. We are interested in the process, or mechanism, of
this generation.
First, we formalize the generation of paths.
Definition 85 A path generation sequence is an infinite sequence of terms,
concatenated with % (see Definition 61) and → , containing infinitely many%. For example,
omega→ L(O : SO : nats(SSO))% O : SO : nats(SSO)% SO : nats(SSO)
→ SO : SSO : nats(S SSO)% SSO : nats(S SSO)% nats(SS SO)
. . .
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The trace of a path generation sequence is the concatenation of the root
symbol of the term immediately before each %. For the above example, the
trace is
L · consORD · consORD · consORD · . . . 
Definition 86 Given an infinite path 〈ni〉i∈N in a term t, the trace of the path
is given as t(²) · t(n0) · t(n0 · n1) · . . . · t(n0 · . . . · nk) · . . . . 
Lemma 87 A path in an infinitary reduct of a term coincides with a path genera-
tion sequence with the same initial term, i.e.
1. If t →→ s and p is an infinite path in s, then there exists a path generation
sequence whose trace agrees on the trace of p.
2. Given a path generation sequence beginning with a term t, there exists a
term s containing the trace of the path generation sequence as a path, such
that t→ω s.
Proof: Both the claims easily follow from the definition of strong conver-
gence of the reduction sequence. 
Corollary 88 If t →→ s and s contains a constructor vicious path, then there
exists a path generation sequence from t containing no %D but infinitely many%I. 
Next, we characterize the DN property as follows.
Theorem 89 An algorithmic system is DN if there exists a %I |%C→-compatible
well-founded quasiorder on G?.
Proof: Let 4 be a %I |%C→-compatible well-founded quasiorder on G?. Let
t ∈ G?. Then, for every path p in t, by Lemma 87, we can find a path gen-
eration sequence beginning with a proper term whose trace agrees on the
trace of p. Thus, if the trace of p contains no defined function symbol, then
the trace of the generation sequence consists of %I, %C, and → . From well-
foundedness and %I |%C→-compatibility of 4, the generation sequence can
contain only finitely many %I. Hence, t can contain no constructor vicious
path. 
It should be remarked that the above theorem holds also for semantically
sorted systems.
Theorem 90 If an algorithmic term rewriting system is DN, then there exists a%I |%C→-compatible well-founded quasiorder on G?.
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Proof: Let G⊥ be the set of (ground) terms generated with the symbols
C unionmulti {⊥S | S ∈ S}, where each ⊥S is a fresh nullary constructor symbol with
out(⊥S) = S. Let G?⊥ be the set of proper terms possibly containing bot-
toms. Then, for every proper term t ∈ G?⊥, we define the quasi-constructor-
normal-form of t, written qcnf(t), coinductively as follows.
• If there exists a s ∈ T such that t→ s and s(²) ∈ C, then let
qcnf(t) ≡ (s(²))(qcnf(s/1), . . . ,qcnf(s/ar(s(²))))
• Otherwise, let qcnf(t) ≡ ⊥.
Note that qcnf(t) ∈ G?⊥ for every t ∈ G?, provided that the system is DN.
Readers who are familiar with the lambda calculus [2] might regard quasi-
constructor-normal-forms as analogous to Bo¨hm trees.
Now, let t 4 s iff dqcnf(t)e 6 dqcnf(s)e. Then:
1. If t %I s, then we have t(²) ∈ C and thus qcnf(t) %I qcnf(s) from
functionality of the algorithmic system. By Proposition 63, we have
dqcnf(t)e > dqcnf(s)e.
2. If t %C s, then we have qcnf(t) %C qcnf(s) and thus we have
dqcnf(t)e > dqcnf(s)e similarly as above.
3. if t→ s, then we have qcnf(t) ≡ qcnf(s) from the above definition of
quasi-constructor-normal-forms. Thus, dqcnf(t)e = dqcnf(s)e.
So, 4 is %I |%C→-compatible. Since Ω is well-founded, so is 4. 
3.1.2 Inductive height estimation
The characterization of DN given in the previous section is so general that
it can be used to ensure the DN property of any DN algorithmic system,
even if the system is not productive. However, for practical applications,
i.e. proving DN for concrete examples, this characterization is only of lim-
ited value, due to its generality. Therefore, we now give a more concrete
criterion for DN that we can actually use. This criterion will be the existence
of a certain algebraic interpretation.
Definition 91 An inductive height estimator H consists of a monotonic func-
tion Hf : Ωn → Ω for each n-ary defined function symbol f. Given an
inductive height estimator H, the inductive height estimation is an algebraic
interpretation (Section 2.5) given by the continuous Σ-algebra 〈Ω, V−WH〉
defined by
VfWH(α1, . . . , αn) =
{
max{αi + χIin(f, i) | i = 1, . . . , n} (if f ∈ C)
Hf(α1, . . . , αn) (if f ∈ D)
3.1. Domain normalization 63
An inductive height estimator is adequate if the corresponding inductive
height estimation V−WζH : T? → Ω satisfies VlWζH > VrWζH for every rule
(l, r) ∈ R and every variable interpretation ζ : X→Ω. 
A comment on the use of the notion of algebraic interpretation in this
definition has already been given in Remark 70.
Theorem 92 An algorithmic system is DN if there exists an adequate inductive
height estimator.
Proof: Let V−WζH : T? →Ω be the inductive height estimation derived from
an adequate inductive height estimator. Define the order 4 on G? as t 4 s
iff VtWH 6 VsWH. Since 〈Ω,6〉 is well-ordered, so is 〈G?,4〉.
Suppose t, s ∈ G? and t →p s. Then, we can find some (l, r) ∈ R and
σ : X→ G? such that t/p ≡ lσ and s ≡ t{p 7→ rσ}. By adequacy of the
estimation, we have lσ < rσ. From monotonicity of the estimation, we
have t < s. Thus, 4 is ∅ |→-compatible. In addition, by the definition of
inductive height estimation, 4 is %I |%C-compatible.
Hence, 4 forms a %I |%C→-compatible well-founded quasiorder on G?.
By Theorem 89, the system is DN. 
Remark 93 The reverse implication of the above theorem does not hold;
there exists some productive algorithmic system which admits no adequate
inductive height estimator. Consider the system
f(T)→ 0
f(F)→ s(f(T))
For any inductive height estimator H, we have
Vf(F)WH = Hf(VFWH) = Hf(0)
and Vs(f(T))WH = Vf(T)WH + 1 = Hf(0) + 1
Thus, we cannot have Vf(F)WH > Vs(f(T))WH. This counterexample is from
Jo¨rg Endrullis [15].
To overcome this counterexample, one may generalize inductive height
estimation to give an interpretation not only to defined symbols, but also
to constructor symbols. However, for future work, we aim to automate
detection of an adequate inductive height estimator for some productive
algorithmic systems. 
Now, we demonstrate how we can easily find an adequate inductive
height estimator to ensure DN. The following examples show that the
systems HAM and ORD-AME are both DN.
64 Chapter 3. Ensuring productivity
Example 94 We show that the system HAM is DN. Let H be an inductive
height estimator, and let ζ : X → Ω be a variable interpretation. Here we
write [x] to denote ζ(x) for better readability. For H to be adequate, it is
required that VlWζH > VrWζH for all (l, r) ∈ R. According to this requirement
we translate the rewrite rules as in Table 14 into inequations. For example,
the inequalities
H+([n], 0) > [n]
H+([n], [m] + 1) > H+([n], [m]) + 1
H×([n], 0) > 0
H×([n], [m] + 1) > H+(H×([n], [m]), [n])
are required for H+ and H×. Thus, we set
H+(α,β) = α+ β
H×(α,β) = α · β
Similarly, we set
Hcmp(α,β) = 0
Hmrg(β, γ) = sup{β, γ}
Haux(α,β, γ) = sup{β, γ}
It remains to define Hsca, HHam, HHam2, HHam3, and HHam5. Since Ham,
Ham2, Ham3, and Ham5 are all nullary and supposed to compute some
unbounded streams of natural numbers, we let
HHam = HHam2 = HHam3 = HHam5 = ω
The required inequality on Ham is then
ω > Hsca(ω, 2), Hsca(ω, 3), Hsca(ω, 5)
which makes it non-trivial to define Hsca. Because of the rule
sca(n : x,m)→ (n×m) : sca(x,m)
we must have
Hsca(sup{[n] + 1, [x]}, [m]}) > sup{[n]× [m] + 1,Hsca([x], [m])
As long as Hsca is weakly increasing,
Hsca(sup{[n] + 1, [x]}, [m]}) > Hsca([x], [m])
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always holds. So, the requirement can be simplified as
Hsca([n] + 1, [m]) > [n]× [m] + 1
Of course, letting Hsca(α,β) = α × β + 1 obviously satisfies the above
inequation and monotonicity. However, if we defined Hsca so, then we
would have Hsca(ω, 2) = ω× 2+ 1 > ω, disturbing the required inequality
on HHam. In order to fix the problem, we let
Hsca(α,β) = sup{ι · β+ 1 | ι < α}
Note that Hsca(ω,n) = ω for every n ∈ N.
Then,H defined as above forms an adequate inductive height estimator.
The system HAM is hence DN. 
Example 95 We show that the systemORD-AME as shown in Table 15 is DN.
Let
H+(α,β) = HaddL(α,β) = α+ β+ 1
H·(α,β) = HmulL(α,β) = (α+ 1) · (β+ 1)
Hexp(α,β) = HexpL(α,β) = (2 · (α+ 1))β+1
Hpow0L(α) = 2 · (α+ 1)
Homega = ω
Hnats(α) = α+ω
Observe that the derived inductive estimation satisfies VlWζH > VrWζH for
every (l, r) ∈ R and every ζ : X→Ω. Hence, the system is DN.
The trickiest point is to find Hexp(α,β) = (2 · (α + 1))β+1 satisfyingVexp(n, Sm)WζH > Vexp(n,m) · nWζH;
Vexp(n, Sm)WζH = (2 · ([n] + 1))[m]+2
= (2 · ([n] + 1))[m]+1 · 2 · ([n] + 1)
= ((2 · ([n] + 1))[m]+1 + (2 · ([n] + 1))[m]+1) · ([n] + 1)
> ((2 · ([n] + 1))[m]+1 + 1) · ([n] + 1)
= Vexp(n,m) · nWζH
where [n] and [m] denote ζ(n) and ζ(m), respectively.
In addition, it should be noticed that all the components 〈Hf〉f∈D of the
above inductive height estimator are not only monotonic but also strongly
increasing. This fact will be employed in Example 107. 
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3.2 Infinitary normalization
This section studies the WN property. As a consequence of Lemma 51 and
Corollary 53, the following four infinitary normalization properties of an
algorithmic system are all equivalent.
1. Weak normalization with respect to proper ground terms (WN).
2. Strong normalization with respect to proper ground terms.
3. Weak normalization with respect to proper terms.
4. Strong normalization with respect to proper terms.
Therefore, we will refer to the property simply as ‘infinitary normalization’,
as this section is named. Moreover, Corollary 52 gives a rephrasing of the
property:
An algorithmic system is WN if there exists no infinite root-
active reduction sequence beginning with a proper term.
In this section we will use this characterization of WN; we character-
ize the WN property by the non-existence of infinite root-active reduction
sequence, and an infinite root-active reduction sequence can be projected to
an infinite descending sequence. Infinitary normalization is thus character-
ized by a certain quasiorder on proper ground terms. In addition, we will
give a criterion for WN by estimating the number of possible root-reduction
steps.
3.2.1 Characterization by quasiorder
As discussed in Section 2.3, Infinitary normalization of an algorithmic sys-
tem can be characterized as follows.
Theorem 96 An algorithmic system is WN if there exists a →² |→-compatible
well-founded quasiorder on G?.
Proof: Suppose that 4 is a →² |→-compatible well-founded quasiorder on
G?. Let
t0 → t1 → t2 → . . .
be an infinite reduction sequence of proper ground terms. Then, we have
t0 < t1 < t2 < . . .
from ∅ |→-compatibility of 4. Moreover, from →² |∅-compatibility of 4,
we have tn Â tn+1 whenever tn →² tn+1. Thus, by well-foundedness of
4, there can be only finitely many root-reduction steps. Hence, the system
is WN. 
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It should be remarked that the above theorem holds also for semantically
sorted systems.
Theorem 97 If an algorithmic system is WN, then the system admits an
→² |→-compatible well-founded quasiorder on G?.
Proof: Suppose that the system is WN. By Lemmas 39 and 51, and Corol-
lary 53, for every proper ground term t, we have the unique infinitary
normal form nf(t).
Let ra(t) be defined as follows. Roughly speaking, ra(t) indicates the
root activity; the number of root-reduction steps to reach the infinitary nor-
mal form from t.
1. Let t0 ≡ t.
2. Suppose that tn is already given. Then, replace all the immediate
subterms of tn by their normal form, and let t′n be the result of this
replacement. Formally, let
t′n = (t(²))(t
1
n, . . . , t
ar(t(²))
n )
where tin = nf(tn/i) for i = 1, . . . , ar(t(²)). Note that tn →→6=² t′n.
3. Suppose that t′n is already given, and that t′n/i ∈ N for all applicable
i. If t′n ∈ N, then let ra(t) = n. Otherwise, since every t′n/i is
already in normal form, the redex of t′n must occur at the root. By
algorithmicity of the system, the redex is unique. Let tn+1 be the
result of root-reduction step from t′n. Note that t′n →² tn+1.
Since tn →→ t′n →² tn+1 for every n, we will eventually reach the nor-
mal form; otherwise an infinite root-active reduction sequence would be
produced, contradicting the WN property.
Now, let t 4 s iff ra(t) 6 ra(s). By definition of ra, the partial order 4 is
→² |→-compatible. Since N is well-ordered, 4 is well-founded. 
Remark 98 In the above proof, ra(t) is actually the minimal number of the
root-reduction steps to reach the infinitary normal form of t. This fact is
proved in [32]. 
3.2.2 Root activity estimation
In the previous section we have given a criterion for the DN property as an
algebraic interpretation, which estimates (or approximates) the inductive
height dcnf(t)e from above, for every proper term t. Likewise, one might
think of ensuring the WN property by estimating ra(t) as in the proof of
Theorem 97 for every proper term t, by means of an algebraic interpreta-
tion.
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However, a naive attempt to estimate ra(t) by an algebraic interpreta-
tion will not succeed. For a counterexample, consider the addition function
n+ 0→ n
n+ sm→ s(n+m)
Assume that a function R+ : N→ N satisfies ra(n+m) 6 R+(ra(n), ra(m)).
Then, for any i ∈ N, we have ra(O+piq) 6 R+(ra(O), ra(piq)) = R+(0, 0).
However, obviously we have ra(O+piq) = i from the definition of root
activity. Letting i = R+(0, 0) + 1 leads to contradiction.
In fact, ra(n + m) depends on dcnf(m)e, rather than ra(n) or ra(m).
Thus, in this section we suppose that we have already found an adequate
inductive height estimator H, and formalize the notion of root activity
estimation as follows.
Definition 99 Let V−WζH : T? → Ω be an adequate inductive height esti-
mation. Then, a root activity estimator R consists of a monotonic function
Rf : Ωn → Ω for each n-ary defined function symbol f. Given a root
activity estimatorR and a variable interpretation ζ : X→Ω, the root activity
estimation is defined by
Lf(t1, . . . , tn)MζR =
{
0 (if f ∈ C)
Rf(Vt1WζH, . . . , VtnWζH) (if f ∈ D)LxMζR = ζ(x)
A root activity estimator is adequate if the corresponding root activity esti-
mation L−MζR : T? → Ω satisfies LlMζR > LrMζR for every rule (l, r) ∈ R and
every variable interpretation ζ : X→Ω. 
Theorem 100 An algorithmic system is WN if there exists an adequate root
activity estimator.
Proof: Let H be an adequate inductive height estimator, and R be an
adequate root activity estimator. Define the order 4 on G? as t 4 s iffLtMR 6 LsMR. Since 〈Ω,6〉 is well-ordered, so is 〈G?,4〉.
Suppose t, s ∈ G? and t →p s. Then, we can find some (l, r) ∈ R and
σ : X→ G? such that t/p ≡ lσ and s ≡ t{p 7→ rσ}. If p = ², then we have
t ≡ lσ and s ≡ rσ. From adequacy of the root activity estimator, t Â s
follows. If p 6= ², then we have t/p < s/p from adequacy of the inductive
height estimator, and thus t < s from monotonicity of the root activity
estimator. Thus, 4 forms a ∅ |→-compatible well-founded quasiorder on
G?. Hence, by Theorem 96, the system is WN. 
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Example 101 We show that the system HAM is WN. Recall the adequate
inductive height estimation in Example 94:
H+(α,β) = α+ β
H×(α,β) = α · β
Hsca(α,β) = sup{ι · β+ 1 | ι < α}
Hcmp(α,β) = 0
Hmrg(α,β) = sup{α,β}
Haux(α,β, γ) = sup{β, γ}
HHam = HHam2 = HHam3 = HHam5 = ω
Let R be a root activity estimator, and ζ be a variable interpretation. Again
we write [x] for ζ(x). For R to be adequate, we compute LlMζR and LrMζR for
every (l, r) ∈ R, to obtain the required inequalities:
R+([n], 0) > [n]
R+([n], [m] + 1) > 0
R×([n], 0) > 0
R×([n], [m] + 1) > R+([n] · [m], [n])
Rsca([n], sup{[m] + 1, [x]}) > 0
Rcmp(0, 0) > 0
Rcmp([n] + 1, 0) > 0
Rcmp(0, [m] + 1) > 0
Rcmp([n] + 1, [m] + 1) > Rcmp([n], [m])
Rmrg([nx], [my]) > Raux(0, [nx], [my])
Raux(0, [nx], [my]) > 0
Raux(0, [x], [my]) > 0
Raux(0, [nx], [y]) > 0
RHam > 0
RHam2 > Rsca(ω, 2)
RHam3 > Rsca(ω, 3)
RHam5 > Rsca(ω, 5)
where [nx] = sup{[n]+1, [x]} and [my] = sup{[m]+1, [y]}. Note that LtMζR = 0
whenever t(²) ∈ C. Thus, an adequate root activity estimator is easier to
find than an adequate inductive height estimator. Let
R+(α,β) = α+ 1
R×(α,β) = α · β+ 2
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Rsca(α,β) = 1
Rcmp(α,β) = sup{α,β}+ 1
Rmrg(α,β) = 2
Raux(α,β, γ) = 1
RHam = 1
RHam2 = RHam3 = RHam5 = 2
and observe that R is adequate. The system is thus WN. 
It is an easy exercise to show that also the system ORD-AME is WN.
Remark 102 One might expect the opposite implication; if the algorithmic
system is DN and WN, and an adequate inductive height estimator H is
given, is there always an adequate root activity estimator? We will see a
counterexample in Chapter 4 (Remark 165). 
3.3 Constructor normalization
This section studies the constructor normalization (CN) property. We recall
the second version of the definition of CN (Definition 30.5):
Definition A semantically sorted infinitary rewriting system is CN if no
initially proper ground normal form contains a functional vicious path, i.e.
a path containing infinitely many defined symbols. 
In particular for algorithmic systems, we can rephrase the definition
(c.f. Lemma 33):
Definition An algorithmic term rewriting system is CN if no initially
proper ground normal form contains a defined function symbol. 
First, we will attempt to characterize the CN property by a well-
founded quasiorder on G?, as we have done for DN and WN in the pre-
ceding two sections. However, the attempt will fail to characterize CN but
give a characterization of SCN (strong constructor normalization, Defini-
tion 30.6):
Definition A semantically sorted infinitary rewriting system is SCN if no
initially proper ground term contains a functional vicious path. 
The gap between CN and SCN is that SCN disallows any initially proper
ground term to contain a functional vicious path, while CN allows it as
long as the term is not in a normal form. It is a little difficult to know
if an initially proper ground term is a normal form in the framework of a
compatible well-founded quasiorder.
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So, in order to characterize CN, we will introduce another notion
than well-founded quasiorder, which we shall call ‘observation’. Roughly
speaking, to approximate a function application f(t1, . . . , tn), we have to
approximate the arguments t1, . . . , tn. The notion of observation formal-
izes quantities of those approximations.
3.3.1 Strong constructor normalization
From Lemma 87, the next lemma follows analogously as Corollary 88.
Lemma 103 If t →→ s and s contains a functional vicious path, then there exists
a path generation sequence from t containing infinitely many %D. 
The following corollary is immediate.
Corollary 104 An algorithmic term rewriting system is CN if there exists some%D |%→-compatible well-founded quasiorder on G?. 
Remark 105 The reverse implication of the above corollary fails in general;
a productive algorithmic term rewriting system does not always admits a%D |%→-compatible well-founded quasiorder on G?. For a counterexample,
consider the system HAM. Assume that 4 be a %D |%→-compatible well-
founded quasiorder on G?. Then, from
Ham→ s 0 : mrg(mrg(Ham2,Ham3),Ham5)%C mrg(mrg(Ham2,Ham3),Ham5)%D Ham5
→ sca(Ham, s s s s s 0)%D Ham
we have Ham Â Ham, contradicting to irreflexivity of ≺.
The essence of this counterexample is as follows: consider the system
id(n)→ n
zeros→ 0 : id(zeros)
The system is obviously productive but admits no %D |%→-compatible
well-founded quasiorder; zeros → 0 : id(zeros) %C id(zeros) %D zeros.
In point of fact, a recursive specification of a nullary symbol nested by
another (already-)defined function symbol disables such a quasiorder, even
if the occurrence of another defined symbol is ‘guarded’ by a coinductive
constructor. 
As in the above remark, a %D |%→-compatible well-founded quasiorder
on G? prohibits any generation of a functional vicious path. Actually, such
a quasiorder does not characterize CN but SCN.
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Theorem 106 An algorithmic term rewriting system is SCN if and only if there
exists a %D |%→-compatible well-founded quasiorder on G?.
Proof: (If) Trivial.
(Only If) For each α ∈ Ω, define the subset GDα ⊆ G? by transfinite
induction on α as t ∈ GDα iff for any s such that t → s and p ∈ dom(s), if
there exists some q / p such that s(q) ∈ D, then there exists some β < α
such that s/p ∈ GDβ . Let GDΩ =
⋃
α∈Ω G
D
α . We claim that GDΩ = G
?.
To proof the claim by contradiction, assume t ∈ G? \ GDΩ. Let the set
X consist of pairs (s, p) ∈ G? × N ∗+ such that t → s, p ∈ dom(s), and
that ∃q / p. s(q) ∈ D. Note that X is a countable set. If there exists some
βsp ∈ Ω for every (s, p) ∈ X satisfying (s, p) ∈ GDβsp , then we have t ∈ GDα
where α = sup{βsp + 1 | (s, p) ∈ X}, contradicting that t 6∈ GDΩ. Thus, we can
find some (s, p) ∈ X such that s/p ∈ G? \ GDΩ. By iterating this argument
with letting t := s/p, we obtain a convergent infinite reduction generating
a vicious path with infinitely many defined symbols nested, which contra-
dicts the SCN property of the system. Hence, GDΩ = G
?.
Now, define the function D : G? → Ω by D(t) = min{α ∈ Ω | t ∈ GDα }.
Clearly, D induces a %D |%→-compatible well-founded quasiorder on G?.
Example 107 We show that the system ORD-AME is strongly productive.
Recall the inductive height estimator as in Example 95, which in fact was
even strongly monotonic. Thus, the partial order on G derived from the cor-
responding inductive height estimation is %D%I |%C→-compatible and thus%D |%→-compatible. Therefore, by Theorem 106, the system is SCN. Since
it has been already shown that the system is DN and WN, by Corollary 41,
the system ORD-AME is strongly productive. 
3.3.2 Characterization by observation
In order to characterize the CN property, one may think of finding some
relations R and R ′ on G? or T? such that the existence of a R |R ′-compatible
well-founded quasiorder is sufficient and necessary for CN. However, that
will turn out not so effective. Consider the following two one-rule systems
f(n : m : x)→ n : m : f(f(x)) (A)
and
f(n : m : x)→ n : f(f(x)) (B)
Observe that the system (A) is CN (and also productive) while the system
(B) is not. In each of these systems, the computation of f(n : m : x) depends
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on that of f(f(x)) with
f(n : m : x)→ n : m : f(f(x))%C m : f(f(x))%C f(f(x)) (for (A))
f(n : m : x)→ n : f(f(x))%C f(f(x)) (for (B))
Thus, to require a relation between f(n : m : x) and f(f(x)), or between
every pair of instances of those terms, will not help establishing the CN
property; it cannot distinguish a CN system (A) from a non-CN system (B).
Informally speaking, the property WN, DN, or SCN says that something
should not occur for infinitely many times. So, we were able to characterize
those properties by well-founded quasiorders. On the other hand, the CN
property mentions normal forms. Therefore, a characterization of CN will
have a different flavour.
In the present work, we follow the quantitative analysis presented in
[18], which has originated from [44] analyzing productivity of stream spec-
ifications. The notion of gauges generalizes the framework of quantitative
analysis of streams to that of infinite terms.
Henceforth, we assume that the system is algorithmic, DN, and WN.
We will call such a system ‘a quasi-productive algorithmic system’. Under this
assumption, the CN property is equivalent to productivity. The remainder
of this section will study productivity of a given quasi-productive algorith-
mic system.
Definition 108 A defined function symbol f is productive if every proper
ground term of the form f(t1, . . . , tn) where ti ∈ V? for every applicable i
has a constructor normal form. 
Lemma 109 A quasi-productive algorithmic system is productive if and only if
every defined function symbol is productive.
Proof: (If) Suppose that the system is quasi-productive and that every
defined function symbol is productive. Let t be a proper ground term.
Without loss of generality, we can assume t(²) ∈ D (otherwise, we can
make a parallel computation on all the non-nested occurrence of defined
function symbols).
Let Tα = {t ∈ G? | t(²) ∈ D and dte = α} for every α ∈ Ω. To show that
t ∈ Tα implies that t has a constructor normal form, for every α ∈ Ω, will
suffice. We show that by transfinite induction on α.
For the base case α = 0, we have t ≡ f for some f ∈ D whenever t ∈ T0.
The claim follows from productivity of f.
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For the transfinite induction step, assume that every term in
⋃
ι<α Tι
has a constructor normal form. Then, for every t ≡ f(t1, . . . , tn) ∈ Tα,
from the definition of inductive height, we have dtie < dte = α for every
i = 1, . . . , n. Thus, by the induction hypothesis, each ti has the constructor
normal form t′i. Hence, t →→ f(t′1, . . . , t′n). Since the system is DN, each t′i
is proper. The claim now follows from productivity of f.
(Only If) Trivial. 
In order to characterize the productivity of defined function symbols,
we formalize the notion of observation.
Definition 110 Let S be a sort.
• A constructor pattern of sort S is a finite term generated by the sym-
bols C ∪ {⊥S | S ∈ S}. We write PS to denote the set of constructor
patterns of sort S. In the sequel we will refer to a ‘constructor pattern’
concisely as a ‘pattern’.
• Define the set T⊥ to consist of the terms possibly containing some
bottoms, i.e. the terms generated by the symbols Σ ∪ {⊥S | S ∈ S}.
Given terms t, s ∈ T⊥, we write t I s if s can be obtained by replacing
some subterms t/p in t by ⊥out(t(p)). Formally, t I s iff there exists
P ⊆ dom(t) such that
s(p) =

t(p) (if there exists no q ∈ P such that q P p)
⊥out(t(p)) (if p ∈ P)
undefined. (otherwise)
Given a pattern u, we write *u+ to denote the set {t ∈ T⊥ | t I u}, viz.
the refinements of the pattern u.
• An observation of sort S is a subset γ ⊆ PS such that ⋃u∈γ*u+ ⊇ V?S,
viz. a set of patterns which cover all the proper constructor normal
forms of sort S. The set of observations of sort S is denoted by OS.
Given an observation γ, we write *γ+ to denote the set⋃u∈γ*u+. 
Lemma 111 If t I · → s, then t→ · I s.
Proof: Suppose t I s0 → s1 → . . . → sn ≡ s. Then, by induction on n,
we can construct terms t0, . . . , tn such that t ≡ t0 → t1 → . . . → tn I sn
and ti I tn for every i = 0, . . . , n (see Figure 20). Note that concealing
subterms by bottoms does not create a redex, because no rule contains ⊥.
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t ≡ t0 → t1 → · · · → tn
H H H
s0 → s1 → · · · → sn ≡ s
Figure 20: Lemma 111
Lemma 112 If t → · I s and s is finite, then there exists a finite t ′ such that
t I t ′ → · I s.
Proof: Suppose t → s ′ I s. We assume that t → s ′; the other case will
follow by induction on the length of reduction steps. Let p be the position
of the contracted redex in the step t → s ′, (l, r) be the applied rule, and σ
be a substitution such that s ′ ≡ t{p 7→ rσ}.
Let Ps be the positions in s ′ which remains in s, i.e.
Ps = {q ∈ dom(s) | s(q) 6= ⊥}
(note that dom(s ′) ⊇ dom(s)). Then, define the sets of positions Q1, Q2,
and Q3 by
Q1 = {q ∈ Ps | p 6P q}
Q2 = {p · q | q ∈ dom(l) and l(q) ∈ Σ}
Q3 =
{
p · q1 · q2
∣∣∣∣ q1 ∈ dom(l), l(q1) ∈ X, q2 ∈ dom(σ(l(q1))), and∃q3 ∈ r. r(q3) = l(q1), p · q3 · q2 ∈ Ps
}
Note that each of these sets is finite and a subset of dom(t). To give an
intuition, Q1 consists of the positions that remain in s and are out of the
reduction; Q2 consists of those forming the pattern of the contracted redex;
Q3 consists of those remaining in s, copied by the reduction. Thus, we can
find a finite t ′ such that t I t ′, where all the positions in Q1 ∪ Q2 ∪ Q3
remain. By the definition of Q1, Q2, and Q3, we have t ′ → · I s. 
Remark 113 This lemma is called ‘prefix property’ in [5]. 
Lemma 114 Let S be a sort. Then we have
⋂
γ∈OS*γ+ = V?S.
Proof: Let S be a sort. Define the truncation of a term t at a depth n, written
trunc(t, k), inductively by
trunc(t, 0) ≡ ⊥srt(t)
trunc(f(t1, . . . , tn), k+ 1) ≡ f(t′1, . . . , t′n)
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where t′i ≡ trunc(ti, k) for every i = 1, . . . , n. Now, let
γk = {trunc(t, k) | t ∈ VS}
for every k ∈ N. Observe that each γk forms an observation. Thus, we
have ⋂
γ∈OS
*γ+ ⊆ ⋂
k∈N
*γk+
Suppose t ∈ *γk+ . Then, for every p ∈ dom(t) such that |p| < k, we have
t(p) ∈ C, by definition of γk. Thus we have⋂
k∈N
*γk+ ⊆ VS
Combine these set inclusion relations to obtain the claim. 
Example 115 The set V?NAT itself forms an observation. Note that every
proper constructor normal form of the sort NAT is finite. 
We extend the notion of observation for patterns of multiple terms.
Definition 116 An observation of sort S1 × · · · × Sn is a subset
γ ⊆ PS1 × · · · × PSn
such that *γ+ ⊇ V?S1 × · · · × V?Sn , where
*γ+ = {(t1, . . . , tn) | ∃(u1, . . . , un) ∈ γ. ti ∈ *ui+ for i = 1, . . . , n} 
Example 117 Given an algorithmic term rewriting system and f ∈ D, let
γ = {(l ′/1, . . . , l ′/ar(f)) | (l, r) ∈ R and l(²) = f}, where l ′ is the result of
replacing every variable by ⊥ of the same sort. Then, by case-exhaustivity
of the algorithmic system, γ forms an observation of the input sort of f. 
Remark 118 Given observations γ1 ∈ OS1 , . . . , γn ∈ OSn , the cartesian
product γ1 × · · · × γn forms an observation of the sort S1 × · · · × Sn.
However, the opposite implication does not hold; some observations of
multiple sorts cannot be given in the form of a cartesian product of single-
sort observations. We will see a counterexample in Example 121. 
Definition 119 Let f : S1×· · ·×Sn → T be a defined function symbol. Then,
an observation requirement function for f is a function ρ : OT → OS1×···×Sn
satisfying that, for every δ ∈ γT and every (u1, . . . , un) ∈ ρ(δ), there exists
v ∈ δ such that f(u1, . . . , un)→ · I v. 
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Theorem 120 In a quasi-productive algorithmic system, a defined function sym-
bol f is productive if and only if there exists an observation requirement function
for f.
Proof: (If) Let ρ be an observation requirement function for a defined func-
tion symbol f, of type S1 × · · · × Sn → T . Define δk ∈ OT by
δk = {trunc(t, k) | t ∈ VT }
where trunc is as in the proof of Lemma 114. Suppose t ≡ f(t1, . . . , tn),
where ti ∈ V? for every i = 1, . . . , n. Then, for every k ∈ N, we can find
patterns (u1, . . . , un) ∈ ρ(δk) and v ∈ δk such that
t ≡ f(t1, . . . , tn) I f(u1, . . . , un)→ · I v
By Lemma 111, we have t→ · I v, and thus we can find intermediate term
tk ∈ G? such that t → tk I v ∈ δk. Since tk I v ∈ δk, from the definition
of δk, tk consists of only constructor symbols up to depth k. By finitary
confluence of the algorithmic system, we have
t→ t0 → t1 → t2 → . . .
Since a constructor symbol does not form a redex, the reduction sequence
strongly converges to the constructor normal form of t. Since the system is
quasi-productive, that constructor normal form is proper.
(Only If) Suppose that a defined function symbol f : S1 × · · · × Sn → T
is productive, and let δ ∈ OT be an observation. Define ρ(δ) by
ρ(δ) = {u ∈ PS1×···×Sn | f(S1 × · · · × Sn)→ · I ∃v ∈ δ}
To show ρ(δ) ∈ OS1×···×Sn will suffice. That is, by definition, for every
(t1, . . . , tn) ∈ V?S1×· · ·×V?Sn , there should exist (u1, . . . , un) ∈ ρ(δ) such
that (t1, . . . , tn) I (u1, . . . , un). Suppose (t1, . . . , tn) ∈ V?S1 × · · · × V?Sn .
Since f is productive, f(t1, . . . , tn) has a constructor normal form s. Since
δ is an observation, we can find v ∈ δ such that s I v. Since v is finite,
by strong convergence, we can find s ′ such that f(t1, . . . , tn) → s ′ I v.
By Lemma 112, we can find a finite t ′ ≡ f(t′1, . . . , t′n) such that t I t ′ and
t ′ → · I v. Therefore, (t′1, . . . , t′n) ∈ ρ(O), and (t1, . . . , tn) I (t′1, . . . , t′n).
Hence, ρ(δ) indeed forms an observation. 
Example 121 Consider the defined function symbol
elementAt : STREAMNAT × NAT→ NAT
with the rules
elementAt(n : x, 0)→ n
elementAt(n : x, sm)→ elementAt(x,m)
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Let C = λs.⊥NAT : s and define γ ∈ OSTREAMNAT×NAT by
γ = {(Ci(t : ⊥STREAMNAT), piq) | i ∈ N, t ∈ V?NAT}
and let ρ(δ) = γ for every δ ∈ ONAT. Then, ρ forms an observation require-
ment function, as we have
elementAt(Ci(t : ⊥STREAMNAT), piq)→i elementAt(t : ⊥STREAMNAT , 0)→ t
for every i ∈ N. Note that this γ cannot be given as a cartesian product. 
3.3.3 Gauge
By looking at the former part of the proof of Theorem 120, one may notice
that it is not necessary to have ρ(δ) for every observation δ; if ρ is defined
for some observations which are enough to specify each constructor normal
form, then it already suffices to ensure productivity of a defined function
symbol. Thus, the notion of gauge arises.∗
Definition 122 Let S be a sort. Then, a gauge of sort S is an infinite sequence
〈γk〉k∈N of observations of sort S such that γ0 = {⊥S} and⋂
k∈N
*γk+ = V?S
Given a gauge 〈γk〉 of sort S, we can ‘measure’ terms of sort S by
btcγ = sup{k ∈ N | t ∈ *γk+ }
We call this btcγ the γ-quantity of t. Note that btcγ ∈ N (we have btcγ =∞
if the set {k ∈ N | t ∈ *γk+ } is unbounded). Moreover, we define the
potential γ-quantity of t, written TtUγ, by TtUγ = sup{bscγ | t→ s}. 
Proposition 123 In a quasi-productive algorithmic system, a defined function
symbol f : S1 × · · · × Sn → T is productive if f admits a ‘partial’ observation
requirement function ρ : {γk | k ∈ N}→ OS1×···×Sn , where 〈γk〉k∈N is a gauge
of the sort T .
Proof: Analogous to the former part of the proof of Theorem 120. Use
{γk | k ∈ N} instead of δk. 
Following the quantitative analysis on stream specifications [17], we fix
a gauge for each sort, which we shall call ‘canonical coinductive gauge’.
∗The word ‘gauge’ has many meanings, most related to a certain measure or measure-
ment, thickness or size. In scientific (physical or mathematical) contexts it has also some
connotations with coordinate systems, and measurements of observables.
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Definition 124 Define coinductive truncation trunC : T × N → P as
trunC(t, k) given by the result of replacing every subterm at position p
such that ‖p‖t = k by ⊥, where ‖p‖t, the coinductive depth of p in t, as
given in Definition 72. Formally,
trunC(t, 0) ≡ ⊥srt(t)
trunC(f(t1, . . . , tn), j+ 1) ≡ f(t′1, . . . , t′n) (j ∈ N)
where
t′i ≡ trunC(ti, j+ χIin(f, i)) (i = 1, . . . , n)
Let S be a sort. Then, a canonical coinductive gauge 〈κk〉S, of sort S, is
given by κSk = {trunC(t, k) | t ∈ V?S}. 
Example 125 In particular, if a sort S is constructed by only inductive sorts,
viz. ‘purely inductive’, then we have κSk = V
?S for every k > 0. See
Example 115 for example, noticing that NAT is a purely inductive sort. 
Example 126 For the stream of purely inductive objects S given as
STREAMS :
C
= consS(S,STREAMS)
we have
κ
STREAMS
k = {t0 : . . . : tk−1 : ⊥STREAMS | t0, . . . , tk−1 ∈ V?S}
which coincides with the quantitative analysis studied in [17]. 
Next, we consider constructing observation requirement functions by
means of gauges.
Definition 127 Given a gauge γS for each sort S and a defined function
symbol f : S1 × · · · × Sn → T , a γ-requirement function for f is a function
ρ : N → Nn such that Tf(t1, . . . , tn)Uγ > k whenever bticγ > (ρ(k))i for
every applicable i.
A defined symbol f is γ-productive if there exists a γ-requirement func-
tion for f. 
Proposition 128 Given gauges 〈γS〉S∈S, every γ-productive defined symbol is
productive.
Proof: Immediately from Proposition 123. 
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3.3.4 Pre-requirement and κ-requirements
It is much easier to give a γ-requirement function than constructing the
whole observation requirement. However, given a function N → Nn,
it still requires much work to check if a function forms a γ-requirement
function, because the definition of γ-requirement function refers to reach-
ability of terms by reduction. For an adequate inductive height estimation
or an adequate root activity estimation in preceding sections, we were able
to check its adequacy relatively easily by checking some inequalities. We
wish to have a criterion for CN, as easy as those for DN and WN. In this
subsection, we give a criterion to ensure that a family of functions indeed
form κ-requirement functions.
Definition 129 A pre-requirement ρ consists of a function ρf : N → Nar(f)
for each defined symbol f ∈ D, that is weakly monotonic with respect to
the pointwise ordering on Nar(f). 
We write ρfi(k) to denote (ρ
f(k))i, i.e. ρf(k) = (ρf1(k), . . . , ρ
f
ar(f)(k)).
Definition 130 Given an n-ary defined symbol f, the redex-requirement of f,
written rdx(f), is given by rdx(f) = (k1, . . . , kn), where
ki = sup{‖i · p‖l + 1 | (l, r) ∈ R, l(²) = f, l(i · p) 6∈ X}
Roughly speaking, the redex-requirement indicates the minimal sufficient
κ-quantities of (t1, . . . , tn) so that f(t1, . . . , tn) forms a redex.
A pre-requirement ρ is redex-consistent if ρf(1) > rdx(f), pointwise, for
every f ∈ D. 
Definition 131 Let ρ be a pre-requirement. Given a term t and k ∈ N,
requirement labeling lblρ(t; k) : dom(t)→ N is defined by
lblρ(t; k)(²) = k
lblρ(t; k)(p · n) = ζ(lblρ(t;k)(p), t(p), n)
where ζ : N× Σ×N→ N is defined by
ζ(h, f, i) =

0 (if h = 0)
h− χCin(f, i) (if h > 0 and f ∈ C)
ρfi(h)) (if h > 0 and f ∈ D) 
To state the intuition of the above definition, requirement labeling
lblρ(t; k) indicates the required κ-quantity of each subterm of t to compute
t up to the coinductive depth k, provided that the pre-requirement indeed
induces κ-requirement functions.
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Figure 21: Proposition 132
Proposition 132 Let ρ be a pre-requirement.
lblρ(t;k)(p · q) = lblρ(t/p; lblρ(t; k)(p))(q)
for every t ∈ T, k ∈ N, and p, q ∈ N ∗+ such that p · q ∈ dom(t).
Proof: Follows from the above definition. See also Figure 21. 
Definition 133 A pre-requirement ρ is reduction-consistent if
lblρ(l; k)(p) > lblρ(r; k)(q)
for every (l, r) ∈ R, p ∈ dom(l), q ∈ dom(r) such that l(p) = r(q) ∈ X, and
for every k ∈ N. 
Definition 134 A pre-requirement is red2-consistent if it is redex-consistent
and reduction-consistent. 
Example 135 Again consider the systems
f(n : m : x)→ n : m : f(f(x)) (A)
and
f(n : m : x)→ n : f(f(x)) (B)
as in Subsection 3.3.2. Let ρf(k) = floor((k+ 1)/2)× 2 in the system (A).† It
satisfies redex-consistence
ρf(1) > 2
†The function floor is defined by floor(x) = max{n ∈ N | n 6 x}.
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and reduction-consistence
ρf(k) > k
ρf(k) − 2 > ρf(ρf(k− 2))
Thus, this pre-requirement is red2-consistent.
On the other hand, a red2-consistent pre-requirement ρf for the sys-
tem (B) has to satisfy
ρf(1) > 2
ρf(k) > k
ρf(k) − 2 > ρf(ρf(k− 1))
which leads to contradiction:
ρf(2) − 2 > ρf(ρf(2− 1))
= ρf(ρf(1))
> ρf(2)
Thus, the system (B) admits no red2-consistent pre-requirement. 
Example 136 We show a red2-consistent pre-requirement for the system
HAM. Let ρ be a pre-requirement. If ρ is redex-consistent, ρ must satisfy
the following inequalities
ρ+(1) > (0, 1)
ρ×(1) > (0, 1)
ρsca(1) > (1, 0)
ρcmp(1) > (1, 1)
ρmrg(1) > (1, 1)
ρaux(1) > (1, 1, 1)
pointwise. And, the inequalities shown in Table 22 are required for
reduction-consistence of ρ, where
h− =
{
h− 1 (if h > 0)
0 (if h = 0)
One may get scared off by 33 inequations in total, however, at least for
this system, it is not so difficult to reach a pre-requirement
ρ+(k) = (k, k∧ 1)
ρ×(k) = (k, k∧ 1)
ρsca(k) = (k, k∧ 1)
ρmrg(k) = (k, k)
ρaux(k) = (k∧ 1, k, k)
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Observe that ρ is red2-consistent. 
However, a red2-consistent pre-requirement does not always form κ-
requirements. For the easiest counterexample, consider the one-rule system
f → f
There is also a counterexample which is quasi-productive;
id(n : x)→ n : id(x)
f → id(f)
3.3.5 Dependency
In the previous subsection, we have seen that red2-consistence of the pre-
requirement is still not enough to induce κ-requirement functions. In order
to fix this problem, we introduce the notion of requirement dependency.
Definition 137 Let ρ be a pre-requirement. Then, a requirement dependency
relation is a relation onD×N given as (f, k)_ (g, h) iff k > 0 and there exist
(l, r) ∈ R and p ∈ dom(r) such that l(²) = f, r(p) = g, and lblρ(r; k)(p) = h.
Moreover, in this case, we write (f, k) _N (g, h) if there exists q / p such
that r(q) ∈ D, viz. g = r(p) is a nested occurrence of a defined function
symbol; (f, k) _O (g, h) otherwise, viz. g is an outermost occurrence of a
defined function symbol. 
Example 138 Roughly speaking, a pair (f, k) ∈ D×N represents the task of
normalizing any term of the form f(. . . ) up to the depth k. For a more
concrete intuition, consider the defined symbols Ham and Ham2, which
mutually depend:
Ham→ s 0 : mrg(mrg(Ham2,Ham3),Ham5)
Ham2→ sca(Ham, s s 0)
With the pre-requirement ρ as shown in Example 136, requirement labeling
lblρ(−;k) on the righthand-side of the above rules is as indicated in the
superscripts:
consNAT
k
(sk0k,mrgk−1(mrgk−1(Ham2k−1,Ham3k−1),Ham5k−1))
scak(Hamk, s1s101).
provided k > 0. Thus, we have
(Ham2, k+ 1)_N (Ham, k+ 1)_N (Ham2, k)
for every k ∈ N. 
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rule variable inequalities
n+ 0→ n n ρ+1 (k) > k
n+ sm→ s(n+m) n ρ+1 (k) > ρ+1 (k)
m ρ+2 (k) > ρ+2 (k)
n× sm→ (n×m) + n n ρ×1 (k) > ρ×1 (ρ+1 (k))
ρ×1 (k) > ρ
+
2 (k)
m ρ×2 (k) > ρ
×
2 (ρ
+
1 (k))
sca(n : x,m)→ (n×m) : sca(x,m) n ρsca1 (k) > ρ×1 (k)
m ρsca2 (k) > ρ×2 (k)
ρsca2 (k) > ρsca2 (k−)
x ρsca1 (k)
− > ρsca1 (k−)
cmp(sn, sm)→ cmp(n,m) n ρcmp1 (k) > ρ
cmp
1 (k)
m ρ
cmp
2 (k) > ρ
cmp
2 (k)
mrg(n : x,m : y) n ρ
mrg
1 (k) > ρ
cmp
1 (ρ
aux
1 (k))
→ aux(cmp(n,m), n : x,m : y) ρmrg1 (k) > ρaux2 (k)
m ρ
mrg
2 (k) > ρ
cmp(ρaux1 (k))
ρ
mrg
2 (k) > ρ
aux
3 (k)
x ρ
mrg
1 (k)
− > ρaux2 (k)−
y ρ
mrg
2 (k)
− > ρaux3 (k)−
aux(eq, n : x,m : y)→ n : mrg(x, y) n ρaux2 (k) > k
x ρaux2 (k)
− > ρmrg1 (k)
−
y ρaux3 (k)
− > ρmrg2 (k)
−
aux(gt, x,m : y)→ m : mrg(x, y) m ρaux3 (k) > k
x ρaux2 (k)
− > ρmrg1 (k)
−
y ρaux3 (k)
− > ρmrg2 (k)
−
aux(lt, n : x, y)→ n : mrg(x, y) n ρaux2 (k) > k
x ρaux2 (k)
− > ρmrg1 (k)
−
y ρaux3 (k)
− > ρmrg2 (k)
−
Table 22: Inequalities for reduction-consistence
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Theorem 139 A pre-requirement induces κ-requirement function for each defined
function symbol if the following conditions are satisfied.
1. The system is quasi-productive.
2. The pre-requirement is red2-consistent.
3. There exists a _N |_O-compatible well-founded quasiorder on D×N.
Proof: Suppose that the system is quasi-productive. By Theorems 90 and 97,
we can find respectively a %I |%C→-compatible well-founded quasiorder
4DN and a →² |→-compatible well-founded quasiorder 4WN on G?. Let ρ
be a red2-consistent pre-requirement, and 4CN be a _N |_O-compatible
well-founded quasiorder on D ×N where _N and _O are derived from
ρ.
Now, let Ξ = {(t, k) ∈ G? ×N | t(²) ∈ D}. Roughly speaking, (t, k) ∈ Ξ
represents the task of normalizing the term t up to the coinductive depth
n. So, we say that (t, k) is irregular if TtUκ < k despite bt/icκ > ρt(²)i (k) for
every applicable i; regular otherwise. From the definition of requirement
functions, to show that every (t, n) ∈ Ξ is regular will suffice. Let 4Ξ be a
quasiorder on Ξ defined as
(t, k) 4Ξ (s, h) iff
(t(²), k) ≺CN (s(²), h) or
[(t(²), k) 4CN (s(²), h) and [t ≺DN s or
[t 4DN s and [k < h or
[k 6 h and t 4WN s]]]]]
Intuitively, this order is a conjunction of 4CN, 4DN, 4WN, and <N with the
lexicographic priority. Observe that 〈Ξ,4Ξ〉 is well-founded.
In order to prove that every (t, k) ∈ Ξ is regular, using induction, we
fix (t, k) ∈ Ξ and assume that (s, h) is regular whenever (s, h) ≺Ξ (t, k).
We will show that (t, k) is regular. Suppose bt/icκ > ρt(²)i (k) and k > 0;
otherwise regularity of (t, k) is trivial. Since the pre-requirement ρ is redex-
consistent, with k > 0, we can find (l, r) ∈ R and σ : X→ G? such that
lσ ≡ t→² s ≡ rσ
Since TtUκ = TsUκ, to show TsUκ > k will suffice. In order to show this
by contradiction, assume TsUκ < k. Now we construct an infinite sequence
〈pi〉i∈N of positions in r, satisfying
1. |pi| = i, and
2. Ts/piUκ < lblκ(s; k)(pi)
86 Chapter 3. Ensuring productivity
for every i. Clearly, the first condition contradicts the fact that r is finite.
Let p0 = ². We have Ts/²Uκ = TsUκ < k = lblκ(s;k)(²). Now, suppose pi
is already defined to satisfy the above conditions. In order to define pi+1,
we perform the following case analysis on r(pi).
• The case r(pi) ∈ D. We will show (s/pi, lblκ(s; k)(pi)) ≺Ξ (t, k). We
have (s(pi), lblκ(s; k)(pi)) 4CN (t(²), k) by _N |_O-compatibility.
Since 4DN is %I |%C→-compatible, we have s/pi 4DN s 4DN t.
– If r(pi) is an outermost occurrence of a defined symbol, i.e. there
exists no q / pi such that r(q) ∈ D, then we have
s(%I ∪ %C)∗s/(pi) (∗)
If there exists some %I steps in (∗), then we have s(pi) ≺DN s by%I |%C-compatibility, implying (s/pi, lblκ(s;k)(pi)) ≺Ξ (t, k).
If there exists no %I step but some %C steps in (∗), then we have
lblκ(s; k)(pi) < k, implying (s/pi, lblκ(s; k)(pi)) ≺Ξ (t, k).
If there exists no %I step nor %C step, i.e. p = ², then we have
lblκ(s; l)(pi) = k, and s/pi ≺WN t from →² |∅-compatibility of
4WN.
Therefore, (s/pi, lblκ(s; k)(pi)) ≺Ξ (t, k).
– If r(pi) is a nested occurrence of a defined symbol, then we have
(s(pi), lblκ(s; k)(pi)) ≺CN (t(²), k) from _N |∅-compatibility of
4CN, implying (s/pi, lblκ(s; k)(pi)) ≺Ξ (t, k).
In each case we have (s/pi, lblκ(s; k)(pi)) ≺Ξ (t, k), and thus the
(s/pi, lblκ(s; k)(pi)) is regular by the induction hypothesis. Since we
have Ts/piUκ < lblκ(s; k)(pi), by the definition of regularity, we can
find some j such that pi · j ∈ dom(r) and
Ts/pi · jUκ < ρs(pi)j (lblκ(s; k)(pi))
= lblκ(s;k)(pi · j)
Let pi+1 = pi · j.
• The case r(pi) ∈ C. We have
Ts/piUκ = inf{Ts/pi · jUκ + χCin(s(pi), j) | j = 1, . . . , ar(s(p))}
By the assumption Ts/piUκ < lblκ(s;k)(pi), we can find some j such
that
Ts/pi · jUκ < lblκ(s; k)(pi) − χCin(s(pi), j)
= lblκ(s; k)(pi · j)
Let pi+1 = pi · j.
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• The case r(pi) ∈ X. We can find some h ∈ N and q ∈ N ∗+ such that
h · q ∈ dom(l) and l(h · q) = r(pi). Then, we haveTs/piUκ
= Tt/h · qUκ (since s/pi ≡ t/h · q ≡ σ(r(pi)))
> lblκ(t/h; Tt/hUκ)(q) (by definitions of lbl
and potential κ-quantity)
> lblκ(t/h; ρt(²)h (k))(q) (by the assumption t/h 6 ρ
t(²)
h (k)
and monotonicity of ρ)
= lblκ(t;k)(h · q) (by definition of lbl)
= lblκ(l; k)(h · q) (by coincidence between l and t ≡ lσ
up to the position h · q)
= lblκ(r; k)(pi) (by reduction-consistency
of the pre-requirement ρ)
= lblκ(s; k)(pi) (by coincidence between r and s ≡ rσ
up to the position pi)
which contradicts the assumption Ts/piUκ < lblκ(s; k)(pi). Hence,
this case cannot occur. 
Thus, we have given a criterion for CN. But, a _N |_O-compatible
well-founded quasiorder on D × N is a rather strong requirement; this
criterion does not help to prove CN for the system HAM. We have
(×, k)_N (×, k)
from the rule n × sm → (n ×m) + n. Therefore, there could exist no _N
|∅-compatible well-founded quasiorder on (D,N). Curiously, the module
consisting of + and ×, which is even strongly CN, causes the problem. In
fact, productivity of this module
n+ 0→ n
n+ sm→ s(n+m)
n× 0→ 0
n× sm→ (n×m) + n
relies on the inductive construction of NAT, as discussed in the Introduc-
tion. Thus, we ramify the tasks (D,N) indexed by estimated inductive
heights of arguments.
Definition 140 A task is a tuple (f, k, α1, . . . , αar(f)), where f ∈ D, k ∈ N,
and α1, . . . , αar(f) ∈ Ω. Given an adequate inductive height estimator H
and a pre-requirement ρ, a ramified requirement dependency relation is defined
as
(f, k, α1, . . . , αar(f))_ (g, h, β1, . . . , βar(g))
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iff there exists (l, r) ∈ R, p ∈ dom(r), and ζ : X → Ω such that l(²) = f,
r(p) = g, lblρ(r; k)(p) = h, Vl/iWζH = αi, and Vr/p · jWζH = βj for every
applicable i and j. We divide _ into _N and _O analogously as Defini-
tion 137. 
Then, the refined version of Theorem 139 follows:
Theorem 141 Let ρ be a pre-requirement, and let H be an adequate inductive
height estimator. Then, ρ forms κ-requirement functions for each defined function
symbol if the following conditions are satisfied.
1. The system is WN.
2. The pre-requirement is red2-consistent.
3. There exists a _N |_O-compatible well-founded quasiorder on the tasks.
Proof: Analogously as Theorem 139. 
Corollary 142 Let ρ be a pre-requirement, and let H be an adequate inductive
height estimator. If the conditions as in the above theorem are satisfied, then the
system is productive.
Proof: The existence of the adequate inductive height estimator H ensures
DN of the system. Since WN of the system is already supposed, the sys-
tem is quasi-productive. From the above theorem, every defined symbol
is κ-productive, and therefore productive by Proposition 128. Thus, by
Lemma 109, the system is productive. 
Example 143 Let H and ρ be an inductive height estimator as shown in
Example 101 and a pre-requirement as in Example 136, respectively. Then,
the derived ramified requirement dependency is as follows.
(+, k, α, β+ 1)_O (+, k, α, β)
(×, k, α, β+ 1)_O (+, k, α · β,α)
(×, k, α, β+ 1)_N (×, k, α, β)
(sca, k, α+ 1, β)_O (×, k, α, β)
(sca, k, α, β)_O (sca, k− 1, α, β)
(cmp, k, α+ 1, β+ 1)_O (cmp, k∧ 1, α, β)
(mrg, k, α, β)_N (aux, k, 0, α, β)
(aux, k, α, β)_O (mrg, k− 1, α, β)
(Ham, k)_O (mrg, k− 1,ω,ω)
(Ham, k)_N (Ham2, k− 1), (Ham3, k− 1), (Ham5, k− 1)
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(Ham2, k)_O (sca, k,ω, 2)
(Ham2, k)_N (Ham, k)
(Ham3, k)_O (sca, k,ω, 3)
(Ham3, k)_N (Ham, k)
(Ham5, k)_O (sca, k,ω, 5)
(Ham5, k)_N (Ham, k)
where k > 0, α,β ∈Ω.
Now, let
+ < × < sca
cmp < aux < mrg < Ham < Ham2, Ham3, Ham5
and introduce the lexicographic order on the task with the priority k, f,
α1, . . . , αn. Then, that order forms a _N |_O-compatible well-founded
quasiorder. Thus, by the above corollary, the system HAM is shown to be
productive. 
Remark 144 The order on the task as introduced in the above example is
not only _N |_O-compatible but also _ |∅-compatible. That order thus
guarantees that the system is CN and WN. 
Remark 145 Note that the system HAM, as far as mixing inductive and
coinductive components is concerned, has a very simple structure: streams
of natural numbers. So, it is not surprising that other methods exist that
can deal in a simpler way with the productivity proof of that system. For
example, productivity of the system dealing with Hamming numbers has
also been proved by Endrullis et al. [16], using their productivity tool.
Another approach might be the method of Zantema [55], using an ’obser-
vational term rewriting system’. The problem of whether the n-th entry of
the Hamming number sequence is correctly defined is there reduced to the
termination problem of the associated observational TRS. That termination
problem can then be subjected to the current termination technology for an
automatic proof. 
3.4 Conclusion
Table 23 concludes our characterizations of each of the properties DN,
WN, and SCN of an algorithmic system. For all the strongly productive
algorithmic systems, their strong productivity can be proved with these
characterizations.
Table 24 shows criteria for each of the properties DN, WN, and CN of
an algorithmic system. For many productive algorithmic systems, their
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characterizing well-founded
quasiorder on G? reference
DN %I |%C→-compatible Theorems 89 and 90
WN →² |→-compatible Theorems 96 and 97
SCN %D |%→-compatible Theorem 106
Table 23: Survey of characterizations
criterion reference
DN adequate inductive height estimator Theorem 92
WN adequate root activity estimator Theorem 100
CN
red2-consistent pre-requirement with_N |_O-compatible well-founded
ramified requirement dependency relation
Corollary 142
Table 24: Survey of criteria
productivity can be proved with these criteria. It should be remarked that
our criterion for CN requires quasi-productivity of the system.
The criterion for CN is so complicated that it remains laborious to
ensure productivity. As to future work, we wish to automate the pro-
cess of finding adequate estimators for DN and CN, and applicable pre-
requirements.
The machinery in this thesis was developed not only for streams, but
for the most general mixture of inductive and coinductive data and codata.
And reaching full generality has led to the present theoretical building,
where the most effort had to be spent to the CN property. We point out that
our machinery is very modular, and has separated the various concerns,
to wit, DN, WN, and CN. So even if one deems the present state of the
method for CN to be too complicated, there are still the more manageable
method to deduce DN and WN. For these properties, the sufficient crite-
rion that we have presented is indeed just as simple as known recursive
path order methods, or lexicographic iterative path order methods. For
these properties DN and WN, automatization is in our opinion very fea-
sible. For particular examples, an automated proof of DN and WN can
then be completed by an ad hoc proof by some easier method to obtain
CN. But again we stress that our presently developed method for CN is
fully general, and therefore may serve as a framework or guideline, as a
theoretical background, for the future development of simplified methods
for particular subclasses of mixed inductive-coinductive specifications, and
the corresponding automated tools for such methods.
For our other paradigm running example, the tree ordinals up to var-
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ious heights, no ad hoc productivity proof methods are presently known.
Here we have streams of streams of streams. . . , in a well-founded hierar-
chy. Our closing chapter is devoted to this highly nontrivial mixture of
inductive and coinductive (co-)data. Here our fully general machinery
is put to the test. Of course, also for this particular ATRS (in its various
extensions) one may eventually develop a simpler ad hoc proof. But that
does not detract from what we feel is valuable, namely the full generality
of the present framework.
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Chapter 4
Tree ordinals
In this chapter, we study algorithmic systems for tree ordinals as a paradig-
matic example of a construction using interdependent inductive and coin-
ductive sorts. Thereby we increase our insight in the strength and expres-
sivity of the term rewriting framework, in particular, term rewriting nota-
tions for large ordinals.
Tree ordinals constitute an economic way to work with ordinals and
their arithmetic. The economy is that we do not work with the actual
ordinals, but with representations of them that are a sort of thinned out
versions. These are known in proof theory as fundamental sequences,
which are ω-long sequences (or streams) having as elements natural num-
bers (finite ordinals) or again fundamental sequences (standing for infinite
ordinals). The nesting of such fundamental sequences is only finitely deep,
leading to a countably branching, well-founded tree.
To represent a countable branching is not a priori possible in first order
term rewriting, at least not in the usual version; but we can just as well
work with infinite sequences which can be obtained by iterated pairing,
thus staying in the finitely branching framework of first order (possibly
infinitely deep) terms.
We will present algorithmic term rewriting systems for three ’landmark
ordinals’, to wit ²0, the Feferman–Schu¨tte ordinal Γ0, and the small Veblen
ordinal θΩω(0), together with the proofs of the productivity of these sys-
tems. The functions introduced to construct those large ordinals are all
studied in [41], and hence the algorithmic systems presented in this chapter
give equivalent constructions as performed ibid. below the representation
limit of each system. From the viewpoint of construction of ordinals, this
chapter can be related also to [40].
4.1 Representation limit
In this chapter we are concerned with representing large ordinals by finite
expressions. When a productive system employing tree ordinals (ORD) is
given, we call the ordinal given by
min(Ω \ {JtK | t ∈ FORD})
94 Chapter 4. Tree ordinals
viz. the first ordinal which cannot be finitely represented in the given sys-
tem, the representation limit of the sort ORD. Since the set of finite terms
is countable, any system has the representation limit less than or equal to
ωCK1 , the Church-Kleene ordinal.
Proposition 146 The representation limit of the system ORD-AME, as shown in
Table 15, is ²0.
Proof: Let A = {JtK | t ∈ FORD} and B be defined by
B0 = {0, 1,ω}
Bn+1 = Bn ∪ {α+ β,α · β,αγ | α,β ∈ Bn, γ ∈ Bn \ {0}}
and
B =
⋃
n∈N
Bn
That is, B consists of the ordinals that can be obtained by means of 0, 1, ω,
addition, multiplication, and exponentiation. Then we have clearly A = B.
Since A = ²0 will suffice for the claim, to show B = ²0 will also suffice.
(B ⊆ ²0) Clearly 0, 1,ω < ²0. And, if α,β < ²0, then α + β, α · β, and
αβ (when β > 0) are all smaller than ²0. Thus, by mathematical induction
on n, we have Bn ⊆ ²0. Hence, B ⊆ ²0.
(B ⊇ ²0) For a proof by contradiction, assume that B 6⊇ ²0 and let
α = min(²0 \ B). Then, α must be limit ordinal, because, if α = β + 1
for some β, then β ∈ B since β < α, implying α ∈ B, contradicting the
definition of α. Since α ∈ ²0, we have
α < ωα = sup
ι<α
ωι
So, there exists β < α such that
ωβ 6 α < ωβ+1 = ωβ ·ω = sup
n<ω
(ωβ · n)
Then, we can find k ∈ N and γ < ωβ such that
α = ωβ · k+ γ
Since ωβ, k, γ < α, these are all in B and so is α, contradicting the assump-
tion. 
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4.2 A system up to the Feferman–Schu¨tte ordinal
In order to reach much larger ordinals, we consider computing the binary
Veblen function [48]. We will first recall the construction of the binary
Veblen function, and then implement it with a minor change in the frame-
work of algorithmic term rewriting systems.
For the sake of completeness we briefly recapitulate some well-known
basic notions about ordinals. We remark that the word ‘nice’ here is not a
common terminology.
4.2.1 The binary Veblen function
First of all, we introduce the notion of nice functions as candidates of base
functions of binary Veblen functions, and also the notions of nice sets and
nice functions.∗
Definition 147 Let A be a subset of Ω.
1. The set A is unbounded if ∀α ∈Ω. ∃β ∈ A. β > α.
2. The set A is closed if supB ∈ A for every countable B ⊆ A.
3. The set A is nice if A is unbounded and closed, and 0 6∈ A. 
Definition 148 A function f :Ω→Ω is nice if the following conditions are
all satisfied.
1. The function f is Ω-continuous, i.e.
sup
α∈A
f(α) = f(supA)
for every countable A ⊆Ω.
2. The function f is strongly monotonic, i.e. if α < β, then f(α) < f(β).
3. Zero is not a fixed point of the function, i.e. f(0) > 0. 
Lemma 149 Let f be a nice function. Then, we have α 6 f(α) for all α ∈Ω.
Proof: Let X = {ι | f(ι) < ι}. For a proof by contradiction assume that X 6= ∅.
Let α = minX. Obviously α > 0.
If α is a successor ordinal with α = β + 1, then from minimality of α
we have f(β) > β. From strict monotonicity of f, we have f(α) > f(β) and
thus f(α) > f(β) + 1 > β+ 1 = α, contradicting that α ∈ X.
∗The word ‘nice’ appears also in [10] on their tree-ordinal notation, however our niceness
is different from that.
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If α is a limit ordinal, then from minimality of α we have f(β) > β for
all β < α. Therefore, from Ω-continuity of f, we have
f(α) = sup
β<α
f(β) > sup
β<α
β = α
contradicting that α ∈ X. 
Example 150 The function f given by
f(α) = ωα
is nice. On the other hand, the function g given by
g(α) = αω
is not; we have g(0) = 0. Moreover, Ω-continuity fails; the equation
sup
α∈A
g(α) = g(supA)
does not hold for A = ω(= N). The lefthand-side isω while the righthand-
side is ωω (note that nω = ω for n < ω). 
Definition 151 let A be an unbounded subset of Ω. Then, the enumeration
function, written enum(A), is defined as the strongly monotonic function
satisfying img(enum(A)) = A. Formally, enum(A) is given by transfinite
induction as
(enum(A))(α) = min(A \ {(enum(A))(ι) | ι < α}). 
Lemma 152 A nice function and a nice set induce each other, i.e.
1. If f is a nice function, then img(f) is a nice set.
2. If A is a nice set, then enum(A) is a nice function.
Proof:
1. (Unbounded) Immediately follows from Lemma 149.
(Closed) Let B be a countable subset of img(f). Then, for each β ∈ B
we can find some α ∈Ω such that f(α) = β. Let
A = {min{α ∈Ω | f(α) = β} | β ∈ B}
Then, we have {f(α) | α ∈ A} = B and thus
f(supA) = sup
α∈A
f(α) = supB
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from Ω-continuity of A. Therefore supB ∈ img(f). Hence, img(f) is
closed.
(No-zero) Let α ∈Ω. We have
f(α) = f(0∨ α) = f(0)∨ f(α) > f(0) > 0
Hence, 0 6∈ img(f).
2. (Strongly monotonic) Follows easily from Definition 151.
(Ω-continuous) Let B be a countable subset of Ω, and let
C = {(enum(A))(α) | α ∈ B}
Obviously, C is a countable subset of A. From continuity of the nice
set A, we have supC ∈ A.
If (enum(A))(supB) < supC, then there exists β ∈ B such that
(enum(A))(supB) < (enum(A))(β). Since enum(A) is strongly
monotonic, we have supB < β ∈ B, which is a contradiction. Thus,
(enum(A))(supB) > supC.
Now, assume (enum(A))(supB) > supC. Since supC ∈ A, we can
find β ∈ Ω such that (enum(A))(β) = supC. By the assumption,
we have supB > β. Thus, there exist some γ ∈ B such that β < γ,
implying supC = (enum(A))(β) < (enum(A))(γ) ∈ C, which is a
contradiction. Thus, (enum(A))(supB) 6 supC.
Therefore, (enum(A))(supB) = supC. Hence, enum(A) is Ω-
continuous.
(Non-Zero) Trivial. 
Definition 153 Given a function f : Ω → Ω, the set of fixed points of f,
written F(f), is defined by
F(f) = {α ∈Ω | f(α) = α}. 
Lemma 154 If f is a nice function, then so is enum(F(f)).
Proof: By Lemma 152, to show that F(f) is nice will suffice.
(Unbounded) Given an ordinal α, let αn = fn(α), formally,
α0 = α
αn+1 = f(αn).
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Let β = supn∈N αn. Note that β > α. By Ω-continuity of f,
f(β) = sup
n∈N
f(αn) (Since f is Ω-continuous)
= sup
n∈N
αn+1 (By definition of αn)
= sup
m∈N+
αm (By letting m = n+ 1)
= β. (Since β > α = α0)
Thus, β > α and β ∈ F(f).
(Closed) Let A be a countable subset of F(f). Then,
f(supA) = sup
a∈A
f(a) (Since f is Ω-continuous)
= sup
a∈A
a (By A ⊆ F(f))
= supA.
Therefore, supA ∈ F(f).
(No-zero) Trivial. 
Given a nice function f, we write f⇑ to denote enum(F(f)). That f⇑
grows much faster than the original function f. For example, let f(α) = ωα.
Then, f⇑(0) is already ²0. In addition, given a nice set A ⊆ Ω, we can
obtain a much sparser nice set A⇑ given as img(enum(A)⇑). It should
be noticed that A⇑ ⊆ A, since A⇑ consists of the ordinals α satisfying
(enum(A))(α) = α and thus α ∈ A.
Lemma 155 Let λ be a limit ordinal, and let 〈Aι〉ι<λ be a family of nice sets,
indexed by λ. If Aι ⊇ Aκ for all ι < κ < λ, then
⋂
ι<λAι also forms a nice set.
Proof: Let Aλ =
⋂
ι<λAι. Moreover, since λ is countable, there exists a
strongly increasing sequence 〈λi〉i∈N leading to λ. Choose such a sequence
as 〈λi〉.
(Unbounded) Let α be a limit ordinal. To show that ∃β > α. β ∈ Aλ
will suffice. Let
β0 = α
βn+1 = min{ι ∈ Aλn | ι > βn}.
Note that m > n implies βm ∈ Aλn . Now, let β = supn∈N βn. Obviously,
β > α. And, from closedness of each Aλn , we have β ∈ Aλn for every
n ∈ N and thus β ∈ Aλ.
(Closed) Let B be a countable subset of Aλ. Then, we have B ⊆ Aλn for
every n ∈ N. Thus, from closedness of each Aλn , we have supB ∈ Aλn .
Hence, supB ∈ Aλn .
(No-Zero) Trivial. 
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Definition 156 (The Veblen hierarchy) Given a nice set A, we define the
Veblen hierarchy generated by A, written 〈A(ι)〉ι∈Ω, by transfinite induction
as
A(0) = A
A(α+1) = (A(α))
⇑
and
A(λ) =
⋂
ι<λ
A(ι)
for a limit ordinal λ. Note that the hierarchy consists of nice sets, by Lem-
mas 152, 154, and 155.
Given a nice function f : Ω → Ω, we define the binary Veblen function
generated by f, denoted also by f but typed Ω×Ω→Ω, by
f(α,β) = (enum((img(f))(α)))(β). 
In particular, we writeφ to denote the binary Veblen function generated
by φ(α) = ωα. Table 25 shows a part of the function.
α\β 0 1 ω ²0 η0 φ(ω, 0)
0 1 ω ωω ²0 η0 φ(ω, 0)
1 ²0 ²1 ²ω ²²0 η0 φ(ω, 0)
2 η0 η1 ηω η²0 ηη0 φ(ω, 0)
...
ω φ(ω, 0) φ(ω, 1) φ(ω,ω) φ(ω,²0) φ(ω,η0) φ(ω,φ(ω, 0))
Table 25: φ(α,β)
4.2.2 Implementation
We wish to extend the system ORD-AME to devise φ as introduced in
the previous subsection. However, it is difficult to implement φ exactly,
because φ is not continuous in the first argument. Compare, for example,
φ(ω,φ(ω, 0)) and supα<ωφ(α,φ(ω, 0)). Since φ(ω, 0) is defined as a
common fixed point of φ(α,−) up to α < ω, we have
sup
α<ω
φ(α,φ(ω, 0)) = sup
α<ω
φ(ω, 0) = φ(ω, 0)
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while φ(ω,φ(ω, 0)) > φ(ω, 0). Before we show the definitive version of
the system, we see how this discontinuity prohibits an implementation of
the function. The zeroth row can be easily obtained:
φ(O, n)→ exp(omega, n)
In order to compute following rows, we appeal to the following proposi-
tion:
Proposition 157 Let f be a nice function. Then:
1. We have supn∈N f
n(α) = min{ι ∈ F(f) | ι > α}, viz. the first fixed point
of f that is greater than or equal to α.
2. We have supn∈N f
n(α + 1) = min{ι ∈ F(f) | ι > α}, viz. the first fixed
point of f that is greater than α.
3. Given an infinite sequence 〈αn〉n∈N such that αi ∈ F(f) for every i, we
have supn∈N αn ∈ F(f).
Proof: See the proof of Lemma 154 
Thus, we introduce an auxiliary function symbol ξ with the rule
ξ(n,m)→ m : ξ(n,φ(n,m))
which accumulates the operation φ(n,−), to obtain the sequence leading
to the fixed point of φ(n,−) larger than or equal to m. Thereby, the rules
φ(Sn,O)→ L(ξ(n,O))
φ(Sn,Sm)→ L(ξ(n,Sφ(Sn,m)))
φ(Sn, L x)→ L(φL (Sn, x))
φL (n,m : x)→ φ(n,m) : φL (n, x)
follow. We have so far successfully implemented φ(α,β) up to α < ω. But,
it is hard to deal with ‘limit rows’. One might notice
φ(λ, 0) = sup
α<λ
φ(α, 0)
φ(λ, β+ 1) = sup
α<λ
φ(α,φ(λ, β) + 1)
and implement
φ(L x,O)→ L(φ L (x, 0))
φ(L x,Sm)→ L(φ L (x, Sφ(L x,m)))
φ(L x, Ly)→ L(φL (L x, y))
φ L (n : x,m)→ φ(n,m) : φ L (x,m)
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using the auxiliary symbolφ L . At first sight, it seems to work. The problem
is that L x does not always represent a limit ordinal. For example, the term
L(O : O : O : . . . ) represents O. Thus, with the above rules, φ(0ω, 1) will be
not correctly computed.
So, instead of φ, we implement a bi-continuous function Φ, which is
defined by
Φ(α,β) =

φ(α,β) (if α < ω)
supι<αφ(ι, β) (if α is a limit ordinal)
φ(α ′, β). (if α is a successor ordinal larger than ω
with α = α ′ + 1)
Table 26 shows a part of the function Φ. It should be noticed that
Φ(α+ 1,−) = (Φ(α,−))⇑
and Φ(α,β) > β hold also for limit ordinals α. We have thus
Φ(α+ 1, 0) = sup
n∈N
(Φ(α,−))n(0)
Φ(α+ 1, β+ 1) = sup
n∈N
(Φ(α,−))n(Φ(α+ 1, β))
Φ(α+ 1, supB) = sup
β∈B
Φ(α+ 1, β)
so that the similar fixed point computation for φ will work also for Φ.
α\β 0 1 ω ²0 η0 φ(ω, 0)
0 1 ω ωω ²0 η0 φ(ω, 0)
1 ²0 ²1 ²ω ²²0 η0 φ(ω, 0)
2 η0 η1 ηω η²0 ηη0 φ(ω, 0)
...
ω φ(ω, 0) φ(ω, 0) φ(ω, 0) φ(ω, 0) φ(ω, 0) φ(ω, 0)
ω+ 1 φ(ω, 0) φ(ω, 1) φ(ω,ω) φ(ω,²0) φ(ω,η0) φ(ω,φ(ω, 0))
Table 26: Φ(α,β)
Table 27 shows all the rules of the system ORD-Γ0. We accept the confu-
sion of overloading between the function Φ :Ω×Ω→Ω and the defined
function symbol Φ : ORD × ORD → ORD which will expectedly compute
the original Φ. Henceforth, we will similarly overload some signatures
between functions and defined function symbols.
4.2.3 Productivity and representation limit
Proposition 158 The system ORD-Γ0 is strongly productive.
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n+ O→ n
n+ Sm→ S(n+m)
n+ L x→ L(addL(n, x))
addL(n,m : x)→ (n+m) : addL(n, x)
n · O→ O
n · Sm→ (n ·m) + n
n · L x→ L(mulL(n, x))
mulL(n,m : x)→ (n ·m) : mulL(n, x)
exp(O,O)→ O
exp(Sn,O)→ SO
exp(L x,O)→ L(pow0L(x))
exp(n,Sm)→ exp(n,m) · n
exp(n, L x)→ L(expL(n, x))
pow0L(n : x)→ exp(n,O) : pow0L(x)
expL(n,m : x)→ exp(n,m) : expL(n, x)
omega→ L(nats(O))
nats(n)→ n : nats(Sn)
Φ(O,m)→ exp(omega,m)
Φ(Sn,O)→ L(Ξ(n,O))
Φ(Sn,Sm)→ L(Ξ(n,S(Φ(Sn,m))))
Φ(Sn, Ly)→ L(ΦL (Sn, y))
Φ(L x,m)→ L(Φ L (x,m))
ΦL (n,m : y)→ Φ(n,m) : ΦL (n, y)
Φ L (n : x,m)→ Φ(n,m) : Φ L (x,m)
Ξ(n,m)→ m : Ξ(n,Φ(n,m))
Table 27: The system ORD-Γ0
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Proof: (DN) Let φ ′ be the binary Veblen function generated by
φ ′(α) = (ω+ 2)α
Then, the inductive height estimator H given by
H+(α,β) = HaddL(α,β) = α+ β+ 1
H·(α,β) = HmulL(α,β) = (α+ 1)(β+ 1)
Hexp(α,β) = HexpL(α,β) = (2 · (α+ 1))β+1
Hpow0L(α) = 2 · (α+ 1)
Homega = ω
Hnats(α) = α+ω
HΦ(α,β) = HΦ

L (α,β) = HΦ
 
L (α,β) = φ ′(α,β)
HΞ(α,β) = min{ι ∈Ω | ι > β, φ ′(α, ι) = ι}
is adequate and strongly increasing. By Theorem 92, the system is DN.
(WN) With the inductive height estimator H as defined above, the root
activity estimator R defined by
R+(α,β) = α+ 1
R·(α,β) = (α+ 1) · β+ 2
Rexp(α,β) = ((2 · (α+ 1))β + 1) · α+ 3
RΦ(α,β) = ((ω+ 2)β + 1) ·ω+ 4
RaddL(α,β) = RmulL(α,β) = RexpL(α,β) = Rpow0L(α) = Romega =
Rnats(α) = RΦ

L (α,β) = RΦ
 
L (α,β) = RΞ(α,β) = 1
is adequate. By Theorem 100, the system is WN.
(SCN) As we have dealt with the system ORD-AME in Examples 95
and 107, the system ORD-Γ0 is also SCN, guaranteed by the adequate and
strongly increasing inductive height estimator as given above.
Hence, by Corollary 41, the system ORD-Γ0 is strongly productive. 
Remark 159 The adequate semantics on the system ORD-Γ0 is given as fol-
lows:
+A(α,β) = α+ β
addL
A(α,β) = 〈α+ βi〉i∈N
·A(α,β) = α · β
mulL
A(α,β) = 〈α · βi〉i∈N
expA(α,β) = αβ
pow0L
A(α) = 〈α0i 〉i∈N
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expL
A(α,β) = 〈αβi〉i∈N
omegaA() = ω
natsA(α) = 〈α+ i〉i∈N
ΦA(α,β) = Φ(α,β)
ΦL A(α,β) = 〈Φ(α,βi)〉i∈N
Φ L A(α, β) = 〈Φ(αi, β)〉i∈N
ΞA(α,β) = 〈(Φ(n,−))i(m)〉i∈N
Observe that this semantics is preserved under single-step reduction.
Hence, by Lemma 78, it is adequate. 
Proposition 160 The system ORD-Γ0 has the representation limit Γ0, where Γ0 is
the Feferman–Schu¨tte ordinal; Γ0 = min{α ∈Ω | φ(α, 0) = α}.
Proof: Similarly as the proof of Proposition 146. 
4.3 The small Veblen ordinal
One can extend the system ORD-Γ0 by adding the defined symbols Γ , ΓL
and ∆ with the rules
Γ(O)→ L(∆(O))
Γ(Sn)→ ∆(S Γ(n))
Γ(L x)→ L(ΓL(x))
ΓL(n : x)→ Γ(x) : ΓL(x)
∆(n)→ n : ∆(Φ(n,O))
to reach JΓ(O)K = Γ0. Observe that the representation limit of this system is
min{α ∈Ω | Γα = α} = ΓΓΓ... , where
Γα = (enum{ι ∈Ω | φ(ι, 0) = ι})(α)
As to a systematic notation for such accumulations as above, accumu-
lations of those accumulations, accumulations of accumulated accumu-
lations, etc., we introduce the Veblen meta-hierarchy, which induces the
function Ω∗ →Ω from a nice function Ω→Ω.
4.3.1 The Veblen meta-hierarchy
In order to go beyond Γ0, we notice that φ(−, 0) is also a nice function. It
holds for every binary Veblen function:
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Lemma 161 Let f be a binary Veblen function generated from a nice function f.
Then, the unary function f(−, 0) forms a nice function.
Proof: (Strongly monotonic) If α < β, then from the definition of the binary
Veblen function, we have f(α, 0) < f(α, f(α, 0)) 6 f(β, 0).
(Ω-continuous) Let λ be a limit ordinal, and let α = supι<λ f(ι, 0) and
β = f(λ, 0). To show that α = β will suffice. Since f(−, 0) is strongly
monotonic as shown above, we have α 6 β. On the other hand, for all
γ < λ, we have
f(γ, α) = sup
ι<λ
f(γ, f(ι, 0))
= sup{f(γ, f(ι, 0)) | γ < ι < λ}
= sup{f(ι, 0) | γ < ι < λ}
= α
and thus α > β from definition of the binary Veblen function. Hence, we
have α = β.
(Non-Zero) Trivial. 
Thus, given a nice function f : Ω → Ω, we have the first hierarchy
f0 : Ω ×Ω → Ω as the binary Veblen function generated by f, the second
hierarchy f1 as the binary Veblen function generated by f0(−, 0), and so on.†
Moreover, for a limit ordinal λ, since Aλ = ∩α<λ{fα(ι, 0) | ι ∈ Ω} is a
nice set by Lemma 155, we define the λ-th hierarchy fλ : Ω ×Ω → Ω as
the binary Veblen function generated by enum(Aλ). From this hierarchy
of hierarchies, the ternary Veblen function arises as f(α,β, γ) = fα(β, γ).
Furthermore,φ(−, 0, 0) is again a nice function. Thus, we can perform anal-
ogous procedures to construct the quaternary Veblen function, the quinary
Veblen function, and so on.
Definition 162 Let f be a nice function. Then, the Veblen meta-hierarchy is
given as the function f :Ω∗ →Ω defined as
f(0, . . . , 0, α1, . . . , αn) = f(α1, . . . , αn)
f(α) = f(α)
f(α1, . . . , αn, β+ 1, γ) = (f(α1, . . . , αn, β,−))
⇑(γ)
f(α1, . . . , αn, β+ 1,
k+1︷ ︸︸ ︷
0, . . . , 0, γ) = f(α1, . . . , αn, β, γ,
k+1︷ ︸︸ ︷
0, . . . , 0)
†Originally in [48], f1 is defined as generated by (f0(−, 0))
⇑, etc.. Thus, we have an extra
row in each successor hierarchy.
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and
f(α1, . . . , αn, λ,
k︷ ︸︸ ︷
0, . . . , 0, γ)
=
enum
⋂
ι<λ
{f(α1, . . . , αn, ι,
k︷ ︸︸ ︷
0, . . . , 0, κ) | κ ∈Ω}
 (γ)
where λ is a limit ordinal. 
We write φ to denote the Veblen meta-hierarchy generated by φ(α) = ωα.
For example, φ(1, 1, 0) = Γ0 and φ(1, 2, 0) = ΓΓΓ... .
4.3.2 Implementation
In order to implement the Veblen meta-hierarchy, we make a minor change
of the meta-hierarchy so that
Φ(supA1, . . . , supAn) = sup{Φ(α1, . . . , αn) | α1 ∈ A1, . . . , αn ∈ An}
holds, similarly as Φ from φ. So, we define Φ :Ω∗ →Ω by
Φ(0, . . . , 0, α1, . . . , αn) =Φ(α1, . . . , αn) (a)
Φ(α) = ωα (b)
Φ(α1, . . . , αn, β+ 1, γ) = (Φ(α1, . . . , αn, β+ 1,−))
⇑(γ) (c)
Φ(α1, . . . , αn, β+ 1,
k+1︷ ︸︸ ︷
0, . . . , 0, γ) =Φ(α1, . . . , αn, β, γ,
k+1︷ ︸︸ ︷
0, . . . , 0) (d)
Φ(α1, . . . , αn, λ,
k︷ ︸︸ ︷
0, . . . , 0, γ) = sup
ι<λ
Φ(α1, . . . , αn, ι,
k︷ ︸︸ ︷
0, . . . , 0, γ). (e)
Observe that we have
φ(α1, . . . , αn, β,
k︷ ︸︸ ︷
0, . . . , 0, γ) =Φ(α1, . . . , αn, β
′,
k︷ ︸︸ ︷
0, . . . , 0, γ ′)
where
β ′ =
{
β (if β < ω)
β+ 1 (if β > ω)
γ ′ =
γ+ 1
(
if
γ > ω and
(k > 0 or β = 0)
)
γ (otherwise)
similarly as in the binary Veblen function.
We employ the sort LISTORD with
LISTORD :
I
= [ ] | ORD; LISTORD
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α\β 0 1 2 3 · · · ω ω+ 1 · · · Γ0 Γ0 + 1
0 1 ²0 η0 ζ0 · · · φ(ω, 0) φ(ω, 0) · · · Γ0 Γ0 · · ·
1 Γ0 Γ1 Γ2 Γ3 · · · Γω Γω+1 · · · ΓΓ0 ΓΓ0+1 · · ·
2 ΓΓΓ...
Table 28: The value of Φ(1, α, β)
for finite sequences (lists) of tree ordinals, and the defined symbol
Φ : LISTORD → ORD
to implement the function Φ :Ω∗ →Ω with. We will construct the system
such that Φ([t1; . . . ; tn]) computes Φ(JtnK, . . . , Jt1K).
Given a list of tree ordinals, we perform the following case analysis:
Case 1. The length of the list is less than 2. By Equations (a) and (b), we
have the rules
Φ([ ])→ SO
Φ(n; [ ])→ exp(omega, n).
Case 2. Φ(n;O; l). In this case, for applying Equation (d), we have to
count the number of leading zeros in l. To that purpose, we introduce
an auxiliary defined symbol Υ : ORD× NAT× LISTORD → ORD. The
rules
Φ(n;O; l)→ Υ(n, s 0, l)
Υ(n, k,O; l)→ Υ(n, sk, l)
enable that counting. Then Υ(n, k, l), where l has no leading zero, is
left to be specified. If l is empty, then the whole list is of the form
n; 0; . . . ; 0. Thus,
Υ(n, k, [ ])→ exp(omega, n)
similarly as Φ(n; [ ]).
If l begins with an S-type tree ordinal, then from Equation (d) the rule
Υ(n, k, Sm; l)→Φ(insO(k, n;m; l))
arises with insertion of zeros insO : NAT × LISTORD → LISTORD
specified by
insO(0, l)→ l
insO(sk, l)→ insO(k,O; l).
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For l beginning with an L-type tree ordinal, the rules
Υ(n, k, L x; l)→ L(ΥL(n, k, x, l))
ΥL(n, k,m : x, l)→ Υ(n, k,m; l) : ΥL(n, k, x, l)
arise from Equation (e), similarly as exp with expL.
Case 3. Φ(O;Sm; l). This part is very similar to the computation of
Φ(Sn,m), the binary Veblen function. The tricky point is that
Φ(. . . , 0,−) is not even weakly increasing. For example, consider
Φ(1, 0,−) (see Table 28). The extra rows in the immediately preced-
ing hierarchy causes that Φ(1, 0, λ) = Φ(1, 0, λ + 1) for every limit
ordinal λ. In particular, when λ is a fixed point such as Γ0, we have
Φ(1, 0, Γ0 + 1) = Φ(1, 0, Γ0) = Γ0 < Γ0 + 1. So, we take the second
successor for the initial value of accumulation to construct next fixed
points, as follows:
Φ(O; Sm; l)→ L(Ξ(m; l,O))
Φ(Sn; Sm; l)→ L(Ξ(m; l,SSΦ(n; Sm; l)))
Ξ(l, n)→ n : Ξ(l,Φ(n; l))
Φ(Ln; Sm; l)→ L(ΦL (x,Sm; l))
ΦL (n : x, l)→Φ(n; l) :ΦL (x, l)
by Equation (c) and (e).
Case 4. Φ(O; L x; l). By Equation (e), we have the rules
Φ(n; L x; l)→ L(Φ L (n, x, l))
Φ L (n,m : x, l)→Φ(n;m; l) :Φ L (n, x, l)).
The whole system is presented in Table 29.
4.3.3 Productivity and representation limit
Proposition 163 The system ORD-SV as in Table 29 is strongly productive.
Proof: (DN and SCN) Let
H+(α,β) = HaddL(α,β) = α+ β+ 1
H·(α,β) = HmulL(α,β) = (α+ 1)(β+ 1)
Hexp(α,β) = HexpL(α,β) = (2 · (α+ 1))β+1
Hpow0L(α) = 2 · (α+ 1)
Homega = ω
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n+ O→ n
n+ Sm→ S(n+m)
n+ L x→ L(addL(n, x))
addL(n,m : x)→ (n+m) : addL(n, x)
n · O→ O
n · Sm→ (n ·m) + n
n · L x→ L(mulL(n, x))
mulL(n,m : x)→ (n ·m) : mulL(n, x)
exp(O,O)→ O
exp(Sn,O)→ SO
exp(L x,O)→ L(pow0L(x))
exp(n,Sm)→ exp(n,m) · n
exp(n, L x)→ L(expL(n, x))
pow0L(n : x)→ exp(n,O) : pow0L(x)
expL(n,m : x)→ exp(n,m) : expL(n, x)
omega→ L(nats(O))
nats(n)→ n : nats(Sn)
Φ([ ])→ SO
Φ(n; [ ])→ exp(omega, n)
Φ(n;O; l)→ Υ(n, s 0, l)
Φ(O; Sm; l)→ L(Ξ(m; l,O))
Φ(Sn; Sm; l)→ L(Ξ(m; l,S SΦ(n; Sm; l)))
Φ(Ln; Sm; l)→ L(ΦL (x, Sm; l))
Φ(n; L x; l)→ L(Φ L (n, x, l))
ΦL (n : x, l)→Φ(n; l) :ΦL (x, l)
Φ L (n,m : x, l)→Φ(n;m; l) :Φ L (n, x, l))
Ξ(l, n)→ n : Ξ(l,Φ(n; l))
Υ(n, k,O; l)→ Υ(n, sk, l)
Υ(n, k, [ ])→ exp(omega, n)
Υ(n, k, Sm; l)→Φ(insO(k, n;m; l))
Υ(n, k, L x; l)→ L(ΥL(n, k, x, l))
ΥL(n, k,m : x, l)→ Υ(n, k,m; l) : ΥL(n, k, x, l)
insO(0, l)→ l
insO(sk, l)→ insO(k,O; l)
Table 29: The system ORD-SV
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Hnats(α) = α+ω
HΦ(α) = V(α)
HΦ

L (α,β) = V(α∨ (β+ 1))
HΦ
 
L (α,β, γ) = V(α∨ (β+ 1)∨ (γ+ 2))
HΞ(α,β) = V(α∨ β)
HΥ(α,β, γ) = V(α∨ (γ+ β+ 1))
HΥL(α,β, γ, δ) = V(α∨ (γ+ β+ 1)∨ (δ+ 1+ β+ 1))
HinsO(α,β) = β+ α
where V :Ω→Ω is defined by
V(α) = sup{φ(α) + 1,φ(α,α) + 1,φ(α,α, α) + 1, . . . }.
Observe that the induced inductive height estimator is adequate and
strongly increasing.
(WN) Unfortunately, there exists no adequate root activity estimator
with the above inductive height estimator (see Remark 165). So, we will
construct another interpretation based on the expected semantics, derived
from the following continuousΣ-algebra 〈Ωω, [−]〉, which is weakly mono-
tonic.
[−]O() = 0
[−]S(α) = α+ 1
[−]L(α) = α
[−]:(α,β) = sup{α,β}
[−][ ]() = 0
[−];(α,β) =Ω · β+ α
[−]+(α,β) = α+ β
[−]·(α,β) = [−]mulL = α · β
[−]exp(α,β) = [−]
exp
L (α,β) = α
β
[−]
pow0
L (α) = 0
α
[−]ω() = ω
[−]nats(α) = α+ω
[−]Φ(Ωn · αn + · · ·+Ω · α1 + α0) = Φ(αn, . . . , α1, α0)
[−]Φ

L (α,β) = [−]Φ(Ω · β+ α)
[−]Φ
 
L (α,β, γ) = [−]Φ(Ω2 · γ+Ω · β+ α)
[−]Ξ(α,β) = min{ι | ι > β, [−]Φ(Ω · β+ ι) = ι}
[−]Υ(α,β, γ) = [−]Φ(Ωβ+1 · γ+ α)
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[−]ΥL(α,β, γ, δ) = [−]Υ(α,β,Ω · δ+ γ)
[−]0() = 0
[−]s(α) = α+ 1
[−]insO(α,β) =Ωα + β
where we stipulate that 00 = 0. Note that
[t] <

ω (if srt(t) = NAT)
Ω (if srt(t) = ORD, STREAMORD)
Ωω (if srt(t) = LISTORD)
for well-definedness. The induced interpretation [−]ζ : T? → Ωω satisfies
[l]ζ > [r]ζ for all (l, r) ∈ R, for every variable interpretation ζ : X → Ωω
such that
[x] <

ω (if srt(x) = NAT)
Ω (if srt(x) = ORD, STREAMORD)
Ωω. (if srt(x) = LISTORD)
Thus, t→ s implies [t] > [s].
Now, let a function Rf :Ωω × · · · ×Ωω →Ωω for each f ∈ Σ be given
as follows.
R+(α,β) = α+ 1
R·(α,β) = α · β+ 1
Rexp(α,β) = αβ + 1
RΦ(α) = ωα +ω
RΥ(α,β, γ) = ωΩ
β+1·γ+α + min{ι | γ <Ωι}+ 2
RinsO(α,β) =Ωα+1 · β+ α+ 1
RaddL(α,β) = RmulL(α,β) = Rpow0L(α) = RexpL(α,β) = Romega =
Rnats(α) = RΦ

L (α,β) = RΦ
 
L (α,β, γ) = RΞ(α,β) = RΥL(α,β, γ, δ) = 1
These functions with [−] induce a →² |→-compatible well-founded qua-
siorder on G? as well as an adequate root activity estimator with an ade-
quate inductive height estimator does. 
Remark 164 The adequate semantics on the systemORD-SV is given exactly
as we intended or sketched, whose adequacy can be ensured similarly as
in Remark 159. 
Clearly, V(1) as defined in the DN part of the proof of Proposition 163
is the representation limit of this system. This ordinal is called the small
Veblen ordinal, which is sometimes written as θΩω(0). The definition of
θ originates from Miller’s ω [36] and is comprehensively explained by
Levitz [35].
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Remark 165 Here we show that there exists no adequate root activity esti-
mator with the adequate inductive height estimator H as defined in the
above proof. Assume that there exists an adequate root activity estimator
R. Then, from the rule
Φ(n;O; l)→ Υ(n, s 0, l)
we have
RΦ(sup{n+ 1, l+ 2}) > RΥ(n, 1, l)
and thus
RΦ(4) > RΥ(0, 1, 2)
by letting (n, l) = (0, 2). On the other hand, from the rule
Υ(n, k,Sm; l)→Φ(insO(k, n;m; l))
we have
RΥ(n, k, sup{m+ 2, l+ 1}) > RΦ(HinsO(k, sup{n+ 1,m+ 2, l+ 2}))
= RΦ(sup{n+ 1,m+ 2, l+ 2}+ k)
and thus
RΥ(0, 1, 2) > RΦ(4)
by letting (n, k,m, l) = (0, 1, 0, 1). 
Remark 166 The Feferman–Schu¨tte ordinal Γ0 is known as the smallest
impredicative ordinal [20], though the definition of the word ‘predicative’
is controversial (cf. [52]). Even if we admit that Γ0 is impredicative, this
does not contradict that our system covers Γ0, because the system ‘pred-
icatively defines’ the ordinal Γ0 but does not ‘predicatively prove’ that the
set Γ0 is well-ordered [51]. In fact, every recursive ordinal is predicatively
definable [50]. So, the author conjectures that for every ordinal λ which
is less than the Church–Kleene ordinal ωCK1 , there exists a system of tree
ordinals with its representation limit greater than λ. 
4.4 Hydra games
To conclude this chapter, we briefly point out the relation between tree
ordinals and Hydra games.
Hydra games originate from Kirby and Paris [31]. Roughly speaking,
a hydra is an unlabeled finitely branching tree. The reduction relation
between hydrae induces a partial order of the order type ²0. In [26] we
established that hydrae are closely related to the system ORD-AME.
Buchholz has introduced an extended notion of hydra games in [6].
There, each non-root node of a hydra is labeled with N. The original hydra
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games can be then recognized as hydrae with all the non-root nodes labeled
0. The order type of the partial order given by the reduction on Buchholz’s
hydra games is Γ0 [53]. However, as far as I know, there is no clear relation
between Buchholz’s hydra games and the system ORD-Γ0.
As to further extensions, one may think of labeling nodes of a hydra by
hydrae themselves. I have not encountered this extension in the literature,
and am curious which ordinal corresponds to this class of ‘superhydrae’.
However, this question is beyond the scope of the present work.
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Samenvatting
Algoritmische termherschrijfsystemen
In de theoretische informatica, in het bijzonder het gebied van algebrais-
che specificatie van abstracte data typen specificaties, zijn specificaties met
soorten, opgebouwd via het inductieprincipe, welbekend. Hier gaat het
om datatypen zoals natuurlijke getallen, waarheidswaarden (booleans),
eindige bomen, eindige lijsten, enz. In recente jaren is een ‘duale’ specifi-
catiemethode prominent geworden, namelijk de coalgebraische specificatie
van oneindige data, ook wel codata genoemd. Hier heerst het principe
van coinductie; typische codata zijn ‘lazy’ natuurlijke getallen, oneindige
bomen, of oneindige symboolrijen, ook wel stromen genoemd.
In dit proefschrift ontwikkelen we een algemeen raamwerk dat een
uitbreiding is van zowel inductieve als coinductieve specificaties. Nadat
we de basisbegrippen hebben opgezet, beschouwen we een bij uitstek
wenselijke eigenschap van zulke inductief-coinductieve specificaties: deze
moeten productief zijn, dat wil zeggen, op de oneindige (coinductieve)
delen moet de specificatie gegarandeerd voortdurend ‘output’ genereren.
Deze productiviteitseigenschap is een consequentie van drie secundaire
eigenschappen. Ten eerste, infinitaire normalisatie (WN) garandeert dat een
expressie een (mogelijk oneindige) normaalvorm heeft. Ten tweede, domein
normalisatie (DN) garandeert dat de normaalvorm voldoet aan de restricties
met betrekking tot welke oneindige paden in de termboom toegestaan zijn.
Ten derde, constructor normalisatie (CN) garandeert dat de normaalvorm
is opgebouwd uit uitsluitend constructoren, zonder gedefineerde func-
tiesymbolen. Vervolgens geven we condities voor elk van de drie eigen-
schappen WN, DN, CN, en ook enkele karakteriseringen. Het eindresultaat
in dat we daarmee condities hebben, die garanderen dat een inductief-
coinductieve specificatie productief is.
Als toepassing van de zo ontwikkelde theorie, bestuderen we in het
laatste hoofdstuk een vrij gecompliceerd oneindig datatype, dat bekend
staat als boomordinalen (tree ordinals). Deze zijn belangrijk in de theorie
van ordinaalnotaties in de bewijstheorie, een deelgebied van de mathema-
tische logica. Deze studie van boomordinalen is tevens een verkenning van
de expressiviteit van het raamwerk van (eerste-orde) termherschrijven, en
we tonen aan dat deze expressiviteit zeer groot is: We kunnen ordinalen
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beschrijven die veel groter zijn dan het Feferman–Schu¨tte ordinaal dat be-
kend staat als Γ0.
We geven nu een beknopte opsomming van de inhoud van de hoofd-
stukken. Hoofdstuk 0 geeft motivatie, achtergrond en vermeldt wat de
bijdrage is van dit proefschrift. Hoofdstuk 1 formaliseert het raamwerk
van algoritmische systemen, met een inleiding in begrippen en eigenschap-
pen van infinitair herschrijven, in het bijzonder voor orthogonale herschri-
jfsystemen. Hoofdstuk 2 bevat technische voorbereidingen, vooral voor
gebruik in hoofdstuk 3. Hoofdstuk 3 ontwikkelt een karakterisering en een
criterium voor een algoritmisch systeem. Hoofdstuk 4 bestudeert ordinaal-
systemen, als voorbeelden van productieve algoritmische systemen. In dit
raamwerk implementeren we het kleine Veblen-ordinaal.
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