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Abstract
We present a new hardness of approximation result for the Shortest Vector Problem in p norm (denoted by
SVPp).Assuming NP ZPP, we show that for every > 0, there is a constant p() such that for all integers pp(),
the problem SVPp has no polynomial time approximation algorithm with approximation ratio p1−.
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1. Introduction
An n-dimensional lattice L is a set of vectors {∑ni=1 bivi | bi ∈ Z} where v1, v2, . . . , vn ∈ Rm is
a set of linearly independent vectors called the basis for the lattice. The same lattice could have many
bases. Given a basis for an n-dimensional lattice, the Shortest Vector Problem asks for the shortest non-
zero vector in the lattice. The length of the vectors can be measured in any p norm (p1) and the
corresponding problem is denoted by SVPp. This problem has a beautiful history and we present some
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of the results below. For a more comprehensive list of references and a thorough treatment of the subject,
we refer to Micciancio and Goldwasser’s book [32]. We also recommend Micciancio’s PhD thesis [30]
and an expository article by Kumar and Sivakumar [23].
The Shortest Vector Problem has been studied since the time of Gauss ([16], 1801) who gave an
algorithm for SVP2 in two dimensions. The general problem for arbitrary dimensions was formulated
by Dirichlet in 1842. The theory of Geometry of Numbers by Minkowski [33] deals with the existence
of shortest non-zero vectors in lattices. In a celebrated result, Lenstra et al. [28] gave a polynomial time
algorithm for approximating SVP2 within factor 2n/2. This algorithm has numerous applications, e.g.
factoring rational polynomials [28], breaking knapsack-based codes [25], checking the solvability by
radicals [26] and integer programming in a ﬁxed number of variables [28,27,19]. Schnorr [36] improved
the approximation factor to 2O(n(log log n)2/ log n). Since all p norms are within factor
√
n from the 2
norm, these algorithms give similar approximations for SVPp for any p. It is a major open problem
whether SVP has polynomial factor approximations that run in polynomial time. Exact computation of
SVP2 in exponential time is also investigated, see for instance [20,5].
In 1981, van Emde Boas [37] proved that SVP∞ is NP-hard and conjectured that the same is true for
any p norm. However proving NP-hardness for any ﬁnite p (in particular p = 2) was an embarrassing
open problem for a long time. A breakthrough result by Ajtai [3] in 1998 ﬁnally showed that SVP2 is
NP-hard under randomized reductions. This was improved to a hardness of approximation result by Cai
and Nerurkar [12], achieving a hardness factor of (1 + 1
n
). Another breakthrough by Micciancio [31]
showed that SVPp is hard to approximate within some constant factor, speciﬁcally, factor 21/p −  for
every  > 0.
Showing hardness of approximation results for SVPwas greatlymotivated byAjtai’s reduction [2] from
worst-case hardness to average-case hardness and the subsequent construction of a lattice-based public
key cryptosystem by Ajtai and Dwork [4]. Ajtai showed that if there is a randomized polynomial time
algorithm for solving SVP2 on a non-negligible fraction of lattices from a certain natural class of lattices,
then there is a randomized polynomial time algorithm for approximating SVP2 on every instance within
some polynomial factor nc. Ajtai–Dwork’s work gave hope, for the ﬁrst time, that cryptography could be
based on the (conjectured) worst-case hardness of a problem. Their work implies that if nc-approximation
to SVP2 is hard, then one can construct a secure cryptosystem. The constant c was noted to be 19 in [10],
and brought down to 9 +  by Cai and Nerurkar [11] and then to 4 +  by Cai [10]. Recently, Regev [35]
gave an alternate construction of a public key cryptosystem based on n1.5-hardness of SVP2 (actually
these results use a variant of SVP2 called unique-SVP2). Unfortunately, there are barriers to showing
such strong hardness results. In fact, showing factor n NP-hardness would imply that NP = coNP [24]
and showing factor
√
n/O(log n) NP-hardness would imply that coNP ⊆ AM [17] (and the polynomial
hierarchy collapses in both cases). Recently,Aharonov and Regev [1] showed that if approximating SVP2
within factor
√
n is NP-hard then NP = coNP.
Another related problem that has received much attention is the Closest Vector Problem (denoted by
CVPp) : Given a lattice and a vector y, the problem is to ﬁnd the lattice vector that is closest to y in
p norm. In spite of the apparent similarity between SVP and CVP, they turn out to be quite different
problems. Indeed, CVPp was shown to be NP-hard for all p1 by van Emde Boas [37]. Arora et al.
[6] used the PCP machinery to show that approximating CVPp (for all p1) within factor 2log1− n is
hard unless NP ⊆ DTIME(2poly(log n)). This was improved to a factor n1/ log log n NP-hardness result by
Dinur et al. [14]. Incidentally, SVP∞ seems to behave very much like CVP∞. Dinur [13] showed factor
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n1/ log log n NP-hardness for both these problems. Thus for SVP, the cases p = ∞ and p < ∞ seem to
be qualitatively different.
Our result: In this paper, we obtain an improved hardness result for SVPp for large (but ﬁnite) values
of p. Speciﬁcally, we show that:
Theorem 1.1. For every  > 0, there is a constant p() such that for all integers pp(), there is no
polynomial time approximation to SVPp within ratio p1− provided NP  ZPP.
This improves the hardness factor 21/p− byMicciancio [31] for all large values of p. The result, however,
is only asymptotic and says nothing about small values of p. The value p() depends on a non-explicit
constant in Raz’s Parallel Repetition Theorem [34].
Our reduction is a randomized reduction and so are the reductions of Ajtai [3] and Micciancio [31]. A
randomized reduction that gives a hardness factor K has the following properties:
1. The reduction is polynomial time and it maps a SAT instance to an SVPp instance, i.e. a lattice
presented as a basis.
2. In the YES case (i.e. if the SAT instance is satisﬁable), the lattice has a non-zero vector of length L
with high probability.
3. In the NO case (i.e. if the SAT instance is unsatisﬁable), the lattice has no non-zero vector of length
K · L w.h.p.
Our reduction makes no error in theYES case, meaning Property (2) holds with probability 1. Therefore,
our hardness result holds under the assumption that NP  coRP which is equivalent to NP  ZPP. On
the other hand, Ajtai and Micciancio’s reductions make an error in the YES case, but make no error
in the NO case. Hence their hardness results require a stronger assumption that NP  RP (Micciancio,
however, gives a deterministic reduction under a certain number-theoretic conjecture). Our reduction is
much simpler and maybe easier to derandomize.
Overview of the paper: We prove Theorem 1.1 via a reduction from the Label Cover problem which
is deﬁned in Section 2.3. The reduction is quite straightforward and Section 3 gives the basic idea of the
reduction. Section 4 gives the full reduction. In Section 2.2, we explain a powerful technique that has
been useful in subsequent work on SVP (see [21]).
Recent progress on SVP: After a preliminary version of this paper appeared, Khot and Vishnoi [22]
showed a factor (4/3)1−45.7/p hardness for SVPp for p46 and a factor (3/2)1−111.7/p for p112. All
hardness results for SVPp for 1 < p < ∞ were superceded by Khot’s [21] recent results. He showed
that for any 1 < p < ∞, SVPp is hard to approximate within any constant factor assuming NP  RP
and within factor 2(log n)1/2− assuming NP  RPTIME(2poly(log n)). In both these papers, the technique
introduced in Section 2.2 plays a crucial role.
2. Problem deﬁnition and techniques
We ﬁrst deﬁne the Shortest Vector Problem in p norm. It is deﬁned in a different (but equivalent)
manner, without any reference to lattices.
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2.1. Problem deﬁnition
The problem SVPp is deﬁned as follows: Given a vector x of integer variables x = (x1, x2, . . . , xn)
and linear forms {1,2, . . . ,m} where
i(x) =
n∑
j=1
aij xj , aij ∈ R.
The goal is to ﬁnd a non-zero integer vector x which minimizes the following objective function:
OBJ =
m∑
i=1
|i(x)|p.
Remarks. (1) Think of the basis vectors in the lattice as the columns of the matrix {aij } and think of
the integer variables xi’s as the (unknown) coefﬁcients when the shortest vector is written as an integer
linear combination of the basis vectors. (2) We actually want to minimize OBJ1/p. In order to show a
factor k-hardness for SVPp, it sufﬁces to show a factor kp-hardness for the above objective function.
2.2. A useful technique
In this section, we describe one of the techniques used in this paper. This is a simple but powerful
technique which has proved crucial in subsequent work on SVP (see [21]).
A common problem encountered in showing hardness of SVP is the following: We desire a reduction
from some starting NP-hard problem, say Label Cover, Set Cover or CVP. Usually, it is straightforward
to construct a set of vectors {v1, v2, . . . , vm} which one could potentially use as the basis vectors for
an instance of SVP. If the starting NP-hard problem is a YES instance, then there is a non-zero integer
linear combination
∑m
i=1 xivi with short length. This combination corresponds to a correct labeling to
Label Cover or a solution to the Set Cover, depending on the problem we started with. The combination
typically has the property that m of the coefﬁcients xi’s are non-zero. If the starting NP-hard problem
is a NO instance, we would like to show that there is no non-zero integer linear combination with short
length. However, typically it so happens that each of the vectors vi itself is a short vector. Thus for any
j, setting xj = 1 and xi = 0 for i = j gives a short lattice vector. In general, setting too few of xi’s to
non-zero values produces a short vector. We wish to somehow enforce the condition that many of the xi’s
must be set to a non-zero value.
We do this by augmenting the vectors vi’s by one extra co-ordinate ai . Call these augmented vectors
v˜i = (vi, ai) and let them be the basis vectors for an SVP instance. The set of integers {ai : 1im}
satisﬁes:
• For any set Y ⊆ [m], |Y | = m, the integers {aj |j ∈ Y } have a non-zero {0, 1,−1}-linear combination
that vanishes.
• For any setZ ⊆ [m], |Z| < m20 log(1/) , a non-zero {0, 1,−1}-linear combination of integers {aj |j ∈ Z}
cannot vanish.
It can be shown that choosingm random integers from the range [1, 2, . . . , 2m/2] satisﬁes these properties
with high probability (the ﬁrst property is satisﬁed with probability 1 using the Pigeon-Hole Principle).
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In theYES case, since m of the xi’s are non-zero, one could hope to set them to appropriate {0, 1,−1}
values so that
∑m
i=1 xiai = 0 and the vector
∑m
i=1 xivi is short.
In the NO case, assume for the moment that xi’s are restricted to take values {0, 1,−1}. It is clear that
if at most m20 log(1/) of the xi’s are non-zero, then
∑m
i=1 xiai cannot vanish. One can apply a huge penalty
if this sum (which is the last co-ordinate of the linear combination ∑mi=1 xiv˜i) does not vanish. Thus,
we are able to enforce the constraint that one must set at least m20 log(1/) of the xi’s to non-zero value. In
general, xi’s could take arbitrary integer values (not just {0, 1,−1}), but this can be handled as well, as
we will see.
Construction of the set {ai |1im} is the only place where our reduction is randomized. We would
like to remark that Micciancio [31] also needs a gadget to enforce a similar condition and almost all work
in his paper is devoted to constructing this gadget. More speciﬁcally, his gadget is a sophisticated lattice
and he needs to enforce the condition that one particular coefﬁcient xi0 in the integer linear combination
is set to a non-zero value.
Our reduction is from a problem called “Label Cover” which we deﬁne next. This problem was
introduced by Arora et al. [6] and can be equivalently viewed as the problem of ﬁnding good prover
strategies in a 2-prover 1-round game.
2.3. The Label Cover problem
The Label Cover problem is deﬁned as follows: We are given a bipartite graph G = (V ,W,E) with
left-side vertices V, right-side vertices W and a set of edges E. The goal is to assign one “label” to every
vertex, where the vertices in W are required to receive a label from set [R] and the vertices in V are
required to receive a label from set [S]. Thus, a labeling A is just a map A : W → [R], A : V → [S].
The labeling is supposed to satisfy certain constraints given by maps v,w : [R] → [S]. There is one such
map for every edge (v,w) ∈ E. A labeling A “satisﬁes” an edge (v,w), if
v,w(A(w)) = A(v).
The optimum OPT of the label cover problem is deﬁned to be the maximum fraction of edges satisﬁed by
any labeling. Let n = |V |, m = |W |. Let D be the degree of every vertex in V. Think of n,m as growing
and m?n. Think of R, S,D as constants and R?D?S.
The following theorem can be obtained by combining the PCP Theorem [8,7] with Raz’s Parallel
Repetition Theorem [34]. This theorem is the starting point for most of the recent PCP constructions and
hardness results (e.g. [18]). We sketch a proof for completeness’ sake.
Theorem 2.1. There exists an absolute constant  > 0 such that for every sufﬁciently large integer R, it
is NP-hard to distinguish whether a Label Cover problem speciﬁed as
(G(V,W,E), n,m, {v,w}, [R], [S],D)
has OPT = 1 or OPT < 1
R
.
It can be ensured that for an integer parameter u, R = 6u, S = 3u,D = 5u,m = (5/2)un. Also,
for every edge (v,w), the map v,w : [R] → [S] is “regular”, meaning for every j ∈ [S], there are
exactly R/S elements in [R] that are mapped to j.
S. Khot / Journal of Computer and System Sciences 72 (2006) 206–219 211
Proof. As shown in [15], there is 0 > 0 such that it is NP-hard to tell whether a 5-regular graph is
3-colorable or no coloring of its vertices with 3 colors can make 1 − 0 fraction of the edges non-
monochromatic. Starting with this gap-problem, one can construct a 2-Prover-1-Round game as follows:
Pick a random edge (x, y) of the graph and one of its endpoints at random (say x). Ask prover P2 for
coloring of the vertices {x, y}; his answer is supposed to be one of the 6 valid (non-monochromatic)
colorings. Ask prover P1 for the color of x; his answer is supposed to be one of the 3 colors. Accept
if and only if the answers of P1 and P2 agree on color of x. It is easy to see that this game has perfect
completeness and soundness strictly less than 1. Applying Parallel Repetition Theorem gives an instance
of Label Cover with all the properties listed above. 
Remark. The hardness factor for SVPp that wewill achieve is k1−.Wewill set k = R/20 andp = O(k)
where R is as in Theorem 2.1.
3. The basic idea in the reduction
Here we describe the basic idea of the reduction. One needs to ﬁx a lot of technical details later and
we present a complete reduction in Section 4.
Theorem 2.1 gives an instance of the Label Cover problem speciﬁed as
(G(V,W,E), n,m, {v,w}, [R], [S],D).
The integer variables of the SVPp will be
{xw,i | w ∈ W, i ∈ [R]}.
For a ﬁxed w, let B(w) be the “block” of variables deﬁned as
B(w) = {xw,i | i ∈ [R]}.
For a vertex v ∈ V , let N(v) ⊆ W denote the set of neighbors of v with |N(v)| = D. There will be
one linear form in SVPp for every v ∈ V and every sequence (w1, w2, . . . , wS) where wj ∈ N(v) for
1jS. The linear form is the sum of R variables, with R/S variables each from the block B(wj ) (we
use the regularity of the Label Cover instance). The linear form is deﬁned to be
S∑
j=1
∑
i∈[R]:v,wj (i)=j
xwj ,i . (1)
Note that the total number of linear forms is nDS .
3.1. Completeness
We will show that if there is a labeling A for the label cover problem satisfying every edge (i.e.
OPT = 1), then the problem SVPp has a solution with the objective function OBJ = nDS . Let A :
W → [R], A : V → [S] be such a labeling. For every edge (v,w) in the Label Cover instance, we have
v,w(A(w)) = A(v).
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Deﬁne a solution as
xw,i =
{ 1 if A(w) = i,
0 otherwise.
Note that there are nDS linear forms of type (1). We will show that each of these linear forms equals
1. Indeed, out of all the variables in the linear form (1), exactly one equals 1 and the rest are all 0. The
non-zero variable is xwj ,i for which j = A(v), i = A(wj ).
3.2. Soundness
We wish to show that if OPT< 1/R for the Label Cover problem, then for any non-zero integer vector
x = {xw,i}, the objective function OBJ is at least 12nDS−kkp. We will show this only for a restricted class
of vectors, i.e. vectors x = {xw,i} which “arise” out of labelings A : W → [R]. Eventually we want this
to work for every non-zero vector {xw,i}. This involves a lot of technical details and we present the full
reduction in Section 4.
So let us assume A : W → [R] is an assignment and {xw,i} is the corresponding vector, i.e.
xw,i =
{ 1 if A(w) = i,
0 otherwise.
For every vertex v ∈ V , deﬁne a set of labels (v) ⊆ [S] as follows:
(v) = {v,w(A(w)) | w ∈ N(v)}.
Lemma 3.1. Let k = R/20. For at least half the vertices in V, |(v)|k.
Proof. Assume on the contrary that half the vertices inV have |(v)|k. Deﬁne label for vertex v to be a
random element of (v). Note that for every w ∈ N(v), v,w(A(w)) ∈ (v). Therefore with probability
1/k, the edge (v,w) is satisﬁed by this random labeling to v. Hence there exists a labeling for the Label
Cover problem that satisﬁes at least a fraction 12k of the edges. This is a contradiction since
1
2k >
1
R
. 
Call the vertices satisfying |(v)|k as “good”. For every good vertex v, assumew.l.o.g. that {1, 2, . . . ,
k} ⊆ (v). Thus for every 1jk, there exists w∗j ∈ N(v) such that v,w∗j (A(w∗j )) = j . Hence for any
sequence
(w∗1, w∗2, . . . , w∗k , wk+1, . . . , wS),
where wk+1, . . . , wS ∈ N(v) are arbitrary, the linear form (1) is at least equal to k. This contributes kp
to the objective function OBJ (we are working in p norm).
Half the vertices are good, hence OBJ  n2D
S−kkp.
3.3. Hardness factor
Note that the objective function is nDS in completeness case and at least 12nDS−kkp in the soundness
case. Choose p such that
1
2 nD
S−kkp > nDSk(1−)p.
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Thus there is a penalty of a factor k(1−)p in the soundness case. Noting that DR, k = R/20, we see
that it sufﬁces to take p = 20k . This gives hardness factor of k1− or p1−
′
as desired. This completes the
basic idea of the reduction. We give the full reduction in the next section.
4. Full reduction
The set of integer variables is the same, namely
x = {xw,i | w ∈ W, i ∈ [R]}.
There will be four types of linear forms. These forms are supposed to “handle” different types of non-zero
vectors x in the soundness case. The exact role of these linear forms will be clear as we go along.
Type-1 linear forms:
∀ w ∈ W, ∀i ∈ [R], xw,i .
Thus the Type-1 linear forms are just the variables themselves.
Type-2 linear forms:∑
w∈W,i∈[R]
aw,ixw,i .
Thus there is only one Type-2 linear form. The coefﬁcients aw,i in this linear form are randomly chosen
integers from the range [1, 2, . . . , 2m/2].
Type-3 linear forms:
∀ w ∈ W,
R∑
i=1
±xw,i .
Thus there are 2R Type-3 linear forms for every w ∈ W . There are R variables in every form and there is
one linear form for every choice of +/− sign.
Type-4 linear forms:
∀ v ∈ V, ∀w1, w2, . . . , wS ∈ N(v),
S∑
j=1
∑
i∈[R]:v,wj (i)=j
±xwj ,i .
There are 2RDS linear forms for every v ∈ V . These are essentially the linear forms used in Section 3,
except that now we take all the +/− combinations. Note that there are R variables in each form.
In the completeness case, Type-2 form will contribute 0. Type-1, Type-3 and Type-4 will contribute (at
most) m, 2Rm and 2RnDS , respectively. We multiply Type-1, Type-3 and Type-4 forms by appropriate
“balancing” quantities C1, C3, C4 so that they contribute equally towards the objective function. More
precisely, C1, C3, C4 are chosen so that
C
p
1 m = Cp3 2Rm = Cp4 2RnDS.
We multiply Type-2 form by a huge quantity. Thus we incur a huge penalty unless the Type-2 form
vanishes (it will vanish in the completeness case, so we are ﬁne).
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In the soundness case, we will show that any non-zero vector x = {xw,i} either produces a non-zero
value in Type-2 form or it pays a penalty of factor k(1−)p for at least one of the remaining three types.
4.1. Completeness
In the completeness case, let A : W → [R], A : V → [S] be a correct labeling. Let
xw,i =
{
0, 1 or − 1 if A(w) = i,
0 otherwise.
The choice of 0, 1,−1 for the variables {xw,A(w)} is made such that Type-2 form vanishes. To make this
choice, we use the Pigeon-Hole principle. Consider the set ofm variables {xw,A(w)} and the corresponding
coefﬁcients aw,A(w) in Type-2 form. Consider the 2m different sums for all subsets of these m coefﬁcients.
These sums take integer values in the range [1, 2, 3, . . . , m2m/2]. Hence sums for two distinct subsets
must be equal, which gives a vanishing {0, 1,−1} linear combination of the integers aw,A(w).
Now we look at the remaining three types.
• For Type-1 forms, note that at most m of the variables are ±1, the rest are 0. So we get contribution of
at most m (times the balancing factor Cp1 which we hide).• For Type-3 forms, note that for every w, there is at most one variable xw,i that is ±1. Thus we get
contribution of at most 2Rm (times the balancing factor Cp3 which we hide).• Every Type-4 form is ±1 as seen in Section 3.1 and it might even be 0 since we “turn off” some of the
variables xw,A(w) to 0. Thus Type-4 forms contribute at most 2RnDS (times the balancing factor Cp4
which we hide).
5. Soundness
The crux of the soundness analysis is as in Section 3.2. However, we have to handle cases when xw,i’s
are negative, or very few of them are non-zero. We do this in several stages.
For a vector x = {xw,i}, let #x denote the number of variables (or coordinates) that are non-zero. For
a block of variables B(w), let #B(w) denote the number of non-zero variables in this block.
5.1. Handling x with #x m20 log R and ‖x‖1mR
Such x are handled by Type-1 forms. Note that when at most m20 log R coordinates are non-zero and
the 1 norm is at least mR, then p norm is minimized when all the non-zero coordinates are equal to
mR
m/(20 log R) . Hence∑
w,i
|xw,i |p(20R log R)p m20 log R R
pmkpm.
Note that the contribution of Type-1 forms in the completeness case is at most m. Thus we get a penalty
of factor kp for Type-1 forms.
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5.2. Handling x with #x m20 log R and ‖x‖1mR
These are handled by Type-2 linear form. We show that with high probability, Type-2 linear form does
not vanish for any such x.
The coefﬁcients in this linear form are randomly chosen integers from the range [1, 2, 3, . . . , 2m/2].
Hence for any non-zero vector x, the probability that Type-2 form vanishes is at most 12m/2 . We count the
number of vectors x such that #x m20 log R and ‖x‖1mR. We show that there are not too many of them
and we can take a union bound. Number of such x’s can be bounded by(
mR
m
20 log R
)
·2m/(20 log R) ·
(
# non-negative integer solutions to :y1+y2+. . .+y m20 log R mR
)

(
mR
m
20 logR
)
· 2m/(20 logR) mR ·
(
2mR
m
20 log R
)
22m/5>2m/2.
Here we used the fact that(
M
M
)
2H()M22 log(1/)M.
Thus from now onwards, we assume that #x m20 log R .
5.3. Avoiding the problem of negative or large values
In general, the variables xw,i could be positive or negative and could take large integer values. This is
handled by averaging over all the +/− linear combinations and this is the reason why Type-3 and Type-4
forms appear with all possible +/− combinations.
Lemma 5.1. Let x1, x2, . . . , xk be k non-zero integers. Let ai ∈ {1,−1} be chosen randomly. Let p be
an integer. Then
Ea1,a2,...,ak
⎡
⎣
∣∣∣∣∣
k∑
i=1
aixi
∣∣∣∣∣
p
⎤
⎦  max{kp−1−k, k(p−1)/2}.
Proof. Assume ﬁrst that p is even.We can expand out the product (
∑k
i=1 aixi)p and take the expectation
of each term separately. For the terms in which some aixi occurs to an odd power, the expectation is
zero. For the remaining terms, the expectation is at least 1. Thus the expectation is at least the number
of terms such that every aixi occurs to an even power. In other words, we want to count the number of
functions f : [p] → [k] such that every j ∈ [k] has even number of pre-images. Considering functions
where f (1) = f (2), f (3) = f (4), . . . , f (p − 1) = f (p), we get a bound of kp/2. Another way is to
take an arbitrary function g : [p − k] → [k] and then “extend” it to a function g˜ : [p] → [k] where the
values g˜(p − k + 1), g˜(p − k + 2), . . . , g˜(p) are chosen to make sure that for g˜, every j ∈ [k] has an
even number of pre-images. This gives a bound of kp−k .
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When p is odd, we can use the inequality
Ea1,a2,...,ak
⎡
⎣
∣∣∣∣∣
k∑
i=1
aixi
∣∣∣∣∣
p
⎤
⎦ Ea1,a2,...,ak
⎡
⎣
∣∣∣∣∣
k∑
i=1
aixi
∣∣∣∣∣
p−1⎤⎦
and then use the previous argument for p − 1. 
Lemma5.1 implies that for any set ofR variables,with at least k of themnon-zero,when summedover all
+/− combinations, the contribution to the objective function OBJ is at least 2R max{kp−1−k, k(p−1)/2}.
5.4. Handling one more annoying case
One more annoying case is when most of the non-zero variables belong to blocks B(w) such that these
blocks themselves have too many non-zero variables. To be precise, we want to avoid the situation where∑
B(w):#B(w)k3
#B(w)
m
40 log R
. (2)
This case is handled by Type-3 linear forms. By Lemma 5.1, for any block B(w), the contribution of
Type-3 forms towards the objective function is at least 2R(#B(w))(p−1)/2. Hence the contribution of
blocks in (2) is at least,∑
B(w):#B(w)k3
2R(#B(w))(p−1)/2
which is minimized when all #B(w) are equal to k3 and there are m
k340 log R of them. Thus the contribution
is at least
2R(k3)(p−1)/2 m
k340 log R
?kp2Rm.
Note that the contribution in the completeness case is 2Rm and therefore one gets a penalty of factor kp
as desired.
5.5. Finishing the proof
After handling all the annoying cases, we can now assume that #x m20 log R and that∑
B(w):#B(w)k3
#B(w)
m
40 log R
.
This implies that for at least m
k340 log R = m vertices w ∈ W , the block B(w) contains at least one
non-zero variable. Let
W ′ = {w | B(w) contains at least one non-zero variable}.
We have |W ′||W |. Fix one non-zero variable inB(w) for everyw ∈ W ′ and let this variable be xw,A(w)
(thus we get an assignment A of labels to vertices in W ′).
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By an averaging argument, for at least /4 fraction of the vertices v ∈ V , at least /4 fraction of their
neighbors are in W ′. Call any such vertex v “good”. For any good vertex v, let
(v) = {v,w(A(w)) | w ∈ W ′, w ∈ N(v)}.
Lemma 5.2. For at least half the good vertices v, |(v)|k.
Proof. Assume on the contrary that for half of the good vertices v, |(v)|k. Thus for every such vertex
v, we can assign at most k labels such that for every neighbor w ∈ W ′ of v, the label v,w(A(w)) is
included. Choosing at random, one of the at most k labels for every such vertex v gives a labeling to the
Label Cover problem that satisﬁes following fraction of edges:

8

4
1
k
= 1
32 · 1600(log R)2k7?
1
R
since k = R/20.
This contradicts Theorem 2.1. 
Hence we assume that for at least half of the good vertices v, |(v)|k. For any such vertex v,
assume w.l.o.g. that {1, 2, . . . , k} ⊆ (v). Thus for every 1jk, there exists w∗j ∈ N(v) such that
v,w∗j (A(w
∗
j )) = j . Hence for any sequence (w∗1, w∗2, . . . , w∗k , wk+1, . . . , wS) where wk+1, . . . , wS ∈
N(v) are arbitrary, the Type-4 linear form has at least k non-zero variables. Applying Lemma 5.1, we get
a contribution of at least 2RDS−kkp−1−k towards the objective function.
/4 fraction of the vertices v are good, hence the objective function is at least(

8
n
)
2RDS−kkp−1−k.
Note that the contribution in the completeness case is at most 2RnDS . We will choose p such that

8
n2RDS−kkp−1−k > 2RnDS · k(1−)p.
Thus we get a penalty of factor k(1−)p in the soundness case. Noting that DR, k = R/20, we see that
it sufﬁces to take p = 20k . This gives hardness factor of k1− or p1−
′
as desired. This completes the full
reduction.
Note that the reduction has the following property: If the Label Cover instance is aYES instance, then
the SVPp instance always has a vector of length say L. If the Label Cover instance is a NO instance,
then the lattice has no vector of length p1−′L w.h.p. Therefore, this is a coRP-reduction. In other words,
if there were a polynomial time approximation algorithm for SVPp with factor p1−
′
, then NP ⊆ coRP
which implies NP ⊆ ZPP.
Remark. It is crucial that the soundness parameter of the Label Cover problem is 1/R, i.e. polynomially
small in the domain size R. Thus we use Raz’s Parallel Repetition Theorem in a very strong sense, namely,
the error goes down exponentially with the number of repetitions.
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