The results demonstrate the usefulness of using ES for preserving the maximum attainable performance.
INTRODUCTION
Controlling a 3 DOF helicopter is a challenging task, and for that reason, this system is often used as a platform to test various new control techniques [1] . The purpose of the control is to regulate desired angular positions of the prototype, operating under uncertainty conditions and external disturbances. The prototype characterizes an under-actuated 3-DOF mechanical system, activated by two motors. This 3-DOF helicopter is a composite system which can be easily damaged. Moreover, several electromechanical parameters are not precisely known and may subject to huge deviations during operation, resulting in degradation of the prototype. To overcome this shortcoming, some robust adaptive and sliding mode control techniques have been proposed to deal with the uncertainty conditions, e.g. [2] [3] [4] [5] [6] [7] [8] .
However, most of these robust controllers require the tuning of their design parameters to handle different operating conditions. Furthermore, additional arrangement like gain scheduling [9] or optimization [10] or intelligent estimation of uncertainties [11] , or model predictive [12] are necessarily required to maintain a good performance during continuously varying operating conditions of the system. Additionally, most tuning methods need a model of the system to be controlled. Theoretical-based models of helicopter tend to be complicated, and most system identification approaches produce a linear model. Since the helicopter system is highly nonlinear, linear models are only effective near the operating point for which they are derived. Therefore, more than one model is required to span the operating range of a helicopter system, which can be time demanding.
Non-model-based tuning methods are preferred in practical applications [13] , where an iterative feedback tuning method optimize the controller parameters with respect to a cost function derived from the output of the closed loop system. Nevertheless, the tuning procedure is disjointed in more than one experiment. As a result, the controller parameters must be recalculated offline.
In contrast to offline approaches, extremum seeking (ES) denotes a non-model based adaptive control technique that can treat systems where the reference to-output map is uncertain however, it is recognized to have an extremum [14] . The aim of the extremum seeking control (ESC) is to be active at a set point that optimizes the performance function, J = h(θ(t)) where h is a static output function, θ is a vector of time varying parameters. The output function is numerically optimized given only the knowledge of the output measurements and its derivatives if available. The parameter θ can be either the parameter of the controller or the controller itself. Accordingly, the ESC of static systems can be developed in two approaches; the first one is by tuning the parameters of the feedback controller, the other by tuning the control input signal directly [15] .
The local stability of perturbation based ESC scheme is first proven in [16] , using averaging analysis and singular perturbation [17] . A high-pass filter and slow perturbation signal are engaged to develop the gradient information. A detailed description of the perturbation-based ESC and its applications is presented in [18] . Later, semi global stability is achieved in [19] .
In [20] , online ES based method is developed to optimize the PID controller parameters. Good performance can be achieved even for non-optimal initial controller parameters. Moreover, various applications of ES have been studied recently, such as in optimizing homogenous charge compression ignition (HCCI) [13] , optimizing antilock breaking systems (ABS) [15] , control of autonomous vehicles [21] , navigation of a single non-holonomic mobile robot using sliding mode [22] . Motivated by these works, an online method is developed in this work to optimize the parameters 978-1-4673-5769-2/13/$31.00 ©2013 IEEE of a (SVFB-ICE) controller for a three angular degrees of freedom (DOF) helicopter system. Simulation results shows that ES-SVFB-ICE tuning produced good performance for different types of tracking signals. Application of initial controller parameters that are not necessarily optimal or guaranteed to end up with local or global minimum can still achieve good performance. This paper is organized as follows: Section II describes the helicopter model, Section III presents the applied ES scheme, Section IV shows some simulation results and Section V gives some conclusions.
II. 3 DEGREE OF FREEDOM HELICOPTER
The 3DOF helicopter considered is shown in Fig.1 and has 3 DOF: travel angle λ, pitch angle p and elevation angle ε . Two DC motors drive the front rotor and rear rotor, respectively. The arm carries the helicopter body on one end and a counterweight on the other end. The arm can slope on an elevation axis as well as rotate on a vertical (travel) axis. Quadrature optical encoders mounted on these axes measure the elevation and travel of the arm. The helicopter body is free to pitch about the pitch axis. The pitch angle is measured via a third encoder [23] . [23] In order to describe the 3DOF helicopter system, a simple set of state space equations are developed using second Newton's law of motion as indicated by eq. (1) [4] , [7] .
where x is the state vector,
All angles are measured in radians.
, and .
V mf and V mb are the voltages (in volts) applied to the front and back motors, respectively. T g (in Nm), is the effective gravitational torque due to the mass differential, F g (in N) on the elevation axis. K f (in N/volt ) is the force constant of motor/propeller combination, K p is the force required to maintain the helicopter in flight and is approximately equal to F g . J λ , J p , and J ε are the moment of inertia of the helicopter body about the travel, pitch and elevation axes, respectively. l a (in m) is the distance from the pivot point to the helicopter body, and l h (in m) is the distance from the pitch axis to either motor.
III. EXTREMUM SEEKING STATE VECTOR FEEDBACK CONTROLLER DESIGN

A. Problem Formulation
The overall scheme of tuning SVFB-ICE controllers, by applying ES is presented in Fig. 2 . The reference signal,
, is the desired state values. θ(k), u , and y are the input parameters, the output signal of SVFB-ICE controller, the output signal of the controlled 3 DOF helicopter system, and the output signal of the cost function, respectively. The output signal u of the SVFB-ICE controller is given by [23] :
where
is the proportional and derivative gain,
T is the seeking vector and
The use of ES algorithm is to tune SVFB-ICE controller parameters by minimizing a selected cost function, which will be discussed in more detailed in Section IIIC.
In order to design the ES tuning for the SVFB-ICE controller parameters, we define the following:
ES-SVFB-ICE tunes the parameter θ, and consequently optimizes y(t). The following assumptions are developed upon the controlled system (4). 
which is smooth and has a maximum (or minimum) vector 
B. Design of Extremum Seeking Control (ESC)
In this paper, a discrete time ES algorithm is applied to tune the SVFB-ICE controller. This can be achieved by minimizing a cost function that can measure the effectiveness of a given SVFB-ICE controller.
ES accomplishes optimization by perturbing the parameters θ(k) of the system with a sinusoidal signal as shown in Fig.3 . Then, the gradient J(θ(k)) caused by the perturbation is estimated, k is the index of the ES algorithm. To determine the gradient, the output is demodulated by multiplication with a sinusoidal signal of the same frequency as the perturbation signal. The gradient information is used to modify the input parameters in the next iteration. The gradient estimate is integrated, yielding a new parameter estimate
The integrator performs both the adaptation function and acts as a low pass filter. W H is a constant gain, in this case, equals to 1. The dynamics of the ES system shown in Fig. 2 can be written as:
where i a , i ω , li ω and i γ are positive design parameters.
The time-domain implementation of the discrete-time ES algorithm in Fig.3 is:
A complete proof of the ESC can be found in [16] . 
C. Cost Function
D. Tuning Parameters
The perturbation amplitude a i is chosen as a small value between 0.2 and 0.6, (i = 1, ..., 2n), and its optimal value depends on the sensitivity of the cost function to changes in the input. The perturbation frequency is chosen as
The low pass filter is designed with . 1 0 < < li ω Suitable selection was found to be within the values of (0.5 -0.9). The choice of adaptive gain k i is dependent on the response of the cost function to changes in the input. In this case, it was selected within this range of values:
E. ES Algorithm
Now we are ready to present the ES algorithm for SVFB-ICE system based on line search and output tracking.
Step 0 Set t 0 = 0, x au (0) = x au (t 0 ), k = 0, and evaluate J(x au (t 0 )).
Step 1 Evaluate eq.(10) -eq.(12).
Step 2 Select the desired reference signals x d
Step 3 Apply the state regulator as in eq.(5).
Step 4 Measure J(x au (t k+1 ) ) using either eq. (13) or eq. (14).
Step 5 Set k ← k+1 . Go to Step 1.
Note that a stopping criterion like J(x au (t k+1 ) ) ≤ σ 0 can be added to terminate the ES loop in finite iterations, where σ 0 is a predefined small positive constant.
IV. SIMULATION RESULTS
We simulated the 3 DOF helicopter system (1) using MATLAB/Simulink. The LQR controller (see APPENDIX) is used primarily for stabilizing the system during the first few iterations of simulation, this will considerably reduce the time to locate the proper parameter values which satisfy Assumption 3 (Section III.A). Then, to test the ESC the parameter θ is initialized at a non-optimal value. The controller parameter tuning occurs while the simulation of the system is running such that a cost function is minimized. The cost function quantifies the performance of the controller; specifically, the controller ability to track a desired reference input for each of the travel, pitch and elevation axes. Fig. 4 -Fig. 6 present simulation results, i.e. the travel, pitch and elevation responses, respectively, for the application of ES to tune the SVFB-ICE controller.
Step input signals were applied for the travel and elevation axes. Two different initial conditions of θ(k) were applied in order to explore the ability ES in reaching different local minima (i.e. labeled as ES-1 and ES-2). The results from ES optimization were also compared with a nominal SFC based on LQR. Fig. 7 shows the cost functions J for all three systems (ES-1, ES-2 and LQR -without ESC). Although the initial selected parameters for ES optimization are so different from that of LQR-based parameters, the performance of the ES-SVFB-ICE can be improved in a few iterations. Additionally, it is clear from Fig. 8 that the estimated parameters can end up with different local minima. Then in another experiment, two square input signals with different frequencies were applied to the travel and elevation of the helicopter system under ES-SFC. The results can be seen in Fig. 9 -Fig.13 . Both ISE and IAE were implemented as a cost function. It is clear from Fig.13 that J IAE is more sensitive to variations in the state and parameters of the controlled system. An ESC algorithm was proposed and implemented for optimizing the performance of a 3 DOF helicopter system. Multiple parameter ESC was applied to minimize the tracking error. The simulation results showed the effectiveness of using ESC for tuning the controller parameters to optimize the performance of a helicopter system. The extremum seeking controller is advantageous as it is computationally simple and only requires few samples for implementation. A further interesting extension to the current problem would be to apply this approach to a more complex helicopter system with additional translational degrees-of-freedom.
APPENDIX
The LQR controller (with two additional integrators for elevator and travel tracking) used was designed based on the linearized model of the plant, which is of order 6. The weigthing matrices used are Q = diag(10000, 1, 100, 0, 0, 0, 100, 1) and R = diag(0.5,0.5). 
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