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Abstract 
 
Current research on shape based classification has 
been generally aimed at utilising various visual features. 
Previous research has shown that the existing 
knowledge in a specific domain can assist in 
understanding the image content. Ontologies are 
currently being used for explicit representation of the 
domain knowledge. In this paper, two contributions are 
presented: 1) a shape ontology framework which 
constitutes both domain and shape ontologies and in 
which domain and shape ontologies are mapped to each 
other. 2) A new approach for automatic construction of 
shape ontology. The experimental results are promising. 
Future work will focus on validating the framework and 
automatic method of the shape ontology construction for 
a much larger dataset. 
 
 
1. Introduction 
 
With the advancement of multimedia technology, the 
number of stored images in data collections is increasing 
exponentially. This poses a significant challenge to find 
related images according to users’ needs efficiently and 
effectively. Recent work has proposed many techniques 
for searching images based on their visual content such 
as colour, texture and shape. Among these visual 
features, shape features are significant as the semantics 
of an image are strongly related to objects in the real 
world. Therefore, shape identification is a promising 
search way based on real-world objects, and thus further 
stepping towards the semantic based retrieval. 
Most shape based search technologies use one or 
more shape features only. Domain knowledge is rarely 
introduced into image retrieval and classification. It has 
been shown that prior knowledge defined in a specific 
domain, such as facts and rules, which are defined in an 
explicit form, could guide visual analysis, reasoning, 
and extraction of multimedia content [1].  
Oontology is a tool for managing and modelling the 
knowledge in a specific application [2]. It is a formal, 
explicit specification of a shared understanding in a 
specific domain, and thus it provides a formalised 
common understanding on a specific domain between 
humans and computers. Recent progression in 
multimedia community shows that the use of ontology 
can have a profound impact on complex object 
recognition, multimedia analysis and retrieval, and 
visual information processing [3]. The concepts and 
their relations contained in the ontology can be used for 
describing and reasoning domain knowledge. Its 
hierarchical structure also depicts a natural way to 
organise the information in a specific domain.  
This paper proposes a shape ontology framework 
which integrates visual and domain information, applied 
to bird classification based on both domain and visual 
knowledge. Users can easily locate images based on 
both textual and visual features. Another aim of this 
paper is to build a shape ontology automatically from a 
set of objects by utilising a clustering scheme, as 
manually building ontology is a time-consuming task. 
 
2. Previous work 
 
Knowledge representation is preliminarily used in 
the text community. Recently it has been shown that 
these technologies can also benefit the multimedia 
community. Knowledge defined in thesauri (e.g., shape 
[4], texture [5] and multimedia thesaurus [6]) models the 
shared perceptual knowledge for retrieval. However, 
only the strict sub/super relationship is defined in the 
single inheritance hierarchy [7]. Ontology defines 
domain knowledge explicitly, and thus makes the 
implicit semantics of images more explicit. It also 
facilitates the inference of new knowledge. A visual 
descriptor ontology is built in RDF(s) format in the 
aceMedia project for assisting in multimedia analysis [8]. 
An object ontology proposed by Kompatsiaris is 
different from the former ontology in that domain 
knowledge is expressed by intermediate-level 
descriptors such as black,  which can be understood by 
humans [9]. These features are automatically mapped to 
low-level features. Additionally, a visual ontology is 
proposed for description of digitized art image [10]. Its 
aim is to standardize the description of art images using 
type and style, concrete semantic (e.g., flower) and 
nonobjectionable semantics (e.g., warmth). These 
conceptions can be automatically generated via 
classifying low-level features. 
Bird recognition is a significant and challenging 
problem in applications such as environment protection 
and endangered animal rescue [11]. Bird classification is 
usually done by ornithology experts based on an animal 
classification system proposed by Linnaeus1: Kingdom, 
Phylum, Class, Order, Family, and Species. Besides 
visual and audio properties (e.g., shape, colour, songs) 
are all important keys for bird recognition [12, 13]. 
Many researchers utilize those features to automatically 
identify birds. Some technologies, such as Support 
Vector Machines (SVM) [14] and other data mining 
technologies [15], were applied to link bird species and 
their acoustic characteristics. Compared with sound 
identification, visual features are not well studied for 
bird classification. The Robotics Institute in Carnegie 
Mellon University 2  initiated a project of bird 
classification. Firstly, birds are segmented, and then 
SVM is applied as the classifier. Nadimpalli compares 
different technologies (image morphology, artificial 
neural networks, and template matching) on 
identification of two bird species [16]. Additionally, 
Burghardt uses the area of interest method to identify 
African penguins [17].  
Recent work on bird classification primarily focuses 
on expert knowledge or visual/audio properties 
separately. Among all visual/acoustic properties, bird 
shape is one of the most important characteristics due to 
                                                 
1 A complete taxonomy of living animals  
http://www.gregboettcher.com/as/science/classification/, accessed by 
20 July 2007 
2 The Robotics Institute   
http://www.ri.cmu.edu/projects/project_605.html, accessed by 14 July 
2007 
their least likely changeable properties3. The goal of this 
paper is to propose an integrated framework of domain 
knowledge and visual features for bird categorization. 
The bird domain and shape ontologies are constructed to 
contain domain and visual information respectively. The 
domain ontology is built based on the bird taxonomy, 
while the shape ontology is constructed automatically in 
a bottom-up fashion. The shape ontology is mapped to 
the domain ontology so that domain and visual 
knowledge can complement each other.  
 
3. Proposed shape ontology framework 
 
In terms of a philosophical framework, hierarchical 
classification is an approach that assists in the gaining of 
knowledge of the essence of the real world4 [18]. An 
ontology represents the knowledge in a hierarchical 
structure, which shows a natural way to describe and 
organise the image collection. The main purpose of 
using ontologies in the bird application is to organize the 
image collection into various abstract levels for 
classification. In this section, we will give an overview 
of the shape ontology framework. 
 
3.1. Bird domain ontology 
 
Domain ontology contains domain knowledge which is 
obtained from domain experts. This bird ontology 
provides a knowledge base of semantic information and 
shared vocabularies for bird image annotation and 
classification. This ontology shown in Figure 1 is a tree 
structure, which is derived from the definition of bird 
taxonomy in Birds of Australia Database 5. The nodes at 
higher levels of the ontology represent more generic 
concepts while nodes at lower levels represent more 
specific concepts An arrow between two concepts is 
defined as superclass/subclass relations. For example, 
the treecreeper is a kind of song bird.  
 
3.2. Bird shape ontology 
 
Different birds can be identified on the basis of 
shape differences of different parts (e.g. the body shape, 
the wing shape, and the beak shape), and these shapes 
can be described using more abstract shapes. This means 
that many bird shapes are similar to each other. For 
                                                 
3  Bird Identification http://www.all-birds.com/Identify.htm, accessed 
by 29 June 2007 
4  Right Before Your Eyes: Visual Recognition Begins With 
Categorization available at ScienceDaily,  
http://www.sciencedaily.com/releases/2005/02/050213135220.htm, 
accessed by 20 July 2007 
5 Birds of Australia Database  
http://www.ozbirds.com/OzBirds/index.php/Content=ListTaxonomic, 
accessed by 19 July 2007 
example, the body shapes of the geese, grebes, and 
swans share commonalities with ducks. Therefore, we 
may describe these body shapes as duck-like shape. 
Song birds , as another example, are totally different in 
their shape different in their shapes from a duck-like 
shape and can be generally divided into two categories 
in terms of their shapes: fairy-wren-like and treecreeper-
like based on their body shapes. The former is 
approximately round, and the latter has a somewhat 
oblate body.   
 
Figure 1. Structure of the domain ontology 
 
Figure 2. Structure of the shape ontology 
Besides the body, wing and beak shapes are also 
important visual keys for visual identification. Different 
shapes have many variants. In this paper, we define the 
body shape according to several variations, such as the 
fairy-wren, treecreeper, penguin and duck-like shape. In 
the future, we will put more body shapes to further 
refine our idea. The shape ontology in Figure 2 is 
constructed based on this idea. It is also a tree structure, 
and the concept descriptions in this ontology are brought 
in from WhatBird1. The hyponyms/ hypernyms between 
two concepts in the first layer is defined as contain/part-
of relations. For example, the bird shape contains the 
body, wing and beak shapes. The relationship between 
concepts in the second layer is defined as 
generalized/specification-of. For example, the duck-like 
shape is a specification of the bird body shape.  
 
3.3. Mapping between the shape and domain 
ontology 
 
Different description schemas of the bird domain 
differ from each other due to their naturally 
heterogeneous characteristics. The domain ontology 
reflects the experts’ knowledge in a particular domain 
which is learned from the bird taxonomy, whereas the 
shape ontology represents the visual properties. They 
capture different aspects of the bird domain, but they 
share many common concepts.  
 
Figure 3. Mapping between the domain and 
shape ontology. Two nodes linked by a double 
arrow lines means they are equivalent concepts.  
In order to capture the semantic counterparts of the 
two concepts in different ontologies, we have to 
establish the mappings between the domain and shape 
ontology. Then the domain and visual knowledge can be 
interoperable. In this section, the linkage between the 
body part in the shape ontology and the domain 
ontology is presented. As the shape and domain 
ontologies are too large, only four special birds are listed 
in domain ontology (as shown in Figure 1) and only 
body part in shape ontology (as shown by the dashed 
rectangle in Figure 2) are taken as an example to be 
mapped to four concept nodes in the domain ontology A 
concept in the shape ontology can be linked to multiple 
concepts in the domain ontology. The concepts of grebe, 
                                                 
1 WhatBird http://www.whatbird.com/ , accessed by 1 August 2007 
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duck, swan and goose in the domain ontology have a 
duck-like shape, and thus be connected to the “duck-
like” concept in the shape ontology. The correlation 
between two ontologies is depicted in Figure 3, in which 
the dashed double arrow displays mapping relations 
between concepts. Other parts (e.g. beak and wing) in 
the shape ontology can be similarly aligned to the 
counterparts in the domain ontology. 
Once the domain and shape ontology are mapped, 
these two ontologies can be interoperable. If an image is 
queried, not only the images with a similar shape, but 
also images similar in concepts stored in the domain 
ontology can be searched and returned to users. 
 
4. Construction of the shape ontology 
 
Generally there exit two different approaches for 
ontology construction, namely the top-down and 
bottom-up strategies [19]. Compared to the top-down 
method, the bottom-up method can be more complete as 
more domain knowledge is covered. Therefore, the 
bottom-up strategy was utilized in our work to build the 
shape ontology. The bottom-up method begins with a 
large set of data, and gradually derives the abstract 
concepts. In this section, the body shape ontology is 
automatically clustered from an initial set of bird shape 
templates as described in Figure 4.  
At the bottom level is the original images, the second 
last level contains the black-white objects obtained from 
images, the third last level constitutes the cluster 
representatives as the abstract shape of a category of 
birds, and the topmost level corresponds to the “body” 
node in shape ontology. Other parts of the shape 
ontology, such as the wing and beak shape can be built 
based using the same strategy. 
To achieve this goal, templates of specific shapes are 
created to represent body shapes of birds. To avoid the 
complexity of shape segmentation, we firstly obtain 
objects from the background manually. An 8-
connectivity tracing algorithm [20] is then applied to 
extract the contour of bird shapes.  
Due to the different sizes of the bird shapes, the 
sampling procedure is required to get the same boundary 
points for shape matching. Sampling can also remove 
noises and small details in order to make the shape 
representation more robust [21]. Different sampling 
numbers have different discrimination power. The more 
sample points, the more accurate the results. In this 
paper, the number of sampled boundary points should be 
the power of 2 so that Fast Fourier Transformation (FFT) 
can be applied more efficiently. Compared with the 
equal arclength sampling, the equal points sampling has 
better performance. Therefore, the equal points sampling 
method is adopted in this experiment.  
 In the next step, Fourier descriptors are calculated as 
the feature of shape contour. Experiments has proven 
that Fourier descriptors have the invariant properties on 
translation, scale and rotation [22]. That means Fourier 
descriptors are independent to the relative position and 
size of the bird in the image. Compared with other 
Fourier descriptors, such as those derived from 
curvature, and cumulative angular, centroid Fourier 
descriptor is more robust [21, 23]. Centroid Fourier 
descriptor, named CF, is the coefficients of 1-D Fourier 
transformation on the centroid distance ri. Let the 
number of sampled boundary points be N, the location 
of boundary points be (xi, yi), and the centroid be (xc, yc). 
ri is defined as the distance between each boundary 
point and the centroid, as show in equation 1. The 
coefficients cu (u=0, …, N-1) of 1-D Fourier 
transformation on ri is then normalized to ensure their 
rotation, scaling and translation independence. The 
invariant shape features CF for indexing bird images are 
calculated as shown in equation 2.  
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K-Means is an unsupervised machine learning 
method which automatically partitions the dataset into K 
predefined clusters and uses centroids as cluster 
representatives. It is one of the most popular and 
efficient clustering approaches and very simple. We 
apply K-Means to group images into several clusters and 
the cluster centroids are used to represent each shape 
groups. Initial cluster centres are selected randomly, and 
then each image is clustered by the K-Means algorithm 
using the Euclidean distance as a measure of the 
similarity. The final cluster prototypes (centroids) are 
selected as the representative of each cluster.  
When a new image is given, first Fourier descriptors 
of this image are obtained, and then the distances 
between the new image and all cluster centres are 
calculated.  If all distances are bigger than a predefine 
threshold, a new cluster is built. Otherwise, the new 
image is inserted into the cluster which is the closest to 
the new image, and then new cluster representative is 
calculated.  
 
5. Experiment and analysis 
 
In this section we demonstrate how to automatically 
construct the shape ontology. We select four different 
bird shapes, that is, duck, penguin, treecreeper, and 
fairy-wren like shapes and collect 105 bird images. Each 
shape category contains 25, 28, 28 and 24 images 
respectively. Every image is pre-processed (the 
background is flood-filled with white, while the object 
retains the original state.) and only contains one object. 
The 4 representatives of images in different categories 
are enumerated in Figure 5. 
       
         
Figure 5. Four representatives of four categories 
Black-white images are obtained manually by flood-
filling the object with black first, and then the contour is 
traced using the 8-connectivity tracing algorithm. The 
equal points sampling is then applied to obtain 128 
sampling points for the FFT. The centroid Fourier 
descriptors are calculated according to the sampled 
boundary points, as described in Section 4. We choose 
the first 30 FFT coefficients as the shape features. After 
all features are obtained, K-means is utilized to cluster 
images into 4 predefined groups. In each group the 
clustering centre is chosen as the abstract shape 
representative of all shapes in the same group. The 
initial cluster centres are randomly selected from each 
predefined categories. 
we adopt the precision, recall and F1 measure for the 
evaluation of clustering performance [24]. 
findallrelatedfindprecision __=  
relatedallrelatedfindrecall __=  
( ) ( )recallprecisionrecallprecisionF +××= 21
where, find_related is the number of images which are 
clustered correctly into a group, all-find is the number of 
all images classified to a cluster; all_related is the 
number of all related images in a predefined group. 
We set four clusters in the K-Means algorithm, that 
is, duck, penguin, fairy-wren and treecreeper like shapes. 
Table 1 shows the clustering results. Each column 
represents each cluster obtained in K-Means clustering 
algorithm, being cluster 1 - duck, cluster 2 - penguin, 
cluster 3 – fairy-wren and cluster 4 - treecreeper like 
shape clusters from left to right. The number marked by 
the star (*) in each column means which group this 
cluster belongs to. The other numbers in the same 
column display the number of birds that are wrongly 
clustered into this group. For example, as shown in 
column 1 in Table 1, after clustering there are 28 birds 
in the duck-like shape cluster, among which 17 are 
correctly categorized, and other 11 are wrongly 
classified.  
Table 2 summarizes the precision, recall and F1 
measures of each cluster. According to Table 2, Cluster 
2 achieves the best results, being 0.875, 0.75 and 0.808 
of precision, recall and F1 respectively. Cluster 1 and 3 
follow, the precisions are 0.607 and 0.613 respectively. 
17 out of 25 duck and 19 out of 28 fairy-wren like birds 
are classified correctly. The experiment results show 
that Centroid Fourier Descriptor and K-Means 
unsupervised clustering method can better distinguish 
penguin-like birds from duck, fairy-wren and 
treecreeper-like birds. There exist discrepancies between 
the actual bird classification and clustering results. The 
reasons are as follows. Firstly, only one shape feature is 
used, so it does not have enough discriminative power. 
Secondly, when we calculate Centroid Fourier features 
on some duck-like bird images, some shape centroids 
are beyond the shape boundary in some cases. This may 
lead to the low discrimination of duck like birds. 
Besides the basic K-means method often ends at local 
minimums and is sensitive to initial cluster centres.  
 
6. Conclusion and future work 
 
This paper proposes a shape ontology framework for 
bird classification. This framework constitutes two 
components, being domain and shape ontologies. As 
these ontologies describe bird images in different 
aspects, two ontologies are mapped to each other, so that 
the textual domain and visual perception knowledge can 
be integrated together for the assistance of bird 
classification. This paper also proposes to build shape 
ontology with an automatic clustering strategy. 
The results of the experiment on the shape ontology 
construction using 105 bird images are promising. In 
future, we will explore alternative features for bird 
recognition. We will apply this automatic shape 
ontology construction method to a larger image dataset 
for scalability validation. In addition, the mapping 
between the domain and shape ontologies is currently 
done manually. We will investigate approaches for 
automatic mapping.  
 
 
Figure 4. Procedure of shape ontology construction 
Table 1. Clustering results in bird images 
clustering results ground truth 
duck-like penguin-like fairy-wren-like treecreeper-like 
duck-like shape 17* 0 5 2 
penguin-like shape 0 21* 0 7 
treecreeper-like shape 7 0 19* 3 
fairy-wren-like shape 4 3 7 10* 
detected 28 24 31 22 
Table 2. Cluster precision, recall and F1 of all clusters 
 duck-like shape penguin-like fairy-wren-like treecreeper-like 
precision 0.607 0.875 0.613 0.455 
recall 0.68 0.75 0.679 0.417 
F1 0.641 0.808 0.644 0.435 
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