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ABSTRACT 
The paper o u t l i n e s  t he  t h e o r e t i c a l  b a s i s  behind the  def in i -  
t i o n  of frequency s t a b i l i t y  i n  t h e  t i m e  domain. Various 
types of var iances  a r e  examined. Their d i f f e r ences  and 
i n t e r r e l a t i o n  a r e  pointed out .  Systems t h a t  a r e  genera l ly  
used i n  t he  measurement of these  var iances  a r e  described. 
INTRODUCTION 
Radio frequency sources  give an output  s i g n a l  which, i n  general ,  
is a f f ec t ed  by small  f l uc tua t ions  i n  t h e i r  amplitude, phase or. frequency. 
The na ture  of these  f l u c t u a t i o n s  may be random o r  de te rmin is t ic .  Due t o  
t he  l a rge  number of users  of these  sources  and the  v a r i e t y  of f i e l d s  i n  
which they a r e  appl ied ,  a  problem has  a r i s e n  i n  t he  method of character-  
i z a t i o n  of the  frequency f l uc tua t ions .  I n  t he  case of t he  de t e rmin i s t i c  
f l uc tua t ions  such a s  l i n e a r  frequency d r i f t ,  i t  has been found, i n  most 
cases,  t h a t  a  s p e c i f i c a t i o n  of t he  f r a c t i o n a l  frequency devia t ion  on a  
per  day o r  per month b a s i s  is  s a t i s f a c t o r y .  However, i n  t he  case of non 
de t e rmin i s t i c  o r  random f luc tua t ions ,  a  mathematical treatment based on 
p robab i l i t y  concepts is necessary. I n  the  pas t ,  depending on the  f i e l d  
of i n t e r e s t ,  s eve ra l  methods of cha rac t e r i za t i on  have been used andsome- 
times have led  t o  confusion. 
More recent ly  a  proposal has  been made by the  IEEE Subcommittee 
on Frequency S t a b i l i t y  t h a t  t he  s p e c t r a l  dens i t y  S ( f )  of t he  f r a c t i o n a l  
frequency f l uc tua t ion ,  y, and the  two sample var iaJce ,  a (T), be used t o  Y 
cha rac t e r i ze  frequenc s t a b i l i t y  respec t ive ly  i n  t he  frequency domain and 
I n  the  t i m e  domain [17 . These two parameters have r e su l t ed  a s  a l o g i c a l  
conclusion from a r a t h e r  l a r g e  amount of t h e o r e t i c a l  and experimental 
work on the  subject. [ 2 ] ,  [3] . However, o the r  parameters, s p e c i a l l y  ir, +he 
t i m e  domain, have been s tud ied  and have been found most i n t e r e s t i n g  i n  
s p e c i f i c  cases  [ 4 ] ,  [5], [6], [ 7 ]  . The sub jec t  s t i l l  r a i s e s  g r e a t  i n t e r e s t .  
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I n  the  present  paper we give a b r i e f  de sc r ip t i on  of t h e  main theo- 
r e t i c a l  concepts involved i n  t h e  d e f i n i t i o n  of the  frequency s t a b i l i t y  i n  
the time domain. The i n t e r r e l a t i o n  through the  s p e c t r a l  dens i t y  S ( f )  
of some of t he  var ious  var iances  t h a t  have been s tud ied  up t o  now ?s made 
e x p l i c i t ,  F ina l ly  s eve ra l  systems used f o r  the  measurement of s t a b i l i t y  
i n  the  t i m e  domain a r e  described. 
This paper was prepared a t  t he  request  of the  P~ogram Committee of 
t h i s  Meeting. Several  exce l l en t  reviews and t u t o r i a l  papers on t h i s  sub- 
j e c t  have been published i n  recent  years  [8] , [ 9 ] ,  [lo], [ll] , [12] . Conse- 
quently i t  appears d i f f i c u l t  i n  t h e  wr i t i ng  of such a t u t o r i a l  introduc- 
t i on ,  t o  avoid r e p e t i t i o n s  o r  t o  improve on a l l  these  papers.  The most 
one can do a t  t h i s  s tage ,  is  t o  present  the  mater ia l  i n  a s l i g h t l y  d i f f e -  
r e n t  manner, I n  p a r t i c u l a r  t h e  presen t  t e x t ,  spec ia lzy  on the  t heo re t i -  
c a l  sec t ion ,  owes a g rea t  dea l  t o  .he recent  review by D r .  Rutman [8];  
the  reader  is s t rong ly  encouraged t o  consul t  t h a t  exce l l en t  a r t i c l e .  
A - THEORY 
Def in i t ions  
According t o  a w e l l  accepted nota t ion ,  t he  instantaneous output  
vol tage of a s i g n a l  generator  can be w r i t t e n  a s  [I]: 
V(t1 [VO + ~ ( t ) ]  s i n  [2n vat+ qt)] , (1) 
where Vo and vo a r e  the  nominal amplitude and frequency and ~ ( t )  and 
Y(t) a r e  amplitude and phase f l uc tua t ions .  It is assumed t h a t  ~ ( t )  is  
very small with respec t  t o  Vo and can be e n t i r e l y  neglected.  The ins- 
tantaneous frequency of t he  o s c i l l a t o r  is defined as: 
where G( t )  s tands  f o r  d e t )  / d t  . We a l s o  def ine  t he  f r a c t i o n a l  f re -  
quency f l u c t u a t i o n  as: 
and w e  assume t h a t  
A proposed means t o  cha rac t e r i ze  t he  frequency s t a b i l i t y  of an 
o s c i l l a t o r  is the  s p e c t r a l  dens i ty  of y denoted by Sy( f )  . Its dimen- 
s ions  a r e  ~ 2 - l  . A measurement giving an es t imate  of Sy(f) would then 
cha rac t e r i ze  t he  s t a b i l i t y  of the  o s c i l l a t o r  i n  t he  frequency domain. 
This can be done i n  p r a c t i c e  with a spectrum analyzer .  However, onemust 
be aware t h a t  only es t imates  of S ( f )  can be obtained because of f re -  
quency range l i m i t a t i o n s  and f init?e observat ion times. 
Experimental s t u d i e s  of var ious frequency sources  have shown t h a t  
f o r  a l l  p r a c t i c a l  purposes, the frequency f l uc tua t ions  spectrum of t he  
most comnon o s c i l l a t o r s  can be represented by a t runcated polynomial i n  
t he  Fourier  frequency domain: 
where a is an in t ege r ,  ranging from -2 t o  +2. The frequency f luc tua-  
t i ons  s p e c t r a l  dens t ty  can be r e l a t e d  t o  the  phase f l uc tua t ions  s p e c t r a l  
dens i ty  through the  r e l a t i o n  
The a has  been assoc ia ted  wi th  var ious types of f l uc tua t ions  
e i t h e r  i n  the  phase o r  frequency represen ta t ion .  
However, another cha rac t e r i za t i on  of t h e  frequency s t a b i l i t y  can be made 
by considering t h a t  y ( t )  is a random funct ion of time. Then, a s t a t i s -  
t i c a l  parameter measuring i n  some sense t he  excursions of the values  y 
of the  random func t ion  y ( t )  around i t s  mean value should cha rac t e r i ze  
the  frequency s t a b i l i t y  of the  o s c i l l a t o r .  In s t a t i s t i c s ,  the  s tandard 
devia t ion  a o r  the var iance a2 is o f t e n  used a s  s t a t i s t i c a l  parameter. 
We could def ine  a var iance f o r  the  instantaneous frequency. In p r a c t i c e  
the  frequency is measured over a t i m e  i n t e r v a l  ,T, c a l l e d  t h e  averaging 
t i m e  and the  variance is ca lcu la ted  through the  r e l a t i on :  
2 
Cf2(T) = < ( ( ~ ~ 1  - <P) > , (7) 
a 
2 
1 
0 
-1 
-2 
where < > means an average over an i n f i n i t e  number of samples. Without 
going too deeply i n t o  quest ions of s t a . : s t i c a l  concern, we make a few 
assumptions. F i r s t ,  w e  assume t h a t  s t a t i o n n a r i t y  app l i e s  t o  our  model. 
By t h i s  w e  mean t h a t  a displacement of the  time coordinates  does not 
change the  s t a t i s t i c s  of our ensemble. Secondly we aesume ergodi- 
c i t y ,  t h a t  is, averages over the  ensemble can be replaced by t i m e  aver- 
r.ges on one of  t he  samples. The s i g n  < > i n  equation (7) then becomes 
a time average. Furthermore, we can assume t h a t  < 7 > = 0 and u2 (T)  
Type of f l uc tua t ions  
White Phase 
F l i cke r  of Phase 
White Frequency 
F l i cke r  of Frequency 
Random Walk of Frequency 
Ad 
*** 
. .'" 
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2 2 becomes simply < (7 ) > . Since C (7 ) > implies  an i n f i n i t e  time aver- 
age t h i s  var iance i s  a n a d e a l  t h e o r e t i c a l  concept which is commonly cal-  
l ed  the  t r u e  var iance I (T)  . In  p rac t i ce  i t  is  c l e a r  t h a t  one can only 
do measurements e i t h e r  f o r  a f i n i t e  time o r  on a f i n i t e  number of samples 
and thus obtaip. an es t imate  of t h i s  i d e a l  s t a t i a t i c n l  parameter. Further- 
2 
more i t  is found t h a t  I (T) diverges  f o r  c e r t a i n  tyoes of no ise  sa~ch a s  
f l i c k e r  frequer~cy f l uc tua t ions .  I n  order  t o  avoid these  problems, var ious 
s c i e n t i s t s  have proposed seve ra l  types of var iances  obtained from l imi t ed  
amount of samples. A s  w i l l  be explained below, one of them, the  "two - 
adjacent  - sample variance1' s tud ied  by Barnes and Allan, has  been propo- 
sed a s  a t i m e  domain measurement of frequency s t a b i l i t y  [I]. 
An at tempt  a t  measuring time Jomain frequency s t a b i l i t y  
Before def in ing  the two sample var iance l e t  us examine the  process 
of frequency measurement i t s e l f .  We assume t h a t  a d i g i t a l  frequency 
counter is used t o  measure the  frequency. The measurement is then made 
over a f i n i t e  time T and one obta ins  an average of t he  frequency ovr 
t h i s  time i n t e r v a l  T . I n  o the r  words, the  counter gives  the  number of 
cycles  kIk during the  time i n t e r v a l  T . Figure 1 is  an experimental 
arrangement by which t h e  frequency of o s c i l l a t o r  (1) is measured, o s c i l l -  
a t o r  (2) being used a s  the  time base of the  counter.  For the  purpose of 
s implifying the  p i c t u r e  l e t  us assume t h a t  o s c i l l a t o r  (2) is per fec t  i n  
t he  sense t h a t  i ts frequency i s  f r e e  of f l uc tua t ions .  A l l  f l uc tua t ions  
i n  t he  measurements would then come from frequency f l uc tua t ions  of os- 
c i l l a t o r  (1). The counter takes measurexnents i n  t he  sequence shovq i n  
f i g u r e  2(a) .  The r e s u l t  f o r  N measurements may be a s  shown i n  f i gu re  
2 ( b ) .  Here r = tk+l - tk and 
The average value of t he  random va r i ab l e  is  only an es t imate  of t h e  
a c t u a l  average frequency, average being done on N samples. One maythen 
ca l cu l a t e  f o r  the  N samples the variance: 
In  order  t o  continue the  ana lys i s  i t  is assumed t h a t  the  o s c i l l a -  
t o r  does no t  show sys t6 ,na t ic  d r i f t s  with time. I f  such d r i f t s  a r e  pre- 
s en t ,  they a r e  removed from the d a t a  and the  following ana lys i s  app l i e s .  
The var iance of t he  random va r i ab l e  7 may be r ead i ly  w r i t t e n  as: 
2 1. F i r s t  we not2 t h a t  ay  ( N , T , T )  is i t s e l f  a random va r i ab l e .  
It is an es t imate  of the  t r u e  var iance I ~ ( T )  made on N samples. Its 
average value made c., s e v e r a l  sets on N samples, (N, T, T ) , should 
be clvde t o  the  t r u e  var iance.  A t  t he  l i m i t  whe,:% tends t o  i n f i n i t y  
i t  s h o ~ l d  be equal  t o  I ~ ( T )  . 
2 ,  The r e s u l t s  of the  experiments dibcussed above can be used t o  
form an h i s ' .  gram a s  i l l u s t r a t e d  i n  f i gu re  3. I f  the  number N cf Sam- 
i l e s  is l a rge  enough the  f i g u r e  m y  be r a t h e r  smooth and a good es t imate  
of ay2 (N, T, r ) can be obtained from t h i s  curve through a measurement 
of t he  ha l f  width a t  ha l f  t he  he ight .  ( For a normal d i p  : ,  buti ion 
CJ - 1.17 (AT)$ ). 
3. I f  the  experiment is repeated f o r  o the r  averaging tiines T , 
the  r e s u l t s  obtained with 7-he histo-m technique may behave a s  shown i n  
f i gu re  4. The value of J o y 2  (N, T, T ) f o r  each of t he  histograms may 
then kc p lo t t ed  a s  a funct ion of T .  Tht- r e ~ u l t s  a r e  shown i n  f i gu re  5. 
These r e s u l t s  appear very i n t e r e s t i n g ,  and give 4 -  a sense an i a d i c a t i o n  
of +-he frequency s t a b i l i t y  of the  o s c i l l a t ~ r  i n  t he  time domain. However, 
s eve ra l  d i f f i c u l t i e s  a r i s e  when the technique of measurements is changed. 
For example i t  is observed t h a t  ir. the  region where the  var iance v a r i e s  
2 
as l / r  an increase  i n  the  number of samples N does no t  a l t e r  .I ts  value,  
providing t h i s  number of sanpies  is  l a r g e  enough. This is not  the case 
i n  the region dhere oy2 (N,  ) is independent of r . In  t h a t  region 
an increase  i n  the number of samples N shows up by an increase  of the  
variance. One is then faced with a problem of a var iance whose v:;.. uzs 
depend on the  nusber of samples Furthermore, i n  the  region wher A a' 
variep a s  1 f T 2  the value of oi depends on the  frequency bandvidth of 
the measurement system. 
The tw3-sample var iance 
In  order  t o  avoid these  problems, a r l ~  t o  Cac L l i t a t e  intercompari- 
son between the  r e s u l t s  reported by workers i n  var ious f i e l d s ,  one has 
tnen t o  make a choice on N and p re fe rab l  the r a t i o  T/T . It has been 
proposed, fol l rwing the work of Allan [131: 
1 )  t h a t  the  Collowing weighed sample varianck be used: 
2 )  t h a t  N = 2 -* tvo-sample var iance ; 
T 3) t h a t  - =  1 , o r  no dead t i m e  between measurements [I]. T!*-s 
T 
var iance is a random va r i ab l e  and i ts  average, abrev!at%-r, 
OY 
Z(T) , is given by: 
It i s  proposed a s  a  cha rac t e r i za t i on  of frequency s t a b i l i t y  i n  the  time 
domain. 
This var iance has ver, i n t e r e s t i n g  proper t ies :  
1. It is s tandardized i n  the  sense t h a t  N and T a r e  f ixed.  
2. It is equal  t o  t he  t r u e  var iance 1 2 ( r )  f o r  white  frequency 
noise .  It is equal t o  3/2 I'(T) f o r  white  phase no ise  thus c lose  ro i t .  
3. It i s  convergent f o r  a l l  types  of frequency noise  :.omally 
encountered i n  o s c i l l a t o r s ,  t h a t  is the  f i v e  power laws mentioned e a r l i e r .  
4.  Although by d e f i n i t i o n ,  one is sti l l  faced with an average on 
an i n f i n i t e  number of samples ( i n  t h i s  sense oy2(r)  is s t i l l  an idea l -  
ization!, good es t imates  of i t  can be obtained by a  r e l a t i v e l y  l im i t ed  
number of measurercents,m, of the  pa i r s :  
For n  > 10 i t  has been showr. <ha t  the  confidence i n t e r v a l  t o  be  
associated t o  a (t) i n  such an es t imate  i f  of the  order  of [14]. 
Y 
Confidence i n t e r v a l  = K a (T)  1 6 1  , 
a Y 
where K, is a  constant  depending on the  power lzw predominent, bur is 
not  f a r  from unity.  
5. F ina l ly ,  t ab l e s  have been compiled which t r a n s l a t e s  from one 
type of variance to  another i n  r e l a t i o n  t o  v a r i a t i o n s  i n  N and the r a t i o  
T/r  , and t h i s ,  f o r  the  f i v e  power laws commonly encountered i n  o s c i l l a -  
t o r s  [15]. Of p a r t i c u l a r  i n t e r e s t  is the b i a s  func t ion  
s ince  i n  geileral a simple counter w i l l  be charac te r ized  by a  dead time 
(TIT # 1)  between successive measurements. 
The main disadvantages of a (T)  are:  Y 
1 )  i t  diverges f o r  power law s p e c t r a l  d e n s i t i e s  g r e a t e r  than -2; 
2)  i,t does not  d i sc r imina te  between white phase no ise  and f l i c k e r  
of phase noiso, 
Relat ion between the  time domain and the  frequency domain: ~ t h e r  types 
-- 
of variance 
The time dollain frequency s t a b i l i t y ,  as character ized e a r l i e r  
e i t h e r  through the  t rue  variance o r  the  two-sample variance, can be i n t e r -  
preted i n  a d i f f e r e n t  way. The operat ion of the  counter,  averaging the  
frequency f o r  a t i m e  T may be thought of as a f i l t e r i n g  operat ion.  The 
t r ans fe r  funct ion , H(f) , of t h i s  equivalent  f i l t e r  is then the  Fourier 
transform of the  impulse response h ( t )  . It can be shown t h a t  the  t i m e  
domain f r e q ~ e n c y  s t a b i l i t y  is then given by [16], [17]. 
where S ( f )  is the  s p e c t r a l  dens i ty  of frequency f luc tua t ions .  In  the  
Y case of the  t r u e  variance and of the  Allan variance, w e  have: 
W T 
s i n  - 2 
HI(f) = ., 9 
- 
2 
2WT 
s i n  ,- 
These r e l a t i o n s  a r e  i l l u s t r a t e d  i n  f i gu re  6. 
This " t ransfer  funct ion approach" has been exploi ted by several  
authors  t o  e l abo ra t e  new types of var iances f o r  charac te r iz ing  o s c i l l a t o r  
f~equency  s t a b i l i t y  i n  the time domain. It  is the equivalent  of d i g i t a l  
f i l t e r i n g  used i n  da t a  processing. 
Hadamard Variance 
The sequence of measurements shown i n  f i gu re  6 f o r  the Allan 
variance,  which cons i s t s  of two samples (N=2)  can be expanded t o  a se- 
quence of a g rea t e r  number of samples. A sequence f o r  the  case xhere 
N=10 is shown i n  f i gu re  G(e), where the  impulse response of the equiva- 
l e n t  f i l t e r  is p lo t ted  a s  a funct ion of t . The variance f o r  t h i s  se- 
qllence is then [18] : 
where T is the  dead time between measurements. The square modulus of t h e  D 
t r a n s f e r  funct ion of t h i s  f i l t e r  is [20 ] : 
s i n  n r f s i n N n T f  ) ( c o s n T f  1 -  
It is i l l u s t r a t e d  i n  f igure  6 ( f )  f o r  no dead time and N = 10 . The charac- 
t e r i s t i c s  of t h i s  variance, in te res t ing  f o r  the  topic  of frequency stab- 
i l i t y  characterizat ion a r e  a s  follows: 
a)  For the case of no dead time (TD=O), the t ransfer  function of 
the equivalent f i l t e r  k- . i  a main lobe, centered a t  f l = 1 / 2 r ,  and whose 
width is equal to: 
.2 f =- 
16 T N (equivalent rectangular f i l t e r )  
It may thus be made very narrow by increasing N .  I n  t h i s  sense t h i s  
f i l t e r i n g  process is w e l l  su i t ed  f o r  spec t ra l  analysis  and t h i s  property 
has been exploited t o  obtain the s p e c t r a l  densi ty 3f frequency fluctua- 
t ions  using time domain measurements PO] . This is eas i ly  seen from re- 
l a t i o n  (15) by rea l i z ing  t h a t  I H(f) I can be approximated by a narrow 
square window over which S ( f )  does not  vary much. Ths spec t ra l  deqsi ty 
is then given by: Y 
T S ( f )  = - < a  2 ( ~ , T , T ) >  y 1  N H 
This is seen t o  lend i t s e l f  t o  a straightforward computation, i n  order t o  
obtain an estimate of the spec t ra l  densi ty without the use of a spectrum 
analyser . 
b) However, one should be aware of severe l imi ta t ions  i n  t h i s  tech- 
nique. There e x i s t  secondary s ide  lobes i n  % ( f ) ,  which appear a t  harmo- 
n ics  of f i= 1/2r ,  fo r  no dead time between measurements. These can be 
minimized y proper adjustment of the  dead time between measurements o r  
by proper weighing of the samples of the measurements. The propert ies  of 
the t ransfer  function have been well  s tudied i n  the case of a wei hing by 
the binomial coeff ic ients  and by a pseudo-sinuso~dnl function [187, [19], 
[201 
Modified sample variance 
Boileau and Picinbono have introduced a variance whrch can be in- 
terpreted i n  the case of its d i g i t a l  r ea l i za t ion  as  a modified sample 
variance. [6) Their r e l a t ions ,  when translated i n t o  the  notat ion generally 
adopted i n  the f i e l d  of frequency s t a b i l i t y  gives a variance a s  follows: 
N 2 
mod 
where N is  odd. Thrs y(E1+l)l#s the  cen t ra l  sample of the s e t  of N 
samples. Rutman has examined the  case when N = 3 and T = T [8] . The mea- 
surement sequence and the  square modulus of the  t r ans fe r  function a r e  
shown i n  f igure  6(g) and 6(h) respectively.  The variance is given by: 
The modified sample variance has the  advantage of being convergent f o r  a l l  
f i v e  power law spec t ra l  dens i t i e s  examined up t o  now, plus two others ,  
where a = - 3  and a = - 4 .  However, it does not discriminate between white 
phase noise and f l i c k e r  phase noise b e t t e r  than a (T) . 
Y 
A specia l  case of the  sample variance 
It is  general prac t ice  t o  study the  frequency s t a b i l i t y  o r  measure 
the  variance a s  a function of averaging time T . This is  what is done in 
the  sample variance described above. In  opposition t o  t h i s  prac t ice ,  
De Prins and Cornelissen [7] have studied frequency f luc tuat ions  over in- 
t e rva l s  T f o r  f ixed averaging times T . One can then i n  pr inc ip le  study 
the variance a (T) of the  instantaneous frequency (-r + 0 )  a s  a f ucrzion 
of the t i m e  ingerval  T . This variance is very d i f f e r e n t  from the  one 
described previously. In  the present case a l l  values of y ( t )  a r e  scan- 
ned a s  T is  varied i n  opposition t o  the averaging over T considered up 
t o  now. 
In the case where T does not tend t o  zero but is fixed a t  a given 
value, the variance then becomes a spec ia l  case of the  sample variance 
and the belraviour of o 2 ( ~ )  can be obtained from the bias function, B2. 
Y 
The high pass variance 
A close look a t  equation (15) suggests tha t  02(.r) can ac tual ly  be 
defined through the t ransfer  function H(f) of the  equivalent f i l t e r  cor- 
responding t o  the  measurement sequence. Rutman has suggested tha t  t h i s  
approach could be taken even i f  the  ac tual  measurement sequence was not 
exis t ing  151. Then, H(f) could be given the  shape desired. Of course 
the inverse Fourier transform of H(f) is  not necessari ly a s t ep  wise 
function tha t  could be implemented i n  a straightforward manner by a 
counting technique. Other measurement techniques have then t o  be imple- 
ment ed . 
In t h i s  approach the variance is written: 
where Sv(f) i s  the phase spec t ra l  density and is re la t ed  t o  S y ( f )  
through re la t ion  (6).  The variance is  then defined i n  terms or  He(£) 
and not i n  terms of the measurement sequence. 
From equation (23) one sees tha t  f o r  the Allan variance, the  square 
modulus of the  phase t r ans fe r  function of the  equivalent f i l t e r  is  
2 I = s i n 4 n f  r . (See f igure  (7)) (24) 
This is essen t i a l ly  a high pass f i l t e r ,  having an o s c i l l a t i n g  nature with 
a period 1 / r  . Low frequency components f < (ar)-l a r e  f i l t e r e d  out ,  t h i s  
being an e s s e n t i a l  character  of the Allan variance. Consequently i t  ap- 
pears tha t  I Hq(f) l 2  could be es sen t i a l ly  a high pass f i l t e r  and essen- 
t i a l l y  the  same character f o r  the variance would be obtained. In  f a c t ,  
calculat ions show tha t ,  when a second order high pass f i l t e r ,  with cut 
off  frequency fc  = (nr)-l , is used t o  ca lcula te  a so ca l led  'high pass 
vari-nce", the general behaviour with the  power law s p e c t r a l  densi ty is  
essen t i a l ly  the same as the  behaviour of the Allan variance. Both vari- 
ances have the same asymptotic s lopes with T and both variances cannot 
d i f f e r e n t i a t e  between white phase noise and f l i c k e r  phase noise. 
Band pass v a r i a n .  
Following t h i s  l i n e  of thought and recogaizing the nature of the  
l imi ta t ions  of the high pass variance, Rutman [8] has suggested tha t  a 
bandpass f i l t e r  be used f o r  ( He(f) l 2  with a center  frequency equal t o  
( 1 1 2 ~ )  and a constant Q fac tor ,  say equal t o  1. I n  t h a t  case the beha- 
viour of a ( r )  is qu i t e  d i f f e ren t  from tha t  of a y ( r )  o r  a ( r )  ; i t  
shows comp?$te discrimination between the f i v e  power law modss i n  its 
asymptotic behaviour a s  a function of r . 
Of course, the  method f o r  measuring a ( r )  is not a conventional BP 
one incorporating a frequency counter. One uses a phase comparator 
(loose-phase-lock technique), a bandpass f i l t e r  and a r .m.s .  voltmeter. 
In t h i s  sense, i t  is the same type of system as  the one used i n  reference 
[17] and essen t i a l ly  f a l l s  i n  the c l a s s  of systems used fo r  studying fre-  
quency s t a b i l i t y  i n  the  frequency domain. It appears na tu ra l  t o  think 
of frequency s i a b i l i t y  measurements i n  the  t i m e  domain a s  being done 
through a t i m e  sequential  technique and a s t a t i s t i c a l  analys is  of the 
r e su l t ing  data. This should be kept i n  mind i n  the  p rac t i ca l  implementa- 
t ion  of systems designed f o r  the  measurement of frequency s t a b i l i t y  i n  
the  time domain. 
An u i ~ i f  ied approach 
I n  the previous sect ions,  various types of variance were examined. 
The approach taken has been one i n  whlch the measurement sequence was 
ident i f ied;  the t r ans fe r  function of the equivalent f i l t e r  implementing 
the  impulse response f o r  the sequence i n  question was established,  and 
the  variances could be calculated through r e l a t i o n  (15). This method is 
very iiseful i n  pointing out the  l i m i t  of u t i l i z a t i ~ n  of a pa r t i cu la r  va- 
r iance i n  respect  t o  the power law frequency model and a l so  i n  understan- 
ding the reason of these l i m i t s .  
These variances however have a l l  been introduced a s  p a r t i c u l a r  
cases  f o r  s p e c i a l  needs. Recently, Lindsey, Chie, Leavi t  t and Lewis 1211 , 
[22],[23] have introduced i n  the  p i c t u r e  a method of ana lys i s  ca l l ed  the 
' 's tructure func t ion  approach", which emphasizes t he  fundamental t i e s  bet- 
ween these variances r a t h e r  than t h e i r  d i f fe rences .  
The kth average frequency f luc tu? t ion  over t i m e  T can be w r i t t e n  
a s  a d i f fe rence  of phase: 
We may def ine  the  f i r s t  d i f fe rence  o r  f i r s t  increment i n  phase as:  
The frequency d i f fe rence  (%+l-y ) appears as a second d i f fe rence  i n  
phase: k 
and the  second phase increment is defined as: 
I t  i s  r ead i ly  r ea l i zed  t h a t  the  f i r s t  d i f fe rence  i n  phase i s  used i n  the 
d e f i n i t i o n  of t he  t r u e  variance,  while the  second d i f fe rence  i n  phase is 
used i n  the  d e f i n i t i o n  of the  Allan variance (two samples). Lesage and 
Audoin [20] have proposed t o  continue the process fu r the r  and have obtai-  
ned an expression f o r  the nth 'd ifference i n  phase, which includes the  
binomial coe f f i c i en t  a s  a weighing f ac to r .  This ana lys i s  has l e d  them t o  
the  implementation of the Hadamard variance i n  which the measurement se- 
quence is weighed by the  binomial coe f f i c i en t s .  
From t h i s  i t  appears t h a t  a common b a s i s  may be expected under the  
d e f i n i t i o n  of the various variances examined above. The rank of the  phase 
increment appears t o  play a major ro l e .  I n  the approach of Lindsey and 
Chie t h i s  point  is s t r e s sed .  The N~~ phase increment is  defined as:  
N ! 
where I : ) = k: (N-k) ! (Binomial Coeff ic ien t )  . (30) 
The s t r u c t u r e  funct ion of phase i s  then defined as: 
Sta t ionna r i ty  of =he ~ t h  d i f fe rence  is assumed i n  the  wide sense. 
It is then shown t h a t  the  variances defined e a r l i e r  can a l l  be expressed 
i n  terms of these  s t r u c t u r e  functions: 
True variance 
------------- 
1 (T) ; I ~ ( T )  = (2n vg T)  2 D~ 
Allan variance 
-------------- 
Modified three-sample variance 
.............................. 
2 1 ( 3, '3 ) ' 9(zn vo  T)2 (3) < Oy mod Dv ; 
Hadamard variance (weighed by the  binomial coe f f i c i en t s )  
----------------- 
< u 2  (N, T ,  T )  > = 1 H.B.C. (2n vo @)(T)  ; 
This appropch thus c l e a r l y  shows t h a t  the  variances u t i l i z e d  up t o  now by 
various authors  have a common bas i s ,  i n  occurence, a s t r u c t u r e  funct ion of 
phase. On t h e  o the r  hand, t h i s  s t r u c t u r e  funct ion is r e l a t e d  t o  the  spec- 
t r d l  dens i ty  through t h e  r e l a t i on :  
which e f f e c t i v e l y ,  a s  s t r e s sed  e a r l i e r ,  provides means f o r  evaluat ing the  
s p e c t r a l  dens i ty  S ( f )  as f i l t e r e d  with a t r a n s f e r  funct ion 
Y 
through sequent ia l  measurements i n  t he  time domain. 
I n  t he  previous paragraph6 a s t r u c t u r e  func t ion  of phase was in-  
troduced a s  a means.for descr ibing frequency s t a b i l i t y  i n  t h e  time domain. 
A s t r u c t u r e  funct ion of frequency, however, can l s o  be introduced t o  
descr ibe  frequency s t a b i l i t y ;  i t  is w r i t t e n  D (4 (T)  . Lindsey and Chie 
[22] have shown, by studying the  mathematical Ydifferences between these  
s t r u c t u r e  funct ions,  t h a t  t he  t r u e  variance i s  e s s e n t i a l l y  a measure of 
phase i n s t a b i l i t y  whi le ' the  Allan variance is a measure of frequency in-  
s t a b i l i t y .  This type of reasoning has l e d  them t o  suggest t h a t  a func- 
t i o n  of the product of the  two types of var iance could be a parameter by 
which frequency s t a b i l i t y  i n  the  time domain could be character ized.  
It should be pointed ou t  t h a t  t he  cha rac t e r i za t i on  of !.he s t a b i l -  
i t y  of an o s c i l l a t o r  could i n  p r i n c i p l e  be made through t a b l e s  of t h e  
s t r u c t u r e  funct ions D ( ~ ) ( T )  . The user  could c a l c u l a t e  from these  t a b l e s  
t he  type of var iance t h a t  is b e s t  s u i t e d  f o r  h i s  p a r t i c u l a r  appl ica t ion .  
I n  a sense,  these  s t r u c t u r e  func t ions  can be thought o f ,  a s  cha rac t e r i z ing  
completely t he  frequency s t a b i l i t y  of t he  o s c i l l a t o r  i n  t h e  time domain 
i n  the  same sense a s  S ( f )  , does i t  i n  the  frequency domain. 
Y 
Long t i m e  frequency f l uc tua t ions  
I n  r e a l  o s c i l l a t o r s  i t  is  poss ib le  t o  observe very long term f re -  
quency f l uc tua t ions ,  t h a t  is,  very slow f l u c t u a t i o n s  which may appear over 
per iods of days, months and years.  These may o r i g i n a t e  eil he r  f rou slow 
random f luc tua t ions  o r  from de t e rmin i s t i c  d r i f t s  i n  the  behaviour of the  
o s c i l l a t o r .  
Slow random f luc tua t ions  
....................... 
The above ana lys i s  was l im i t ed  t o  f i v e  power laws of t he  s p e c t r a l  
dens i ty  j - 2 < a  <+2) .  Very slow frequency f l uc tua t ions  predominate a t  
very low frequencies  and a r e  thus represented by more negat ive s lope  power 
laws such a s  a = -3 o r  - 4 .  The g r e a t e s t  negat ive s lope  t h a t  t he  Allan 
var iance can handle is  a = - 2 ,  a random walk of frequency type of no ise ;  
f o r  more negat ive s lopes  i t  diverges .  Since d i r e c t  s p e c t r a l  ana lys i s  of  
these  slow f luc tua t ions  is not  experimentally f e a s i b l e ,  i t  appears t h a t  
the o the r  types of var iance mentioned e a r l i e r  may be  usefu l .  I n  f a c t  t he  
modified th ree  sample var iance ( 3, , T converges f o r  f -3  and 
f-' types of no ise  with respect?ve s lope  rZ and r 3  . Consequently 
f o r  very slow frequency f l u c t u a t i o n s  one llay then have t o  use a var iance 
d i f f e r e n t  from the  two sample var iance i n  order  t o  have meaningful1 in- 
t e r p r e t a t i o n  of time domain da t a .  
Determinis t ic  d r i f t s  
.................... 
Systematic d r i f t s  a r e  genera l ly  observed i n  o s c i l l a t o r s .  These 
d r i f t s  may be represeated by a polynomial [9] . A model fox f rac-  
t i o n a l  frequency d r i f t s  is:  
For the  f i r s t  term, rep." '. l t ing  a l i n e a r  frequency d r i f t ,  the  Allan va- 
r iance  v a r i e s  a s  r 2  . ir  , time dependent f o r  higher  order  d r i f t s .  The 
o ther  var fances  mentioned above consequently a r e  found very usefu l  i n  
charac te r iz ing  these  higher order  polynomial d r i f t s .  I n  p a r t i c u l a r  the  
modified th ree  sample var iance v a r i e s  a s  r 2  f o r  quadra t ic  frequency 
d r i f t s  while tile Hadamard var iance weighed by binomial c o e f f i c i e n t s v a r i e s  
as r 3  f o r  cubic frequency d r i f t s .  The behaviour of the asymptotic va lue  
of a ( r )  versus  T f o r  var ious power laws of s p e c t r a l  dens i ty  and var ious 
orders  of frequency d r i f t s  a r e  summarized i n  t a b l e  1. I t  should be under- 
stood t h a t  t he  s t r u c t u r e  func t ion  approach can a l s o  be  appl ied  t o  analyze 
these  long term frequency f l uc tua t ions ,  although emphasis has  no t  been 
placed on t h i s  po in t  i n  t h i s  Taper. 
I n  t h i s  s ec t i on  we have examined the  p rope r t i e s  of s e v e r a l  types 
of var iances  t h a t  can be bsed f o r  charac te r iz ing  frequency s t a b i l i t y  of 
o s c i l l a t o r s  i n  the  time domain. Differences between these  var iances  
have been shown; t h e i r  i u t e r r e l a t i o n  through thc  f r a c t i o n a l  frequency 
f l uc tua t ions  s p e c t r a l  dens i i y  has  a l s o  been emphasized. I n  f a c t ,  i t  has  
been shown t h a t  t he se  v a r i a n ~ e s ,  i n  the  case of random f l u c t u a t i o n s ,  a r e  
essentially e legant  means of represen t ing  the  s p e c t r a l  dens i ty  S ( f )  
through parameters which can be measured wi th  simple systems impfemented 
with a frequency counter and a ca l cu l a to r  f o r  doing s t a t i s t i c a l  ana lys i s .  
Such systems w i l l  now be described. 
B - TIME DOMAIN MEASUREMENT SYSTEMS 
Idea l ly ,  frequency s t a b i l i t y  measurements r equ i r e  a frequency re fe -  
rence much more s t a b l e  than the  o s c i l l a t o r  t o  be s tud ied .  A system rea l -  
i z i n g  t h i s  condi t ion can be implemented e a s i l y  f o r  t h e  measurement of t h e  
frequency s t a b i l i t y  of most common o s c i l l a t o r s .  However, f o r  s t a b l e ,  
s ta te-of- the a r t ,  o s c i l l a t o r s ,  i t  i s  necessary t h a t  t h e  re fe rence  o sc i l -  
l a t o r  be a t  l e a s t  a s  s t a b l e  as t h e  o s c i l l a t o r  s tud ied .  Erequency s tab-  
i l i t y  measurements i n  t h e  time domain can be done by two d i f f e r e n t  methods 
which are r e l a t e d  t o  the  de t ec t i on  of two d i f f e r e n t  parameters: frequency 
and phase. 
One can determine the  mean frequency over f i n i t e  observat ion times 
and ca l cu l a t e ,  f o r  a given number of samples, a c e r t a i n  var iance  a s  des- 
c r ibed  i n  the  previous s ec t i on .  Although these  measurements involve t he  
w e l l  developed technology of frequency o r  period counting, t h e i r  use Is 
l imi t ed  by the  f a c t  t h a t  they give informaticn only on t h e  mean frequency 
and the  frequency f l uc tua t ions  . Furthermore, i n  many sys  tems , t he  mea- 
surement samples a r e  not  adjacent  i n  time which, i n  some cases ,  a l t e r  the  
value of t h e  s t a t i s t i c a l  parameter ca lcu la ted .  
Many experimental set up's have been considered during t h e  l a s t  
s eve ra l  years ,  a s  t he  technology evolved 'see f o r  example re fe rence  (241, 
1251 and [26]. We s h a l l  l i m i t  our d i s c u s s ~ o n  t o  a few of them i l l u s t r a -  
t i n g  t h e i r  main p r inc ip l e s .  
The most simple set up is the  "Direct Frequency Counting System" 
skown i n  f i g u r e  8. I n  t h i s  case  t he  re fe rence  o s c i l l a t o r  is the  frequency 
counter time base. It is s u i t a b l e  f o r  t he  study of low pzrformance o s c i l -  
l a t o r s .  The output  of the  counter g ives  t he  mean frequency over a prese- 
l e c t e d  t i m e  i n t e rva l .  Its recording on a t r i p  c h a r t ,  magnetic tape o r  i n  
a d i g i t a l  memory allows one t o  use b e s t  es t imate  cu-me f i t t i n g  methods, 
i n  o rde r  t o  f i n d  any systematic  frequency t rends o r  d r i f t s .  T h e s e d r i f t s  
a r e  removed p r i n r  t o  s t a t i s t i c a l  ana lys i s .  The two sample var icnce (Allan 
variance)  o r  any o the r  des i red  var iances  a r e  ca l cu l a t ed  from the  s e t  of 
corrected data.  The main l i m i t a t i o n  of t h i s  s e t  up i s  the  f one count 
and the  accuracy of t h e  time base reference.  
The "Frequency Heterodyne Technique1', shown i n  f i g u r e  9, is another  
important s e t  up used when the  o s c i l l a t o r  t o  be s tud i ed  is more s t a b l e  
than t h e  frequency counter t i m e  babe, One must use another  o s c i l l a t o r  a s  
the  reference.  F i r s t ,  t he  o s c i l l a t o r  frequency is t r a n s l a t e d  down t o  a  
value which can be  conveniently measured by t h e  counter The t r a n s l a t i o n  
is r ea l i zed  by mixing the  o s c i l l a t o r  bignal  with t he  re fe rence  s i g n a l  set 
a t  a convenient d i f f e r e n t  frequency and by de t ec t i ng  only the  d i f fe rence  
frequency (beat frequency). A syn thes izer  can be very h e l p f u l  i n  many 
cases.  The opt iona l  l i n k  between t h e  re fe rence  and the  counter allows an 
increase  i n  the  counter performance and a  p rec i s e  measurement of the  ab- 
s o l u t e  frequency. S t a t i s t i c a l  ana lys i s  is done on the  bea t  frequency a s  
described f o r  the  formsr s e t  up. One must r e f e r  t he  f l u c t u a t i o n s  t o  the  
nominal frequency of t he  o s c i l l a t o r .  
Tf the  o s c i l l a t o r  and the  re re rence  frequencies  a r e  very c lo se ,  
one nay mult iply each one by a  d i f f e r e n t  f a c t o r ,  creacing a  more s i z e a b l e  
bea t  frequency. Such a system is  shown i n  f i gu re  10. Frequency counting 
and s t a t i s t i c a l  ana lys i s  a r e  achieved a s  i n  t he  previous s e t  up. Unfor- 
tuna te ly ,  no ise  may be introduced i n  the  m u l t i p l i e r  chains  which s e t  li- 
m i t s  t o  t h i s  technique. 
Measurements of s t a b i l i t y  i n  the  frequency domain r equ i r e  the  de- 
t e c t i on  of phase o r  frequency f l uc tua t ions .  While equipped t o  do so ,  
the same set up can be used t o  do measurements i n  t h e  time domain. These 
ex, zrimental systems a r e  ca l l ed  "Phase Locked Reference Systems". A . 
voltage con t ro l l ab l e  re fe rence  o s c i l l a t o r  is  phase-locked t o  t he  o s c i l l a -  
t o r  s i gna l .  When loose ly  locked, a s  ind ica ted  i n  f i g u r e  11, t h e  phase 
de t ec to r  de l ive r s  a  s i g n a l  which is  proport ional  t o  the  phase d i f fe rence  
between the two o s c i l l a t o r s .  I f  the reference is  considered more s t a b l e  
than the  o s c i l l a t o r ,  the  f l uc tua t ions  of t h i s  s i g n a l  is  a t t r i b u t e d  t o  
the  random changes of t h e  o s c i l l a t o r  phase. When t h i s  s i g n a l  is proces- 
sed through a  d i f f e r e n t i a t o r ,  a  low frequency s i g n a i ,  p ropor t iona l  t o  the  
frequency f l uc tua t ions ,  is obtained. I t  is  then poss ib l e  t o  use a  vol t -  
age t o  frequency converter  dr iven by t h i s  s i g n a l ,  t o  generate  a  low f r e -  
quency o s c i l l a t i o n ,  f l uc tua t ing  i n  the  same manner a s  the  frequency of 
t he  o r i g i n a l  o s c i l l a t o r .  Average frequencies ,  over time i n t e r v a l s  T , 
a r e  determined by a  counter and s t a t i s t i c a l  ana lys i s  i s  performed a s  i n  
the  previous systems, . a 
I f  the  reference o s c i l l a t o r  is  t i g h t l y  locked i n  phase t o  the  
o s c i l l a t o r  s tud ied ,  a s  shown i n  f i g u r e  12,  the  command s i g n a l ,  appl ied 
t o  the  re fe rence  is proport ional  t o  t he  frequency changes between the  
two o s c i l l a t o r s .  Again i f  t he  re fe rence  o s c i l l a t o r  is much more s t a b l e  
than the  o ther  o s c i l l a t o r ,  t h i s  command s i g n a l  f l u c t u a t e s  i n  the  same 
way a s  does the frequency of the  o s c i l l a t o r .  S t a t i s t i c a l  ana lys i s  of 
t h i s  s i g n a l  is  performed wi th  the  set up descr ibed i n  t h e  loose  phase 
locked reference case.  
The two systems a c t  simply a s  frequency t r a n s l a t o r s  with non uni ty  
conversion f ac to r .  The s e n s i t i v i t y  of these  systems js enhanced by a 
f a c t o r  p ropor t iona l  t o  t h e  r a t i o  of the  nominal o s c i l l a t o r  frequency t o  
t he  nominal frequency of t he  converter .  Time domain regions,  where the 
r e s u l t s  are s i g n i f i c a n t ,  a r e  determined by the  servo loop c h a r a c t e r i s t i c s .  
Usually a second order  loop is used i n  order  t o  achieve optimum perfor- 
mance; the  parameters t o  a d j t a t  a r e  the  n a t u r a l  frequency and the  damping 
f a c t o r  [27], [28], [ 2 9 ] .  The loose  Phase Locked Reference System is nor- 
mally used when frequency s t a b i l i t y  f o r  averaging times below 1 s e c  is 
needed, while  t he  t i g h t  Phase Locked Reference System is prefer red  f o r  
longer  averaging times. 
Obviously t h e s e  systems are w e l l  s u i t e d  f o r  t he  measurement o f p h a s e  
o r  frequency f l uc tua t ions  i n  the  frequency domain. For t h i s  type of mea- 
surement, i t  is necessary ko measure t h e  s p e c t r a l  dens i t y  a t  the  phase 
de t ec to r  i n  t he  f i r s t  system o r  the s p e c t r a l  dens i ty  of t he  command s i g n a l  
i n  t he  second system. Since f o r  h igh lv  s t a b l e  o s c i l l a t o r s  t he  information 
lies i n  a spectrum containing frequer  es much lower than one he r t z ,  a 
very low frequency spectrum ana lyser  AS required. D i g i t a l  r e a l  time spec- 
trum ana lysers  a r e  ind ica ted  f o r  such measurement bu t  they a r e  expensive. 
The method of bandpass f i l t e r i n g  proposed by Rutman can be appl ied  t o g i v e  
measurements e i t h e r  i n  the  time domain o r  i n  the  frequency domain with 
these systems [5] . 
A l l  the  experimental systems descr ibed previously dea l  wi th  t he  
measurement of f requencies  o r  per iods averaged over a f i n i t e  observat ion 
t i m e ,  -c . Charac te r iza t ion  of frequency s t a b i l i t y  is  done through statis- 
tical ana lys i s  on an  ensemble of these  averaged frequencies .  I+ ras 
pointed ou t  i n  t he  t h e o r e t i c a l  s ec t i on  t h a t  the frequency s t a b - L t y  of 
an o s c i l l a t o r  can a l s o  be charac te r ized  by a measurement of phase d i f f e -  
rences.  To do st,. one has t o  measure t he  phase of  an o s c i l l a t o r  and to  
ca l cu l a t e  phase d i f fe rences ,  spaced i n  time by an  i n t e r v a l ,  T . Measure- 
ment techniques of phase a r e  w e l l  developed i n  t he  f i e l d  of time s c a l e  
implementation s ince  a time s c a l e  can be graduated i n  terms of phase 
with 2n radians a s  a u n l t  of time (one per iod) .  Thus, measurements of 
phase d i f f e r ences  correspond t o  time d i f fe rence  measurements. 
We w i l l  descr ibe  two systems f o r  measuring frequency s t a b i l i t y  by 
t/me d i f fe rences .  They a r e  t he  Dual Mixer Time Difference System r303 
and the  Phase Modulated Phasemeter [31]. Both systems g ive  about the 
performance of +1 picosecond time i n t e r v a l  r e so lu t ion  and a l i m i t  of 
r e so lu t ion  of roughly 1 x 10-I r'l when used t o  measure f r a c t i o n a l  f r e -  
quency s t a b i l i t y .  Since these systems measure t he  phase of o s c i l l a t o r s ,  
the  eva lua t ion  of the  two-sample var iance can be done without dead time 
and no cor rec t ion  f a c t o r s  a r e  needed. Furthermore the  systems can be used 
t o  compare o s c i l l a t o r s  of exac t ly  the  same nominal frequency (c lockosc i '  
l a t o r s ) .  
The Dual Mixer Time Difference System is i l l u s t r a t e d  i n  f i g u r e  13. 
The two o s c i l l a t o r s  a r e  of the same type and have the  same nominal £re- 
quency, v,. A common o s c i l l a t o r  t r a n s l a t e s  down t o  % each o s c i l l a t o r  
frequency i n  two i d e n t i c a l  channels. Phase' comparison is done between 
t h e  two bea t  s i gna l s .  Zero c ross ing  de t ec t i on  on each s i g n a l  is  achieved 
and se rves  t o  t r i g g e r  pu lse  generators .  The time i n t e r v a l  between each 
p a i r  of pu lses  is a  measure of the  r e l a t i v e  phase of t he  two o s c i l l a t o r s ;  
t h e  system a c t s  a s  a  soph i s t i ca t ed  phase de tec tor .  Any f l u c t u a t i o n s  of 
t h i s  t i m e  i n t e r v a l  can be considered a s  f l u c t u a t i o n s  of the  phase of one 
o r  both o s c i l l a t o r s .  A t i m e  i n t e r v a l  counter me, aures  these  phase (time) 
d i f fe rences  and s t a t i s t i c a l  ana lygis  is  done according t o  prescr ibed theo- 
r e t i c a l  ca lcu la t ions .  
The t r a n s l a t i o n  has t he  e f f e c t  of increas ing  the  system re so lu t ion  
by a  f a c t o r  which is approximately v o / v  When used t o  cha rac t e r i ze  t he  
frequency s t a b i l i t y  i n  t h e  time domain, 'the sampling time is the  per iod 
o r  a  mul t ip le  i n t ege r  of t he  bea t  s i gna l .  Consequently a  synthes izer  
used a s  cornor. o s c i l l a t o r  becomes a  very convenient too l .  Noise cont r i -  
but ion from the  common o s c i l l a t o r  i s  g r e a t l y  reduced when the  nominal 
phase s h i f t  between the  two bea t  s i g n a l s  is small .  An ad jus t ab l e  phase 
s h i f t e r  is then placed i n  s e r i e s  wi th  one o s c i l l a t o r  i n  order  t o  s a t i s f y  
t h i s  condition. (See the  Appeudix f o r  a  calcu1.ation on t h a t  system.) 
The Phase Modulated Phasemeter System is i l l u s t r a t e d  i n  f i g u r e  14. 
Again two i d e n t i c a l  o s c i l l a t o r s  a r e  compared h~ phase. Each s i g n a l  f re -  
quency is mul t ip l ied ,  then mixed and f i l t e r e a  t o  ge t  a  bea t  s i gna l .  A 
non zero frequency bea t  is grnerated by modulating the  phase of one o s c i l -  
l a t o r  with a  low frequency s igna l .  Zero c ross ing  de t ec t i on  of t h i s  s i g n a l  
gives  pulses  which can be loca ted  i n  time when compared :o a  re fe rence  
s igna l  t r iggered  by the  modulating s igna l .  This time i n t e r v a l  i s  a mea- 
surement of t he  phase of one o s c i l l a t o r  compared t o  the  o the r .  I f  one 
o s c i l l a t o r  is considered a s  a  re fe rence ,  the  time i n t e r v a l  w i l l  be a  mea- 
surement of t he  phase of t he  o the r  o s c i l l a t o r .  A s  i n  the  case of the  
Dual Mixer Time Difference System, t he  frequency s t a b i l i t y  is ca l cu l a t ed  
from t h i s  t i m e  i n t e r v a l  recording f o r  d i f f e r e n t  observat ion times by 
simple phase d i f f e r ences  and s t a t i s t i c a l  weighing. With t h i s  system, the  
measurement r e so lu t ion  i s  increased by t h e  up conversion f a c t o r .  
The var ious measurement systems described show a  c e r t a i n  hierarchy 
i n  the parameters evaluated. When one has ac re s s  t o  a  s i g n a l  p ropor t iona l  
t o  the phase, he is allowed t o  ca l cu l a t e  any combination of phase d i f f e -  
rences,  then, any var iances .  In  f a c t ,  i t  is poss ib le  t o  c s l c u l a t e  a l l  the  
s t r u c t u r e  funct ions of t he  phase f l uc tua t ions  which gives  a  complete mea- 
surement of t he  frequency s t a b i l i t y  i n  t he  time domain. This is  poss ib le  
wlth the two l a s t  systems and the loose Phase Locked Reference System 
when the phase i s  rkcorded instead of being differentiated. A l l  theother 
systems described give access only to frequency and its fluctuations, and 
this liniits the amount of  s tat ibt ical  infomation which can be obtained. 
APPENDIX: EXPRESSION OF THE FREQUENCY STABILJTY I N  THE TIME 
- 
DOMAIN FOR THE CUAL MIXER TIME DIFFERENCE SYSTEM 
The phases a t  t h e  ou tpu t  of o s c i l l . : ~ o r  1 and o s c i l l a t o r  1. a r e  : 
and ~ ~ ( t )  = u 2 t + e 2  + p 2 ( t )  , 
where w and w a r e  t h e  angu la r  f r e q u e n c i e s ,  1 2 €I1 and O2 a r c  t h e  
i n i t i a l  phase o f f s e t s  ~ n d  Vl(t)  and q' ( t )  a r e  t h e  phase i i i . . .  1 i . 1  :ms. 2 
The phase a t  t h e  o u ~ p u t  or t n ~  common o s c i l l a t o r  is : 
with  the  corresponding meaning f o r  each parameter o r  v a r i a b l e .  
A t  t he  inpu t  of each n i x e r ,  the  phase of  t h e  u s c i l l a t o r  s i g n a l s  
can be represen ted  by che e q l a t i o n s  al.ready given where 0 inc ludes  the  
phase s h i f t  adcied by the  v a r i 2 b l e  s h i f t e r  and q l ( t )  and qq(t) inc lude  
L 
any phase f l u c t u a t i o n s  added bl. t h e  t r ,nsn , iss ion l:.nks. The phase of each 
r e f e r e n c e  s i g n a l  can be w r ~ t t e n  ds : 
i n  o r d e r  t o  'ccount f o r  any phase s h i f t s  and phase f l n c t u a t i o n s  ir.troduced 
by t h e  i s o l a t i o n  d m p l i f i e r s  and the  t ransmiss iol l  l i n ! . ~ .  !Jc ~i 1 1 ,te below 
how these  phase p e r t u r b a t i ~ n s  can be made neg!.igeable i n  tile ineasuremfnt 
system. 
I 
The outpuc of each mixer de l ive rc  low frequency bea t s  whose phase 
are : 
Thcse two s i g n a l s  have e - ine  evolut ion represented a s  follow : 
I 
f 
. 
f. 
- 
The pos i t i ve  zero crossings give time events  t h a t  a r e  a measurement 
of the r e l a t i v e  phase between the two o s c i l l a t o r s .  
A t  a c e r t a i n  time, t the phase of the  f i r s t  beat  s i g n a l  is such 1,i ' 
t h a t  the  s igna l  is  zero; then 
A t  a c e r t a i n  time t 2 , i  ' the  phase of the second beat  s i g n a l  corresponds 
t o  the  same c r i t e r i o n  : 
where m and n are in t ege r s .  
Now i f  we impose that :  
w2 Z wl and def ine  wg = % - o 2  = %-u1 , we 
obta in  the  i d e n t i t i e s  
and by subt rac t ion  : 
In  t h i s  expression, 4 and 8 a r e  constants  d i f f e r e n t  by a value 
R,2 R, 1 
introduced by the  i s o l a t i o n  ampl i f ie rs  and cable  lengths.  It is possible  
t o  def ine  a constant  phase o f f s e t ,  
which can be ad jus ted  by the  phase s h i f t e r .  By doing so,  we a l s a  s e t  t he  
nominal value of t - f o r  small time o f f s e t s ,  the two phase f luc-  2 , i  - 5,i * 
tua t ion  terms coming from the  reference o s c i l l a t o r  a r e  cor re la ted  and t h e i r  
d i f fe rence  is  negl igeable  when compared t o  the  phase f luc tua t ion  d i f fe rence  
of the  two o s c i l l a t o r s .  Within t h i s  approximation, the  time di f fe rence  
becomes : 
i 
I ! .  
Y 
I f  w e  look a t  the  next p a i r  of zero c ross ings  w e  ob ta in ,  i~ a 
similar way, the  t i m e  d i f f e r ence  : *' 
, 
and f o r  the following p a i r  
The d e f i n i t i o n  of the two sample var iance i n  t e r n  of t h e  second 
d i f fe rence  of phase is : 
where the averaging t i m e ,  T , is the  time i n t e r v a l  between 
ti and t i + l  
o r  the t i n e  i n t e r v a l  between two successive phase measurements of each 
o s c i l l a t o r .  Such a l i n e a r  combination of phase f l u c t u a t i o n s  can be 
obtained by grouping the  time d i f fe rences  j u s t  derived. Then 
I f  the two o s c i l l a t o r s  a r e  s t a t i s t i c a l l y  independent, we can w r i t e  : 
and i n  terms of the  two sample var iance of each osc i l f -a tor  : 
?. 7 
'I' 
This r e l a t i o n  is t h e  corner  s tone  of  t he  Dual Mixer Time Difference System. 
It shows t h a t  a  l i n e a r  combination of the  time i n t e r v a l  measurenents give 
a  value propor t iona l  t o  t he  two sample var iance of each o s c i l l a t o r .  When 
the  two o s c i l l a t o r s  a r e  i d e n t i c a l ,  o$(r) = o f ( r )  , and t h e  ca lcu la ted  va lue  
is twice t he  value f o r  each o s c i l l a t o r .  If one o s c i l l a t o r  is much more 
s t a b l e  than the  o the r  o s c i l l a t o r ,  o:(r) << a$(r) , the  ca lcu la ted  value is 
d i r e c t l y  t he  value f o r  t he  i n s t a b l e  o s c i l l a t o r .  I n  these ca l cu l a t i ons ,  we 
consider t h r ee  successive p a i r s  of t i m e  event;  they a r e  then spazed i n  t i m e  
by an i n t e rva l :  T = (vg)-l , the  bea t  per iod.  It i s  a l s o  poss ib le  t o  s k i p  
a  determined number of zero c ross ings  between each p a i r  of time events .  In 
t h i s  case,  the  observat ion time is a  mul t ip le  i n t e g e r  of (vg)-l  . 
A s i m i l a r  type of ca l cu l a t i ons  app l i e s  t o  t he  phase modulated phase- 
meter .. 
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Modified Three -Sample Variance . 
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Figure 12. Block diagram illustrating the Phase Locked Reference oscillator in the 
tightly locked mode. 
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Figure 13. Block diagram illustrating the Dual Mixer Time Difference System. When the two 
oscillators have tendency to move off frequency they must be phase locked 
loosely together. This Igop is not shown on this figure. 
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Figure 14. Block diagram illustrating the Phase Modulated Phasemeter System. 
Table 1 
Asymptotic Behaviour of Various Variances for Power Law 
Spectral Models and Polynomial Drifts 
ASSYMPTOTIC BEHAVIOUR of  VARIANCES 
QUESTIONS AND ANSWERS 
DR. GERNOT M. R. WINKLER, U. S. Naval Observatory: 
I have nothing t o  c r i t i c i z e .  I t h i n k  i t  was a very c lea r  explana- 
t i o n .  However, I t h i n k  there i s  s t i l l  a problem i f  you want t o  i n -  
troduce a general ly  educated person t o  the subject  because of the 
terminology, which was, o f  course, adopted a long t ime ago; i t  i s  
misleading. And I would l i k e  t o  suggest an add i t iona l  approach t o  
such a general ly  educated person. 
There are two ways, two main d i s t i n c t i o n s ,  i n  which we can 
measure and/or character jze frequency i nstabi  1 i t y .  The f i r s t  one, 
ca l  l e d  t ime domain measurement, essent ia l  l y  measures and/or charac- 
t e r i z e s  the i ns tab i  1 i t i e s  by measuring phase d i f ferences.  And we 
obta in  a s t a t i s t i c a l  d i s t r i b u t i o n  o f  the c a r r i e r  frequency, arid we 
character ize t h a t  s t a t i s t i c a l  d i s t r i b u t i o n  o f  the c a r r i e r  frequency. 
I n  the frequency domain, we i n t e r p r e t  the va r ia t i ons  and meas- 
ure them as va r ia t i ons  o f  the modulation frequency o r  o f  a modula- 
t i o r !  frequency around a f i x e d  ca r r i e r .  
Now, I t h i n k  t h a t  t h i s  i s  the f i r s t  th ing.  Now i n  the t ime do- 
main, there are again two essen t i a l l y  d i f f e r e n t  methods t o  do it. 
One i s  t o  ob ta in  samples o f  the t ime readings which are equa l ly  
spaced, and then you look a t  the s t a t i s t i c s  and have various ways t o  
character ize it. 
The other  way essent ia l  l y  i s  counting phase d i f ferences between 
zero crossings, and you obta in  your desired s t a t i s t i c s  t h i s  way. 
Now by doing t h a t  you i n e v i t a b l y  have the quest ion o f  whether you 
have dead time o r  not  dead time. And you have the various va r ia t i ons  
o f  your methods. 
But I bel ieve  the essent ia l  p o i n t  which we t r i e d  t o  get across 
i s  t h a t  the d i s t i n c t i o n  o f  t ime domain o r  frequency domdin i s  no t  i n  
frequency, bu t  i t  i s  the d i s t i n c t i o n  o f  frequency measurements o f  a 
c a r r i e r  o r  frequency measurements o f  a modulation frequency around a 
f i x e d  c a r r i e r .  
I n  both cases, we r e a l l y  measure frequency. But they mean two 
d i f f e r e n t  things. Thank you. 
DR. HARRY PETERS, Sigma Tau: 
I also thought t h a t  was one o f  the best summaries t h a t  I have ever 
heard on the subject.  I f  you w i l l  a l low me, I would 1 i k e  t o  make 
one comment regarding the use o f  such systems. 
I n  the use o f  any of these systems, you need a frequency r e f -  
erance. And pre ferab ly  the reference should be much b e t t e r  than the 
th ings you wish t o  measure. If ycu wish t o  measure a c r y s t a l  i n  a 
rubidium i n  1 t o  100 seconds averaging time, o f  course you have no 
standard which i s  s f g n i f i c a n t l y  be t te r .  And f o r  such systems, the 
use o f  a cesium as a re fe rence  i n  a1 1 o f  these systems i s  p a r t i c u -  
l a r l y  i napp rop r i a t e  because you need a subs id i a r y  standard as s o r t  
o f  a f lywheel  f o r  a l l  measuring t imes ou t  t o  on t he  o rder  o f  a thou- 
sand seconds. And t h i s  i s  why many people want hydrogen masers i n  
t h e i r  systems. For any o f  these systems, you would 1 i ke a standard 
which i s  super io r  t o  a l l  the  o the r  standards f o r  a l l  t he  measuring 
t imes i n  which you a re  in te res ted .  I had many o the r  extensions o f  
these comments, b u t  I t h i n k  I w i l l  s top  here. Thank you. 
MR. DAVE ALLAN, Nat iona l  Bureau o f  Standards: 
Le t  me c l a r i f y  one t h i n g  t he  novice t o  the  community. I t h i n k  they 
have done an ou ts tand ing  j o b  i n  showing how you can charac te r i ze  an 
o s c i l l a t o r  as t o  t he  random f l u c t u a t i o n s  b a s i c a l l y .  One must be 
very  c a r e f u l  ; t o  r e a l l y  charac te r i ze  an o s c i l l a t o r ,  t he re  a re  a l l  
k inds o f  systemat ic e f f e c t s  t h a t  must be inc luded  as f a r  as t he  
manufacturer and t h e  user a re  concerned. The dependence upon 
temperature, pressure,  humid i t y  , whatever you have, t h a t  the  osc i  1 - 
l a t o r  may depend upon, i s  a whole se t  t h a t  must be inc luded  i n  a 
proper  c h a r a c t e r i z a t i o n  o f  an osc i  1 l a t o r .  
