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ABSTRACT 
The problems of numerical analysis with large sparse matrices often involve a 
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1. INTRODUCTION 
When using a computer for the solution of a numerical problem, we have 
to check the accuracy of the result by computing the condition number of the 
problem, to give a measure of the sensitivity of the result to a data perturba- 
tion. We deal, in this paper, with a method for the study of the condition 
number of Krylov basis and subspace. The Krylov subspaces [4], built with a 
matrix A E [w”‘” and an arbitrary vector f E Iw”, are often used in numeri- 
cal analysis with large sparse matrices [l, 51. In these problems, we need to 
project the large matrix onto a subspace in order to obtain a smaller matrix 
which is used to solve the initial problem. We give here a method to measure 
the sensitivity of the Krylov basis and subspace to a matrix perturbation. This 
method is due to S. K. Godunov. 
First, in Section 2, we give the definitions of the distance between two 
bases and between two subspaces, the Krylov basis and subspace, and their 
condition numbers. At the end of the section, we show that we can restrict 
ourselves to the case of a matrix perturbation on a Hessenberg matrix with 
the vector f = (1, 0, . . . , O)T. In Section 3, we give the method for the 
computation of the condition numbers: we study the sensitivity, in first order 
(of small perturbation), of the Krylov basis F of dimension k constructed 
from A and f, to a matrix perturbation A, i.e., we seek X such that 
(I + X)F is a Krylov basis of A + A. Then we show that X is solution of a 
Sylvester equation. More precisely, S. V. Kuznetsov proved that X can be 
found from the solution of a linear system involving a large triangular matrix 
BcA, ‘) constructed from the elements of A. We prove then that the condition 
numbers for the computation of the Krylov basis and subspace are deduced 
from the 2-norm of the inverse of B (A,k) In Section 5, we implement the . 
algorithm for the computation of the condition number and give some 
bounds to ensure the quality of the result. This implementation is due to J.-F. 
Carpraux. Finally, in Section 6, we illustrate this method by computing 
condition numbers for some matrices and vectors. 
2. DEFINITIONS AND PRELIMINARIES 
2.1. Distance between Two Bases and Subspaces 
Let 9 and 9 be two subspaces of [w n of dimension k, and let F and G 
be two orthonormal bases of Fand %‘?, respectively. Then there exist matrices 
w E [W”X” such that W *W = I and G = WF. Let %Y be the set of such 
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matrices; then VW E YY, there exist unitary matrices U E RnXn such that 
w= u* 
cos Wl -sin or 
sin w1 cos 01 
cos 6Jj -sin oj 
sin wj cos oj 
*1 
0 
+1 
DEFINITION 1. The distance between F and G is given by 
u. 
d(F,G) = min 
WE2V J 
i q?, 
i=l 
where ‘!Y= {W E RnX” : G = WF and W*W = I]. 
The distance between Fand 3’ is given by 
d(F, 3’) = p,” d( F, G) , 
where F and G are orthonormal bases of 9 and Z? respectively. 
REMARK. This definition is different from the definition given in [2]. 
If F and G are close to each other, then G = WF with W = I + X + 
O(\]X]]i>, where ]]X]lF -Z 1 and X* = -X. Let 2 be the set of all these 
matrices X. Then VX E P, 
x= u* 
0 
Wl 
-WI 
0 
0 
- oj 
wj 0 
0 
u. 
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Since ]jXl]r = 42 C{= i wf , we get the following: 
LEMMA 1. d( F, G) = minx E12 Cl/ &>llXllF + CNIXII~), whet-e z’= 
{x: llXllF -=sc 1, X* = -X, and G = [I + X + OtllXl1~)1Fl. 
2.2. Kylov Subspace and Basis 
Let A E RnXn and f~ R”, llf]ls = I. The Krylov subspaces are, for 
I < k < n, the subspaces xk(A, f> = span[f, Af, A’f, . . . , Ak-lf] of 
dimension Q k. 
Let 1 be the dimension of xn(A, f) = span[f, Af, . . . , An-If]: in fact, 
we have xn( A, f) = span[f, Af, . . . , A”- ‘f] =&(A, f). 
DEFINITION 2. For 1 < k < I, the Krylov basis of zk(A, f> is the 
orthonormal basis Fk = {fi,f,, . . . ,fj} such that for I -<j < k, 5 is 
the Krylov basis of q< A, f>, and fk = gk/l]gk]ls, where gk = 
(I - Fk_ 1 F{_ l)Afk _ 1. Fk is unique up to the sign. 
REMARK. Fk can be constructed by the Amoldi process; see for example 
m. 
Let V be an orthonormal basis of R” such that V = (F,, F ‘), where F’ is 
an orthonormal basis of 3’ (A, f), and such that, in this basis, f = 
(1, 0, . . . ) or and A is a Hessenberg matrix, where al+ i, I = 0 and a,, i, i f 0 
for 1 < i < 1. 
REMARK. If 1 < n - 1, then V is not unique. 
2.3. Condition Numbers of Kylov Subspace and Basis 
We give here the definitions for the condition numbers of the Krylov 
subspace ._%$( A, f) and of its Kryl ov b asis through a matrix perturbation A. 
These condition numbers are denoted by p{xk(A,f)} and &jk( A,f)}, 
respectively. 
For 1 Q k < 2, let: 
3 = xk( A, f), and F be its Krylov basis. Since k < 1, F is of dimension 
k. 
._~?=x~(A + A,f), - and F be its Krylov basis. 
We assume that [(A IIF is small enough to ensure that F’ is also of 
dimension k. We apply the usual definition of condition number [6], where 
the metric in the set of subspaces is defined by Definition 1 and we choose 
the Frobenius norm on the space of matrices. 
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DEFINITION 3. For 1 d k G 1, 
d(x 2) 
IlAll~ “A”F 
and 
For 1 < k < n, 
p.(-S$( AJ-)} = w&%(AJ-)) = cc. 
REMARKS. 
It is trivial to see that &Z&A, f)} = E*.&ZJ A, f)} = 0, since 
X1( A, f) = {f}. M oreover, /_L{X”( A, f)> = 0. 
,L@E$ A, f)> = CL&% I( A> f)}. 
Proof. Let F,_,, CL-,, F”, <, be the Krylov bases of -Z_ ,( A, f), 
Xn_ ,( A + A, f), Xn( A, f), and x!( A + A, f), respectively. Then 
where w= {W E RnXn : Fn_ I = WF,,_ 1 and W *W = I} (see Definition 1). 
Let us consider the matrix WF,: this matrix is orthonormal, since W and 
F,, are orthonormal. But WF,, = W [ F,_ I, f,,] by construction of the Krylo~ 
basis (Definition 2); then WF,, = [WFn _ , , WF,,] = [ cn I, Wfn]. Since this last 
matrix is orthonormal, WF, I CL- ,, and so Wf = if:, because the last 
vector is uniquely defined up to the sign. Therefore, WF,, = @,,; thus 
d(F,, F,) = d(F,_,, tin_,), andso p&t’;,(A,fN = phIT,_,(A F)). n 
2.4. Simplijcation of the Problem 
We saw in Section 2.2 that there exist orthonormal bases V of R” such 
that H = V *AV is a Hessenberg matrix and V *f = (1, 0, . . . , 0)l‘ = e,. The 
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following theorem shows that the condition number does not depend on the 
orthonormal basis in which A and f are expressed. 
THEOREM 1. For 1 Q k < I, 
REMARKS. Let U be an orthonormal basis of IF!“. 
Let X E R”‘“. Then IIU*XUIIr = IIXIIr. 
Let G be an orthonormal basis of zk(A,f). Then UG is an orthonormal 
basis of U2$( A, f). 
Proof of the Theorem. 
xk((H, er) =2$(V*AV,V*f) 
= span[V*f,V*Af,V*A2f,...,V*Ak-1f] 
= V*c%$( A, f). 
Let F and F’ be the Krylov bases of S$( A, f > and 3$( A + A, f ). Then V *F 
and V *$ are the Krylov bases of V *xk( A, f) and V *xk(A + A, f > = 
Xk(H + V*AV, e,) =xk(H + A’, er), where IlA’llr = Ilbllr. By construc- 
tion, we have d(V*F, V*$) = min, EY (l/ fi>llY IIF, where 
y= (Y:llYllF K 1,Y * = -Y andV*@ = [I + Y + O(IlYlI2F)]V*F) 
= Y:IIYIIF e l,Y ( 
* = -Y and F’= [I + vYV* + O(IlYIl~)]F) 
= Y:I(Y(IF << 1,y* = - 
( 
Y and F’ = [I + Y + O(llY II:)] F). 
Hence from Lemma 1, d(V*F, V*g) = d(F, F> and /+,{%(ffp 6)) = 
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p&Xk< A, f>>. Then 
d(%( H, q),%( H + A’, e,)) = d(V*Zk( A,f),V*Zk( A + A,f)) 
= min d(V*F,V*F) 
F. l? 
= min d( F, c) 
F, F 
Therefore &&(H, e,)] = CL@$( A, f)l. 
3. METHOD TO COMPUTE THE CONDITION NUMBERS OF 
KRYLOV SUBSPACE AND BASIS 
We want here to give a method to compute the condition numbers of the 
Krylov subspace Zk( A, F) and of its Krylov basis. 
We saw in Section 2.4 that we can assume that A is a Hessenberg matrix 
and that f = (IO, . . . , 0)r. Let us assume now that 
2 < k < min(l, n - 1). 
REMARK. 1 is such that q+ 1, I is the first zero of the subdiagonal of A; 
therefore 1 is the dimension of Zn( A, f). 
Let F = [f,, . . . , fk] be the Krylov basis of &(A, f), where fi =f = 
(IO,. . . , OY, and let F’ = [f;,f;, . . . ,fk] be the Krylov basis of Zk(A, f), 
where A = A + A + O(l]Ajl;)(llA]lF e 1) and f; =fi = (l,O,. . ,O)“. 
Then 
If we find all matrices X E [W”Xn(JJXIIF +Z 1) such that F = [I + X + 
O(l]A]]i]F with X* = -X, then, due to Lemma 1, we will be able to 
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compute d(F, F), and then the condition numbers of the Krylov subspace 
and basis (see Definition 3). 
3.1. Structure of the Matrix X 
DEFINITION 4 (Definition of the operator _5Sk). Let M E [wnx “. Then 
P~{M} denotes the first k - 1 columns below the subdiagonal of M, i.e. 
0 
mk+l,k-1 0 
. . . 0 
m . . . mn,k-l 0 
. . . 
n,l 0 
REMARK. _.!& is linear, and its kernel is the subspace of Hessenberg 
matrices for the first k - 1 columns. 
We have to find X such that X * = -X and f; = fi. Therefore X has 
the following structure: 
X= 
0 0 . . . . . . 0 
0 0 -x3,2 **a -x,.2 
* x3.2 0 . . 
# . 
. . --x n,n-1 
0 xi.2 **a* & 0 
Moreover, X has to be such that @ = [I + X + O(]]A]]i)]F is an 
orthonormal basis of xk( .& f >, i.e. 
[ 1 - X + O(llAll”,)] [A + A + ~(ll~lli)] [ 1 + X + o(llAlli)] 
= A^ + O(ll~ll~) 
where A^ is a Hessenberg matrix for the first k - 1 columns. This equation is 
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equivalent to 
2$([ z - X + O(llAll;)] [ A + A + O(llAll”,)] [ 1 + X + O(llAllF;)]) 
= 0( IIAII;), 
that is, _Yk{A + A + AX - XA + O(llAll~>~ = O(llAll~), which in turn is 
equivalent to 
Pk{XA -AX} =Pk{A} + O(llAll~). (1) 
In particular, the part under the diagonal of the n - k last columns of X 
can be arbitrarily chosen. We take xi, j = 0 for j > k and i > k, yielding 
. . 
x= . . . . 
. . . . . . 
I 
0 0 *a* 
, 0 0 --x3.2 
. x3.2 *. 
. . . . . . 
\’ 0 x, 2 *.. 
3.2. Computation of X 
For A given, we are seeking 
of (1). Therefore, in first order 
... ... ... 0 
... ... ... 
-x*>P 
0 -Xk+l,k **’ -xn,k 
xk+ 1,k 
0 
x n,k 
* (ST*) 
X with the structure (ST,) that is a solution 
in ll All F, we are seeking X, the solution of 
X has the structure (ST,) defined in Section 3.1, 
s!i${-%i -Ax} =Tk{A}. 
(2) 
Let m be the number of unknown components of X, given by 
k(k + 1) 
m=(k-l)n+l- 2 , 
146 
and introduce the vectors 
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XCk) = (x3 2 ( >...>lC2 ) I x4,3 ,... I *.+ I Xk+l,k >...> X”,kJT E R”, 
8’k’ = (a,,, ,...> s,,,l~*~ ISk+l k-1 ,..., 6, k_ly E R”. 
Then we can prove (see Section 4) that 
X a solution of (2) is equivalent to xCk) a solution of BCA, k)x(k) = aCk’, 
where B(A,k’ E Rmx” is a triangular matrix built of the elements of A. 
LEMMA 2. BtA,‘) is nonsingular because its diagonal elements 
‘0 0 . . . . . . 0 \ 
0 0 -x3,2 *** -‘k.2 
. ‘3,2 0 . . 0 
jq) = . . , . -Xk,k-l . . 
0 xk,2 *a* Xk,k-l 0 
\ 0 0) 
/ 0 . . . 0 
-xk+ 1.2 *** -x,,z 
0 
(aj+l,j,j = 1,. . a, k - 1) are nonzero. 
3.3. Condition Numbers of Krylov Subspace and Basis 
Let us write X = Xk(‘) + Xi2) + Xp), where 
xk’2’ = -xk+l,k ‘** -xn,k 
o xk+1,2 ‘** Xk+l,k 
0 
6 %,,, **’ x,,k 
and Xp) = X - Xil) - X,(‘). 
KRYLOV BASES AND SUBSPACES 147 
REMARKS. 
Z + X$l) + O(llXf’)II~> is a rotation in xk(A f) > . 
Z + X,(‘) + O( 11 Xf2)lls) moves xk( A, f>. 
I + Xi”) + O(llXp[(i) is a rotation in xki ( A,f). 
In Section 3.1, we decided to take Xi3) = 0. Indeed, Z + Xi3) + 
O(ll Xk(3)llt) is a rotation in zk’ ( A, f), so it does not perturb the computa- 
tion of xk( A, f) and of its Krylov basis. 
We give here the condition numbers of the Krylov subspace and of its 
Krylov basis defined in Definition 3. 
THEOREM 2. Let 1 be the dimension of z”(A, f ). Then for k E 
[2, min(Z, n - l)], the matrix C (A.k) = [I?(~.~)]-~ exists (see Lemma 2), and 
then: 
(a) The condition number of the Kylov basis of xk( A, f > is 
/+,{Xk( A, f)} = IIC(A~k)l1211AII~. 
(b) The condition number of xk( A, f) is 
/.~{3$( A, f)} = IlC^(A~k)l1211AtI~> 
where (?(As k, is the matrix composed by a subset of the rows of CcA, k, such 
that 
2(k) = 
k+l,2 ,..., x,,&- IXk+l,k ,..., xn,J)’ = C^(A’k)8(k). 
Proof. Definition 3 gives us 
We remark that if A is a Hessenberg matrix for the first k - 1 columns (i.e. 
-E?k(A} = 0) then d(F, $) = 0. Therefore 
/%{&c( A,f )I = ,i:$ d(F’ F, 11~11~ 
ll_E”k{ A} IIF 
. 
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Then, using Lemma 1 and the equality 118(k)112 = ll5$A}ll~, we find 
P.,{%( A, f>) = inf 
(l/J-z)llxp + XpllF 
II I;(kv2 
II Ally E>O 
= IIAIIF = IIC(A%llAll~. 
Thus, we find 
d(Z*) 
MIF 
II All~ 
But d(X, Z) = min,, f d( F, F) = min,(l/ fi>IIX,C’) + Xk(‘)ll~, 
= IIAIIF = ll~(A~k)ll~llAII~, 
where Gck) and C^(A,k) are defined in the theorem. n 
4. THE MATRIX BcA,‘) 
Let A, A, aCk), and the operator & be defined as in Section 3. We are 
going to prove that X a solution of (2) is equivalent to xck) a solution of 
B’A*k’~‘k’ = aCk’, where BCAxk) E R”’ m is a nonsingular triangular matrix 
built of the elements of A. 
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X has the structure (ST,) defined in Section 3.1; therefore we can write 
X=X, +X,,where 
x, = 
x, = 
\ 
0 
0 0 
. ‘3.2 0 0 
. . . . . . . 
0 x,.2 *** x,,,-1 0 
\ 
I 
0 0 .*. . . . 0 
0 -x3,2 *‘a -XIl 2 
0 *. :‘ 
0 .: -xn;“_l 
0 
As A is a Hessenberg matrix, we see that X, A - AX, is an upper 
triangular matrix, whence L${ X, A - AX,} = 0, and therefore 
_Yk{ XA - AX} =L${A} is equivalent to Pk{ X, A - AX,} =Pk{ A], 
which can be written 
j+l 
C ‘i.l’l,j - lE$, ai,lxl,j = ‘i,j 
I= 1 E 
for l<j<k-landj+2<i<n. 
But Vi, xi,l =O,soforl<j<k-landj+2<idnwehave 
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equivalent to Vj E [l, k - 11 
... .'. 
This is equivalent to Vj E [l, k - l] 
where 
and 
A(‘) = 
+ aj+l,jln-j-l 
'j+Z,j+l 'j+Z,j 
: i 1: = x n,j+l 'i.j 
111 'j+l,j x ! 1 n,j 
J/ = (oj_ipj) E RiXj 
a, i _ l  *a- e.0 
ai,n 4 0 ' an,n-l a:.. E R(n-i+l)X(n-i+2) 
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This last s stem of equations is equivalent to B(A,k)~(k) = 6(k), where 
BcA* k, is the ollowing triangular matrix built of the elements of A: fy 
I a2.k- Jnn:k2 . . ak-2,k-JC:l+2 n-k+1 ak-l.k-lln-k _ A’k+ 1) ak,k-lln-k 
5. THE ALGORITHM 
Let A E [WnX” and f E [w”. We propose here an algorithm to compute 
the condition numbers of the Krylov subspaces Zk( A, f> and of their Krylov 
bases, for k from 2 to n - 1. 
This algorithm consists in the construction of a large triangular matrix 
B(*, * - ‘), for which we have to estimate the norm of its inverse. We want to 
compute the norm precisely in order to bound the result. Therefore, we 
compute the inverse by using a special technique for scalar products. This 
technique enables us in most cases to avoid underflow and overflow. 
5.1. Algorithms 
First, we give the algorithm for computation of the condition numbers 
(Algorithm I), and then we give in detail the algorithm for computation of the 
inverse matrix (Algorithm 2). 
5.1.1. Algorithm 1: Computation of the Condition Numbers. 
ALGORITHM 1 
1. Compute the Givens rotation R and the Householder reflections 
P ~>“‘, Pa_2 suchthat Rf =(l,O,..., O)T, and PTAP is a Hessenberg matrix, 
where P = RP, . . . P,_z. 
Let A := PTAP and f:= (l,O,...,O)'. 
2. Compute the lower triangular matrix B’*, “- ‘) of Section 4. 
152 
3. Compute the lower triangular 
Algorithm 2. 
4. For k = 2,. . . ,1, give the condition 
for the basis: IIC(A,k)l12, 
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matk ~(40 = (@*.0)-l by 
numbers (Section 3.3): 
for the subspace LZk( A, f): Il~Y*~~)lls, where CI(*sk) is defined in 
Section 3.3. 
In [3], we find a survey of estimation of the quantity II MI1 IIM-‘II for 
several norms and where M is a triangular matrix. So we might use such 
estimation to compute /.Q{X~( A, f)}, the condition number of the Krylov 
bases, instead of steps 3 and 4, which are very expensive. But, as we illustrate 
in Section 6.2, there exist some examples where &&%k( A, f)}, the condition 
number of the Krylov subspaces, is very strange, and then it is very interest- 
ing to compute it. However, in order to compute p{xk( A, f)}, we need to 
compute explicitly the inverse of the matrix BcA,“- ‘), which is very expen- 
sive, but this computation allows us to estimate the accuracy of the results. 
In our experiments, we compute the 2-norm of step 4 by computing the 
largest singular value using the singular value decomposition algorithm, which 
is stable. 
5.1.2. Computation of the Inverse. 
C = (Ci_i);i=, = c(**n-1). 
Let B = (bi,i>rj,l = B(*,“-‘) and 
Classically, the cj i are computed as follows: 
for i =‘i, ‘h do 
1. ci, j = l/& 
2. for j = 1, i - 1 do 
end for 
end for 
We have to take into account that the diagonal of the matrix B may contain 
elements which are very close to 0: if there exists an i, such that biO,i, = 0, 
then the computation of the c+,,~ may fail if c’{L; biO, kck j is very small too 
(underflow). On the other hand, if ctij biO, kck j is not small, then c~,,~ is 
very big (biO,i, = 0). Therefore, for ii > i,, x$ii bi,,kck i can be very big 
(overflow). The following alternative method for the computation of the c+ 
has been designed to avoid such problems. 
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ALGORITHM 2. 
for i = 1, m do 
1 
1. r = 1 + ~log,Ibi,iI~, ci,i = 2-’ - 
bi, i/2’ 
2. forj=l,i-ldo 
b. 
c’_I, l,k ‘k.j 
c, = _g(p+q-r) 
k-.l 2P 24 
‘7.l 
b*,i 
(3) 
2' 
end for 
end for 
5.2. Vahdation of the Result 
Since floating-point computation is not exact, we have to bound the error 
in the computation of the matrix C(*, k, = (B(*, k))-l (see the following 
theorem) in order to ensure the validity of the result (norm of the inverse 
matrix). Because of Theorem 3, we can bound (see Remark 1) the exact norm 
of the inverse matrix by using the norm of the computed inverse. 
Let B = (b, j>yj= 1 = B(A,k), C = (ci, j>rj=, = C(A,k), and Cmach be the 
inverse computed Qvith Algorithm 2. 
THEOREM 3. Suppose that the computed operations satisfy 
(a + b)mach = a @ b = (a + b)(l + t,b) + 5, 
t a * bhnach =a@b=(a*b)(l+q)+l, 
(a/b)mach = a 8 b = (a/b)(l + 4) + ,y, 
154 
where I#I, Id. 141 < &I (computer 
(smallest number in the machine). 
Zfmc, < 1 and S = (m + 1).9,/O 
BC math =z+Ln, where 
REMARK 1. If 3611BIIFIICrnachllF < 
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precision) and I (I, 15 I, M < go 
- mcl). then 
llail~ < 3~iIBII&,,,achllF. 
1 then 
1 - 2ll~llF 
Ikmhll2 1 _ (IRII~ < IIB-‘112 G IICmachb 1 _ fnl, . 
F 
Let M = 36~~B~~FIIC,,,hll~ < 1; th en we can bound the computed condi- 
tion numbers: 
l-2M 
Ikach~l2 1 _ M IIAIIF 6 pb{xk( A,f)} G IICmachIIz & IIAIIF, 
l-2M 
ll&mchll2 1 _ M II AIIF d I&%( A,f)j G Il&achll2 & IIAIIF. 
6. EXAMPLES 
We give now some examples of computation of the condition numbers of 
Krylov bases and subspaces. For each example, we give a table in which we 
can see the lower and upper bounds of the condition number of the bases: 
l-2M 
lower bound = llCmachl12 1 _ M IIAIIF, 
upper bound = IlCmachl12 & II AIF. 
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Indeed, these bounds, which can only be computed if M < 1, allow us to 
validate the result when they are close enough to each other. Moreover, we 
can validate the result, by computing the quantity IlKIll = (IBCmach - Zl12. 
6.1. Example 1 
Let us consider the following matrix A E [w16’ I6 and f E [w16: 
l-7 -1 \ 
36 0 ‘. 0 
(1’ 
0 
A = . . * _1 E [w16x16 and f= : E [W”. 
. 
\ 0 3; 0 / ,O, 
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Size Lower bound 
TABLE 1 
/-&%I Upper bound &%I ml12)mach 
2 3.87% + 00 
3 6.349E + 00 
4 8.856~ + 00 
5 1.138~ + 01 
6 1.389E + 01 
7 1.64lE + 01 
8 1.8923 + 01 
9 2.1443 + 01 
10 2.39lE + 01 
11 2.642E + 01 
12 2.881~ + 01 
13 3.130E + 01 
14 3.343E + 01 
15 3.586~ + 01 
3.8’7% + 00 
6.349E + 00 
8.856~ + 00 
1.138~ + 01 
1.389E + 01 
1.64lE + 01 
1.892E + 01 
2.144E + 01 
2.39lE + 01 
2.6423 + 01 
2.881~ + 01 
3.130E + 01 
3.343E + 01 
3.586~ + 01 
3.87% + 00 
6.3% + 00 
8.856~ + 00 
1.138~ + 01 
1.389E + 01 
1.6413 + 01 
1.892E + 01 
2.144~ + 01 
2.391E + 01 
2.642E + 01 
2.881~ + 01 
3.1303 + 01 
3.3433 + 01 
3.586~ + 01 
3.8% + 00 -O.OE + 00 
6.348~ + 00 -O.OE + 00 
8.851~ + 00 -0.0~ + 00 
1.136~ + 01 3.43 - 21 
1.386~ + 01 5.5E - 21 
1.633E + 01 7.7E - 21 
1.875~ + 01 9.8E - 21 
2.101E + 01 l.lE - 20 
2.269E + 01 1.2E - 20 
2.344~ + 01 1.2E - 20 
2.319E + 01 1.2E - 20 
2.187~ + 01 1.2E - 20 
1.922E + 01 1.2E - 20 
1.452~ + 01 1.2E - 20 
The results are shown in Figure 1 and Table 1. The condition numbers of the 
Krylov basis and subspaces are pretty good. 
6.2. Example 2 
Let us now take the transpose of the previous matrix and the same vector: 
A= 
-7 36 
-1 0 . . 0 
36 
0 .-;o 
\ 
E R’6x16 and f= 
I 
The results are shown in Figure 2 and Table 2. 
The only difference between this example and the previous one is that we 
consider here the transposed matrix. But, as we can see in the tables, the 
results are quite different. Here, the condition number of the Krylov basis 
increases with its size, and quickly becomes bad. It is interesting to see that 
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the condition number of the Krylov subspace first increases up to a large 
value and then decreases. 
6.3. Example 3 
We keep here the same matrix as in Example 2, but we change the vector: 
A= 
-7 36 
-1 0 *. 0 
36 
0 -40 
E [w16’16 and f= 
\ 
E R16. 
/ 
J.-F. CARPRAUX ET AL. 
TABLE 2 
k bwerbound P&J Upperbound Aa ~Ilm)mach 
2 1.397E + 02 1.397E + 02 1.397E + 02 1.307E + 02 -O.OE + 00 
3 5.1583 + 03 5.158~ + 03 5.158~ + 03 5.158~ + 03 -O.OE + 00 
4 1.856~ + 05 1.856~ + 05 1.856~ + 05 1.856~ + 05 -O.OE + 00 
5 6.671~ + 06 6.671~ + 06 6.671~ + 06 6.671~ + 06 -O.OE + 00 
6 2.3953 + 08 2.395E + 08 2.395E + 08 2.395E + 08 -O.OE + 00 
7 8.556~ + 09 8.573~ + 09 8.589E + 09 8.573~ + 09 -O.OE + 00 
8 2.851~ + 11 3.045E + 11 3.238~ + 11 3.045E + 11 -O.OE + 00 
9 4.3933 + 11 4.9%E + 11 5.455E + 11 4.304E + 11 -O.OE + 00 
10 4.322~ + 11 4.924E + 11 5.526~ + 11 1.691E + 10 -O.OE + 00 
11 4.260~ + 11 4.924E + 11 5.588~ + 11 5.755E + 08 -O.OE + 00 
12 4.208~ + 11 4.2943 + 11 5.640E + 11 1.847~ + 07 -O.OE + 00 
13 4.169E + 11 4.924E + 11 5.679E + 11 5.7373 + 05 -O.OE + 00 
14 4.144E + 11 4.2943 + 11 5.704E + 11 1.746~ + 04 -O.OE + 00 
15 4.132~ + 11 4.924E + 11 5.716~ + 11 5.225~ + 02 -O.OE + 00 
Condition number of the Krylov basis (‘) and subspace (full line) 
1.9 I 
)I[ * 
1.8- * 
* 
i 
* 
1.7- x 
2 4 6 6 10 
Size of the Ktylov basis 
12 14 16 
FIG.~ 
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TABLE 3 
k Lower bound pb@i} Upper bound 
2 1.5983 + 01 
3 2.311~ + 01 
4 2.860~ + 01 
5 3.345E + 01 
6 3.787~ + 01 
7 4.187~ + 01 
8 4.565~ + 01 
9 4.929E + 01 
10 5.278~ + 01 
11 5.604~ + 01 
12 5.939E + 01 
13 6.275~ + 01 
14 6.584~ + 01 
15 6.815~ + 01 
1.598E + 01 
2.311~ + 01 
2.860E + 01 
3.345E + 01 
3.787E + 01 
4.187~ + 01 
4.565E + 01 
4.929E + 01 
5.278~ + 01 
5.604~ + 01 
5.939E + 01 
6.275~ + 01 
6.584~ + 01 
6.815~ + 01 
1.598E + 01 
2.311~ + 01 
2.860E + 01 
3.345E + 01 
3.787E + 01 
4.187E + 01 
4.565E + 01 
4.929E + 01 
5.278~ + 01 
5.604E + 01 
5.939E + 01 
6.275~ + 01 
6.584~ + 01 
6.815~ + 01 
1.5983 + 01 -O.OE + 00 
2.310~ + 01 2.0E - 16 
2.859E + 01 2.1E - 16 
3.342~ + 01 2.1E - 16 
3.7793 + 01 5.1E - 16 
4.172~ + 01 6.9E - 16 
4.538~ + 01 6.9E - 16 
4.800~ + 01 8.1~ - 16 
4.711E + 01 8.43 - 16 
4.531E + 01 8.4~ - 16 
4.287~ + 01 8.4~ - 16 
3.968~ + 01 8.4~ - 16 
3.551E + 01 8.5~ - 16 
3.074E + 01 8.5~ - 16 
The results are shown in Figure 3 and Table 3. 
With this vector the condition numbers become good. 
7. CONCLUSION 
We provide an algorithm to measure the sensitivity of the Krylov subspace 
and basis to a matrix perturbation. This tool will be very useful for under- 
standing bad condition numbers of a Krylov subspace or basis. We plan to use 
it on various examples and to analyze the results thoroughly. Another direc- 
tion of study is to understand the links between the condition number of the 
Krylov subspace and the convergence of iterative methods in linear algebra 
using these subspaces. 
For example, this algorithm could be used in the future to validate the 
computation of an invariant subspace by the Amoldi process. 
The authors are indebted to J. Erhel for her helpful remarks about this 
paper. 
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