




















Graph states under the action of local Clifford group in non-binary case
Mohsen Bahramgiri, Salman Beigi∗
Mathematics Department
and
Computer Science and Artificial Intelligence Laboratory
Massachusetts Institute of Technology
(Dated: August 20, 2006)
We establish a bound on the number of graph states which are neither isomorphic nor equivalent
under the action of local Clifford group. Also we study graph states in non-binary case, and translate
the action of local Clifford group into transformations on their associated graphs. And finally,




Graph states, forming a universal resourse for quan-
tum computation based on masurement, have been used
in many application in quantum information theory as
well as quantum computation, and have been recently
studied extensively. This is due to the fact that these
states not only maintain a rich structure, but can be de-
scribes transparently in different ways.
Graph states have been studies in many aspects in
the recent works of quantum computing. In fact, Bell
states, being just a very simple example of graph states,
were used to show that quantum computing and quan-
tum information theory is more powerful rather than the
classical one. Moreover, the notion of entanglement, the
significant property of quatum systems compared to the
classic ones, has been widely studied for graph states, see
for instance [...].
Quantum codes, which are of natural importance in
quantum error correcting codes, contain a significant as
well as well studied subclass, called stablizer codes, and
graph states are an especial codes in this class which are
describable by graphs. These states has been studied in
this point of view in many aspects, see e.g. [9], [10].
stabilizer codes are graph codes, which are defined
based on a graph. In this point of view stabilizer states
became very interesting and are studied in many aspects,
see [9], [10].
The action of Clifford group on these states can be ex-
plained in an appropriate way, in the notion of their sta-
bilizers, see [12]. On the other hand, any stabilizer state
is equivalent to a graph state, under the local Clifford
groups, and one can describe the action of local Clifford
groups on graphs by two different types of graph oper-
ators. Also, the local Pauli measurements may also be
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described via some aperations on graphs, see [9], [8].
The equivalency of graphs (more precisely, graphs with
labeled edges) under the local Clifford groups has been
the subject of many works. A recent progress, made
by the authers of the present paper, leads to presenting
a polynomial time algorithm to recognize whether two
graph states are equivalent under local Clifford groups
or not, see [2]. (also see [3], [7] for binary cases.)
In [10] the number of graph states, which are non-
isomorphic and not equivalent under the local Clifford
groups, is counted for n up to 12, where n is the number
of vertices. There is not a known method yet, to count
them in general. In the present paper, in section II, we
present a lower bound for this number.
In Section III, after introducing the qudits, the quan-
tum systems with multiple positions, we develop the the-
ory of graph states in non-binary case. In this section,
Pauli groups are studied in details in non-binary case (for
ralated works, see [1], [10] and [11] as well). The notions
of stabilizer codes as well as stabilizer states are devel-
oped. Moreover, it is shown that any stabilizer state is
equivalent to a graph state under local Clifford group, see
[14]. In [6] one can find an interesting characterization of
the generalized Clifford groups. Here, we state the trans-
lation of the action of the local Clifford group on graph
states into operations on graphs. For the binary case, see
[8].
In this section, we show that the action of the local Clif-
ford group can be translated into operations on graphs.
In section IV, We do the same process, for the local mea-
surement of Pauli group. in fact the precise formulas are
presented in this section, for the local measurement of
Pauli group.
Studying the action of local Clifford group leads us to
investigate the properties of equivalent graphs. A very
natural question is to ask: can we verify if two graphs are
locally equivalent? We show that the answer is yes. In
fact, the first known efficient algorithm to verify whether
two graphs are locally equivalent or not is presented in
section V.
II. NON-EQUIVALENT GRAPH STATES
It is known that two graph states are equivalent un-
der local Clifford group if and only if their associated
graphs are equivalent under local complementation oper-
ators (see for instance [8]), by which we mean the follow-
ing operator. Suppose that v is a vertex of a graph G.
To locally complement G at v, consider all neighborhoods
of v in G and complement the subgraph of G induced by
these vertices to obtain a new graph, denoted by G ∗ v.
Two graphs are called locally equivalent if one of them is
obtained from the other one by a series of local comple-
mentation operations. This notion have been extensively
studied in graph theory, see [3], [5]. Also there is a poly-
nomial time algorithm to recognize whether two graphs
are locally equivalent or not.
A tree is a connected graph which contains no cycles.
The following theorem is a significant result on locally
equivalent graphs (see [4] ).
Theorem 1. Any two locally equivalent trees are iso-
morphic.
Notice that there are graphs which are not locally
equivalent to a tree, and [4] presents a polynomial time
algorithm to recognize whether a given graph is locally
equivalent to a tree or not. This theorem tells if two trees
are not isomorphic then they are not locally equivalent,
so that the number of non-isomorphic trees on n vertices
is a lower bound on the number graphs which are not
mutually locally equivalent.
The following theorem gives us an approximated num-
ber of non-isomorphic graphs. One can find a proof for
this fact in [13].
Theorem 2. Let Tn be the number of non-isomorphic













where α ≈ 0.3383219 and β ≈ 7.924780.
We thus obtain the following result, presenting a lower
bound for the number of non-equivalent graph states un-
der the action of local Clifford group, whose graphs are
connected and mutually non-isomorphic.
Theorem 3. Let An be the number of graph states which
are not equivalent under the local Clifford group and also
their associated graphs are not locally equivalent, and are














where α ≈ 0.3383219.
Let χn be the number of graph states which are not
equivalent under the local Clifford group and also their
associated graphs are not locally equivalent, and are con-
nected and non-isomorphic.
Remark. An is a lower bound for χn
For a fixed graph G, there is an algorithm to count the
number of graphs locally equivalent to G (see [5]). This
number, ofcourse varies from one graph to another. For
instance, the number of graphs locally equivalent to the
complete graph over n vertices is n+1, but this number
for a path of length n is O((1 +
√
3)n). Therefore, it
leaves the problem of finding the exact number of non-
equivalent graphs unsolved. The lower bound presented
in the remark above is in fact the best lower bound known
so far, which can be compared to the real values of χn












Table 1. Values of χn are taken from [10].
III. NON-BINARY STABILIZER CODES
The theory of non-binary stabilizer codes and non-
binary stabilizer states have been studied widely, see [1],
[11]. In this theory the notion of stablizer codes as well
as graph states are defined based on Pauli and Clifford
groups. In this section, we establish a description of the
action of local Clifford groups on graph states by opera-
tions on their graphs.
Through this section, we let p be an odd prime number,
ω = e2pii/p and Fp be the finite field of p elements. Also
suppose Cp is the state space of every particle in the
quantum system, and {|x〉;x ∈ Fp} is an orthonormal
basis for this space.
Definition. For a, b ∈ Fp, define unitary operators
X(a) and Z(b) on Cp as follows;
X(a)|x〉 = |x+ a〉,
Z(b)|x〉 = ωbx|x〉.
The following properties are proved in [11].
Lemma 1.
(i) X(a)X(a′) = X(a+ a′), Z(b)Z(b′) = Z(b+ b′) and
X(a)† = X(−a), Z(b)† = Z(−b).
(ii) {X(a)Z(b); a, b ∈ Fp} is a basis for the space of
operators over Cp.
(iii) Z(b)X(a) = ωabX(a)Z(b).
(iv) X(a)Z(b) and X(a′)Z(b′) commute iff ab′−ba′ = 0.
Using these properties, we can now define the gener-
alized Pauli group, generated by these operators, as seen
below;
G = {ωcX(a)Z(b); a, b, c ∈ Fp}.
Also, the it Pauli group over n particle is the n-fold tensor
product of G
Gn = {ωcX(a)Z(b);a,b ∈ Fnp , c ∈ Fp},
where X(a) = X(a1)⊗X(a2)⊗ · · · ⊗X(an) and Z(b) =
Z(b1)⊗Z(b2)⊗ · · · ⊗ Z(bn). One can easily check that
two elements ωcX(a)Z(b) and ωc
′
X(a′)Z(b′) commute
if and only if a·b′−b ·a′ = 0 (dot product is the ordinary





i − a′ibi = 0 ). We are
now able to give a definition of Clifford groups.
Definition. Generalized Clifford group Cn is the nor-
malizer of Gn. Also generalized local Clifford group is the
n-fold tensor product of Clifford group of order one, i.e.
C1 = C.
Suppose that h ∈ C and therefore, hX(1)h† and
hZ(1)h† are elements in G. Let hX(1)h† = ωcX(a)Z(b)
and hZ(1)h† = ωc
′
X(a′)Z(b′). Since Z(1)X(1) =
ωX(1)Z(1), we have ab′ − ba′ = 1. Theorem 4 states
that this is the only condition on h necessary to make it
an element of C, see [6].
Theorem 4. For any a, b, c, a′, b′ and c′ in Fp, such that
ab′ − ba′ = 1, there exists h ∈ C such that hX(1)h† =
ωcX(a)Z(b) and hZ(1)h† = ωc
′
X(a′)Z(b′).
In order to introduce the notion of stabilizer codes,
we should first study some properties of eigenvalues and
eigenspaces of elements in Gn.










is the binomial coefficient.
Proof. We give a proof for this lemma using an induc-
tion on k. There is nothing to prove for k = 1. Provided

























2 )a.b)X((k + 1)a)Z((k + 1)b).

Since, by definition, X(pa) = Id and Z(pb) = Id, and
ωp = 1, one obtains that gp = Id for any g ∈ Gn (notice
that we are now using the fact that p is odd). In fact for





, and it is not true for all
even numbers. It is the reason for adding multiplicity of
i =
√−1 in the definition of Pauli group. This statement
shows that eigenvalues of the elements ofGn are the p−th
roots of the unity, with varying multiplicities.
Proof. By induction on k we prove the lamma. There

























2 )a.b)X((k + 1)a)Z((k + 1)b).

Lemma 3. Suppose that g = ωcX(a)Z(b) ∈ Gn is not a




(Id+ ω−jg + ω−2jg + · · ·+ ω−(p−1)jg)
for j = 0, 1, . . . (p − 1), then Pj is the projection on ωj
-eigenspace of g. Also all Pj’s have the same ranks.
Proof. Since gp = Id, clearly P 2j = Pj and gPj = ω
jPj .
Therefore, it is sufficient to prove that Pj ’s have the same
rank. Since g is not a scaler multiple of the identity, at
least one of ai’s or bi’s is non-zero. For instance, suppose
that ai 6= 0 (the other case is similar). One can simply
check that
Zi(k)PjZi(−k) = Pj−kai
holds for every k. Finally, since ai is non-zero, all Pj ’s are
conjugates to each other and thus have the same rank.

We can now define a stabilizer code as a common
eigenspace for eigenvalue one, of a subgroup of Gn. It
is easy to check that for a subgroup S, similar to the
binary case, this common eigenspace is non-trivial pro-
vided that S is abelian and does not contain any scalar
multiple of identity, except Id itself, see [11]. We call
such a subgroup a valid one.
In order to define graph states, we should investigate
the properties of stabilizer codes more precisely. Con-
sider a valid subgroup S of Gn. Let S = 〈g1, . . . gk〉
be a minimal set of generators for S, so that no sub-
set of {g1, . . . gk} generates S. Suppose that gi =
ωciX(ai)Z(bi). Since the only scalar multiple of the
identity in S is itself, for any a,b ∈ Fn, there exists at
most one element of the form ωcX(a)Z(b) in S. There-
fore, without any kind of ambiguity, in order to repre-
sent the elements of S, we can drop the scaler coeffi-
cient ωc from its representation. In this case, for any
ωcX(a)Z(b), ωc
′
X(a′)Z(b′) ∈ S, we can write
(X(a)Z(b))(X(a′)Z(b′)) ≡ X(a+ a′)Z(b+ b′),
as an equality in S. Therefore, using this notation, the
group S is the set of elements X(a)Z(b), such that (a,b)
is in the vector subspace of dimention 2n, F2n, generated











as a generator matrix for S.
The proof of the following properties are straight for-
ward.
Lemma 4.
(i) Using the above notation, S = {xA;x ∈ Fk}.
(ii) rank(A) = k.
(iii) Rows of A are orthogonal with respect to the inner
product defined as 〈(a,b), (a′,b′)〉 = a.b′ − b.a′.
(iv) The matrix UA is also a generator matrix for S,
for any invertible k × k matrix U .
Lemma 5. Suppose that Pij is the projection over the
eigenspace of gi with respect to the eigenvalue ω
j. Then
P10P20 · · ·Pk0 is the projection over the code space. Also,
all P1j1P2j2 · · ·Pkjk ’s have the same rank.
Proof. All gi’s commute, and therefore by lemma 3,
all Pij ’s commute as well, and the first argument fol-
lows immidiately. Since (ai,bi)’s are independent, we
can find (ei, f i)’s, such that hi = X(e
i)Z(f i) commutes
with each gl, where l 6= i. Also, higih†i = ωrigi. In other
words, (ei, f i) is orthogonal to all (al,bl)’s but (ai,bi).
Now let h = h1h2 · · ·hk, we have hP1j1P2j2 · · ·Pkjkh† =
P1(j1−r1)P2(j2−r2) · · ·Pk(jk−rk). Since ri’s are arbitrary,
all P1j1P2j2 · · ·Pkjk ’s are conjugates to each other, and
therefore have the same rank. 
Using this lemma, we conclude that
rank(P10P20 · · ·Pk0) = pn−k. Therefore, if we have
n independent generators, we get a one dimensional
code space, i.e. a stabilizer state.
Nest, we consider the action of the local Clifford group
on stabilizer spaces. If h = h1h2 · · ·hn ∈ C⊗n is an el-
ement of the local Clifford group, then hSh† is also an
abelian subgroup of Gn, and the only scalar multiple of
the identity in hSh† is Id itself. In fact, if S is the sta-
bilizer group of the state |φ〉, then hSh† is the stabilizer












i − fie′i = 1 since hi ∈ C. By a simple
calculation, one can check that the generator matrix of








E = diag(e1, · · · , en), F = diag(f1, · · · , fn),
E′ = diag(e′1, · · · , e′n), F ′ = diag(f ′1, · · · , f ′n).
Lemma 6. Two stabilizer states with generator matrices
A,B are equivalent under the action of the local Clifford









E = diag(e1, · · · , en), F = diag(f1, · · · , fn),
E′ = diag(e′1, · · · , e′n), F ′ = diag(f ′1, · · · , f ′n),
and eif
′
i − fie′i = 1, for any i, and also, B = UAY holds
as well.
Proof. The proof follows from the above discussion to-
gether with lemma 4. 
This lemma can be restated in the following way
Lemma 6′. Two stabilizer states with generatori ma-
trices A,B are equivalent under the action of the local
Clifford group, if and only if there exists an invertible








E = diag(e1, · · · , en), F = diag(f1, · · · , fn),
E′ = diag(e′1, · · · , e′n), F ′ = diag(f ′1, · · · , f ′n),
and eif
′
i −fie′i = 1, for any i, and also, all rows of B are
orthogonal to rows of AY .
Proof. By lemma 4, rows of B are orthogonal to each
other, and rank(B) = n. Therefore rows of B consist a
vector subspace of dimension n, in the space of dimension
2n. On the other hand, this subspace is orthogonal to
itself, so that any vector orthogonal to rows of B is in
this subspace. Now suppose rows of AY are orthogonal
to rows of B. Hence, rows of AY are in the subspace
generated by B, and since rank(AY ) = n, there exists
an invertible matrix U such that B = UAY.
The other direction follows from lemma 6.

We can now define the notion of graph states, and its
associated labeled graph.
Definition. A graph state is the code space re-
lated to the group with a generator matrix of the form(
Idn | M
)
, where M is a symmetric matrix with zero
diagonal. We assign to such a graph state a labeled
graph, with labels coming from the matrix M , i.e., with
label Mij for the edge {ij}.
Lemma 7. Every stabilizer state is equivalent to a graph
state with respect to the local Clifford group.
Proof. Consider a stabilizer state with generating ma-
trix A. By lemma 4, A has full-rank and the rows of A
are orthogonal. Moreover, since by lemma 6 we can apply
a linear transformation of determinant one on any pair
of columns i and (n + i), we may assume that the first
n× n block of A is invertible. Then, we apply an invert-
ible matrix U such that the first block of UA is identity.
Using the fact that the rows of UA are orthogonal, we
conclude that the second block of UA is symmetric. No-
tice that, eventhough this symmetric matrix may have
non-zero diaginal entries, but by applying the determi-
nant one linear operations on pair of colunms, we end up
with a matrix with an identity in the first block, and a
symmetric matrix with zero diagonal in the second block.

Similar to the binary case in [8], we want to describe
the action of local Clifford group as operations on graphs.
Definition. Let G be a labeled graph on vertex
set {1, 2, . . . n}, such that the label of the edge {i, j}
is the ij−th entry of matrix M , where M is a sym-
metric matrix over Fp with zero diagonal. For every
vertex v, and 0 6= b ∈ Fp, define the operator ◦bv
on the graph as follows; G ◦b v is the graph on the
same vertex set, with label matrix I(v, b)MI(b, a), where
I(v, b) = diag(1, 1, . . . , b, . . . , 1), b being on the v−th en-

















FIG. 1: Graph G after applying operator ◦b1
Also, for any vertex w, and a ∈ Fp define the operator
∗aw on the graph as follows; G ∗a w is the graph on the
same vertex set, with label matrix M ′, where M ′jk =
Mjk + aMvjMvk for j 6= k, and M ′jj = 0 for all j. See
figure 2.
Theorem 5. Two graph states G and H with label matri-
ces M and N over Fp, are equivalent under local Clifford
group if and only if there exists a sequence of ∗ and ◦
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FIG. 2: Graph G after applying operator ∗a1









the generator matrices of these two graph states. If these
two states are equivalent, by lemma 6, there exist matri-





satisfying the conditions men-
tioned in lemma 6, such that B = UAY .










Ei = diag(1, · · · , 1, ei, · · · , 1, 1),
Fi = diag(0, · · · , 0, fi, 0, · · · , 0),
E′i = diag(0, · · · , 0, e′i, 0, · · · , 0),
F ′i = diag(1, · · · , 1, f ′i , 1, · · · , 1).
Then Yi’s commute mutually, and Y = Y1Y2 · · ·Yn. We
call Y trivial if E = Idn and E
′ = 0.
We prove the theorem by induction on the number of
non-trivial matrices Yi’s. If all Yi’s are trivial, then AY =(
Idn | D
)
, for some matrix D. Therefore U = Idn, as
well as Y = Id2n and A = B. Thus, suppose that at
least one of the Yi’s is non-trivial.
We consider two cases;




















. . . 0
0 0 · · · e′i0Mni0 · · · 1


In order to invert V , one has to multiply the i0-th row
by e−1i0 , and then multiply it to −e′i0Mji0 and finally add
it to j-th row, for any j 6= i0.
Therefore, V −1AYi0 =
(
Idn | V −1D
)
. Also, the jk
entry of V −1D, for j 6= k and both unequal to i0, is
(V −1D)jk =Mjk − e′i0e−1i0 MijMik,
and the i0j entry is




V −1D may have non-zero entries on its diagonal. But
there exists a trivial matrix Y ′, such that V −1AYi0Y
′ is
equal to V −1AYi0 , except on the entries of the diagonal
of the second block, which are all zero for the matrix
V −1AYi0Y
′. Therefore V −1AYi0Y
′ is the generator ma-
trix of a graph state, and by the above equalities, this
graph state is
G ∗i0 (−e−1i0 e′i0) ◦i0 e−1i0
On the other hand, we have
B = UAY = UV (V −1AYi0Y
′)(Y ′−1Y ′′),
where Y ′′ is equal to the multiplication of all Yj ’s except
Yi0 . We now observe that V
−1AYi0Y
′ is a graph obtained
from G, via operations ∗ and ◦. Also the number of non-
trivial terms in Y ′−1Y ′′ is less than this number in Y ,
and therefore by induction, the claim is proved.
Case (ii). ei = 0 for all i’s that Yi is non-trivial.
Suppose that Yi0 is non-trivial. If for every non-trivial
Yj , Mi0j = 0, then the i0−th row of the first block of
AY is zero and hence, it would not be invertible and
therefore, the first block of UAY can not be the identity.
Thus, there exists an i1, such that Yi1 is non-trivial and
















. . . 0
0 · · · e′i0Mni0 e′i1Mni1 · · · 1


In order to invert V , one has to multiply the i0-th and






tively, and then multiply the i1-th row to −e′i0Mji0 and
add it to the j-th row, for any j. And the same process
for the i0-th row. Notice that ei0f
′
i0 − e′i0fi0 = 1 and
ei0 = 0,therefore e
′
i0
fi0 = −1 and consequently, e′i0 is
non-zero. Also the same is true for e′i1 . After all, switch
the rows i0 and i1. By this process we get a matrix with
the identity in the first block as well as a symmetric ma-
trix on the second block. But the diagonal elements of
this block may be non-zero. By multiplying by an appro-




Idn | M ′
)
,
where M ′ is the matrix of a graph G′ such that
M ′jk =Mjk −M−1i0i1Mi0jMi1k −M−1i0i1Mi1jMi0k.
Now, one can see that
G′ = G◦(−M−1
i0i1







We have B = UV −1A′Y ′−1Y ′′, where Y ′′ is equal to
the multiplication of all Yj ’s, except Yi0 and Yi1 . Also
the number of non-trivial terms in Y ′−1Y ′ is strictly less
than this number in Y , and therefore, by induction, the
claim is proved.
The other direction of the theorem is an immediate
consequence of the first direction. 
IV. LOCAL MEASUREMENT OF PAULI
GROUP
The theorem 5 tells us that the action of the local Clif-
ford group can be translated into operations on graphs.
We do the same process, for local measurement of Pauli
group. Suppose that the stabilizer group of a state is gen-
erated by g1, g2, · · · , gn and we measure h ∈ Gn. Assume
that g−1i hgi = ω
cih. If ci’s are all zero then h commutes
with all of gi’s, and therefore the outcome of the mea-
surement is the state itself, with the unchanged stabilizer
group. Otherwise, there exists at least one non-zero ci.
By changing the set of generators for stabilizer group we
can assume that c1 is non-zero, and ci = 0, i = 2, · · · , n.
Therefore ω−ch, g2, · · · , gn is a set of generators for the
state after the measurement, in which c is the outcome
of measurement. We use this idea to translate the local
Pauli measurement to operations on graphs. In order to
do so, we need the following definition.
Definition. Suppose that G is a labeled graph on Fp.
If v is a vertex of G, define d(v)G to be a graph on the
same vertex set, but all neighborhood edges of v have
zero labels.
Theorem 6. Suppose we have a graph state with label
matrix M and we measure the operator Xi(a) on the i−th
qudit. Then if Mij = 0 for all j = 1, · · · , n then the state
remains unchanged, and if Mij 6= 0 for some j, then the










Proof. If Mij = 0, then Xi(a) commutes with the sta-
bilizer group, and therefore, that the state remains un-
changed after the measurement. Thus, let us suppose










1 0 · · · −α−1M1i · · · 0









. . . 0
0 0 · · · −α−1Mni · · · 1


(non-zero off-diagonal entries are on j−th column). Now,





, except the j−th one. Hence, if we replace
the j−th row by
(0, · · · , 0, a, 0, · · · , 0 | 0, · · · , 0),
we obtain the generator matrix for the new state. On
the other hand, every stabilizer state is equivalent to a
graph state under the local Clifford group, and if apply
this process to the new generator matrix we end up with
the generator matrix
(
Idn | M ′
)
, where M ′ is the ma-











The changes after measuring the operator Xi(a)Zi(b)
on a graph state is presented in the following theorem.
Theorem 7. Consider a graph state with label ma-
trix M , and suppose that one measures the operator
Xi(a)Zi(b) on the i−th qudit, where a, b are non-zero






Proof. First, suppose that Mij = 0 for each j. In this
case Xi(a)Zi(b) commutes with all of the generators, ex-
cept the i−th one. Now, if we replace it by
(0, · · · , 0, a, 0, · · · , 0 | 0, · · · , 0, b, 0, · · · , 0),
where a and b both locate on the i-th entry, then, using
the local Clifford group, we obtain the same generator





is the same as G.
Therefore, let us assume that Mij 6= 0 for some j, and










1 0 · · · −α−1M1i · · · 0









. . . 0
0 0 · · · −α−1Mni · · · 1


(once again, non-zero off-diagonal entries are on j−th





, except the j−th row, commute
with Xi(a)Zi(b). Therefore, if we replace it by a row
equivalent to Xi(a)Zi(b) we get a generator for the new
state. Applying the algorithm to get a graph state from






And finally, measuring the operator Zi(b) has some
affects on the graph stated, described below in details.
Theorem 8. Suppose that G is a graph state with label
matrix M and we measure the operator Zi(b) on the i−th
qudit, where b is non-zero. The state after this measure-
ment is equivalent to d(i)G.





the graph state. We know that all of the rows of this
matrix, except the i-th one, are orthogonal to the row-
representation of Zi(b), which is (0, · · · , 0 | 0, ·, b, 0, · · ·0).
Therefore, after the measurement, the stabilizer group is





except the i-th one and Zi(b). Therefore, the stabilizer
state, after deleting the i-th qudit, is d(i)G. 
V. EFFICIENT ALGORITHM TO RECOGNIZE
EQUIVALENCY OF GRAPH STATES
Let G and H be two connected graphs, with label ma-
trices M and N , and assume that these two graphs are
equivalent under the action of local Clifford group. No-
tice that by operations ∗ and ◦, a connected graph re-
mains connected. Therefore, by lemma 6′, There exists








E = diag(e1, · · · , en), F = diag(f1, · · · , fn),
E′ = diag(e′1, · · · , e′n), F ′ = diag(f ′1, · · · , f ′n),
and eif
′








In order to rephrase these conditions, by abusing the
notation, let E = (e1, · · · en), E′ = (e′1, · · · e′n), F =
(f1, · · · fn) and finally F ′ = (f ′1, · · · f ′n). Also for two
vectors v, u ∈ Fnp , let v × u be the vector satisfying the
following;
(v × u)i = viui.
Now using these notations, one can check that the
above conditions are equivalent to the following ones;
E′ · (Mi ×Nj)− F ′ · (Mi × δj) + E · (δi ×Nj)
−F · (δi × δj) = 0, ∀i, j (1)
and
E × F ′ − E′ × F = (1, 1, · · · , 1), (2)
where Mi and Nj are i-th and j-th rows of matrices
M and N respectively, and δ is the Kronecker delta func-
tion. Also dot product is the usual inner product, or more
precisely, semi-inner product, in Fnp .
Equations (1) are a set of linear equations with un-
determined variables E,E′, F and F ′, and its solutions
consist a vector space. Hence, one can compute a basis B
for this space using efficient algorithms. Therefore, our
problem reduces to checking the equation (2) for these
solutions. But the space of solutions may have a large
dimension, and it may take an exponential time to check
equation (2) for all the solutions. On the other hand,
it is proved in [2] that if the dimension of the solutions
is large enaugh, then, there exists an affine subspace of
large dimension satisfying equation (2). In fact we have
the following precise theorem (see [2]).
Theorem 9. If two graphs G and H are equivalent, then
there exists an affine linear subspace in the space of so-
lutions satisfying (2), with codimension at most 5.
Hence, roughly speaking, if G and H are equivalent
then almost all of the solutions of (1) satisfy (2). In fact,
using the following lemma which is proved in [2], we can
check the equation (2).
Lemma 8. For any base B of a linear space Λ, and
every affine subspace Γ of Λ of codim ≤ 5, there exists
a vector u ∈ Γ, which is a linear combination of at most
five elements of B.
Putting theorem 9 and lemma 8 together, we obtain
the following algorithm;
Algorithm. First of all compute a basis B for the
space of solutions of (1). Next, consider all vectors which
are a linear combination of at most 5 vectors in B, and
check the equation (2) for them. If among them at least
one satisfies the equation (2), then G and H are equiva-
lent, otherwise they are not equivalent.
VI. CONCLUSION
We have established a lower bound on the number of
graph states over n qubits. Also we have shown that
the action of local Clifford group on the graph states in
the non-binary quantum systems, so called qudits, can be
described by some operations on graphs. Also, we have
established an efficient algorithm to verify whether or not
two graphs are locally equivalent or not.
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