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Abstract
Multiple-input multiple-out (MIMO) systems have become an increasingly popular technology
in wireless communications due to their high data rates and increased reliability. However,
several drawbacks degrade the performance of MIMO systems. Inter-channel interference, inter-
antenna synchronization, low energy efficiency, and relatively high-complexity receive algorithms
are several of the challenges that MIMO systems face. As such, spatial modulation (SM) was
introduced as a scheme that is capable of exploiting the advantages of MIMO systems, while
simultaneously mitigating its drawbacks. SM provided an excellent method of exploiting spa-
tial diversity, which eventually replaced MIMO systems. However, as the use of SM became
more prominent, its drawbacks became more apparent. The spectral efficiency of SM is limited
by the logarithmic relationship between spectral efficiency and the number of transmit antennas.
Several SM-based transmission schemes, such as quadrature spatial modulation and double
spatial modulation (DSM), were introduced with the prospect of improving the spectral effi-
ciency of SM. These schemes have a single radio frequency (RF) chain; therefore, relatively
low-complexity receive algorithms are employed. Conventional transmission techniques are re-
ferred to as source-based modulation (SBM).
Media-based modulation (MBM) is a new attractive transmission scheme that has been re-
cently receiving increased research attention. MBM employs the use of RF mirrors to vastly
improve the error performance and/or spectral efficiency of modulation schemes. It has been
demonstrated that MBM, coupled with SBM techniques, vastly improves the error performance
and can potentially increase the spectral efficiency of these systems.
In this dissertation, DSM is extended to employ MBM, such as to improve error performance.
The proposed transmission scheme is called double spatial media-based modulation (DSMBM).
The theoretical average bit error probability (ABEP) of DSMBM over an independent and
identically distributed Rayleigh frequency-flat fading channel in the presence of additive white
vii
Gaussian noise is formulated. The theoretical ABEP of DSMBM is validated by Monte Carlo
simulations, where the error performance matches the theoretical ABEP at high signal-to-noise
ratios (SNRs).
Lastly, coded channels are investigated. Typically soft-output detection coupled with soft-input
channel decoding yields a significant SNR gain. Motivated by this, this dissertation further
proposes a soft-output maximum-likelihood detector for the DSM and DSMBM schemes.
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Chapter 1
Introduction
1.1 Introduction
In the recent half-century, wireless communication systems (WCS) have experienced an immense
advancement in the communication industry [1]. The introduction of the first standardized mo-
bile phone was in 1982, and since then, wireless mobile communications have undergone consid-
erable growth, which has advanced from the first generation (1G) to the fifth-generation (5G) [2].
The mobile wireless generation (G) generally refers to a change in the nature of WCS in terms of
compatible transmission technology, frequency, speed, technology, and data capacity [2,3]. WCS
aims to provide high quality and reliable communication, and each new generation of wireless
communications is based upon the research and development of the previous generation [4, 5].
The first WCS was called the Advanced Mobile Phone System (AMPS). This system was later
referred to as the 1G network [3]. AMPS was a form of analogue communication that only pro-
vided voice call services. Analogue networks were not robust systems, and these networks only
offered limited security over voice calls. AMPS was later replaced by the second generation (2G)
mobile systems, which were introduced in 1991. The evolution from 1G to 2G was mainly influ-
enced by the shift from analogue to digital communications. Digital communications were well
received since the shift from analogue to digital represented higher data capacity, reduced cost,
improved speed, system flexibility, and power efficiency of digital hardware [3, 4]. The main
aim of this generation was to provide secure and reliable communication channels. The two
leading technologies that supported this network were code-division multiple access and global
system for mobile communication [1]. While 2G networks initially provided voice services, these
systems gradually evolved to support data services such as short messaging, internal roaming
and conference calls.
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The third-generation (3G) of WCS technology was commercially introduced in 2001. The main
aim of 3G was to facilitate greater voice and data capacity, which would support a broad range
of applications at a lower cost. As a result, web browsing, emails, multimedia services, and
other smartphone technology were brought about by 3G networks. The 3G systems mainly
utilized a technology called universal mobile telecommunications systems as a core network ar-
chitecture [4]. This technology employed aspects of 2G systems and combined them with new
technology and protocols that delivered significant data rates. These 3G networks continued
to advance to the 3.5G, 3.75G, and eventually brought about a further shift to the fourth gen-
eration (4G) [3]. The 4G standard was made possible due to the significant advancements in
technology that limited the previous generations. Demanding high data rate applications such
as high-definition mobile streaming, enterprise software applications, Internet of Things (IoT)
and cloud computing were made possible by 4G [6]. The key technologies utilized in 4G systems
are multiple-input multiple-output (MIMO) and orthogonal frequency division multiplexing.
The standards at which these technologies operate are IEEE 802.11n, also known as wireless
fidelity (Wi-Fi), IEEE 802.11n, also known as worldwide interoperability for microwave access
(WiMAX), and Long Term Evolution (LTE) [7, 8]. Fifth-generation (5G) WCS have recently
been deployed; however, they are not yet commercially available worldwide. Technology such
as Millimeter Wave Mobile Communications is employed in 5G. This technology has introduced
relatively new communication systems such as Massive MIMO, millimeter-wave, small cells, and
light-fidelity systems, which all show promising research prospects [9, 10].
The demand for wireless networks with increased data rates, improved error performance, and
lower cost has been the main motivation for researchers to develop WCS that can support the
advancing technological demands [2]. However, practical constraints, such as high power con-
sumption, constringent hardware requirements, and high computational complexity, need to be
mitigated to achieve robust wireless networks that deliver the required standard for emerging
applications [1]. At a physical level, one of the main challenges facing WCS is the degrada-
tion/attenuation of signals transmitted in a channel with the presence of additive white Gaus-
sian noise (AWGN) [11]. Noise arises from various natural phenomena, such as thermal noise,
which is a product of passive components, including resistors and solid-state devices used in
the construction of communication systems [12]. Another source of interference is black body
noise, which arises from celestial sources such as solar radiation. These naturally-occurring
noise components are typically modeled by random variables (RVs) that are assumed to follow
2
Gaussian distribution. The effect of thermal noise is assumed to be “white”, which indicates
that it is not frequency selective, and it is modeled at the receiver as a superimposed signal on
the transmission [1, 12]. In communication systems, the effects of additive noise can be miti-
gated by increasing the signal transmit power in a channel. However, the power level in signal
transmission is limited by the equipment and other practical constraints.
1.2 Multipath Propagation
Multipath propagation is the transmission of terrestrial radio waves through a wireless chan-
nel [1]. Due to effects such as ionospheric reflection and refraction, reflection from water bodies
and terrestrial objects, a radio receiver in a wireless channel receives multiple different versions of
the same signal, which vary in time due to different signal paths. This difference in arrival time
is referred to as multipath [12]. Multipath propagation of radio waves through a wireless channel
is a complicated phenomenon characterized by various effects, such as multipath-fading, path
loss, absorption, reflection, diffraction, and shadowing. Mathematical descriptions of this phe-
nomenon are either unknown or too complex for tractable communications systems analyses [12].
However, considerable efforts have been devoted to the statistical modeling and characterization
of these different effects. Some models exist which represent amplitude distribution of fading
coefficients, the most common of which are Rayleigh fading, Nakagami-q fading, and Rician
fading. This dissertation focuses on the propagation environment and communication scenario
for the Rayleigh fading model [1, 12].
1.2.1 Rayleigh Fading Model
Rayleigh fading is a statistical model of the effect of a propagation environment on radio signals
in a wireless channel [1]. Fading is the deviation of the attenuation affecting a signal over a
WCS, and fading accounts for effects such as reflection, refraction, and scattering which occur
during radio wave transmission [1]. The Rayleigh fading model is most commonly applied in
wireless channels that have no direct line-of-sight between the transmitter and receiver. The
effect of fading introduces both amplitude distortion and phase delay to the transmitted symbol,
allowing a complex fade coefficient to be modeled where both the real and imaginary components
are modeled as independent and identically distributed (i.i.d.) Gaussian RVs [1,11]. The fading
coefficient is expressed as:
h = h< + jh= (1.1)
3
where h is the fading coefficient, h< and h= are the real and imaginary components of the fading
coefficient, respectively, which are Gaussian RVs with zero mean and variance of 12 . The Rayleigh
fading coefficient can be represented in polar form as:
h = αejφ, (1.2)
where α =
√
|h<|2 + |h=|2 is the fading amplitude, and φ = arctan
(
h=
h<
)
is the fading phase
angle. The probability density function (PDF) of the Rayleigh fading with a fading amplitude
α is given by:
f(α) =
α
σ2
exp
(
−α2
2σ2
)
, α ≥ 0, (1.3)
where σ2 is the variance of α.
In this dissertation, in all fading scenarios, the statistical propagation environment that is as-
sumed is the Rayleigh frequency-flat fading channel, unless otherwise stated.
1.3 Diversity
A popular technique used in wireless communications to improve error performance in the pres-
ence of fading is diversity [12]. Diversity refers to the reception of multiple copies of a signal
through a channel so that independent copies of the signal experience different transmission
paths in a wireless channel. Diversity is a technique that introduces redundancy in a wireless
channel, ensuring that a transmitted signal does not experience a deep fade that affects all com-
ponents of the signal in different paths simultaneously [1]. In turn, this decreases the probability
that all transmitted signals via the multiple paths are subjected to substantial attenuation. The
receiver combines several received signals via multiple paths and gives a more accurate estima-
tion of the transmitted signal [12]. There are several traditional methods employed by WCS to
achieve diversity, and these are grouped into several categories, which include time, antenna,
frequency, field, polarization, angle, and multipath diversity [13–15].
1.4 SIMO
Single-input single-output (SIMO) systems are one of the earliest modulation techniques that
were introduced in order to achieve diversity [1]. In SIMO systems, the receiver is supplied
with multiple redundant copies of the same signal, which results in the system gaining receive
diversity. Figure 1.1 illustrates the system model for SIMO system, where NR represents the
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number of receive antennas.
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Figure 1.1: SIMO system model
At the receiver, all received signals are simultaneously processed to combine them with a suitable
technique. The most common methods used to estimate the received signal are maximal ratio
combining, selection combining and equal gain combining [1].
1.5 MIMO
As new wireless communication technologies emerge, there is still the desire for networks with
significant improvements in data rates and error performance [2]. One conventional method of
improving data rates is using transmission schemes that employ high modulation order amplitude
and/or phase modulation (APM) constellation signals. However, the drawback is that such
systems have poor reliability as the modulation order increases [1]. High order modulation
schemes require high transmit power to yield a sufficiently good error performance; however, low
order modulation schemes with low transmit power have better error performance as compared
to high order schemes. As mentioned earlier, one method used to improve error performance is
employing diversity to WCS [12, 16]. MIMO systems provide an efficient way to increase data
rates and improve error performance by exploiting spatial diversity [17]. Spatial diversity in
MIMO systems establishes multiple channels via the multiple antennas at both the transmitter
and receiver [17,18].
1.5.1 MIMO System Model
Figure 1.2 illustrates the system model for a MIMO system, where NT and NR, NT ≤ NR,
represents the number of transmit antennas and receive antennas, respectively.
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Figure 1.2: MIMO system model
In each transmission interval, the source provides an input bit stream of length m bits. The
information bits are used to select APM signal constellation symbols which are transmitted via
an NT ×1 transmit vector x = [x1, . . . , xNT ]T , where E{|x`|2} = 1, ` ∈ [1 : NT ], over a Rayleigh
frequency-flat fading channel H in the presence of AWGN. The fading channel gain matrix H
is of dimension NR ×NT , and is given as [1]:
H =

h1,1 · · · h1,NT
...
. . .
...
hNR,1 · · · hNR,NT
 , (1.4)
where each element in H is defined as hk,`, which is a channel coefficient that corresponds to
the kth receive antenna and the `th transmit antenna, k ∈ [1 : NR], ` ∈ [1 : NT ]. AWGN is
represented by an NR × 1 vector n = [n1, . . . , nNR ]T . All elements of H and n are assumed to
be i.i.d. entries with Gaussian distribution of zero mean and unit variance ∼ CN(0, 1). The
received signal of MIMO is given as [1]:
y =
√
ρHx + n, (1.5)
where ρ is the average signal-noise ratio (SNR) at each receive antenna.
MIMO systems have been continuously receiving research attention due to the promising prospects
of achieving high data rates and improved error performance, and as a result, these systems are
now considered as one of the core techniques of improving wireless communication [19, 20]. To
date, MIMO systems have become the essential element of wireless communication standards,
including wireless local area network, Wi-Fi, WiMAX, and LTE [7].
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Theoretically, the use of a large number of antennas allows for high antenna diversity gains for
MIMO systems. However, physical devices in wireless networks such as mobile receivers have
limited space available. Therefore, increasing the number of antennas in this constrained space
leads to the distance between antennas decreasing. Decreasing the physical spacing between
antennas of the MIMO systems induces spatial correlation, which degrades error performance
and loss of diversity due to inter-channel interference (ICI) [1,17]. Despite the several benefits of
MIMO, there are still limitations on a physical level, which include inter-antenna synchronization
(IAS), highly complex receive algorithms, and low energy efficiency [12,18].
1.6 Literature Survey
In this section, we present the summary of the literature that leads to the development of
double spatial media-based modulation (DSMBM) transmitted over a Rayleigh frequency-flat
fading channel. This summary is not necessarily presented in chronological order.
1.6.1 Index Modulation
Index modulation (IM) refers to a type of technique that employs alternative ways other than
APM signal modulation to convey information through a wireless channel [21]. IM embeds
information into indices of a distinct channel property, which alter the ON/OFF status of these
indices. Some examples of channel properties are antennas, time-slots, and light-emitting diodes.
Some advantages of IM are as follows [21,22]:
1. In contrast to MIMO systems, which employ total transmission energy, IM can transfer
saved transmission energy from inactive transmit components to the active components,
therefore, improving the error performance.
2. IM provides an energy efficient method transmitting information via the activation and
deactivation of components in a system.
3. A system that employs IM can increase spectral efficiency without increasing hardware
complexity.
Based on its advantages, IM has become increasingly relevant as a candidate for next-generation
wireless communications [21].
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1.6.2 Spatial Modulation
Spatial Modulation (SM) is a relatively popular modulation scheme that was introduced by
Mesleh et al. [23]. SM is an example of an IM modulation technique where information is con-
veyed through the selection of a transmit antenna index [21, 24]. The idea behind SM is to
extend the conventional MIMO architecture to employ a third dimension, the spatial domain.
SM operates by employing a single active transmit antenna index and subsequently transmitting
an APM symbol via the active antenna in a transmission interval. SM provides an excellent
method to exploit spatial multiplexing [22].
The use of spatial multiplexing in SM schemes provides a significant reduction in system com-
plexity as compared to conventional MIMO systems. Since only a single transmit antenna is
active with all other transmit antenna with zero power during transmission, SM schemes have
the ability to mitigate ICI at the receiver, and IAS between the transmit antennas [22]. SM uti-
lizes a single radio frequency (RF) chain, hence relatively low-complexity receive algorithms are
employed in SM, improving energy efficiency. Apart from the reduced system complexity, SM
also gives a high spectral efficiency transmission scheme, while the system maintains a relatively
good error performance [23,25]. Some advantages of SM are summarized as follows:
1. Only a single active transmit antenna is employed in a transmission interval; therefore,
ICI and IAS are mitigated.
2. SM is an energy efficient scheme that only employs a single RF chain.
3. The error performance of SM is improved in contrast to conventional MIMO due to the
use of the spatial domain.
4. SM systems have lower hardware costs and complexity.
Since the inception of SM, much research attention has been dedicated to SM due to its merits.
However, SM still has several drawbacks that limit the full potential that this scheme can realize.
The major drawbacks are summarized as follows:
1. SM has a logarithmic relationship between the spectral efficiency and the number of trans-
mit antenna; therefore a high number of transmit antenna is required to achieve a sub-
stantial increase in spectral efficiency.
2. Binary data is used to encode the spatial domain; therefore, the number of transmit
antenna has to be a numeral of 2n, where n ∈ N.
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3. Due to the use of a single active transmit antenna at any transmission interval, SM is
incapable of fully exploiting the transmit diversity potential of the MIMO configuration.
To address some of the challenges of SM, several significant SM-based schemes have been pro-
posed in literature, and notable SM-based schemes have been presented in this dissertation.
1.6.3 Generalized Spatial Modulation
Generalized spatial modulation (GSM) is a scheme that was mainly introduced to enhance the
spectral efficiency of SM [26,27]. GSM improves the spectral efficiency of SM by increasing the
number of active transmit antennas [27]. Multiple active transmit antenna indices are selected
to transmit the same APM symbol in GSM, this differs from SM in that transmit antenna com-
binations are active during a transmission interval. The antenna spectral efficiency is calculated
as base-two logarithm of the total number of transmit antenna combinations in GSM, which is
an enhancement of conventional SM. In [28], the concept of GSM is presented in an alternative
way of conventional GSM. GSM in [28] is extended to multiple-active transmit antenna, where
different APM symbols are transmitted from the selected transmit antenna combinations to
boost spectral efficiency further.
Although GSM improves the spectral efficiency of SM, there are still some limiting factors that
degrade the performance of this system. The error performance of GSM is limited as compared
to SM with the same number of antennas, and there is a higher cost in antenna design for GSM
as IAS needs to be eliminated [26].
1.6.4 Quadrature Spatial Modulation
Quadrature spatial modulation (QSM) is a recently proposed IM transmission scheme which
aims to improve the spectral efficiency of SM [29]. QSM employs additional information bits to
select two active transmit antenna indices in a single transmission interval. The increase in the
number of active transmit antenna indices directly increases the spectral efficiency of SM [29].
In QSM, the APM signal is decomposed into its constituent real and imaginary component
before transmission via the two active transmit antenna indices. Since the real and imaginary
components are orthogonal, QSM mitigates ICI [29].
The advantage of QSM is that the overall throughput of the SM system is enhanced by an
additional base-two logarithm of the number of transmit antennas. QSM also inherits similar
advantages of SM which include, the use of a single RF chain at the transmitter, and rela-
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tively low-complexity receive algorithms. Investigations have demonstrated that QSM has an
improved error performance as compared to conventional SM scheme; therefore, QSM provides
a good potential replacement for the SM scheme [29].
1.6.5 Double Spatial Modulation
Double spatial modulation (DSM) is a recently proposed SM-based transmission scheme that ef-
fectively doubles the spectral efficiency of conventional SM [30]. DSM employs two independent
SM transmission channels that are superimposed to transmit simultaneously during a transmis-
sion interval. The concept of DSM is inherited from the QSM, where the real and imaginary
components of a signal are transmitted via two active transmit antenna indices. In contrast to
QSM, DSM simultaneously transmits two AMP constellation symbols via two active transmit
antenna indices [30].
The innovative idea that makes DSM possible is that constellation rotation is applied to one of
the APM signal constellations, such that the receiver is able to distinguish all constellation points
from APM signals of the independent SM channels. The rotation angle applied is optimized to
a degree such that the bit error rate (BER) is minimized in the DSM channel [30,31].
1.6.6 Media-Based Modulation
Media-based modulation (MBM) is a recently proposed concept in wireless communication that
has been receiving much research attention. The innovative idea behind MBM is to vary the
RF properties such as permittivity, permeability, and resistivity of the propagation environment
around a transmit antenna [32]. One of the ways MBM achieves this effect is by placing a
parasitic RF mirror near the transmit antenna [33]. Information bits are employed to adjust
the ON/OFF status of the RF mirrors to create distinct channel fade realizations in a wireless
channel. MBM offers a new dimension for the transmission of digital information by exploiting
different fade realizations of wireless channels to create a modulation alphabet [21].
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Figure 1.3: SIMO-MBM Transceiver with MRF mirrors
Figure 1.3 illustrates a typical example of a single-input multiple-output (SIMO)-MBM system.
The SIMO-MBM system has MRF parasitic RF mirrors placed around the transmit antenna.
The combination of a transmit antenna, and its corresponding RF mirror units are referred to as
an ”MBM transmit unit” (MBM-TU) [33]. An RF mirror can create two different channel fade
realizations due to its ON/OFF status. Therefore, in an MBM-TU with MRF RF mirrors, the
total number of fade realizations is given by Nm = 2
MRF [33]. The RF mirror selector employs
MRF information bits to select an index k, k ∈ [1 : Nm], which is employed by the MBM-TU to
alter the field around the antenna according to the information bits. This property is the one
that categorizes MBM as part of the IM family. The information bits conveyed to the MBM-TU
via the index k activates a particular mirror pattern encoded by the binary data during each
transmission interval, and the activated mirror pattern embeds an intentional fade realization
into the channel. Each unique mirror pattern forms a channel fade constellation, and a col-
lection of these channel fade constellation patterns is referred to as a mirror activation pattern
(MAP) [32–34]. The input vector of log2(M) bits, where M is the APM signal modulation order,
are used to select an APM constellation symbol which is transmitted via the MBM-TU. The
fading channel for SIMO-MBM is represented by the matrix Hm = [hm1 , . . . ,h
m
Nm
] of dimension
NR ×Nm [33,34]. The MBM receiver estimates the transmitted symbol, and the MAP index k
used to convey information in each transmission interval [34].
This type of modulation is in contrast to the traditional wireless systems where the information
is entirely embedded in the variations of the signal constellation and/or spatial domain. In this
dissertation, we refer to traditional WCS with a single RF chain as source-based modulation
(SBM) [32]. MBM offers several advantages over SBM which include:
1. MBM can increase the number of received constellation points without an increase in
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energy. In SBM, spectral efficiency is improved by employing high modulation order APM
signals, and this method results in an exponential increase in transmit power to meet a
target error performance. In contrast to SBM, MBM can increase the spectral efficiency of
the system without affecting the transmit power of the antennas. Obtaining a target error
rate in MBM does not require high energy consumption, as in the case of SBM systems,
this results in better energy efficiency for MBM systems.
2. The spectral efficiency of MBM increases linearly with an increase in the number of RF
mirrors employed in an MBM-TU, given that the fade realizations generated are indepen-
dent.
3. The spectral efficiency of MBM is significantly increased by SBM modulation schemes
that employ MIMO architecture. SBM schemes such as SIMO, GSM, QSM, and SM
can be effectively combined with MBM to produce systems with much-improved error
performance and/or spectral efficiency. [33, 35, 36]. Space-time modulation schemes such
as uncoded space-time labeling diversity (USTLD), and space-time block coded-SM can
also be combined with MBM, and the result is a vast improvement in error performance
as compared to the original scheme [37–39].
4. When comparing MBM and SBM systems operating at the same spectral efficiency, MBM
provides a significantly better error performance compared to SBM systems. This is due to
the Euclidean distance between MBM constellation points of the random fade realizations
remaining constant with an increase in spectral efficiency, whereas, the Euclidean distance
in SBM techniques decreases with an increase in spectral efficiency. The advantage of MBM
further increases for high-order constellations and a large number of receive antennas.
5. MBM has inherent diversity that can easily mitigate slow fading. As the constellation
points in MBM correspond to different channel realizations, deep fades do not have a
persistent effect, which gives constellation diversity. As the constellation size increases,
this feature essentially converts a static multipath fading channel into a non-fading AWGN
channel with the effective signal energy equal to the received energy averaged over fading
statistics.
6. In MBM it is possible to improve energy saving through selecting a subset of channel
configurations which result in a better overall performance for a given energy and spectral
efficiency.
7. There is no fundamental restriction on the size of the MBM-TU.
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In contrast to its appealing advantages listed above, the major drawbacks of the MBM scheme
are given as follows:
1. The arrangement of the constellation points is random, and the constellation points are
used with equal probability, while in SBM, constellation points can be uniformly arranged.
This may lead to degradation due to the random placement of constellation points and
also points with equal probability.
2. MBM comes with challenging design and practical implementation difficulties. First, the
design of MBM-TU that can support a high number of sufficiently different radiation
patterns is not a straightforward task as the number of RF mirrors that can be effectively
turned ON/OFF may be limited in practice.
3. One of the main drawbacks of the MBM is that obtaining the channel state information
(CSI) is a challenging task. There is excessive channel sounding as the receiver has to be
trained with pilot signals from all possible Nm channel states. In the case of fast fading
environments, channel estimation at the receiver becomes an even more challenging task.
4. There is a possibility of correlation between the fade realizations, which degrades perfor-
mance.
5. Similar to all IM-based schemes, the performance of MBM is not satisfactory with a small
number of receive antennas.
As seen from the advantages and disadvantages summarized above, while MBM provides a new
degree of freedom for data transmission, it presents a new technology that can pioneer the
advancement of next-generation wireless networks, although it comes with challenging design
issues and practical concerns [32,34].
1.6.7 Channel Coding: Convolutional Codes
The main objective of wireless communication is to retrieve a transmitted signal in the presence
of a fading channel and noise at the receiver. The received signal is processed, and the decoder
estimates the most likely transmitted signal with minimum error probability. The decoder makes
either a hard decision or a soft decision to estimate the transmitted signal.
In hard decision detection, a firm estimate is made at the receiver on the incoming signal,
and the decision provides a single bit of information at the decoder. When a signal is received,
it is compared to a certain threshold, and anything above that threshold is decoded as binary
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”1” otherwise it is binary ”0”, a maximum-likelihood (ML) detector is an example of such a de-
coder. In the case of soft-detection, the decoder uses additional data encoded at the transmitter
to provide a more accurate estimate of the transmitted signal. Soft-detectors not only determine
whether the incoming signal is binary ”1” or ”0” based on a threshold, but they also provide a
lower probability of error in the decision. In practice, these additional bits are exploited by the
soft-decision decoder along with forward error coding (FEC) algorithms to provide a net coding
gain [40].
In hard decision decoding, a received codeword is compared with all the possible codewords,
and the codeword that gives the minimum Hamming distance is selected as the estimated code-
word. In soft-decision decoding, the received codeword is compared to all possible codewords,
and the codeword that gives the minimum Euclidean distance is selected as the decoded code-
word. Thus the soft-decision decoding improves the decision process by supplying additional
reliability information, which can be calculated as Euclidean distance or a log-likelihood ratio
(LLR). Soft-decision decoders provide a higher net gain than hard-decision decoders when op-
erating at the same rate. Soft decision detectors coupled with a soft input demodulator are
examples of FEC systems that recover data more effectively [41–43]. Soft decision decoders use
all of the information in the process of decision making, whereas the hard-decision decoders do
not fully employ the information available at the receiver.
1.7 Research Motivation
As new generations of WCS emerge, there is an increasing demand for significant improvements
in data rates and error performance. MIMO systems still hold promise to achieve such improve-
ments and are considered as one of the core techniques in improving error performance and
spectral efficiency [1]. MIMO systems have the ability to gain higher diversity gain through
exploiting space diversity. However, MIMO systems face the challenge of spatial correlation,
which degrades the performance of MIMO and loss of diversity due to ICI. Physical limitations,
such as IAS, also degrade the performance of MIMO systems [17].
On this note, researchers developed a new innovative MIMO scheme called SM [23,25]. SM is a
scheme that extends conventional MIMO to the spatial dimension. The spatial domain employs
additional data to select a single active transmit antenna index during a transmission interval.
As a result, SM completely mitigates ICI and IAS. Furthermore, relatively low-complexity re-
ceive algorithms can be employed, and only a single RF chain is required [22]. As SM became
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more prominent, its drawbacks became more apparent. The limitation of SM is that there is
a logarithmic relationship between the number of transmit antenna and the spectral efficiency
of the scheme. A vast number of transmit antennas are required to gain a substantial increase
in spectral efficiency [23]. As a result, several SM-based schemes have been introduced in the
literature, which enhance the spectral efficiency of SM.
QSM is a scheme that effectively increases the number of active transmit antenna indices em-
ployed in SM [29]. As a consequence, additional information bits are used to select two transmit
antenna indices, therefore, increasing the spectral efficiency of SM. Significant improvement er-
ror performance is demonstrated when QSM is compared to SM. Since QSM decomposes an
AMP symbol into its real and imaginary components, ICI is eliminated [29].
The general progression in the research of SM-based techniques yielded another type of scheme
based on QSM called DSM [30]. DSM is proposed as a high rate data transmission scheme
that aimed at increasing the spectral efficiency of QSM. DSM employs two independent SM
channels that simultaneously transmits two AMP symbols on two active transmit antennas in a
transmission interval. Although DSM does not enjoy the same ICI and IAS advantages as QSM,
the error performance of DSM is better that QSM at the same spectral efficiency [30].
MBM with RF mirrors is a recently proposed wireless communication scheme that has at-
tracted much research attention [32]. The investigations in [33] show that it is indeed possible
and desirable to combine MBM with SBM schemes to achieve improved error performance and
spectral efficiency. Modulation techniques such as SM, QSM, GSM, and space-time modulation
techniques such as space-time block codes and USTLD have successfully combined with MBM
to yield MBM-based schemes with superior data rates and error performance as compared to
their natural SBM counterpart [33,35,38,39]. Evidence shows that MBM schemes coupled with
MIMO techniques have much potential to be one of the leading technologies in next-generation
wireless communications which can support demanding applications, such as IoT systems, en-
terprise software and cloud computing [10]. In light of this emerging technology, the motivation
of this dissertation is to introduce a new MBM-based transmission scheme modeled after DSM.
The motivation for this research stems from the fact that the SBM scheme DSM has a better
error performance than QSM, and it has the potential to perform better than QSM at a higher
spectral efficiency [30]. Therefore, the expectation is that the proposed scheme, DSMBM, has
improved performance as compared to one of the benchmark schemes, quadrature spatial media-
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based modulation (QSMBM) [35].
It is also desired that communication systems provide users with high data rates, in addition to
ensuring reliability and power efficiency. In practice, the majority of wireless communications
employ FEC to enhance information reliability in noisy channels. It has been demonstrated
that soft-output detection coupled with soft-input channel decoding results in a significant net
coding gain compared to the conventional hard-decision detection. Soft-output ML detectors
(SOMLDs) for systems such as SM, QSM, and GSM have been presented in literature. Under
coded conditions, significant improvement in error performance was demonstrated as compared
to the hard-decision ML detectors (HDMLDs). Therefore, in this dissertation, the motivation is
to further introduce SOMLD for DSM and DSMBM, which has not been presented in literature.
1.8 Research Objectives
Based on the motivation presented, the objectives of this dissertation are summarized as follows:
1. To improve the error performance of DSM, we propose an MBM scheme with RF mirrors
based on DSM, hence the term DSMBM.
2. Formulation of the average bit error probability (ABEP) for DSMBM.
3. To achieve additional coding gain, we develop a SOMLD for DSM system.
4. To achieve additional coding gain, we develop a SOMLD for DSMBM system.
1.9 Overview of Dissertation Structure
In the previous sections of Chapter 1, we had a brief outlook on the evolution of WCS. Discus-
sions are made on diversity, and we introduced MIMO systems and various other modulation
techniques that improve wireless communication. MBM was discussed as a potential key modu-
lation technique that can pioneer next-generation wireless technology. Our research motivation
and objectives are stated in Section 1.6 and Section 1.7, respectively.
In Chapter 2, we present a detailed description of the SM scheme, which includes the SM
system model, SM detection, and the performance analysis of SM. Monte Carlo simulation re-
sults are presented, which serve to validate the theoretical analysis of SM.
16
Chapter 3 is dedicated to the present QSM scheme. We discuss the system model, detec-
tion scheme, and performance analysis of QSM. Simulation results are presented to validate the
theoretical analysis of QSM, and the error performance of QSM and SM systems are presented.
Chapter 4 discusses the base modulation scheme for this dissertation, DSM. We present the
system model, detection scheme and performance analysis of DSM. The SOMLD for DSM is
proposed. Simulation results are presented to validate the analytical performance and the pro-
posed SOMLD.
Chapter 5 discusses MBM. The purpose of this chapter is to demonstrate how MBM improves
SBM systems. We discuss the system model, detection scheme, and performance analysis for
SIMO-MBM. Monte Carlo simulation results are presented, which serve to validate the theoret-
ical analysis of SIMO-MBM.
In Chapter 6, we propose the MBM-based system DSMBM. We discuss the system model,
detection scheme, and present the analytical performance of DSMBM. We further propose the
SOMLD detector for DSMBM. Monte Carlo simulation results are presented to validate the
theoretical analysis and the proposed SOMLD.
Finally, Chapter 7 concludes the achievements and key results presented in the dissertation
and outlines possible future work.
1.10 Notation used in the Dissertation
Bold italics lower and upper case symbols denote column vectors and matrices, respectively, while
regular letters represent scalar quantities. We use (·)T for transpose, | · | for Euclidean norm, ‖ ·
‖F for Frobenius norm, (·)! for factorial, and E{·} denotes the statistical expectation operator.
Q(·) represents Gaussian Q-function, Γ(·) represents the gamma function, <{·} is the real part of
a complex number, while ={·} is the imaginary part of a complex number. argmin
w
(·) represents
the minimum value of an argument with respect to w, and (:) represents the binomial coefficient.
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Chapter 2
Spatial Modulation
2.1 Introduction
In recent years of wireless communication development, MIMO systems have received increased
research attention due to the potential that they possess to achieve networks with improved
data rate and error performance [17]. MIMO systems transmit data in parallel streams, which
are modulated by individual transmit antennas. During transmission, the data streams are re-
ceived by multiple receive antennas, which are regarded as individual channels in the MIMO
system [1]. These multiple channels give MIMO systems the ability to exploit spatial diversity
at the transmitter and receiver [17]. Spatial diversity increases transmission range, data capac-
ity, and improves the robustness of MIMO systems; as a result, MIMO systems have become
increasingly beneficial to wireless communications [19,22].
There are several challenges that MIMO systems need to overcome in order to maximize their
potential. Due to the simultaneous transmission of data in MIMO systems, IAS is required
between the transmit antennas, ICI at the receiver has to be mitigated; otherwise, there is loss
of diversity, and MIMO systems employ relatively high-complexity receive algorithms [17, 18].
Several schemes have been investigated that mitigate the disadvantages of MIMO systems while
exploiting its advantages [21]. The most popular scheme which offers an excellent method to
exploit spatial multiplexing is SM, proposed by Mesleh et al. [23].
The innovative idea of SM is that it extends the conventional MIMO system to a third do-
main, the spatial dimension. The spatial domain employs additional information bits to select a
single active transmit antenna index as a means to convey information. Note that the inactive
transmit antennas have zero power during each transmission interval. As a result, SM mitigates
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IAS at the transmitter, ICI at the receiver, and since a single RF chain is employed, relatively
low-complexity receiver algorithms are utilized [25].
Based on its merits, SM provides a good candidate for the next generation of wireless com-
munication. In this chapter, we present the system model, detection scheme, and the analytical
error performance of SM. Monte Carlo simulations are presented, which serve to validate the
analytical performance of SM.
2.2 System model for SM
Figure 2.1 illustrates an example of an SM system model with NT and NR representing the
number of transmit antennas and receive antennas, respectively.
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Figure 2.1: System Model for the SM scheme
In each transmission interval, the source provides an input bit vector of length m = log2(NTM)
bits, where M is the modulation order of the APM signal, into the SM encoder. The SM encoder
divides the information into two parts. The first part is mapped such that m` = log2NT bits are
used to select a single transmit antenna index `, ` ∈ [1 : NT ], while the second part is mapped
such that mq = log2M bits are used to determine an APM constellation symbol xq, q ∈ [1 : M ],
to convey information. The APM symbols can either quadrature amplitude modulation (QAM)
or phase-shift keying (PSK) modulated symbols. The spectral efficiency of SM is given as [25]:
ηSM = log2M + log2NT b/s/Hz. (2.1)
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The output of the SM transmitter is expressed as an NT × 1 transmission vector as:
`th position
↓
xq` =
[
0 0 · · · xq · · · 0
]T
,
↑ ↑
1st position N thT position
(2.2)
where xq, q ∈ [1 : M ], represents the qth symbol from the M -QAM/ M -PSK signal constellation
with E
{
|xq|2
}
= 1, and `, ` ∈ [1 : NT ], represents the active transmit antenna index.
In SM, only a single transmit antenna is active during a transmission interval; therefore, the
transmission vector in (2.2) consists of NT − 1 zero elements which corresponds to the inactive
antennas, while the single non-zero element xq at the `
th position which correspond to the active
transmit antenna index. Table 2.1 shows the Gray-coded constellation points used by 4-QAM.
The example illustrated in Table 2.2 demonstrates the mapping procedure for a 4×4 Gray-coded
4-QAM SM transmission. In this example, we demonstrate the mapping procedure of SM with
a spectral efficiency of 4 b/s/Hz, and we consider all possible constellation points.
Table 2.1: Gray-coded constellation for 4-QAM
Symbol Bits M -QAM Symbol
[ 0 0 ] 1 + i
[ 0 1 ] −1 + i
[ 1 0 ] −1− i
[ 1 1 ] 1− i
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Table 2.2: Illustration of the mapping procedure for SM
Index
Source
Bits Transmission Vector Index
Source
Bits Transmission Vector
` m xq` ` m xq`
1
0 0 0 0
[
1 + i 0 0 0
]T
3
1 0 0 0
[
0 0 1 + i 0
]T
0 0 0 1
[
− 1 + i 0 0 0
]T
1 0 0 1
[
0 0− 1 + i 0
]T
0 0 1 0
[
− 1− i 0 0 0
]T
1 0 1 0
[
0 0− 1− i 0
]T
0 0 1 1
[
1− i 0 0 0
]T
1 0 1 1
[
0 0 1− i 0
]T
2
0 1 0 0
[
0 1 + i 0 0
]T
4
1 1 0 0
[
0 0 0 1 + i
]T
0 1 0 1
[
0 − 1 + i 0 0
]T
1 1 0 1
[
0 0 0 − 1 + i
]T
0 1 1 0
[
0 − 1− i 0 0
]T
1 1 1 0
[
0 0 0 − 1− i
]T
0 1 1 1
[
0 1− i 0 0
]T
1 1 1 1
[
0 0 0 1− i
]T
The source bits m, are mapped to the transmission vector xq`, which is transmitted over a
Rayleigh frequency-flat fading channel H of dimension NR × NT in the presence of AWGN.
AWGN is represented by vector n of dimension NR × 1. All elements of H and n are assumed
to be i.i.d. entries with Gaussian distribution of zero mean and unit variance ∼ CN(0, 1). The
received signal is given by an NR × 1 vector y defined as [25]:
y =
√
ρHxq` + n , (2.3)
where ρ is the average SNR at each receive antenna and the channel matrix H can be defined
as:
H =

h1,1 · · · h1,NT
...
. . .
...
hNR,1 · · · hNR,NT
 , (2.4)
where hk,` is the channel fading coefficient between the k
th receive antenna, k ∈ [1 : NR], and `th
transmit antenna, ` ∈ [1 : NT ]. Assuming the `th antenna is used in transmission, the received
signal in (2.3) can be represented as:
y =
√
ρh`xq + n , (2.5)
where h` represents the `
th column of the fading channel gain matrix H.
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2.3 SM Detection
In the detection of SM, we assume that perfect CSI is known at the SM receiver in all instances.
The SM detector estimates the transmitted signal via an exhaustive ML search where all the
possible antenna indices and signal constellation points are calculated. The detector selects the
ML calculation with the minimum argument as the estimated received signal of the transmitted
information. The ML detector for SM is given as [44]:
[ˆ̀, x̂q] = argmin
` ∈ [1 : NT ]
q ∈ [1 : M ]
(
‖y −√ρh`xq‖2F
)
. (2.6)
If we let gq` =
√
ρh`xq`, and expand the Frobenius norm in (2.6), then the ML detector can be
simplified to yield:
[ˆ̀, x̂q] = argmin
` ∈ [1 : NT ]
q ∈ [1 : M ]
{
‖gq`‖2F − 2<{yHgq`}
}
. (2.7)
Note, the expression in (2.7) is the optimal ML detector for the SM scheme.
2.4 Performance Analysis of SM
In this section, the analytical lower bound performance analysis approach is used to calculate
the ABEP for SM. Naidoo et al. in [25] proposed that the symbol error probability and antenna
error probability for SM can be evaluated independently. Therefore, the lower bound analytical
performance evaluates an ABEP that is given as a combination of the symbol error probability
and antenna error probability [23,25]:
Pe ≥ Pa + Pb − PaPb , (2.8)
where Pe is the ABEP, Pa is the bit error probability of the antenna index considering that
the symbol is perfectly detected, while Pb is the bit error probability of the estimated symbol
considering that the antenna index is perfectly detected [25,44].
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2.4.1 Performance Analysis for Symbol Estimation
The bit error probability for the transmit symbol is evaluated from the symbol error rate (SER)
[25]. The SER for M -QAM over i.i.d. Rayleigh frequency-flat fading channel is given as [23,25]:
SER =
a
c
[
1
2
(
2
bρ+ 2
)NR
− a
2
(
1
bρ+ 1
)NR
+ (1− a)
c−1∑
i=1
(
βi
bρ+ βi
)NR
+
2c−1∑
i=c
(
βi
bρ+ βi
)NR]
,
(2.9)
where a = 1 − 1√
M
, b = 3M−1 , βi = 2 sin
2 θi, θi =
iπ
4c , and c is the number of iterations of
convergence, c = 10. The BER at high SNR can be approximated from the SER as:
Pb ∼=
SER
n
, (2.10)
where n = log2M .
2.4.2 Analytical BER of Transmit Antenna Index Estimation
The bit error probability of the transmit antenna is computed in a similar manner presented
in [25]. Given that the transmit symbol is decoded perfectly, the average BER of the transmit
antenna is calculated using the union bounded approach and is given as [25]:
Pa ≤
M∑
q=1
NT∑
`=1
NT∑
ˆ̀=1
N(`, ˆ̀)P (xq` → xq ˆ̀)
MNT
, (2.11)
where P (xq` → xq ˆ̀) is the pairwise error probability (PEP) of selecting xq ˆ̀ given that xq` was
transmitted, and N(`, ˆ̀) is the number of bit errors between the transmit antenna index ` and
the estimated transmit antenna index ˆ̀. The conditional PEP of the channel is given as [25]:
P (xq` → xq ˆ̀|H) = P (‖y −
√
ρhˆ̀xq‖F < ‖y −
√
ρh`xq‖F ) = Q(
√
k), (2.12)
where k is a central chi-squared RV with 2NR degrees of freedom and is defined as:
k =
ρ
2
‖(h`xq − hˆ̀xq)‖2F =
2NR∑
n=1
α2n, (2.13)
where αn ∼ N(0, σ2α) and the variance σ2α =
ρ
2 |xq|
2. The PDF of k is defined as [25]:
pk
(
υ
)
=
υNR−1e
−υ
2σ2α(
2σ2α
)NRΓ(NR) , υ ≥ 0. (2.14)
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Since the distribution of k is known, the PEP in (2.11) is calculated as [25]:
P (xq` → xq ˆ̀) =
∫ ∞
υ=0
Q(
√
υ)pk
(
υ
)
dυ. (2.15)
The closed-form representation for (2.15) is given as [25]:
P (xq` → xq ˆ̀) = µ
NR
α
NR−1∑
k=0
(
NR − 1 + k
k
)
[1− µα]k, (2.16)
where µα =
1
2
(
1−
√
σ2α
σ2α+1
)
.
2.5 Numerical Analysis of the Analytical and Simulated BER
Performance of SM
In this section, the ABEP for SM formulated using the analytical lower bound approach is
presented. Monte Carlo simulation results are executed in a Matlab environment, and are pre-
sented to validate the analytical result in Section 2.4. All Monte Carlo simulations are performed
over i.i.d. Rayleigh frequency-flat fading channels in the presence of AWGN, and Gray-coded
M -QAM signal constellations are employed. It is assumed that complete CSI is known at the
receiver in all instances.
Monte Carlo simulations for SM with spectral efficiencies of ηSM = 4, 5, 6, 7 and 8 b/s/Hz
are presented in graphs of average BER versus SNR. The notation used to denote an NT ×NR
SM system with an APM modulation order of M is (NT , NR,M, ηSM ).
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Figure 2.2: Theoretical and simulated BER performance of SM for ηSM = 4, 5 b/s/Hz.
In Figure 2.2, the analytical and Monte Carlo simulation results for 4×2, 4×4, 8×4, and 8×8
SM systems with spectral efficiencies of ηSM = 4 and 5 b/s/Hz are presented. The Monte Carlo
BER performance is relatively tight and matches the analytical BER performance, therefore,
verifying the theoretical performance of SM. An investigation of the results shows that the BER
performance of SM improves with an increase in the number of receive antennas for systems
with the same spectral efficiency. At a BER of 10−5, 4× 4 4-QAM SM has an SNR gain of 12.5
dB over 4× 2 4-QAM SM, and at a BER of 10−5, 8× 8 4-QAM SM has an SNR gain of 7.4 dB
over 8× 4 4-QAM SM.
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Figure 2.3: Theoretical and simulated BER performance of SM for ηSM = 6 b/s/Hz.
In Figure 2.3, the analytical and Monte Carlo simulation results for 4× 2 and 4× 4 SM systems
with spectral efficiency of ηSM = 6 b/s/Hz are presented. An investigation of the results shows
that the BER performance of SM improves with an increase in the number of receive antennas
for systems with the same spectral efficiency. At a BER of 10−5, 4×4 16-QAM SM has an SNR
gain of 12.8 dB over 4 × 2 16-QAM SM. The Monte Carlo simulation results validate the ana-
lytical performance of SM as it is demonstrated that the analytical results are closely matched
by the simulation result.
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Figure 2.4: Theoretical and simulated BER performance of SM for ηSM = 7 b/s/Hz.
In Figure 2.4, the analytical and Monte Carlo simulation results for 8× 4 and 8× 8 SM systems
with spectral efficiency of ηSM = 7 b/s/Hz are presented. Analysis of the BER performance of
SM shows that an increase in the number of receive antennas improves the error performance.
At a BER of 10−5, 8 × 8 16-QAM SM has an SNR gain of 7.1 dB over 8 × 4 16-QAM SM.
The Monte Carlo simulations are consistent with the analytical error performance showing a
relatively tight match, validating the theoretical performance of SM.
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Figure 2.5: Theoretical and simulated BER performance of SM for ηSM = 8 b/s/Hz.
In Figure 2.5, the analytical and Monte Carlo simulation results for 4× 2 and 4× 4 SM systems
with spectral efficiency of ηSM = 8 b/s/Hz are presented. At a BER of 10
−5, 4 × 4 64-QAM
SM has an SNR gain of 12.1 dB over 4 × 2 64-QAM SM. The simulation results validate the
theoretical analysis as the performance of the SM closely matches the theoretical result.
2.6 Summary
The performance analysis for SM employing the lower bound approach to calculate the average
BER performance over i.i.d. Rayleigh frequency-flat fading channels was presented. Monte Carlo
simulations were presented, and the analytical results were relatively tight with the simulated
BER, therefore validating the theoretical performance of SM.
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Chapter 3
Quadrature Spatial Modulation
3.1 Introduction
MIMO systems have shown much promise with regards to the potential of achieving networks
with increased data rates, and improved error performance [1]. However, MIMO systems face
challenges on a physical level, such as the need for IAS at the transmit antenna array and reduc-
tion of ICI at the receive antennas [17,18]. SM proposed by Mesleh et al. [23,25] has emerged in
the last few decades as a technique that extends the conventional MIMO to the spatial dimen-
sion. SM utilizes both the signal constellation in the form of an APM symbol and the spatial
dimension in which an index is used to select a single active transmit antenna as a means to
convey information.
SM provides an innovative method of exploiting spatial diversity while mitigating the adverse
effects of MIMO, such as ICI and IAS. However, SM does not have the benefit of transmit
diversity since only a single transmit antenna is active during a transmission interval, and SM
cannot substantially increase data rate due to the logarithmic relationship between the number
of transmit antennas and the spectral efficiency [25]. This drawback on spectral efficiency has
motivated researchers to introduce an SM-based scheme that enhances the spectral efficiency of
conventional SM called QSM [29].
QSM employs an additional active transmit antenna index to SM to enhance the spectral ef-
ficiency of the system. The APM symbol in QSM is decomposed into its constituent real and
imaginary components, which are subsequently transmitted via the two active transmit antenna
indices in the spatial domain. QSM effectively increases the number of active transmit antenna
during a transmission interval, therefore, directly increasing the spectral efficiency of the SM-
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based technique. Since the real and imaginary components are transmitted via orthogonal sine
and cosine carriers, respectively, QSM remains ICI free [29].
QSM has a single RF chain that allows the scheme to have a relatively low-complexity receive
algorithm. Significant improvement in terms of BER is demonstrated by QSM when compared
to SM of the same spectral efficiency [29]. In this chapter, we present the system model, detec-
tion scheme, and the analytical error performance of QSM. Monte Carlo simulation results are
presented, which serve to validate the analytical performance of QSM, and the BER performance
of SM and QSM are presented.
3.2 System model for QSM
Figure 3.1 illustrates an example of a QSM system model with NT and NR representing the
number of transmit antennas and receive antennas, respectively.
H
Q
S
M
 D
et
e
ct
o
r
Q
S
M
 T
ra
n
sm
it
te
r
Q
S
M
 R
ec
ei
v
er
Spatial Bits
SOURCE
Symbol Bits
ℜ
ℓ
ℑ
ℓ
q
x
ℜ
q
x
ℑ
SINK
TN RN
1 1
2 2
2
2m log ( )TN M=
2m log ( )q M=
2
2m log ( )TNℜ ℑ =ℓ ℓ
Figure 3.1: System model for the QSM scheme
In each transmission interval, the source provides an input vector of length m = log2(N
2
TM)
bits, where M is the modulation order of the APM signal. The source bits are divided into
two parts. The first m`<`= = log2(N
2
T ) bits are mapped to select two transmit antenna indices
`< and `=, `<, `= ∈ [1 : NT ], while the remaining mq = log2(M) bits are used to determine an
M -QAM symbol xq = x
<
q + ix
=
q , q ∈ [1 : M ]. The M -QAM symbol is split into its constituent
real and imaginary parts, and these are transmitted via transmit antennas with index `< and `=
in each transmission interval, respectively. The spectral efficiency of QSM is given as [29]:
ηQSM = log2M + 2 log2NT b/s/Hz. (3.1)
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The output of the QSM transmitter is an NT × 1 vector given as:
`th< position `
th
= position
↓ ↓
xq`<`= =
[
0 · · · x<q ix=q · · · 0
]T
,
↑ ↑
1st position N thT position
(3.2)
where x<q and x
=
q represent the real and imaginary parts of the q
th symbol from an M -QAM
signal constellation with E{|x<q |2} = E{|x=q |2} = 1, and `< and `= represent the real and imag-
inary transmit antenna indices, respectively.
Note in QSM; it is possible to have the real and imaginary transmit antenna indices `< and `=
mapped to the same transmit antenna index. In that case, QSM is modeled after SM where the
modulated symbol is given by xq = x
<
q + ix
=
q with E{|xq|2} = 1, and we denote the index when
`< = `= as `, ` ∈ [1 : NT ]. The example illustrated in Table 3.1 demonstrates the mapping
procedure of 4× 4 Gray-coded 4-QAM QSM with a spectral efficiency of 6 b/s/Hz, only a few
random data streams are considered.
Table 3.1: Illustration of the mapping procedure for QSM
Source Bits Transmit Antenna Pairs Symbols Bits Transmit Vector
m = log2(N
2
TM) `< `= mq = log2(M) xq`<`=
[ 0 0 1 0 0 0 ] [0 0] = 1 [1 0] = 3 [0 0] = 1 + i [ 1 0 + i 0 ]T
[ 0 1 1 1 0 1 ] [0 1] = 2 [1 1] = 4 [0 1] = −1 + i [ 0 − 1 0 + i ]T
[ 1 0 1 0 1 1 ] [1 0] = 3 [1 0] = 3 [1 1] = 1− i [ 0 0 1− i 0 ]T
[ 1 1 0 0 1 0 ] [1 1] = 4 [0 0] = 1 [1 0] = −1− i [ −i 0 0 − 1 ]T
[ 0 1 0 1 0 0 ] [0 1] = 2 [0 1] = 2 [0 0] = 1 + i [ 0 1 + i 0 0 ]T
[ 1 1 1 0 1 0 ] [1 1] = 4 [1 0] = 3 [1 0] = −1− i [ 0 0 − i − 1 ]T
[ 0 0 1 1 1 1 ] [0 0] = 1 [1 1] = 4 [1 1] = 1− i [ 1 0 0 − i ]T
[ 1 0 0 0 0 1 ] [1 0] = 3 [0 0] = 1 [0 1] = −1 + i [ +i 0 − 1 0 ]T
The source bits m are mapped to the transmission vector xq`<`= and are transmitted over a
Rayleigh frequency-flat fading channel H of dimension NR × NT in the presence of AWGN.
AWGN is represented by vector n of dimension NR × 1. All elements of H and n are assumed
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to be i.i.d. entries with Gaussian distribution of zero mean and unit variance ∼ CN(0, 1). The
received signal is given by an NR × 1 vector y given as [29]:
y =
√
ρHxq`<`= + n, (3.3)
where ρ is the average SNR at each receive antenna. The fading channel gain matrix H is defined
as:
H =

h1,1 · · · h1,NT
...
. . .
...
hNR,1 · · · hNR,NT
 , (3.4)
where hk,` is the channel fading coefficient between the k
th receive antenna, k ∈ [1 : NR], and
`th transmit antenna, ` ∈ [1 : NT ]. Assuming that the `th< and `th= antennas are used in the
transmission of the real and imaginary parts of the symbol, respectively, the received signal in
(3.3) can be further expressed as [29]:
y =
√
ρ
(
h`<x
<
q + jh`=x
=
q
)
+ n, (3.5)
where h`< and h`= represent the `
th
< and `
th
= column of the fading channel gain matrix H.
3.3 QSM Detection
In the detection of QSM, we assume that perfect CSI is known at the receiver in all instances.
The QSM detector estimates the transmitted signal via an exhaustive ML search where all
possible antennas and signal constellation points are calculated. The detector selects the ML
calculation with the minimum argument as the estimated received signal of the transmitted
information [23,25]. The ML detector for QSM is given as:
[
ˆ̀<, ˆ̀=, x̂
<
q̂ , x̂
=
q̂
]
= argmin
ˆ̀<, ˆ̀=, x̂
<
q̂ , x̂
=
q̂
‖y −√ρ
(
h`<x
<
q + ih`=x
=
q
)
‖2F . (3.6)
If we let g =
√
ρ
(
hj<x
<
q + ihj=x
=
q
)
, then expanding the Frobenius norm simplifies (3.6) to yield:
[
ˆ̀<, ˆ̀=, x̂
<
q̂ , x̂
=
q̂
]
= argmin
ˆ̀<, ˆ̀=, x̂
<
q̂ , x̂
=
q̂
{
‖g‖2F − 2<{yHg}
}
. (3.7)
Note, the expression in (3.7) is the optimal ML detector for the QSM scheme.
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3.4 Performance Analysis of QSM
In this section, the analytical error performance of QSM is formulated employing an asymptotic
tight union bound approach shown in [29,45]. For the initial stage of the derivation, we assume
that NR = 1 for simplicity, a generalized expression for an arbitrary number of receivers is
presented at the end of the section. Considering the received signal in (3.5) and if we let
ĝ =
√
ρ
(
ĥ`< x̂
<
q + iĥ`= x̂
=
q
)
, then the PEP of QSM is given as [29]:
P
(
g → ĝ|H
)
= P (dg → dĝ|H) = Q
(√
ζ
)
, (3.8)
where dg = ‖g‖2F − 2<{yHg} and ζ is an exponential RV given by [29]:
ζ =
ρ
2
‖g − ĝ‖2F . (3.9)
If we let:
A =
[
<
(
h`< x̂<
)
−=
(
h`= x̂=
)
−<
(
ĥ`< x̂<
)
+ =
(
ĥ`= x̂=
) ]
B =
[
=
(
h`< x̂<
)
+ <
(
h`= x̂=
)
−=
(
ĥ`< x̂<
)
−<
(
ĥ`= x̂=
) ]
Then the equation in (3.9) can be written as:
ζ =
ρ
2
|A+ iB|2. (3.10)
Note that, ζ is an exponential RV with the following mean:
ζ =

ρ
2
(
|x<q |2 + |x<̂q |2 + |x=q |2 + |x=̂q |2
)
, if h`< 6= hˆ̀< ,h`= 6= hˆ̀=
ρ
2
(
|x<q − x<̂q |2 + |x=q |2 + |x=̂q |2
)
, if h`< = hˆ̀< ,h`= 6= hˆ̀=
ρ
2
(
|x<q − x<̂q |2 + |x=q − x=̂q |2
)
, if h`< = hˆ̀< ,h`= = hˆ̀=
ρ
2
(
|x<q |2 + |x<̂q |2 + |x=q − x=̂q |2
)
, if h`< 6= hˆ̀< ,h`= = hˆ̀= .
(3.11)
Hence, assuming a single receive antenna is employed, the average PEP can be written as [29]:
P e(gδ → ĝδ̂) =
1
2
(
1−
√
ζ/2
1 + ζ/2
)
. (3.12)
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The ABEP of QSM is evaluated using the following asymptotically tight union bound:
Pb ≤
1
2ηQSM
2
ηQSM∑
δ
2
ηQSM∑
δ̂
1
ηQSM
P e(g → ĝ)N(δ, δ̂), (3.13)
where N(δ, δ̂) is the number of bit errors associated with the corresponding PEP event. If the
receiver has NR receive antennas, the instantaneous PEP is given by [29]:
Pe(gδ → ĝδ̂) = Q
(
1−
√√√√NR∑
k=1
)
, (3.14)
and the average PEP can be written as [12,29]:
P e
(
gδ → ĝδ̂
)
= µNR
NR−1∑
k=0
(
NR − 1 + k
k
)
[1− µ]k, (3.15)
where µ = 12
(
1 −
√
ζ/2
ζ/2+1
)
. Taking the Taylor series of (3.15) and ignoring high-order terms
yields the following asymptotic average PEP for QSM [29]:
Pb = P e
(
gδ → ĝδ̂
)
=
2NR−1Γ(NR + 0.5)√
π(NR)!
(
1
ζ
)NR
. (3.16)
3.5 Numerical Analysis of the Analytical and Simulated BER
Performance of QSM
In this section, the ABEP for QSM formulated using the analytical union bound approach is
presented. Monte Carlo simulation results are executed in a Matlab environment and are pre-
sented to validate the analytical result in Section 3.4. All Monte Carlo simulations are performed
over i.i.d. Rayleigh frequency-flat fading channels in the presence of AWGN and Gray-coded
M -QAM signal constellations are employed. It is assumed that complete CSI is known at the
receiver in all instances.
Monte Carlo simulations for QSM with spectral efficiencies of ηQSM = 4, 6, 8, and 10 b/s/Hz
are presented in graphs of BER versus SNR. The notation used to denote an NT × NR QSM
configuration with an APM modulation order of M is (NT , NR,M, ηQSM ).
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Figure 3.2: Theoretical and simulated BER performance of QSM for ηQSM = 4, 6 b/s/Hz.
In Figure 3.2, the analytical and Monte Carlo simulation results for 2×2, 2×4, 4×2, and 4×4
QSM systems with spectral efficiencies of ηQSM = 4 and 6 b/s/Hz are presented. The analysis
of the results shows that the Monte Carlo BER error performance is consistent with the ana-
lytical performance at high SNR values, which validates the theoretical analysis of QSM. An
investigation of the results shows that the BER performance of QSM improves with an increase
in the number of receive antennas for systems with the same spectral efficiency. At a BER of
10−5, 4× 4 4-QAM QSM has an SNR gain of 14.7 dB over 4× 2 4-QAM QSM, and at a BER
of 10−5, 2× 4 4-QAM QSM has an SNR gain of 12.9 dB over 2× 2 4-QAM QSM.
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Figure 3.3: Theoretical and simulated BER performance of QSM for ηQSM = 8 b/s/Hz.
In Figure 3.3, the analytical and Monte Carlo simulation results for 4×2, 4×4, 8×4, and 8×8
QSM systems with spectral efficiency of ηQSM = 8 b/s/Hz are presented. The Monte Carlo
simulation results validate the analytical performance of QSM as the error performance of the
Monte Carlo simulation closely matches the analytical performance at high SNR regions. At a
BER of 10−5, 4× 4 16-QAM QSM has an SNR gain of 13.6 dB over 4× 2 16-QAM QSM, and
at a BER of 10−5, 8× 8 4-QAM QSM has an SNR gain of 8.1 dB over 8× 4 4-QAM QSM.
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Figure 3.4: Theoretical and simulated BER performance of QSM for ηQSM = 10 b/s/Hz.
In Figure 3.4, the analytical and Monte Carlo simulation results for 4 × 2, and 4 × 4 QSM
systems with spectral efficiency of ηQSM = 10 b/s/Hz are presented. The Monte Carlo sim-
ulation results show consistency with the analytical error performance at high SNR regions.
This is the expected result since the upper bound approach is used to determine the analytical
performance. At a BER of 10−5, 4 × 4 64-QAM QSM has an SNR gain of 12.8 dB over 4 × 2
64-QAM QSM.
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Figure 3.5: BER performance of SM and QSM for ηQSM , ηSM = 6, 8 b/s/Hz.
In Figure 3.5, simulations of the BER performance of SM and QSM systems with spectral
efficiencies of 6 and 8 b/s/Hz are presented. All simulations have a 4 × 4 configuration and
identical spectral efficiencies for the purpose of making fair comparisons. At a BER of 10−5,
4-QAM QSM with ηQSM = 6 b/s/Hz has an SNR gain of 2.9 dB over 16-QAM SM with ηSM = 6
b/s/Hz. At a BER of 10−5, 16-QAM QSM with ηQSM = 8 b/s/Hz has an SNR gain of 2.3 dB
over 64-QAM SM with ηSM = 8 b/s/Hz. Low order modulation schemes require low transmit
power to achieve better error performance as compared to high order schemes, therefore for the
same spectral efficiency, QSM has a better error performance than SM.
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Figure 3.6: BER performance of SM and QSM for ηQSM , ηSM = 4, 8 b/s/Hz.
In Figure 3.6, simulations of the BER performance of SM and QSM systems with spectral
efficiencies of 4 and 8 b/s/Hz are presented. Systems with 2 × 4 and 8 × 4 configurations are
presented. At a BER of 10−5, 2× 4 4-QAM QSM has an SNR gain of 1.9 dB over 2× 4 8-QAM
SM. At a BER of 10−5, 8 × 4 4-QAM QSM has an SNR gain of 2.2 dB over 8 × 4 16-QAM
SM. Low order modulation schemes require low transmit power to achieve the same error per-
formance as high order modulation schemes with the same spectral efficiency. Therefore , QSM
has a better error performance than SM.
3.6 Summary
The performance analysis for QSM employing the asymptotic union bound approach to calculate
the average BER performance over i.i.d. Rayleigh frequency-flat fading channel was formulated.
The analytical results were consistent with the Monte Carlo simulations at high SNR regions,
therefore validating the theoretical performance of QSM. The BER performance of SM and
QSM is presented, and it is demonstrated that QSM has a better error performance than SM
for systems with identical spectral efficiency.
39
Chapter 4
Double Spatial Modulation
4.1 Introduction
IM techniques have recently received much research attention as possible candidates for the
next-generation of wireless communication [21,46]. IM improves the spectral efficiency of MIMO
systems by conveying extra information via the spatial domain. SM is a promising IM-based
scheme that presents an energy efficient implementation of MIMO systems [23, 44]. SM is a
scheme that completely mitigates ICI and IAS which degrade the performance of MIMO sys-
tems, and relatively low-complexity receive algorithms are utilized in SM, this is due to the use
of a single RF chain in the system. [17,24,25].
QSM is one recently proposed SM based scheme, which provides significant improvement in
spectral efficiency as compared to the traditional SM [25,45]. QSM employs two active transmit
antenna indices during a single transmission interval. The increase in the number the active
transmit antennas directly increases the spectral efficiency of QSM. Since QSM employs orthog-
onal sine and cosine carriers, ICI is mitigated. QSM employs a single RF chain at the receiver,
therefore relatively low-complexity receive algorithms are required [29].
Due to the increase in demand for improved data rates, DSM is a recently proposed SM-based
modulation scheme that aims to double the spectral efficiency of traditional SM [30]. DSM
simultaneously employs two independent SM transmission channels that are superimposed to
simultaneously transmit two APM constellation symbols in a single transmission interval [30].
The innovative idea in DSM is that constellation rotation is applied to one of the APM signal
constellations such that the receiver is capable of distinguishing all signal constellation points
of the two independent SM channels. The rotation angle applied is optimized to a degree such
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that the BER is minimized between the SM channels and/or the minimum Euclidean distance
is maximised between the signal constellation sets [30,31].
In practice, the majority of wireless communications employ FEC to enhance data reliability in
noisy channels [40]. It has been demonstrated that soft-output detection coupled with soft-input
channel decoding results in a significant net coding gain [41, 42]. SOMLDs for systems such as
SM, QSM, and GSM have been proposed, and under coded conditions, significant improvement
in error performance is demonstrated [43,47,48]. In this chapter, we present the system model,
detection scheme, and analytical error performance of DSM. Furthermore, this chapter proposes
an SOMLD for DSM, and simulation results are presented to validate the analytical performance
and the SOMLD.
4.2 System Model for DSM
Figure 4.1 illustrates the system model for DSM, where NT and NR represent the number of
transmit antennas and receive antennas, respectively.
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Figure 4.1: System Model for the DSM scheme
In each transmission interval, the source provides an input vector of length m = log2(N
2
TM
2),
where M is the APM signal modulation order, into the DSM encoder. Note, we refer the
dashed convolutional encoder in Figure 4.1 as the DSM primary bit splitter for uncoded cases.
The DSM encoder divides the source bits into four partitions. The first and second partitions
are mapped such that m`1`2 = log2N
2
T bits are used to select two transmit antenna indices
`1 and `2, `1, `2 ∈ [1 : NT ], respectively, while the third and fourth partitions are mapped such
that mq1q2 = log2(M
2) bits are used to select two symbols xq1 and x
q
2, q ∈ [1 : M ] which are
drawn from a Gray-coded M -QAM or M -PSK signal constellation set. The first data symbol
41
xq1 is transmitted via the active transmit antenna with index `1 whereas the second data symbol
xq2 is rotated through an optimized angle θ before transmission via the second active transmit
antenna with index `2. The spectral efficiency of DSM is given as [30]:
ηDSM = 2 log2M + 2 log2NT b/s/Hz. (4.1)
Note that in DSM, it is possible to have the active transmit antenna indices `1 = `2; in this case,
we denote the active transmit antenna index as `, ` ∈ [1 : NT ], and the transmitted symbol is
a summation of the symbols xq1 and the rotated x
q
2e
jθ. Due to this property, the DSM signal
constellation for the independent SM channels must have one of two properties that permit the
optimal performance of the scheme at the detector, and these are listed as:
1. To improve the performance of the ML detector, the minimum Euclidean distance between
the two signal constellation must be maximized [31].
2. The signal constellation points for the symbols must be unique such that they can be
distinguished at the receiver [30].
In Figure 4.2, the BER performance for 4 × 4 DSM systems with BPSK, 4-QAM, and 8-QAM
constellations versus rotation angle is presented. A heuristic approach is used to determine the
optimum rotation angle for the constellations that give the best ML detector performance. At
an SNR of 16 dB, the optimal rotation for BPSK ranges from 60◦ to 120◦. At an SNR of 16
dB, the optimum rotation angle range for 4-QAM rests in two regions, from 40◦ to 55◦ and
from 125◦ to 140◦. At an SNR of 20 dB, the optimum rotation angle range for 8-QAM rests in
two regions, from 55◦ to 65◦ and from 115◦ to 125◦. In this dissertation, we set the optimum
rotation angle θ, for BPSK, 4-QAM and 8 QAM as 90◦, 45◦ and 60◦, respectively [30].
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Figure 4.2: BER versus rotation angle in degrees for BPSK, 4-QAM and 8-QAM.
The output of the DSM mapper is expressed as an NT × 1 transmission vector given as:
`th1 position `
th
2 position
↓ ↓
x =
[
0 · · · x1q x2qejθ · · · 0
]T
,
↑ ↑
1st position N thT position
(4.2)
where xq1 and x
q
2e
jθ, q ∈ [1 : M ], represent the transmit symbols drawn from M -QAM or M -
PSK signal constellation sets with E{|xq1|2} = E{|x
q
2e
jθ|2} = 1, and `1 and `2, `1, `2 ∈ [1 : NT ]
represent the active transmit antenna indices for xq1 and x
q
2e
jθ, respectively, and θ represents
the optimum rotation angle. Note that in (4.3), as previously stated, it is possible to have the
active transmit antenna indices `1 = `2, therefore we represent the two indices as a single active
transmit antenna index `, ` ∈ [1 : NT ], and the signal transmitted on index ` is a summation of
symbols xq1 and x
q
2e
jθ, respectively.
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The example illustrated in Table 4.1 demonstrates the mapping procedure for a 4 × 4 Gray-
coded 4-QAM DSM. In this example, we demonstrate the mapping procedure of a DSM system
with spectral efficiency of 8 b/s/Hz; only two random data streams are considered.
Table 4.1: Illustration of the mapping procedure for DSM
Source Bits Mapping Partition Transmit Vector
m = log2(N
2
TM
2) 1 2 3 4 x
0 1 1 1 0 1 1 0 log2NT = 2 log2NT = 2 log2M = 2 log2M = 2

0
xq1
0
xq2e
jθ
θ = 45◦ 0 1 1 1 0 1 1 0NT = 4 `1 = 2 `2 = 4 xq1 xq2ejθ
M = 4 h`1 h`2 −1− j (1 + j) ejθ
1 0 1 0 0 0 1 1 log2NT = 2 log2NT = 2 log2M = 2 log2M = 2

0
0
xq1 + x
q
2e
jθ
0
θ = 45◦ 1 0 1 0 0 0 1 1NT = 4 ` = 3 ` = 3 xq1 xq2 ejθ
M = 4 h` h` −1 + j (1− j) ejθ
The source bits m are mapped to the transmission vector x, which is transmitted over a Rayleigh
frequency-flat fading channel H of dimension NR × NT in the presence of AWGN. AWGN is
represented by vector n of dimension NR × 1. All elements of H and n are assumed to be i.i.d.
entries with Gaussian distribution of zero mean and unit variance given by ∼ CN(0, 1). The
received signal is given by an NR × 1 vector y, is defined as [30]:
y =
√
ρ/2Hx + n , (4.3)
where ρ/2 is the average SNR at each receive antenna and the channel matrix H can be defined
as:
H =

h1,1 · · · h1,NT
...
. . .
...
hNR,1 · · · hNR,NT
 , (4.4)
where hk,` is the channel fading coefficient between the k
th receive antenna, k ∈ [1 : NR], and `th
transmit antenna, ` ∈ [1 : NT ]. Assuming the `th1 and `th2 antennas are used in the transmission
of xq1 and x
q
2e
jθ, respectively, the received signal in (4.4) can be represented as:
y =
√
ρ/2
(
h`1x
q
1 + h`2x
q
2e
θ
)
+ n, (4.5)
where h`1 and h`2 denote the `
th
1 and `
th
2 columns of the channel gain matrix H, respectively.
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4.3 DSM Detection
In the detection of DSM, we assume that perfect CSI is known at the receiver in all instances.
The DSM detector estimates the transmitted signal via an exhaustive ML search were all pos-
sible antenna indices `1 and `2 and the M -QAM/M -PSK constellation symbols x
q
1 and x
q
2e
jθ
are calculated. The detector selects the ML calculation with the minimum argument as the
estimated received signal of the transmitted information. The ML detector is given as [30]:
[
x̂q̂1, x̂
q̂
2,
ˆ̀
1, ˆ̀2
]
= argmin
x̂q̂1, x̂
q̂
2,
ˆ̀
1, ˆ̀2
‖y −
√
ρ/2
(
h`1x
q
1 + h`2x
q
2e
jθ
)
‖2F . (4.6)
If we let:
g =
√
ρ/2
(
h`1x
q
1 + h`2x
q
2e
jθ
)
, (4.7)
then, expanding the Frobenius norm simplifies (4.7) to yield:
[
x̂q̂1, x̂
q̂
2,
ˆ̀
1, ˆ̀2
]
= argmin
x̂q̂1, x̂
q̂
2,
ˆ̀
1, ˆ̀2
{
‖g‖2F − 2<{yHg}
}
. (4.8)
Note, the expression in (4.8) is the optimal ML detector for the DSM scheme.
4.4 Performance Analysis of DSM
In this section, we derive the theoretical ABEP of DSM in i.i.d. Rayleigh frequency-flat fading
channels. The union bound method is employed to formulate the theoretical ABEP for DSM,
and it is defined as [30]:
ABEP ≤ 1
M2N2T
∑
x
∑
x̂
N(x, x̂)P (x→ x̂)
ηDSM
, (4.9)
where x is the codeword given in (4.2), P (x → x̂) is the PEP that the transmitted codeword
x is detected as x̂ at the receiver and N(x, x̂) is the number of bit errors associated with the
corresponding PEP event P (x→ x̂). The conditional PEP is given as:
P (x→ x̂|H) = P (‖y − x̂‖2F < ‖y − x‖2F ). (4.10)
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The conditional PEP in (4.17) may be simplified using the method shown by Xu et al. [49] which
gives:
P (x→ x̂|H) = Q(
√
k), (4.11)
where k is a central chi-squared RV with 2NR degrees of freedom and is defined as:
k =
ρ
8
‖H‖2F · ‖x− x̂‖2F =
2NR∑
n=1
α2, (4.12)
where α ∼ N(0, σ2α) and the variance σ2α =
ρ
8 · ‖x− x̂‖
2
F . The PDF of k is defined as:
fk
(
υ
)
=
υNR−1e
−υ
2σ2α(
2σ2α
)NR(NR − 1)! , υ ≥ 0. (4.13)
Averaging the conditional PEP over the i.i.d. RVs we arrive at:
P
(
x→ x̂
)
=
∫ ∞
0
P
(
x→ x̂|H
)
· fk
(
υ
)
∂υ. (4.14)
Employing the trapezoidal rule approximation of the Q-function which is given as:
Q
(
φ
)
≈ 1
2c
[
1
2
exp
(
−φ2
2
)
+
c−1∑
k=1
exp
(
−φ2
2 sin2
(
kπ
2c
))], (4.15)
where c is the number of iterations of convergence, c = 10. Using the moment generating
function (MGF), we arrive at the unconditional PEP given as [49]:
P
(
x→ x̂
)
=
1
2c
[
1
2
M
(
1
2
)
+
c−1∑
k=1
M
(
1
2 sin2
(
kπ
2c
))], (4.16)
where the MGF M(·) is defined as:
M(s) =
∫ ∞
0
esυ
υNR−1e
−υ
2σ2α(
2σ2α
)NR(NR − 1)!∂υ =
(
1
1 + 2σ2αs
)NR
. (4.17)
4.5 DSM Soft-Output Detector
The system model in Figure 4.1 is extended to include channel coding and decoding, and we
refer to the dashed line blocks in Figure 4.1 for the coded model understudy in this section. For
the proposed soft-output detector, we assume the following [42]:
1. Data symbols and antenna indices are uncorrelated.
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2. Data symbols are independent and generated with equal probability.
3. Antenna bits are independent and generated with equal probability.
4. Full CSI is available at the receiver.
4.5.1 SOMLD for DSM
The SOMLD for DSM is formulated as an LLR based on the ML detector in (4.9) [43]. An LLR
expression is a formula that is used to calculate the value of each significant bit that makes up
the binary data of an index. The SOMLD for DSM is formed from the combination of the LLR
expressions for the first antenna index `a, the second antenna index `b, first symbol xa, and the
second symbol xb. The LLR expression for the first antenna index `a is formulated as:
LLR(`a) = log
P
(
`a = 1|y
)
P
(
`a = 0|y
) . (4.18)
The LLR expression in (4.18) can be written as:
LLR(`a) = log
∑
ˆ̀
a ∈ `1a
ˆ̀
b ∈ Lb
∑
x̂qa ∈ Ωa
x̂qb ∈ Ωb
P
(
y|`a = ˆ̀a, `b = ˆ̀b, xqa = x̂qa, xqb = x̂
q
b
)
P
(
`a = ˆ̀a
)
∑
ˆ̀
a ∈ `0a
ˆ̀
b ∈ Lb
∑
x̂qa ∈ Ωa
x̂qb ∈ Ωb
P
(
y|`a = ˆ̀a, `b = ˆ̀b, xqa = x̂qa, xqb = x̂
q
b
)
P
(
`a = ˆ̀a
) , (4.19)
where `1a and `
0
a are vectors which contain the indices of the first antenna
ˆ̀
a with binary ’1’ and
’0’ that corresponds to a particular significant bit of the binary data of the index in question,
respectively. Lb is a set of all possible indices ˆ̀b for the second antenna index. Ωa and Ωb
represent a set of all possible symbols for x̂a and x̂b, respectively. Applying Bayes’ theorem to
the demodulator output in (4.19), the LLR for the first antenna `a is calculated as:
LLR(`a) = log
∑
ˆ̀
a ∈ `1a
∑
`b ∈ Lb
∑
x̂qa ∈ Ωa
∑
x̂qb ∈ Ωb
exp(A)∑
ˆ̀
a ∈ `0a
∑
`b ∈ Lb
∑
x̂qa ∈ Ωa
∑
x̂qb ∈ Ωb
exp(B)
, (4.20)
where A = B =
−‖y−
√
ρ
2
(
hˆ̀a x̂
q
a+hˆ̀
b
x̂qbe
jθ
)
‖2F
2σ2
and σ2 is the variance of the AWGN channel in (4.5).
Based on the procedure shown in (4.18) and (4.19), the LLR expression for the second antenna
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index `b is given as:
LLR(`b) = log
∑
ˆ̀
b ∈ `1b
∑
ˆ̀
a ∈ La
∑
x̂qa ∈ Ωa
∑
x̂qb ∈ Ωb
exp(A)∑
ˆ̀
b ∈ `0b
∑
ˆ̀
a ∈ La
∑
x̂qa ∈ Ωa
∑
x̂qb ∈ Ωb
exp(B)
, (4.21)
where `1b and `
0
b are vectors which contain the indices of the second antenna index
ˆ̀
b with
binary ’1’ and ’0’ that corresponds to a particular significant bit of the binary data of the index
in question, respectively, La is a set of all possible antenna indices ˆ̀a for the first antenna index.
The LLR expression for the first symbol xqa is calculated using the same procedure shown in
(4.18) and (4.19) and is given as:
LLR(xqa) = log
∑
x̂qa ∈ Ω1a
∑
x̂qb ∈ Ωb
∑
ˆ̀
a ∈ La
∑
ˆ̀
b ∈ Lb
exp(A)∑
x̂qa ∈ Ω0a
∑
x̂qb ∈ Ωb
∑
ˆ̀
a ∈ La
∑
ˆ̀
b ∈ Lb
exp(B)
, (4.22)
where Ωa1 and Ω
a
0 are vectors which contain the indices of the first symbol x̂
q
a with binary ’1’
and ’0’ that corresponds to a particular significant bit of the binary data of symbol in question,
respectively. Ωb is a set representing all possible x̂
q
b symbols. La and Lb are a set of all possible
antenna indices ˆ̀a and ˆ̀b for the first and second antenna indices, respectively. Lastly, the LLR
expression for the second symbol xqb is calculated using the procedure shown in (4.18) and (4.19)
and is given as:
LLR(xqb) = log
∑
x̂qb ∈ Ω
1
b
∑
xqb ∈ Ωa
∑
ˆ̀
a ∈ La
∑
ˆ̀
b ∈ Lb
exp(A)∑
x̂qb ∈ Ω
0
b
∑
xqb ∈ Ωa
∑
ˆ̀
a ∈ La
∑
ˆ̀
b ∈ Lb
exp(B)
, (4.23)
where Ω1b and Ω
0
b are vectors which contain the indices of the second symbol index x̂
q
b with
binary ’1’ and ’0’ that corresponds to a particular significant bit of the binary data of the
symbol in question, respectively, and Ωa is a set representing all possible x̂a symbols.
4.6 Numerical Analysis of the Analytical and Simulated BER
Performance of DSM
In this section, the ABEP for DSM formulated using the union bound approach is presented.
Monte Carlo simulation results executed in a Matlab environment and are presented to vali-
date the analytical result in Section 4.5. All Monte Carlo simulations are performed over i.i.d.
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Rayleigh frequency-flat fading channels in the presence of AWGN, and Gray-coded M -QAM or
M -PSK signal constellations are employed. It is assumed that complete CSI is known at the
receiver in all instances.
In Section 4.2, uncoded data is transmitted, and Gray-coded M -ary constellation sets are em-
ployed. Monte Carlo simulations are presented for spectral efficiencies of 6, 8, and 10 b/s/Hz,
and results are presented in terms of average BER versus SNR. The notation used to denote
NR ×NT DSM configuration is (NT , NR,M, ηDSM ).
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Figure 4.3: Theoretical and simulated BER performance of DSM for ηDSM = 6 b/s/Hz.
In Figure 4.3, the analytical and Monte Carlo simulation results for 2×2, 2×4, 4×2, and 4×4
DSM systems with spectral efficiency of ηDSM = 6 b/s/Hz are presented. The analysis of the
results shows that the Monte Carlo error performance is consistent with the analytical error
performance at high SNR values. This is the expected results since the theoretical analysis em-
ploys an upper bound approach, a match in high SNR regions validates the theoretical analysis
of DSM. An investigation of the results shows that the BER performance of QSM improves with
an increase in the number of receive antennas for systems with the same spectral efficiency. At
a BER of 10−5, 4 × 4 4-QAM DSM has an SNR gain of 14.1 dB over 4 × 2 4-QAM DSM, and
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at a BER of 10−5, 2× 4 BPSK has an SNR gain of 12.2 dB over 2× 2 BPSK for DSM.
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Figure 4.4: Theoretical and simulated BER performance of DSM for ηDSM = 8 b/s/Hz.
In Figure 4.4, the analytical and Monte Carlo simulation results for 4 × 2, 4 × 4, and 8 × 4
DSM systems with spectral efficiency of ηDSM = 8 b/s/Hz are presented. The Monte Carlo
simulation results validate the analytical performance of DSM as the simulation closely matches
the analytical performance at high SNR. At a BER of 10−5, 4 × 4 4-QAM QSM has an SNR
gain of 14.3 dB over 4× 2 4-QAM for DSM.
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Figure 4.5: Theoretical and simulated BER performance of DSM for ηDSM = 10 b/s/Hz.
In Figure 4.5, the analytical and Monte Carlo simulation results for 4×2, 4×4, 8×4, and 8×8
DSM systems with spectral efficiency of ηDSM = 10 b/s/Hz are presented. The Monte Carlo
simulation results validate the analytical performance of DSM as the simulation closely matches
the analytical performance at high SNR regions. An investigation on the BER shows that DSM
error performance improves with an increase in the number of receive antennas for systems with
the same spectral efficiency. At a BER of 10−5, 4× 4 8-QAM DSM has an SNR gain of 14.3 dB
over 4× 2 8-QAM DSM, and at a BER of 10−5, 8× 8 4-QAM has an SNR gain of 7.5 dB over
8× 4 4-QAM for DSM.
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Figure 4.6: BER performance of QSM and DSM for ηQSM , ηDSM = 6, 8, 10 b/s/Hz.
In Figure 4.6, the BER performance of 4× 4 QSM and DSM systems are compared for spectral
efficiencies of ηQSM = ηDSM = 6, 8, and 10 b/s/Hz. Note that, the error performance of QSM
and DSM with spectral efficiency of ηQSM = ηDSM = 6 b/s/Hz is closely matched at all SNR
points. If we consider the optimum rotation angle for BPSK given, at θ = 90◦, the second trans-
mission symbol is fundamentally equal to (±j), and the first transmission symbol xq1 = (±1).
The summation of these two symbols essentially gives a 4-QAM constellation symbol as (±1±j);
therefore, the error performance of DSMBM and QSMBM is identical [30]. As the modulation
order of the two systems is increased, DSM demonstrates an improved error performance as
compared to QSM. At a BER of 10−5, 4-QAM DSM with ηDSM=8 b/s/Hz has an SNR gain
of 2.9 dB over 16-QAM QSM with ηQSM=8 b/s/Hz. At a BER of 10
−5, 8-QAM DSM with
ηDSM=10 b/s/Hz has an SNR gain of 2.3 dB over 64-QAM QSM with ηQSM=10 b/s/Hz.
4.6.1 BER performance of DSM SOMLD
In Section 4.4, the setting for all coded cases, a 12 -rate convolutional encoder was employed
to encode the information bits under the constraint length of 9 with code generator matrices
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g1 = (561)octal; g2(753)octal [41,42,50]. At the detector, the proposed SOMLD is employed, and
the output is fed into a soft-input Viterbi channel decoder in order to estimate the transmitted
information [40].
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Figure 4.7: BER performance of DSM for the SOMLD and HDMLD with
ηDSM = 8 b/s/Hz.
Figure 4.7 shows the simulation results for uncoded channels for the proposed SOMLD and
the HDMLD for DSM at spectral efficiency of ηDSM= 8 b/s/Hz. The optimal detector given in
(4.9) is regarded as the HDMLD for DSM. The uncoded cases show that the HDMLD matches
the SOMLD error performance. This is the expected result since SOMLDs only has an effect in
coded channels with a soft input decoder at the receiver can give coding gain [50]. For coded
channels, the proposed SOMLD for DSM demonstrates coding gain over the uncoded SOMLD.
At a BER of 10−5, coded SOMLD outperforms uncoded SOMLD with an SNR gain of 9.6 dB,
while coded HDMLD has an SNR gain of 4.8 dB as compared to uncoded HDMLD.
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Figure 4.8: BER performance of DSM for the SOMLD and HDMLD with
ηDSM = 6 b/s/Hz.
Figure 4.8 shows the simulation results for uncoded channels for the proposed SOMLD and
the HDMLD for DSM at spectral efficiency of ηDSM = 6 b/s/Hz. For uncoded cases, the
SOMLD error performance is consistent with the uncoded HDMLD error performance, there-
fore validating the detector. For coded channels, the proposed SOMLD for DSM demonstrates
coding gain over the uncoded SOMLD. At a BER of 10−5, coded SOMLD outperforms uncoded
SOMLD with an SNR gain of 9.5 dB, while coded HDMLD has an SNR gain of 6.7 dB as
compared to uncoded HDMLD.
4.7 Summary
The performance analysis for DSM employing the asymptotic union bound approach to calculate
the average BER performance over i.i.d. Rayleigh frequency-flat fading channel was formulated.
The analytical results were consistent with the Monte Carlo simulations at high SNR regions,
therefore validating the theoretical performance of DSM. The BER performance of DSM and
QSM are presented and demonstrated that DSM has a better error performance than QSM
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for systems with identical spectral efficiency given that the APM modulation order for DSM is
higher than two. The proposed SOMLD is validated by the results shown from the simulation
of uncoded HDMLD and SOMLD systems. In coded channels, both the HDMLD and SOMLD
demonstrated significant SNR gains.
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Chapter 5
Media Based Modulation
5.1 Introduction
The next-generation wireless communications require substantial improvements in data rates
and error performance in order to support the proliferating media applications such as IoT,
cloud computing, and enterprise software applications [6, 7]. MIMO systems still hold promise
to achieve these improvements and are considered one of the core techniques for improving data
rates and error performance [17,19]. However, drawbacks such as ICI, IAS, and relatively high-
complexity receive algorithms have limited the potential of MIMO and has motivated researchers
to investigate other modulation schemes.
MBM with RF mirrors is a recently proposed wireless communication technique, which has
attracted much research attention [32–34]. The innovative idea of MBM involves embedding
information into a channel state by varying RF properties, such as permittivity, permeabil-
ity, and resistivity around a transmit antenna [33]. One of the methods employed to vary the
channel state is to place RF mirrors around a transmit antenna, then switch the RF mirrors
ON/OFF. Each individual state of these RF mirrors is referred to as a MAP, and each MAP
creates a rich scattering environment at the transmit antenna, which results in independent
end-to-end channel realizations at the receiver. Several advantages of MBM can be summarized
as follows [32–34]:
1. A single transmit antenna can achieve multiple fade paths.
2. Spectral efficiency can be improved by increasing the number of receive constellation points
without an increase in transmit power.
3. MAPs give MBM inherent diversity due to an increased constellation size, since there
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are good and bad channel realizations; constellation diversity effectively converts a static
multi-path fading channel into an AWGN channel with effective signal energy equal to the
average received energy.
4. The increase in constellation diversity does not require the system to sacrifice data rate.
5. There is no fundamental restriction on the size of the RF mirror transmit unit.
6. It is possible to save energy through the selection of a subset of channel configurations
from the MAP constellations resulting in overall improved performance.
Several schemes, such as SM, GSM, and QSM, have been extended to include MBM, and signif-
icant improvements in spectral efficiency and error performance was demonstrated [33, 35, 36].
Evidently, the application of MBM to traditional SBM techniques improves error performance
and/or spectral efficiency. The purpose of this chapter is to present the MBM concept by
demonstrating its application to SIMO systems [33]. SIMO systems, coupled with MBM, are
referred to as SIMO-MBM. In this chapter, we present the system model, detection scheme,
and analytical error performance of SIMO-MBM. Monte Carlo simulations are presented, which
serve to validate the analytical performance of SIMO-MBM.
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5.2 System model for SIMO-MBM
Figure 5.1 illustrates the system model of SIMO-MBM with a single MBM-TU containing MRF
mirrors and NR receive antennas.
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Figure 5.1: System Model for the SIMO-MBM scheme
Consider the MBM-TU with MRF RF mirrors shown in Figure 5.1. If a single RF mirror gives
rise to two different channel fade realizations and assuming that MRF is the total number of
available RF mirrors in the MBM-TU, then the total number of MAPs available is given by
Nm = 2
MRF . Therefore, the fading channel for an MBM-TU is represented as an NR × Nm
matrix Hm [33].
In each transmission interval, the source provides an input bit vector of length m = log2(M) +
MRF bits, where M is the modulation order of the APM symbol. The information is divided
into two parts. The first part is mapped to the RF mirror selector, such that mk = MRF
bits are used to select a MAP index k, k ∈ [1 : Nm], and the second part is mapped, such
that mq = log2M bits are used to select a Gray-coded M -QAM or M -PSK signal constellation
symbol xq, q ∈ [1 : M ], to convey information. The spectral efficiency of SIMO-MBM is given
as [34]:
ηSIMO−MBM = log2M +MRF b/s/Hz. (5.1)
As shown in (5.1), the spectral efficiency of SIMO-MBM can be increased linearly by increasing
the number of MRF mirrors or by increasing the modulation order of the APM symbol. The
example illustrated in Table 5.1 demonstrates the mapping procedure for a Gray-coded 4-QAM
SIMO-MBM system with MRF = 4, and spectral efficiency of 6 b/s/Hz. Only a few random
data streams are considered.
58
Table 5.1: Illustration of the mapping procedure for SIMO-MBM
Source Bits MAP Index M-QAM Symbol
m k xq[
0 0 1 0 0 0
] [
0 0 1 0
]
= 3
[
0 0
]
= 1 + i[
0 1 1 1 0 1
] [
0 1 1 1
]
= 8
[
0 1
]
= −1 + i[
1 1 0 0 1 0
] [
1 1 0 0
]
= 13
[
1 0
]
= −1− i[
0 1 0 1 1 1
] [
0 1 0 1
]
= 6
[
1 1
]
= 1− i[
1 0 1 0 0 0
] [
1 0 1 0
]
= 11
[
0 0
]
= 1 + i
The fading channel for an MBM-TU is represented by an NR × Nm Rayleigh frequency-flat
fading channel gain matrix Hm = [hm1 . . .h
m
Nm
], which contains all available Nm MAPs. The
M -QAM or M -PSK symbol xq is transmitted over a fading channel selected from the MBM-TU
MAP with a channel fade given by the NR × 1 vector hmk = [h
m,k
1 . . . h
m,k
NR
]T , k ∈ [1 : Nm] in the
presence of AWGN. AWGN is represented by vector n of dimension NR × 1. All elements of
Hm and n are assumed to be i.i.d. with Gaussian distribution of zero mean and unit variance
∼ CN(0, 1). The received signal for SIMO-MBM is given by an NR × 1 vector y :
y =
√
ρ hmk xq + n , (5.2)
where ρ is the average SNR at each receive antenna, and hmk represents the k
th MAP from the
MBM-TU fading channel gain matrix Hm.
5.3 SIMO-MBM Detection
In the detection of SIMO-MBM, we assume that perfect CSI is known at the MBM receiver in
all instances. The MBM receiver estimates the transmitted signal via an exhaustive ML search
were all the possible signal constellation points, and MAPs are considered. The MBM receiver
selects the ML calculation with the minimum argument as the estimated received signal of the
transmitted information. The ML detector for SIMO-MBM is given as:
[x̂q, k̂] = argmin
q ∈ [1 : M ]
k ∈ [1 : Nm]
(
‖y −√ρ hmk xq‖2F
)
. (5.3)
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If we let gqk =
√
ρ hmk xq and expand the Frobenius norm in (5.3), then the ML detector can be
simplified to yield:
[x̂q, k̂] = argmin
q ∈ [1 : M ]
k ∈ [1 : Nm]
{
‖gqk‖2F − 2<{yHgqk}
}
. (5.4)
Note, the expression in (5.4) is the optimal ML detector for SIMO-MBM.
5.4 Performance Analysis for SIMO-MBM
In this section, the analytical lower bound performance analysis approach is used to calculate
the ABEP for SIMO-MBM. The SIMO-MBM model in (5.2) may be viewed as an NR × Nm
SM system. Hence, the theoretical derivation of SM may be extended to SIMO-MBM [25, 36].
Similar to the case in SM, we denote Pm as the bit error probability for the MAP index given
that the symbol is perfectly estimated, and Pd represents the bit error probability of the symbol
given that the MAP index is perfectly estimated. The overall probability of error Pe for SIMO-
MBM is given as a combination of both the symbol bit error probability and the MAP index
error probability, and it is expressed as [23,25]:
Pe ≥ Pb + Pm − PbPm . (5.5)
5.4.1 Analysis of Symbol Bit Error Probability
The symbol bit error probability is given as an approximation in [25] as:
Pb ∼=
SER
n
, (5.6)
where n = log2M is the number of bits per symbol, and SER is the average symbol error
probability for M -QAM over i.i.d. Rayleigh frequency-flat fading channel [25]. The SER in [25]
is given as:
SER =
a
c
[
1
2
(
2
bρ+ 2
)NR
− a
2
(
1
bρ+ 1
)NR
+ (1− a)
c−1∑
i=1
(
βi
bρ+ βi
)NR
+
2c−1∑
i=c
(
βi
bρ+ βi
)NR]
,
(5.7)
where a = 1− 1√
M
, b = 3M−1 , βi = sin
2 θi, θi =
iπ
4c , NR is the number of receive antennas, and c
is the number of iterations of convergence, c = 10.
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5.4.2 Analysis of MAP Index Error Probability
The bit error probability of the MAP index is computed in a similar manner presented in [25,36].
Given that the transmit symbol is decoded perfectly, the average BER of the MAP index is
calculated using the union bounded approach and is given as:
Pm ≤
M∑
q=1
Nm∑
k=1
Nm∑
k̂=1
N(k, k̂)P (xqk → xqk̂)
MNm
, (5.8)
where P (xqk → xqk̂) is the PEP of selecting xqk̂, given that xqk was transmitted, and N(k, k̂)
is the number of bit errors between the MAP index k and the estimated MAP index k̂. The
conditional PEP of the channel matrix is given in [25] as:
P (xqk → xqk̂|H
m) = P (‖y −√ρhm
k̂
xq‖F < ‖y −
√
ρhmk xq‖F ) = Q(
√
k), (5.9)
where k is a central chi-squared RV with 2NR degrees of freedom and is defined as:
k =
ρ
2
‖(hmk xq − hmk̂ xq)‖
2
F =
2NR∑
n=1
α2n, (5.10)
where αn ∼ N(0, σ2α) and the variance σ2α =
ρ
2 |xq|
2. The PDF of k is defined as [25]:
pk
(
υ
)
=
υNR−1e
−υ
2σ2α(
2σ2α
)NRΓ(NR) , υ ≥ 0. (5.11)
Since the distribution of k is known, the PEP in (5.8) is calculated as [25]:
P (xqk → xqk̂) =
∫ ∞
υ=0
Q(
√
υ)pk
(
υ
)
dυ. (5.12)
The closed-form representation for (5.12) is given as [25,36]:
P (xqk → xqk̂) = µ
NR
α
NR−1∑
k=0
(
NR − 1 + k
k
)
[1− µα]k, (5.13)
where µα =
1
2
(
1−
√
σ2α
σ2α+1
)
.
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5.5 Numerical Analysis of the Analytical and Simulated BER
Performance of SIMO-MBM
In this section, the ABEP for SIMO-MBM formulated using the lower bound approach is pre-
sented. Monte Carlo simulation results executed in a Matlab environment and are presented
to validate the analytical result in Section 5.4. All Monte Carlo simulations are performed
over i.i.d. Rayleigh frequency-flat fading channels in the presence of AWGN and Gray-coded
M -QAM signal constellations are employed. It is assumed that complete CSI is known at the
receiver in all instances.
Monte Carlo simulations are presented for spectral efficiencies of 4, 6, and 8 b/s/Hz, and results
are presented in graphs of average BER versus SNR. The notation used to denote a SIMO-MBM
system with NR receive antennas, and MRF RF mirrors is (M,NR,MRF , ηSIMO−MBM ).
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Figure 5.2: Theoretical and simulated BER performance of SIMO-MBM for ηSIMO−MBM =
4 b/s/Hz.
In Figure 5.2, the ABEP of the SIMO-MBM is analyzed for systems with MRF = 2 and 3.
The BER performance for 4-QAM SIMO-MBM with spectral efficiency of ηSIMO−MBM = 4
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b/s/Hz with NR = 2, 4, and 8 are presented. The Monte Carlo BER performance is rela-
tively tight and matches the analytical BER performance, therefore, verifying the theoretical
performance of SIMO-MBM. An investigation of the results shows that the BER performance
of SM improves with an increase in the number of receive antennas for systems with the same
spectral efficiency. For an identical MRF setting, at a BER of 10
−5, 4-QAM SIMO-MBM with
NR = 8 has an approximate SNR gain of 7.5 dB over 4-QAM SIMO-MBM with NR = 4.
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Figure 5.3: Theoretical and simulated BER performance of SIMO-MBM for ηSIMO−MBM = 6
b/s/Hz.
In Figure 5.3, the ABEP of the SIMO-MBM is analyzed for systems with MRF = 3 and 4.
The BER performance for 4-QAM SIMO-MBM with spectral efficiency of ηSIMO−MBM = 6
b/s/Hz with NR = 4 and 8 are presented. The Monte Carlo simulation error performance is
relatively tight with the analytical error performance, which verifies the theoretical analysis for
SIMO-MBM. An increase in error performance is observed when the number of receive antennas
is increased for systems with identical spectral efficiency. At a BER of 10−5, 4-QAM SIMO-
MBM with NR = 8 has an SNR gain of 9.2 dB over 4-QAM SIMO-MBM with NR = 4.
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Figure 5.4: Theoretical and simulated BER performance of SIMO-MBM for ηSIMO−MBM = 8
b/s/Hz.
In Figure 5.4, the ABEP of the SIMO-MBM is analyzed for systems with 5 and 6 MRF mirrors.
The BER performance for 4-QAM SIMO-MBM with spectral efficiency of ηSIMO−MBM = 8
b/s/Hz with NR = 4 and 8 are presented. The Monte Carlo simulation results validate the an-
alytical performance of SIMO-MBM as it is demonstrated that the analytical results are closely
matched by the simulation results. At a BER of 10−5, 4-QAM SIMO-MBM with NR = 8 has
an SNR gain of 7.5 dB over 4-QAM SIMO-MBM with NR = 4.
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Figure 5.5: BER performance of SIMO and SIMO-MBM for ηSIMO−MBM , ηSIMO = 8 b/s/Hz.
In Figure 5.5, the BER performance for SIMO and SIMO-MBM with spectral efficiency of
ηSIMO−MBM , ηSIMO = 4 b/s/Hz are presented. Simulation results for SIMO systems with 4
and 8 receive antennas are shown. The SIMO-MBM system employs two MRF mirrors, and
significant SNR gains is demonstrated. At a BER of 10−5, 4-QAM SIMO-MBM has an SNR
gain of 12.1 dB over 16-QAM SIMO for a system with NR=4, and at a BER of 10
−5, 4-QAM
SIMO-MBM has an SNR gain of 12.8 dB over 16-QAM SIMO with NR=8.
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Figure 5.6: BER performance of SIMO and SIMO-MBM for ηSIMO−MBM , ηSIMO = 6 b/s/Hz.
In Figure 5.6, the BER performance for SIMO and SIMO-MBM with spectral efficiency of
ηSIMO−MBM , ηSIMO = 6 b/s/Hz are presented. Simulation results for SIMO systems with 4
and 8 receive antennas are shown. The SIMO-MBM system employs four MRF mirrors, and
significant SNR gain is demonstrated. At a BER of 10−5, 4-QAM SIMO-MBM has an approxi-
mate SNR gain of 21.1 dB over 64-QAM SIMO for a system with NR=4, and at a BER of 10
−5,
4-QAM SIMO-MBM has an approximate SNR gain of 23.2 dB over 64-QAM SIMO for a system
with NR=8.
5.6 Summary
The performance analysis for SIMO-MBM employing the lower bound approach to calculate the
average BER performance over i.i.d. Rayleigh frequency-flat fading channel was formulated. The
analytical result is relatively tight with the simulated BER of SIMO-MBM, therefore, validating
the analytical performance of SIMO. The simulation results for SIMO and SIMO-MBM were
presented, and significant gains in error performance were demonstrated.
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Chapter 6
Double Spatial Media-based
Modulation
6.1 Introduction
The perpetual increase in demand for multimedia services for the next-generation WCS requires
a substantial improvement in error performance and data rates. MIMO systems are consid-
ered one of the essential techniques for improving error performance and data rates. However,
MIMO systems face challenges, such as ICI, IAS, and relatively high-complexity receive algo-
rithms which therefore reduce the potential of these systems [12,17,18].
IM has recently been receiving much research attention as a promising candidate for next-
generation wireless networks due to its capability of employing indices in communication sys-
tems, which form part of the building blocks used to convey additional information bits [21,22].
SM is a novel MIMO based scheme that is a widespread realization of the IM technique that pro-
vides an energy efficient method by exploiting spatial multiplexing [23,44]. Unlike the traditional
MIMO, SM employs only a single active transmit antenna to transmit a signal using a single
RF chain. SM has relatively low-complexity receive algorithms, ICI, and IAS [25]. However,
there are growing concerns over the potential of these schemes to substantially increase their
data rate and improve error performance to support next-generation wireless communications.
Several significant SM-based schemes have been proposed in the literature, which includes QSM
and DSM [29, 30]. QSM is a scheme that improves the spectral efficiency of conventional SM
by increasing the number of active transmit antenna indices. Additional information bits are
employed to select two transmit antenna indices, therefore, increasing the spectral efficiency of
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conventional SM. QSM decomposes an APM signal modulation symbol into its constituent real
and imaginary parts, then transmits the components via the transmit antennas with the selected
indices. QSM employs a single RF chain, therefore, relatively low-complexity receive algorithms
are employed, and since the real and imaginary components of the APM signal are orthogonal,
QSM mitigates ICI [29]. DSM is a recently proposed SM-based scheme that aims to double
the spectral efficiency of conventional SM. DSM employs two independent SM channels that
simultaneously transmit two APM symbols in a transmission interval. The key idea of DSM
is that constellation rotation is applied to one of the APM signal constellation such that the
symbols in independent SM channels can be distinguished at the receiver. DSM demonstrates
a better error performance than QSM for systems with an identical spectral efficiency provided
that the modulation order of DSM is greater than two [30].
Recently, there has been a growing interest in MBM, which has been proposed as a novel
modulation scheme which intentionally varies the fading channel in a wireless system [32]. The
permittivity, permeability, and resistivity of the propagation environment are altered by the
information embedded in the system to produce distinct channel fade realizations [34]. MBM is
facilitated by RF mirrors placed near a transmit antenna, and by changing the ON/OFF status
of these RF mirrors, different channel fade realizations are created [33]. An MBM-TU contains
MRF RF mirror units, if each individual RF mirror has two possible channel realizations, then
the total number of different fading channel realizations is given by Nm = 2
MRF [33, 34].
In order to meet the high data rate requirements for next-generation wireless networks, the
MBM technique coupled with SBM techniques, have been investigated in order to improve er-
ror performance and/or spectral efficiency. Systems such as spatial media-based modulation,
SIMO-MBM, and QSMBM have been investigated in literature where significant gains in error
performance and/or spectral efficiency have been demonstrated [33–35, 37, 38]. Motivated by
the benefits MBM, in this chapter we propose a new MBM-based scheme based on DSM called
DSMBM. The investigation on DSM demonstrated that the schemes have an improved error
performance over QSM, and the expectation is that the proposed scheme yields a better error
performance than QSMBM, which has been presented in literature.
A majority of wireless communications systems employ FEC to improve information reliability
in noisy channels [40]. It has been demonstrated in literature that soft-output detection com-
bined with soft-input channel decoding results in a significant net coding gain when compared
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to HDMLDs [41–43, 47, 48]. In this chapter, we present the system model, detection scheme,
and analytical error performance of DSMBM. Furthermore, we propose a SOMLD for DSMBM,
and simulation results are presented to validate the performance for the SOMLD.
6.2 System model for Double Spatial Media based Modulation
Figure 6.1 illustrates the system model for DSMBM, where NT and NR represent the number of
transmit antennas and receive antennas, respectively, and each transmit antenna is an MBM-TU
with MRF RF mirrors, MRF ∈ 2N.
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Figure 6.1: System model for the DSMBM scheme
In each transmission interval, the source provides an input vector of length m = log2(N
2
TM
2) +
MRF bits, where M is the APM signal modulation order, into the DSMBM encoder. Note, we
refer to the dashed convolutional encoder in Figure 6.1 as the DSMBM encoder for uncoded
cases. The DSMBM encoder divides the information into six partitions. The first and second
partitions are mapped, such that m`1`2 = log2(N
2
T ) bits used to select two MBM-TU indices
`1 and `2, `1, `2 ∈ [1 : NT ], respectively. The third and fourth partitions are mapped, such
that mq1q2 = log2(M
2) bits are used to select two symbols xq1 and x
q
2, q ∈ [1 : M ] which are
drawn from a Gray-coded M -QAM or M -PSK signal constellation sets. The first data symbol
xq1 is transmitted via the active MBM-TU with index `1 whereas the second data symbol x
q
2 is
rotated through an optimized angle θ before transmission through the second active MBM-TU
with index `2. As stated earlier, the optimized rotation angle θ is 90
◦, 45◦ and 30◦ for BPSK,
4-QAM and 8-QAM, respectively [30, 31]. The transmit vector is represented by an NR × 1
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vector given as:
`th1 position `
th
2 position
↓ ↓
x =
[
0 · · · x1q x2qejθ · · · 0
]T
,
↑ ↑
1st position N thT position
(6.1)
where xq1 and x
q
2e
jθ, q ∈ [1 : M ], represents the transmit symbols drawn from M -QAM or M -
PSK signal constellation sets with E{|xq1|2} = E{|x
q
2e
jθ|2} = 1, and `1 and `2, `1, `2 ∈ [1 : NT ]
represent active MBM-TU indices for the transmission of xq1 and x
q
2e
jθ, respectively.
Note that in (6.1), it is possible to have the MBM-TU indices `1 = `2, this is the case where
a single MBM-TU is employed, and we use the index `, ` ∈ [1 : NT ], to represent the indices
`1 and `2, respectively. Due to the rotated constellation, the corresponding data symbols can
be distinguished at the receiver, and the transmitted signal at ` is the summation of the sym-
bols xq1 and x
q
2e
jθ, respectively. Given a total of MRF mirror units at each MBM-TU, if the
symbols xq1 and x
q
2e
jθ are mapped to a single MBM-TU, then the information bits of the fifth
and sixth partitions are combined to give MRF bits which are employed to select a single MAP
index i, which selects one of the Nm1 = 2
MRF MAPs available at the MBM-TU. If the symbols
xq1 and x
q
2e
jθ are mapped to different MBM-TUs, then the fifth and sixth partition each employ
mRF = (1/2)MRF bits to select two MAP indices i1 and i2, where each index selects one of
the available Nm2 = 2
mRF MAPs at each MBM-TU, respectively. The spectral efficiency of
DSMBM is given as:
ηDSMBM = log2(N
2
T ) + log2(M
2) +MRF b/s/Hz. (6.2)
The MBM-TUs are individually activated with either MRF or mRF RF mirrors based on whether
the system is employing a single MBM-TU or dual MBM-TUs for the transmission interval, re-
spectively. In the case of single MBM-TU activation, the fading channel gain matrix for each
MBM-TU of dimension NR × Nm1 is represented as H
m1
` = [h
m1,`
1 . . .h
m1,`
Nm1
], ` ∈ [1 : NT ],
where ` is the MBM-TU index and the ith column vector hm1,`i , i ∈ [1 : Nm1 ], of dimension
NR × 1 is given as hm1,`i = [h
m1,`
1,i . . . h
m1,`
NR,i
]T . To select a particular MAP with index i from
the MBM-TU MAPs, we denote a vector ei of dimension Nm1 × 1, where the ith entry corre-
sponds to the only non-zero unit entry in the vector. The product of Hm1` and ei selects a MAP
where the channel fade is given by hm1,`i . Similarly, in the case of dual MBM-TU activation,
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the fading channel gain matrix for each MBM-TU of dimension NR × Nm2 is represented as
Hm2`ϕ = [h
m2,`ϕ
1 . . .h
m2,`ϕ
Nm2
], `ϕ ∈ [1 : NT ], ϕ ∈ [1 : 2], where `ϕ is the MBM-TU index, ϕ is
an index for the first and second active MBM-TU, respectively, and the iϕ-th column vector
h
m1,`ϕ
iϕ
, iϕ ∈ [1 : Nm2 ], of dimension NR× 1 is given as h
m2,`ϕ
iϕ
= [h
m2,`ϕ
1,iϕ
. . . h
m2,`ϕ
NR,iϕ
]T . To select a
particular MAP with index iϕ from the MBM-TU MAPs, we denote a vector eiϕ of dimension
Nm2 × 1, where the ithϕ entry corresponds to the only non-zero unit entry in the vector. The
product of Hm2`ϕ and eiϕ selects a MAP where the fade is given by h
m2,`ϕ
iϕ
.
The example illustrated in Table 6.1 demonstrates the mapping procedure for a 4 × 4 Gray-
coded 4-QAM DSMBM system with θ = 45◦ and MRF = 4, yielding a spectral efficiency of
ηDSMBM = 12 b/s/Hz, only two random data streams are considered.
Table 6.1: Illustration of the mapping procedure for DSMBM
Source Bits Mapping Partition
log2M
2N2TNm1 1 2 3 4 5 6
0 1 1 0 1 0 1 1 1 1 0 1 log2M = 2 log2M = 2 log2NT = 2 log2NT = 2 mRF = 2 mRF = 2
θ = 45◦ 0 1 1 0 1 0 1 1 1 1 0 1
M = 4, NT = 4 x
q
1 x
q
2e
jθ `1 = 3 `2 = 4 i1 = 4 i2 = 2
mRF = 1/2MRF = 2 −1− j (1 + j) ejθ Hm2`1 H
m2
`2
Hm23 × ei1 H
m2
4 × ei2
Hm23 H
m2
4 h
m2,3
4 h
m2,4
2
0 0 1 1 1 0 1 0 1 0 0 1 log2M = 2 log2M = 2 log2NT = 2 log2NT = 2 MRF = 4
θ = 45◦ 0 0 1 1 1 0 1 0 1 0 0 1
M = 4, NT = 4 x
q
1 x
q
2 e
jθ ` = 3 ` = 3 i = 10
MRF = 4 −1 + j (1− j) ejθ Hm1` H
m1
` H
m1
3 × ei
Hm13 H
m1
3 h
m1,3
10
Consider the input bit stream given by {011010111101} transmitted at some arbitrary instant in
Table 6.1. In the first partition, log2M = {01} bits are used to select the modulation symbol x
q
1,
similarly in the second partition, log2M = {10} bits are used to select the modulation symbol
xq2e
jθ. In the third partition, log2NT = {10} bits are used to the MBM-TU index `1, and in
the fourth partition, log2NT = {11} bits are used to select the MBM-TU index `2. Since the
indices `1 6= `2, dual MBM-TUs are selected for the transmission, and active MBM-TUs employ
mRF mirror units with a channel gain matrix given by H
m2 for the MBM-TUs with indices
`1 = 3 and `2 = 4, respectively. In the fifth partition, mRF = {11} bits are used to select the
MAP index i1 = 4, similarly in the sixth partition, mRF = {01} bits are used select the MAP
index i2 = 2, respectively.
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The received signal for DSMBM is represented for the two cases. In single MBM-TU trans-
mission, a signal is transmitted over a Rayleigh frequency-flat fading channel Hm1` , ` ∈ [1 : NT ]
in the presence of AWGN represented by the NR × 1 vector n1, and in dual MBM-TU trans-
mission, a signal is transmitted over a Rayleigh frequency-flat fading channel Hm2`ϕ , ` ∈ [1 :
NT ], ϕ ∈ [1 : 2] in the presence of AWGN represented by the NR × 1 vector n2. All elements
of Hm1` , H
m2
`ϕ
, n1 and n2 are assumed to be i.i.d. with Gaussian distribution of zero mean and
unit variance ∼ CN(0, 1). Therefore, the received signal given by two NR×1 vectors y1 and y2
for the single and dual MBM-TU transmission, respectively, as:
y1 =
√
ρ
2
Hm1` ei
(
xq1 + x
q
2e
jθ
)
+ n1, (6.3)
y2 =
√
ρ
2
(
Hm2`1 ei1x
q
1 + H
m2
`2
ei2x
q
2e
jθ
)
+ n2, (6.4)
where ρ2 is the average SNR per symbol at each receive antenna, q ∈ [1 : M ], and the vectors
ei and eiϕ , i ∈ [1 : Nm1 ], iϕ ∈ [1 : Nm2 ] are vectors of dimension Nm1 × 1 and Nm2 × 1 where the
ith and ithϕ entry of the vectors are the only non-zero elements of unit entry, respectively.
6.3 DSMBM Detection
In the detection of DSMBM, we assume that perfect CSI is known at the receiver in all instances.
Based on the received signal expressions given in (6.3) and (6.4), a two-stage ML detector is
formulated which considers all the possible realizations of the M -QAM/M -PSK constellation
symbols xq1 and x
q
2e
jθ, the MBM-TU index ` and MAP index i for the case of a single MBM-TU
activation, and the MBM-TU indices `1 and `2 and the MAP indices i1, and i2 for the case of
dual MBM-TU activation, respectively. The ML calculation with the minimum argument is
selected as the final estimated signal of the transmitted information for the two cases. Given
the received signal y2 and y2, the ML detectors are given as:
[x̂q1, x̂
q
2,
ˆ̀, î] = argmin
` ∈ [1 : NT ]
q ∈ [1 : M ]
i ∈ [1 : Nm1 ]
(
‖y1 −
√
ρ
2
Hm1` ei(x
q
1 + x
q
2e
jθ)‖2F
)
, (6.5)
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[x̂q1, x̂
q
2,
ˆ̀
1, ˆ̀2, î1, î2] = argmin
`1, `2 ∈ [1 : NT ]
q ∈ [1 : M ]
i1, i2 ∈ [1 : Nm2 ]
(
‖y2 −
√
ρ
2
(Hm2`1 ei1x
q
1 + H
m2
`2
ei2x
q
2e
jθ)‖2F
)
. (6.6)
The ML detector employed by DSMBM is shown in (6.5) and (6.6). Since the receiver has no
knowledge of whether a single or dual MBM-TUs were employed, a decision metric is formulated
to estimate the final received signal from the result given by the two ML detectors. The metric
is given by:
τ = ‖y1 −
√
ρ
2
Hm2ˆ̀ eî(x̂
q
1 + x̂
q
2e
jθ)‖2F − ‖y2 −
√
ρ
2
(Hm2ˆ̀
1
eî1 x̂
q
1 + H
m2
ˆ̀
2
eî2 x̂
q
2e
jθ)‖2F , (6.7)
τ < 0 : [x̂q1, x̂
q
2,
ˆ̀, î],
τ > 0 : [x̂q1, x̂
q
2,
ˆ̀
1, ˆ̀2, î1, î2].
Note, the metric in (6.7) is used to select the final estimated receive signal for the transmission
in (6.3) and (6.4). If the metric τ < 0, then the detector selects the estimated signal for single
MBM-TU transmission, and if τ > 0, then the detector selects the estimated signal for dual
MBM-TU transmission [35].
6.4 Performance Analysis of DSMBM
In this section, the theoretical ABEP of DSMBM over i.i.d. Rayleigh frequency-flat fading
channel employing ML detection is formulated. Considering the received signal vector in (6.3)
and (6.4), the transmitted codeword in DSMBM can be represented as Xµ, µ ∈ [1 : 2] which
is erroneously detected at the receiver as X̂µ̂, µ̂ ∈ [1 : 2], where µ and µ̂ are indices which
represent the codeword for a case when single transmit antenna is employed, or dual antennas
are employed during transmission, respectively. The ABEP of DSMBM may be defined as:
ABEP ≤ 1
2MRFM2N2T
∑
Xµ
∑
X̂µ̂
N
(
Xµ, X̂ µ̂
)
P
(
Xµ → X̂µ̂
)
ηDSMBM
, (6.8)
where P
(
Xµ → X̂µ̂) is the PEP that the transmitted DSMBM codeword Xµ detected as X̂µ̂ at
the receiver, with X1 =
[
ei(x
q
1+x
q
2e
jθ) 0
]T
when `1 = `2 and X̂1̂ =
[
eî(x
q̂
1+x
q̂
2e
jθ) 0
]T
when ˆ̀1 =
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ˆ̀
2, X2 =
[
ei1x
q
1 ei2x
q
2e
jθ
]T
when `1 6= `2 and X̂2̂ =
[
eî1x
q̂
1 eî2x
q̂
2e
jθ
]T
when ˆ̀1 6= ˆ̀2, where
q ∈ [1 : M ], i ∈ [1 : Nm1 ], i1, i2 ∈ [1 : Nm2 ] and `, `1, `2 ∈ [1 : NT ]. N
(
Xµ, X̂ µ̂) is the number
of bit errors associated with the corresponding PEP event P
(
Xµ → X̂µ̂).
If we let ζ̂1 =
√
ρ
2H
m1
ˆ̀ eî
(
xq̂1 + x
q̂
2e
jθ
)
and ζ̂2 =
√
ρ
2
(
Hm2ˆ̀
1
eî1x
q̂
1 + H
m2
ˆ̀
2
eî2x
q̂
2e
jθ
)
and consider
Hm1 ,Hm2 ∈ Hm, the conditional PEP P (Xµ → X̂µ̂|Hm) may be formulated as:
P
(
Xµ → X̂µ̂
∣∣Hm) = P(∥∥yµ − ζµ∥∥2F ≥ ∥∥yµ̂ − ζ̂µ̂∥∥2F), (6.9)
where µ =

1, `1 = `2
2, `1 6= `2
and µ̂ =

1, ˆ̀1 = ˆ̀2
2, ˆ̀1 6= ˆ̀2
.
The conditional PEP may be simplified using the method shown by Xu et al. [51] which gives:
P
(
Xµ → X̂µ̂
∣∣Hm) = Q(√k), (6.10)
where k is a central chi-squared RV with 2NR degrees of freedom and is defined as:
k =
ρ
8
‖Hm‖2F · ‖ξ‖2F =
2NR∑
n=1
α2, (6.11)
where α ∼ N(0, σ2α) and the variance σ2α =
ρ
8 · ‖ξ‖
2
F with ξ =

X1 − X̂1 if `1 = `2, ˆ̀1 = ˆ̀2
X2 − X̂1 if `1 6= `2, ˆ̀1 = ˆ̀2
X1 − X̂2 if `1 = `2, ˆ̀1 6= ˆ̀2
X2 − X̂2 if `1 6= `2, ˆ̀1 6= ˆ̀2
.
The PDF of k is defined as:
fk
(
υ
)
=
υNR−1e
−υ
2σ2α(
2σ2α
)NR(NR − 1)! , υ ≥ 0. (6.12)
Averaging the conditional PEP over the i.i.d. RVs we arrive at:
P
(
Xµ → X̂µ̂
)
=
∫ ∞
0
P
(
Xµ → X̂µ̂|Hm
)
· fk
(
υ
)
∂υ. (6.13)
Employing the trapezoidal rule approximation of the Q-functionQ(x) = 1π
∫ π
2
0 exp(−x2/ sin2 θ)∂θ
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which is given as:
Q
(√
k
)
≈ 1
2c
[
1
2
exp
(
−k
2
)
+
c−1∑
k=1
exp
(
−k
2 sin2
(
kπ
2c
))], (6.14)
where c is the number of iterations of convergence, c > 10. Using the MGF, we arrive at the
unconditional PEP given as [49]:
P
(
Xµ → X̂µ̂
)
=
1
2c
[
1
2
M
(
1
2
)
+
c−1∑
k=1
M
(
1
2 sin2
(
kπ
2c
))], (6.15)
where M(·) is the MGF defined as:
M(s) =
∫ ∞
0
esυ
υNR−1e
−υ
2σ2α(
2σ2α
)NR(NR − 1)!∂υ =
(
1
1 + 2σ2αs
)NR
. (6.16)
6.5 DSMBM Soft-Output Detector
The system model in Figure 6.1 is extended to include channel coding and decoding, and we
refer to the dashed line blocks in Figure 6.1 for the coded model understudy in this section. For
the proposed soft-output detector, we assume the following [42]:
1. Data symbols and antenna indices are uncorrelated.
2. Data symbols are independent and generated with equal probability.
3. Antenna bits are independent and generated with equal probability.
4. RF mirror bits are independent and generated with equal probability.
5. Full CSI is available at the receiver.
6.5.1 DSMBM SOMLD
The SOMLD for DSMBM is calculated as an LLR expression based on the ML detectors for
the two transmission cases given in (6.3) and (6.4), respectively. The SOMLD based on (6.3)
calculates the LLR expression for the first symbol xqa1 , the second symbol x
q
b1
the MBM-TU index
`c, and the MAP index ic. The LLR expression of the first antenna index x
q
a1 is formulated as :
LLR(xqa1) = log
P
(
xqa1 = 1|y1
)
P
(
xqa1 = 0|y1
) . (6.17)
75
The LLR expression in (6.8) can be written as:
LLR(xqa1) =
log
∑
x̂qa1 ∈ Ω1a1
x̂qb1 ∈ Ωb1
∑
ˆ̀
c ∈ Lc
∑
îc ∈ Sc
P
(
y1|x
q
a1 = x̂
q
a1 , x
q
b1
= x̂qb1 , `c =
ˆ̀
c, ic = îc,
)
P
(
xqa1 = x̂
q
a1
)
∑
x̂qa1 ∈ Ω0a1
x̂qb1 ∈ Ωb1
∑
ˆ̀
c ∈ Lc
∑
îc ∈ Sc
P
(
y1|x
q
a1 = x̂
q
a1 , x
q
b1
= x̂qb1 , `c =
ˆ̀
c, ic = îc
)
P
(
xqa1 = x̂
q
a1
) ,
(6.18)
where Ω1a1 and Ω
0
a1 are vectors which contain the indices of the first symbol x̂
q
a1 with binary
’1’ and ’0’ that corresponds to a particular significant bit of the binary data of the symbol
in question, respectively, Ωb is a set representing all possible x̂
q
b1
symbols, Lc is the set of all
possible for the antenna indices ˆ̀c, and Sc is a set that represents all possible MAP indices îc.
Applying Bayes’ theorem on the demodulator output given in (6.9), the LLR for the first symbol
xqa1 is calculated as:
LLR(xqa1) = log
∑
x̂qa1 ∈ Ω1a
∑
x̂qb1 ∈ Ωb
∑
ˆ̀
c ∈ Lc
∑
îc ∈ Sc
exp(C)∑
x̂qa1 ∈ Ω0a1
∑
x̂qb1 ∈ Ωb
∑
ˆ̀
c ∈ Lc
∑
îc ∈ Sc
exp(D)
, (6.19)
where C = D =
−‖y1−
√
ρ
2
H
m1
ˆ̀c
eîc
(
x̂qa1+x̂
q
b1
ejθ
)
‖2F
2σ2
and σ2 the variance of the AWGN channel in
(6.3). Based on the procedure in (6.9) and (6.10), the LLR for the second symbol xqb1 is calculated
as:
LLR(xqb1) = log
∑
x̂qb1 ∈ Ω
1
b
∑
x̂qa1 ∈ Ωa
∑
ˆ̀
c ∈ Lc
∑
îc ∈ Sc
exp(C)∑
x̂qb1 ∈ Ω
0
b
∑
x̂qa1 ∈ Ωa
∑
ˆ̀
c ∈ Lc
∑
îc ∈ Sc
exp(D)
, (6.20)
where Ω1b and Ω
0
b are vectors which contain the indices of the second symbol x̂
q
b1
with binary
’1’ and ’0’ that corresponds to a particular significant bit of the binary data of the symbol,
respectively, and Ωa is a set representing all possible x̂
q
a1 symbols. The LLR for the transmit
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antenna index `c is calculated using the procedure shown in (6.9) and (6.10), and it is given as:
LLR(`c) = log
∑
ˆ̀
c ∈ `1c
∑
x̂qa1 ∈ Ωa
∑
x̂qb1 ∈ Ωb
∑
îc ∈ Sc
exp(C)∑
ˆ̀
c ∈ `0c
∑
x̂qa1 ∈ Ωa
∑
x̂qb1 ∈ Ωb
∑
îc ∈ Sc
exp(D)
, (6.21)
where `1c and `
0
c are vectors which contain the indices of the transmit antenna index with binary
’1’ and ’0’ that corresponds to a particular significant bit of the binary data of the antenna
index, respectively. Lastly, the LLR for the MAP index ic is calculated using the procedure
shown in (6.9) and (6.10), and it is given as:
LLR(ic) = log
∑
îc ∈ S1c
∑
x̂qa1 ∈ Ωa
∑
x̂qb1 ∈ Ωb
∑
ˆ̀
c ∈ Lc
exp(C)∑
îc ∈ S0c
∑
x̂qa1 ∈ Ωa
∑
x̂qb1 ∈ Ωb
∑
ˆ̀
c ∈ Lc
exp(D)
, (6.22)
where S1c and S
0
c are vectors which contain the indices of the MAP index ic with binary ’1’
and ’0’ that corresponds to a particular significant bit of the binary data for the MAP index,
respectively.
The SOMLD based on (6.4) calculates the LLR expression for the first symbol xqa2 , second
symbol xqb2 , MBM-TU index `a2 , MBM-TU index `b2 , MAP index ia2 and lastly the MAP index
ib2 . The LLR expressions are formulated using the procedure in (6.9) and (6.10) and applying
Bayes’ theorem to the output, the LLR expression for the first symbol xa2 is given as:
LLR(xqa2) = log
∑
x̂qa2 ∈ Ω1a
∑
x̂qb2 ∈ Ωb
∑
ˆ̀
a2 ∈ La
∑
ˆ̀
b2 ∈ Lb
∑
îa2 ∈ Sa
∑
îb2 ∈ Sb
exp(E)∑
x̂qa2 ∈ Ω0a
∑
x̂qb2 ∈ Ωb
∑
ˆ̀
a2 ∈ La
∑
ˆ̀
b2 ∈ Lb
∑
îa2 ∈ Sa
∑
îb2 ∈ Sb
exp(F )
,
(6.23)
where Ω1a and Ω
0
a are vectors which contain indices of the symbol x
q
a2 with binary ’1’ and ’0’
which corresponds to a particular significant bit of the binary data of the symbol, respectively,
Ωb is the set of all possible x̂
q
b2
symbols, La and Lb are sets of all possible for the antenna
indices ˆ̀a2 and
ˆ̀
b2 , respectively, Sa and Sb are sets of all possible MAP indices for îa2 and
îb2 , respectively, E = F =
−‖y2−
√
ρ
2
(
H
m2
ˆ̀a2
eîa2
x̂qa2+H
m2
ˆ̀
b2
eîb2
x̂qb2
ejθ
)
‖2F
2σ2
, where σ2 the variance of the
AWGN in channel (6.4). Employing the same procedure as in (6.14), the LLR expression for
the second symbol xqb2 is given by:
77
LLR(xqb2) = log
∑
x̂qb2 ∈ Ω
b
1
∑
x̂qa2 ∈ Ωa
∑
ˆ̀
a2 ∈ La
∑
ˆ̀
b2 ∈ Lb
∑
îa2 ∈ Sa
∑
îb2 ∈ Sb
exp(E)∑
x̂qb2 ∈ Ω
0
b
∑
x̂qa2 ∈ Ωa
∑
ˆ̀
a2 ∈ La
∑
ˆ̀
b2 ∈ Lb
∑
îa2 ∈ Sa
∑
îb2 ∈ Sb
exp(F )
,
(6.24)
where Ω1b and Ω
0
b are vectors which contain the indices of the second symbol with binary ’1’
and ’0’ that corresponds to a particular significant bit for the symbol binary data, and Ωa is
the set of all possible x̂qa2 symbols. Employing the procedure in (6.14), the LLR expression for
the MBM-TU index `a2 is calculated as:
LLR(`a2) = log
∑
ˆ̀
a2 ∈ `1a
∑
ˆ̀
b2 ∈ Lb
∑
x̂qa2 ∈ Ωa
∑
x̂qb2 ∈ Ωb
∑
îa2 ∈ Sa
∑
îb2 ∈ Sb
exp(E)∑
ˆ̀
a2 ∈ `0a
∑
ˆ̀
b2 ∈ Lb
∑
x̂qa2 ∈ Ωa
∑
x̂qb2 ∈ Ωb
∑
îa2 ∈ Sa
∑
îb2 ∈ Sb
exp(F )
,
(6.25)
where `1a and `
0
a are vectors which contain the antenna indices for `a2 with binary ’1’ and ’0’
that corresponds to a particular significant bit for the index binary data, respectively, Lb is
the set of all possible for the second antenna index positions ˆ̀b2 , Ωa and Ωb represents a set
of all possible x̂a2 and x̂b2 , respectively, Sa and Sb represents a set of all possible îa2 and îb2 ,
respectively. Similarly, the LLR for the antenna index `b2 is calculated as:
LLR(`b2) = log
∑
ˆ̀
b2 ∈ `1b
∑
ˆ̀
a2 ∈ La
∑
x̂qa2 ∈ Ωa
∑
x̂qb2 ∈ Ωb
∑
îa2 ∈ Sa
∑
îb2 ∈ Sb
exp(E)∑
ˆ̀
b2 ∈ `0b
∑
ˆ̀
a2 ∈ La
∑
x̂qa2 ∈ Ωa
∑
x̂qb2 ∈ Ωb
∑
îa2 ∈ Sa
∑
îb2 ∈ Sb
exp(F )
,
(6.26)
where `1b and `
0
b are vectors which contain the antenna indices for `b2 with binary ’1’ and ’0’,
that corresponds to a particular significant bit for the index binary data, respectively, La is the
set of all possible indices for the antenna indices ˆ̀a2 . The LLR expression for the MAP indices
is calculated using the same procedure as (6.12) and applying Bayes’ theorem to output. The
MAP index LLR expression is given as:
LLR(ia2) = log
∑
îa2 ∈ S1a
∑
îb2 ∈ Sb
∑
ˆ̀
a2 ∈ La
∑
ˆ̀
b2 ∈ Lb
∑
x̂qa2 ∈ Ωa
∑
x̂qb2 ∈ Ωb
exp(E)∑
îa2 ∈ S0a
∑
îb2 ∈ Sb
∑
ˆ̀
a2 ∈ La
∑
ˆ̀
b2 ∈ Lb
∑
x̂qa2 ∈ Ωa
∑
x̂qb2 ∈ Ωb
exp(F )
,
(6.27)
where Sa1 and S
a
0 are vectors that contain the MAP indices ia2 with binary ’1’ and ’0’, which
corresponds to a particular significant bit for the MAP index binary data, respectively. Lastly,
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the LLR for the MAP index ib2 is calculated as :
LLR(ib2) = log
∑
îb2 ∈ S1b
∑
îa2 ∈ Sa
∑
ˆ̀
a2 ∈ La
∑
ˆ̀
b2 ∈ Lb
∑
x̂qa2 ∈ Ωa
∑
x̂qb2 ∈ Ωb
exp(E)∑
îb2 ∈ S0b
∑
îa2 ∈ Sa
∑
ˆ̀
a2 ∈ La
∑
ˆ̀
b2 ∈ Lb
∑
x̂qa2 ∈ Ωa
∑
x̂qb2 ∈ Ωb
exp(F )
,
(6.28)
where Sb1 and S
b
0 are vectors that contain the MAP indices ib2 with binary ’1’ and ’0’, which
correspond to a particular significant bit for the MAP index binary data, respectively.
The output of the LLR expressions for DSMBM is first used to determine the HDMLD output
of the two transmission cases. An HDMLD output for a SOMLD is given when the LLR ex-
pression assigns binary ”1” if the LLR output is greater than zero; otherwise, it assigns binary
”0”. Only a single HDMLD output for DSMBM is desired for each transmission; therefore, a
decision metric is formulated to select a final HDMLD output from the two cases. Similar to
the metric in (6.5), the decision matric for the HDMLD is given as:
λ = ‖y1 −
√
ρ
2
Hm2¯̀
c
eīc(x̄
q
a1 + x̄
q
b1
ejθ)‖2F − ‖y2 −
√
ρ
2
(Hm2¯̀
a1
eīa2 x̄
q
b2
+ Hm2¯̀
b2
eib2
x̄qb2e
jθ)‖2F , (6.29)
λ < 0 :
[
x̄qa1 , x̄
q
b1
, ¯̀c, īc
]
,
λ > 0 :
[
x̄qa2 , x̄
q
b2
, ¯̀a2 ,
¯̀
b2 , īa2 , īb2
]
,
where λ is the output of the decision metric, x̄qa1 , x̄
q
b1
, ¯̀c and īc are the first symbol, second
symbol, MBM-TU index, and MAP index estimated by the HDMLD for a single transmission
case, respectively. In the dual transmission case, x̄qa2 , x̄
q
b2
, ¯̀qa2 , ¯̀
q
b2
, īqa2 and ī
q
b2
are the first
symbol, second symbol, first MBM-TU index, second MBM-TU index, first MAP index, and
second MAP index estimated by the HDMLD, respectively. If the metric above λ < 0, then the
HDMLD output for the single MBM-TU transmission is considered the final output, whereas
if λ > 0, then the final HDMLD output considered is for the dual MBM-TU transmission [35].
The SOMLD for DSMBM selects the output of the LLR expression that corresponds result of
the decision metric in (6.20). Improvement in error performance is shown when the output of
the SOMLD is fed into a soft-input Viterbi channel decoder [41,48,50].
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6.6 Numerical Analysis of the Analytical and Simulated BER
performance of DSMBM
In this section, the ABEP for DSMBM that is formulated using the union bound approach in
Section 6.5 is presented. Monte Carlo simulation results executed in a Matlab environment
are presented and serve to validate the analytical result. In all simulations, we consider i.i.d.
Rayleigh frequency-flat fading channels in the presence of AWGN. As stated earlier, complete
CSI is known at the receiver at all instances.
In Section 6.2, uncoded data is transmitted, and Gray-coded M -ary constellation sets are em-
ployed. Monte Carlo simulations are presented for spectral efficiencies of 6, 8, 10, and 12 b/s/Hz,
and results are presented in terms of average BER vs. SNR. The notation used to denoteNR×NT
DSMBM configuration is (NT , NR,M,mRF ,MRF , ηDSMBM ).
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Figure 6.2: Theoretical and simulated BER performance DSMBM for ηDSMBM= 6, 8 b/s/Hz.
In Figure 6.2, analytical and Monte Carlo simulation results for 2 × 4 DSMBM BPSK and
4-QAM signal constellations with MRF = 2 and spectral efficiency of ηDSMBM = 6 and 8
b/s/Hz are presented. The Monte Carlo simulation results validate the analytical performance
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of DSMBM as the error performance of the simulation is relatively tight with the analytical
performance at high SNR regions. This is the expected result since the upper bound approach
is used to derive the theoretical performance.
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Figure 6.3: Theoretical and simulated BER performance DSMBM for ηDSMBM= 8, 10 b/s/Hz.
In Figure 6.3, analytical and Monte Carlo simulation results for 4 × 4 DSMBM BPSK and
4-QAM signal constellations with MRF = 4 and spectral efficiency of ηDSMBM = 8 and 10
b/s/Hz are presented. The Monte Carlo simulation results validate the analytical performance
of DSMBM as the error performance of the simulation is relatively tight with the analytical
performance at high SNR regions.
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Figure 6.4: Theoretical and simulated BER performance DSMBM for ηDSMBM= 8, 10, 12
b/s/Hz.
In Figure 6.4, the ABEP of the DSMBM system is analyzed for BPSK and 4-QAM signal
constellations with MRF = 4. The BER performance for a 2×4 and 4×4 MIMO configurations
with spectral efficiencies of ηDSMBM = 8, 10, and 12 b/s/Hz are presented. The Monte Carlo
simulation results validate the analytical performance of DSM as the error performance of the
simulation closely matches the analytical result at high SNR values. It is observed that at the
same spectral efficiency and RF mirror configuration, 4×4 DSMBM systems have a better error
performance as compared to the 2× 4 DSMBM counterpart.
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Figure 6.5: BER performance of DSMBM as compared to schemes with η= 6, 8 b/s/Hz.
In Figure 6.5, the BER performance of DSMBM is compared to other modulation schemes
that have a 2 × 4 and 4 × 4 MIMO configuration. The BER performance for DSM, QSM,
GSM, and QSMBM are presented for systems with identical spectral efficiency. The notation
employed for QSM, DSM, GSM, and QSMBM is (NT , NR,M, ηQSM ), (NT , NR,M, ηDSM ),
(NT , NR,M, ηGSM ) and (NT , NR,M,mRF ,MRF , ηQSMBM ), respectively. It can be noted that
DSMBM shows an improved BER performance as compared to the DSM, QSM, and GSM
schemes.
For 2 × 4 systems with a spectral efficiency η = 6 b/s/Hz, at a BER of 10−5, DSMBM with
MRF = 2 has an SNR gain of 4.5 dB over DSM and an SNR gain of 4.7 dB over QSM. For 4× 4
systems with a spectral efficiency η = 8 b/s/Hz, at a BER of 10−5, DSMBM with MRF = 2 has
an SNR gain of 2.6 dB over DSM, an SNR gain of 5.3 dB over QSM, and an SNR gain of 7.1 dB
over GSM. Note that, the error performance of 4× 4 DSMBM with a BSPK signal constellation
and the error performance of 4 × 4 QSMBM with a 4-QAM signal constellation are identical.
In DSMBM, the BSPK signal constellation for the second symbol x2qe
jθ is rotated through an
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optimum angle of 90◦, which fundamentally gives the symbol as (±j), whereas the first sym-
bol xq1 = (±1). Adding these two symbols essentially gives a 4-QAM constellation symbol as
(±1 ± j); therefore, the error performance of DSMBM and QSMBM is matched due to identi-
cal constellations. [30] As the APM modulation order increases, DSMBM error performance is
better than QSMBM error performance.
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Figure 6.6: BER performance of DSMBM and QSMBM at ηDSMBM = ηQSMBM= 10, 12
b/s/Hz.
In Figure 6.6, the BER performance of 2 × 4 and 4 × 4 DSMBM and QSMBM systems are
compared for a spectral efficiencies ηDSMBM = ηQSMBM = 10 and 12 b/s/Hz, respectively. At
a BER of 10−5, DSMBM with ηDSMBM = 10 b/s/Hz has an SNR gain of 1.4 dB over QSMBM
with ηQSMBM = 10 b/s/Hz, and DSMBM with ηDSMBM = 12 b/s/Hz has an SNR gain of
2.7 dB over QSMBM with ηQSMBM = 12 b/s/Hz. DSMBM exhibits an SNR gain because as
modulation order increases, the minimum Euclidean distance between signal constellation points
decreases. Since QSMBM is always at a higher modulation order than DSMBM at the same
spectral efficiency, DSMBM has an error performance that is inherently better than QSMBM.
The advantage of employing RF mirrors to DSM systems is demonstrated by the improvement
in the error performance as compared to QSMBM.
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6.6.1 BER performance of DSMBM SOMLD
In Section 6.4, for all coded cases, a 12 -rate convolutional encoder was employed to encode
the information bits under the constraint length 9 with code generator matrices g1 = (561)octal;
g2(753)octal [41,42,50]. At the detector, the proposed SOMLD is employed, and the output is fed
into a soft-input Viterbi channel decoder in order to estimate the transmitted information [40].
Figure 6.2 shows the BER performance of BPSK DSM, using the optimal detector in Section
6.3. All configurations are compared to the analytical performance presented in Section 6.5.
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Figure 6.7: BER performance of DSMBM for SOMLD and HDMLD with MRF =
4 and ηDSMBM = 10 b/s/Hz
Figure 6.7 shows the simulation results for coded and uncoded channels for the proposed SOMLD
and the HDMLD for 2×4 DSMBM with MRF = 4 at spectral efficiency of ηDSMBM= 10 b/s/Hz.
The detector given in (6.5) is regarded as the HDMLD for DSMBM. The uncoded simulation
shows that the SOMLD matches the HDMLD error performance. This is the expected result
since SOMLDs only have an effect in coded channels with a soft input decoder at the receiver
can give coding gain [50]. For coded channels, the proposed SOMLD for DSMBM demonstrates
coding gain over the uncoded SOMLD. At a BER of 10−5, coded SOMLD has an SNR gain
of 4.6 dB over uncoded SOMLD, and coded HDMLD has an SNR gain of 3.0 dB as compared
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to uncoded HDMLD. Hence, the advantage of soft-output demodulation followed by soft-input
decoding is demonstrated.
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Figure 6.8: BER performance of DSMBM for SOMLD and HDMLD with MRF = 2
and ηDSMBM = 10 b/s/Hz
Figure 6.8 shows the simulation results for coded and uncoded channels for the proposed SOMLD
and the HDMLD for 4×4 DSMBM with MRF = 2 at spectral efficiency of ηDSMBM= 10 b/s/Hz.
The detector given in (6.5) is regarded as the HDMLD for DSMBM. The uncoded simulation
shows that the SOMLD matches the HDMLD error performance. This is the expected result
since SOMLDs only have an effect in coded channels with a soft input decoder at the receiver
can give coding gain [50]. For coded channels, the proposed SOMLD for DSMBM demonstrates
coding gain over the uncoded SOMLD. At a BER of 10−5, coded SOMLD has an SNR gain
of 4.6 dB over uncoded SOMLD, and coded HDMLD has an SNR gain of 3.0 dB as compared
to uncoded HDMLD. Hence, the advantage of soft-output demodulation followed by soft-input
decoding is demonstrated.
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6.7 Summary
The performance analysis for DSMBM employing the union bound approach to calculate the
average BER performance of over i.i.d. Rayleigh frequency-flat fading with zero mean and unit
variance was formulated. Furthermore, a SOMLD based on the ML principle employing an LLR
is proposed. Monte Carlo simulations are used to validate the analytical result of DSMBM in
Section 6.6. The proposed SOMLD is validated by the results shown by the simulation of the
uncoded HDMLD and SOMLD channels. In coded channels, both the HDMLD and SOMLD
showed significant SNR gains.
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Chapter 7
Conclusion
7.1 Research Contribution
In this dissertation, several-next generation modulation schemes were investigated. DSMBM
and the SOMLDs for DSMBM and DSM are the contributions outputs of this dissertation.
In Chapter 2, an investigation of the fundamental SM scheme was performed. The ABEP for
SM was presented, and the results demonstrated that Monte Carlo simulations were relatively
tight and consistent with the analytical error performance, verifying the scheme. In Chapter
3, QSM was presented, and the investigation on the ABEP displayed Monte Carlo simulations
that were tightly bound to the analytical error performance at high SNR regions, verifying the
scheme. The BER performance for QSM and SM was presented to investigate the improvement
in error performance of QSM. Table 7.1 summarizes the SNR gains demonstrated by QSM over
SM.
Table 7.1: SNR (dB) gain of QSM as compared to SM at a BER of 10−5
Configuration
SNR gain of QSM at a BER of 10−5
4 b/s/Hz 6 b/s/Hz 8 b/s/Hz
NT = 2, NR = 4 1.9 − −
NT = 4, NR = 4 − 2.9 2.3
NT = 8, NR = 4 − − 2.2
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In Chapter 4, DSM was presented. The initial investigation displayed the optimal rotation angle
for signal constellations that minimize BER. Table 7.2 summarizes the optimal rotation angles
and conditions in which angles where obtained.
Table 7.2: Optimal rotation angles for the DSM scheme
Modulation Configuration SNR Angle
(dB) θ◦
BPSK NR = 4, NT = 4 16 90
4-QAM NR = 4, NT = 4 16 45, 135
8-QAM NR = 4, NT = 4 20 60, 120
The ABEP of DSM was presented, and Monte Carlo simulations matched the analytical error
performance at high SNR values to validate DSM. The BER performance for DSM and QSM was
presented to verify the improvement in error performance of the scheme. Table 7.3 summarises
the SNR gains demonstrated by DSM over QSM.
Table 7.3: SNR (dB) gain of DSM as compared to QSM at a BER of 10−5
Configuration
SNR gain of DSM at a BER of 10−5
6 b/s/Hz 8 b/s/Hz 10 b/s/Hz
NT = 4, NR = 4 0 2.9 2.3
The concept of soft-output detection was introduced to DSM, and consequently, an SOMLD
was proposed. In uncoded channels, the error performance of the SOMLD was relatively tight
and consistent with the HDMLD error performance at all SNR values, validating the SOMLD.
In coded channels, the SOMLD coupled with a soft-input decoder at the receiver, demonstrated
significant SNR gains when compared to the error performance of the uncoded HDMLD. Table
7.4 summarizes the SNR gains demonstrated by the SOMLD and HDMLD of DSM at a BER
of 10−5.
In Chapter 5, MBM was presented with the intention to demonstrate its application on SIMO.
The ABEP of SIMO-MBM was presented, and investigations showed that Monte Carlo simula-
tions were relatively tight and consistent with the ABEP of SIMO-MBM. The BER performance
of SIMO-MBM and SIMO was presented, and significant gains in SNR were displayed. Table
7.5 summarizes the SNR gains demonstrated by SIMO-MBM over SIMO.
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Table 7.4: SNR (dB) gain of DSM SOMLD and HDMLD detectors at a BER of 10−5
ηDSM Detection Configuration
SNR at a BER of 10−5
Uncoded Coded Gain
6
SOMLD
NT = 2, NR = 4
22.1 12.6 9.5
HDMLD 22.1 15.3 6.8
8
SOMLD
NT = 4, NR = 4
21.6 11.9 9.7
HDMLD 21.6 16.8 4.8
Table 7.5: SNR (dB) gain of SIMO-MBM as compared to SIMO at a BER of 10−5
ηSIMO
ηSIMO−MBM
SIMO
Configuration
SIMO-MBM
Configuration
SNR at a BER of 10−5
SIMO SIMO-MBM Gain
4 b/s/Hz
M = 16
NR = 4
M = 4
NR = 4
MRF = 2
29.7 18.2 11.2
4 b/s/Hz
M = 16
NR = 8
M = 4
NR = 8
MRF = 2
23.3 10.9 12.4
6 b/s/Hz
M = 64
NR = 4
M = 4
NR = 4
MRF = 4
41.7 19.8 21.9
6 b/s/Hz
M = 64
NR = 8
M = 4
NR = 8
MRF = 4
35.5 12.0 13.5
In Chapter 6, DSMBM was presented. The ABEP for DSMBM was formulated, and Monte Carlo
simulations displayed were relatively tight and consistent with the analytical error performance
at high SNR regions, validating the scheme. SNR gains were demonstrated when DSMBM was
compared to other schemes, which include QSM, GSM, and DSM. Table 7.6 summarizes the
SNR gains demonstrated by DSMBM over QSM, GSM, and DSM.
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Table 7.6: SNR (dB) gain of DSMBM compared to DSM, QSM, and GSM at a BER of 10−5
η Scheme Configuration
SNR at a BER of 10−5
Gain
6 b/s/Hz
DSM NT = 2, NR = 4 4.5
QSM NT = 2, NR = 4 4.7
8 b/s/Hz
DSM NT = 4, NR = 4 2.6
QSM NT = 4, NR = 4 5.3
GSM NT = 4, NR = 4 7.1
The error performance of DSMBM and QSMBM was investigated, and results demonstrated
that DSMBM has better performance when compared to QSMBM. Table 7.7 summarized the
SNR gains demonstrated by DSMBM over QSMBM.
Table 7.7: SNR (dB) gain of DSMBM as compared to QSMBM at a BER of 10−5
Configuration
SNR gain of DSMBM at a BER of 10−5
8 b/s/Hz 10 b/s/Hz 12 b/s/Hz
NT = 2, NR = 4, MRF = 4 − 1.4 −
NT = 4, NR = 4, MRF = 2 0 − −
NT = 4, NR = 4, MRF = 4 − − 2.7
Finally, the SOMLD detector for DSMBM was presented. In uncoded channels, the error perfor-
mance of the SOMLD was consistent with the HDMLD error performance. In coded channels,
the SOMLD coupled with a soft-input decoder at the receiver, demonstrated significant SNR
gains when compared to uncoded cases. Table 7.8 summarizes the SNR gains achieved by the
SOMLD and HDMLD of DSMBM at a BER of 10−5.
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Table 7.8: SNR (dB) gain of DSMBM SOMLD and HDMLD detectors at a BER of 10−5
ηDSMBM Detection Configuration
SNR at a BER of 10−5
Uncoded Coded Gain
10
SOMLD NT = 2, NR = 4 23.0 18.4 4.6
HDMLD MRF = 4 22.9 20.0 2.9
10
SOMLD NT = 4, NR = 4 22.1 16.5 5.6
HDMLD MRF = 2 22.2 18.6 3.6
7.2 Future Work
Future work can be aimed at providing research advancements in the following direction.
1. To reduce the computational complexity of DSM and DSMBM, research can be conducted
to introduce low-complexity detectors for the schemes.
2. Research can be conducted to introduce differential detection schemes for DSM and DSMBM.
3. Practical implementation of the DSM and DSMBM scheme.
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