Quantization is fundamental to analog-to-digital converter (ADC) and signal compression. In this paper, we propose an adaptive quantizer with piecewise companding and scaling for signals of Gaussian mixture model (GMM). Our adaptive quantizer operates under three modes, each of which corresponds to different types of GMM. Moreover, we propose a reconfigurable architecture to implement our adaptive quantizer in an ADC. We also use it to quantize images and design the tone mapping algorithm for high dynamic range (HDR) image compression. Our experimental results show that 1) the proposed quantizer is able to achieve performance close to the optimal quantizer (i.e., Lloyd-Max quantizer for GMM) in the sense of Mean Squared Error (MSE), at much lower computational cost than it; 2) the proposed quantizer is able to achieve much better MSE performance than a uniform quantizer, at a cost similar to the uniform quantizer. The proposed adaptive quantizer holds great potential in the appilcations of the existing ADC and HDR image compression.
Introduction
Quantization is a critical technique for analog-to-digital conversion and signal compression. On one hand, many input signals are continuous analog signals, therefore, quantization is indispensable for analog-to-digital converters (ADC) [1] , which are important components of many digital products. On the other hand, with the exponential growth of usage of computers and Internet, countless digital contents, especially digital images and videos, demand signal compression for efficient storage and transmission. Accordingly, quantization provides a means to represent signals efficiently with acceptable fidelity for signal compression.
Existing quantization schemes can be classified into two categories, namely, uniform quantization and nonuniform quantization [2, 3] . Uniform quantization is simple, but not optimal for signals with nonuniform distribution in terms of MMSE if more computations and storage are available. While nonuniform quantization is much more complex and in a great variety. Minimum mean squared error (MMSE) quantization (a.k.a, Lloyd-Max quantization) is a major type of nonuniform quantization. It is optimal in the sense of mean squared error (MSE), but incurs high computational complexity. Companding, which consists of nonlinear transformation and uniform quantization, is a technique capable of trading off quantization performance with complexity for nonuniform quantization. Especially, for high rate compression, the performance of companding can approach that of Lloyd-Max quantization asymptotically.
Lloyd-Max quantizers and companders are already well developed for Gaussian distribution or Laplacian distribution [2, 4, 5] as convenience, but not for Gaussian mixture model (GMM). Since GMM serves as a good approximation of an arbitrary distribution, it is important to develop quantizers and companders for GMM, which are expected to find wide applications in ADC and high dynamic range (HDR) image compression, as well as audio [6] and video [7] compression.
To address this, we proposes a succinct adaptive quantizer with piecewise companding and scaling for GMM in this paper. We first consider a simple GMM (SGMM) that consists of two Gaussian components with mean −µ and µ respectively, and the same variance σ 2 . The proposed quantizers have three modes, making them capable of adapting their reconstructed levels to the varying means and variances of the Gaussian components in a GMM.
Specifically, for SGMMs, if µ is small, our quantizer operates in Mode I, and treats the input as if it were from two overlapping Gaussian random variables (r.v.) rather than a GMM r.v.. For Mode I, our quantizer can be implemented by a compander or a scaled Lloyd-Max quantizer of a unit-variance Gaussian. If µ is large, our quantizer operates in Mode III, i.e., if the input is negative, treat the input as if it were a Gaussian r.v. with mean −µ; if the input is positive, treat the input as if it were a Gaussian r.v. with mean µ. For Mode III, our quantizer can be implemented by two companders or two scaled Lloyd-Max quantizers, each of which corresponds to one of the two Gaussian r.v.s. If µ is of medium value, our quantizer operates in Mode II, i.e., with piecewise companding.
Moreover, we propose a reconfigurable architecture to implement our adaptive quantizer in an ADC. The proposed adaptive quantizer is tuned by the information from a signal histogram estimator to optimally quantize signals with available speed and power from devices. Furthermore, the proposed quantizer is applied into image quantization and high dynamic range image compression. We design HDR tone mapping algorithm by jointly using adaptive quantizers and multiscale techniques. Therefore, the proposed algorithm could mitigate the halo artifacts in the resulted low dynamic range image, as well as keep the contrast of image details crossing the largest gamut.
The experimental results show that 1) our proposed quantizer is able to achieve MSE performance close to Lloyd-Max quantizer for GMM, at much lower cost than Lloyd-Max quantizer for GMM; 2) our proposed quantizer is able to achieve much better MSE performance than a uniform quantizer, at a cost similar to the uniform quantizer. The experimental results also show that the proposed adaptive quantizer holds great potential in the applications of ADC and HDR image compression. It works well with both high rate and low rate quantization.
The rest of the paper is organized as below. Section 2 presents the preliminaries of optimal adaptive quantizers. Section 3 describes the proposed adaptive quantizer for GMM. In Section 4, we propose a reconfigurable architecture to implement our adaptive quantizer in an ADC. In section 5, the proposed quantizer is applied into high dynamic range image compression. Experimental results are exhibited in Section 6. Section 7 concludes the paper.
Preliminaries of Adaptive Quantizer

MMSE Quantizer
The performance of a quantizer can be evaluated by mean square error (MSE) between input signal X and the reconstructed signalX, i.e.,
Lloyd-Max quantizer [8] is an MMSE quantizer. Let t k (k = 0, · · · , N) denote boundary points of quantization intervals, and let r k (k = 0, · · · , N − 1) denote quantization levels. Then Lloyd-Max quantizer is characterized by:
where f X (x) is the probability density function (pdf) of X, N is the number of quantization levels. Deriving respect to t k and r k in Eq. 2, we have the centroid and the nearest neighbor conditions as following:
and
where
is the range of the quantizer input. The Lloyd-Max quantizer for Gaussian distribution with zero mean and unit variance has been well studied. Given the number of quantization levels N, the Lloyd-Max quantizer for zero mean, unit variance Gaussian could be obtained from tables in [4] . Given the Lloyd-Max quantizer for zero mean, unit variance Gaussian, we can use the affine law in Proposition 1 to obtain the Lloyd-Max quantizer for Gaussian distribution with arbitrary mean µ and arbitrary variance σ 2 .
Gaussian Mixture Model and Affine Law
Gaussian distribution is wildly used in signal modeling because of its simplicity, ubiquity, and the Central Limit Theorem. However, signals in the real world, such as pixel intensity of natural images, may have an arbitrary distribution, which can be better approximated by a GMM than by a Gaussian distribution.
The pdf of a GMM r.v. X is given as below:
where N g is the number of Gaussian components in the GMM; g i (x) is the Gaussian pdf for component i (i = 1, · · · , N g ); p i denotes the probability of component
Ng i=1 p i = 1. In this paper, we firstly consider a Simple GMM (SGMM) given as below:
Given a suboptimal quantizer for SGMM, we can use the affine law in Proposition 1 to obtain a suboptimal quantizer for a GMM that consists of two Gaussian components with arbitrary mean −µ and µ (µ > 0), respectively and the same variance σ 2 (σ 2 > 0). It can also be used to obtain the suboptimal quantizer for a GMM with arbitrary number of components. 
MMSE Compander
A compander consists of a compressor, a uniform quantizer, and an expandor; the compressor performs nonlinear transformation and the expandor is an inverse of the compressor. The compressor is intended to convert the input r.v. of arbitrary distribution into a uniformly-distributed r.v., so that we can use a simple uniform quantizer, which is the optimal quantizer for the one-dimensional uniform distribution in the sense of MMSE. Proposition 2 gives a nonlinear transformation for an (suboptimal) MMSE compander for any distribution. 1] ; and the compander with compressor Y = F X (X) is an optimal/suboptimal MMSE quantizer of X, especially when X is quantized with high rate.
Proposition 2. Assume that a r.v. X has Cumulative Distribution Function (CDF)
For Gaussian distribution with zero mean and unit variance, a MMSE compressor performs transformation by 1 − Q(X), where
Since the integral in Q(X) has high computational complexity, in this paper, we propose a simple compressor, which only needs computation of piecewise monomials (see Section 3.4).
Adaptive Quantizer for Gaussian Mixture Models
In this section, we first present our adaptive quantizer for SGMM in Eq. (6) and then extend it to a more complicated GMM with arbitrary µ and σ 2 , and arbitrary number of components, by using Proposition 1.
Design Methodology
Because Proposition 2 states that the compander with compressor Y = F X (X) is a MMSE quantizer of input X, our design methodology is to find a compressor whose transformation function is simple, but can achieve a good approximation of CDF F X (X). The robust quantizer [9] will be provided through the determination of the required parameters. We can observe that they are similar. Fig. 2 shows the transformation function of a piecewise compressor specified by Eq. (10) vs. CDF of SGMM with µ = 1.5. From Fig. 2 , we could observe that the transformation function of a piecewise compressor specified by Eq. (10) is similar to the CDF of SGMM with µ = 1.5. , it is observed that the CDF of the catenated Gaussian is similar to the CDF of SGMM with µ = 3. For this reason, our proposed adaptive quantizer operates under three modes, which correspond to small µ, medium-valued µ, and large µ, respectively.
Three Modes
Let q g (X) denote the Lloyd-Max quantization function for a Gaussian r.v. X ∼ N(0, 1).
Our proposed adaptive quantizer operates in one of the following three modes, depending on the value of µ.
1. If 0 ≤ µ < µ S , the quantizer operates in Mode I, i.e., the quantizer can be an MMSE compander for Gaussian N(0, 1), or Lloyd-Max quantizer for Gaussian N(0, 1). Denote the quantization function in Mode I by q I (X).
We use Lloyd-Max quantizer for Gaussian N(0, 1) to implement Mode I, i.e.,
The motivation of using Mode I is that the CDF of Gaussian N(0, 1) is similar to the CDF of SGMM with small µ as shown in Fig. 1 . 2. If µ S ≤ µ < µ L , the quantizer operates in Mode II, i.e., the quantizer is a compander with a piecewise compressor specified by Eq. (10). The motivation of using Mode II is that the transformation function of a piecewise compressor specified by Eq. (10) is similar to the CDF of SGMM with medium-valued µ as shown in Fig. 2 .
3. If µ ≥ µ L , the quantizer operates in Mode III, i.e., the quantizer can be two catenated MMSE compander for two Gaussians, or two catenated LloydMax quantizers for two Gaussians. Denote the quantization function in Mode III by q III (X). We choose the catenated Lloyd-Max quantizer to implement Mode III as following:
The motivation of using Mode III is that two catenated CDFs of Gaussian is similar to that of SGMM with large µ as shown in Fig. 3 .
Parameter Determination
In this section, the values of µ S and µ L will be determined. It is well known the 3-sigma rule that nearly all (99.7%) of the values lie within 3 standard deviations around the mean for Gaussian distribution. Therefore, if µ ≥ 3, the two Gaussian components of SGMM could be dealt with respectively, as in Mode III. When µ < σ, for SGMM, the data of right Gaussian component in [µ − σ, µ + σ], always fall in the [−µ − 3σ, −µ + 3σ], the 3 standard deviations around the mean of left Gaussian component, and vise versa. Therefore, for σ = 1, when 0 ≤ µ < 1, we consider the data of SGMM as Mode I. In conclusion, for the proposed quantizer µ S = 1 and µ L = 3.
Piecewise Companding of Mode II
For Mode II, we choose the monomial f (x) = ax b to approximate the ideal compressor of SGMM, i.e. the CDF of SGMM, piecewisely. There are many more accurate and more complicated approximative functions, like the sum of monomials
1+e −x , and f (x) = arctan(x). But their corresponding expandors, i.e. the inverses of compressors, are hard to obtain or computationally expensive. However, f (x) = ax b has simple inverse and is a good approximation to the segments of the CDF of SGMM. The piecewise compressor symmetrical to the origin can be described by Eq. (10).
By the steepest descent method, we obtain b =
, a = 0.15 and a ′ = 0.125 (which can be realized by right shifting 3 bits) for simplicity and fast computation.
The compressor is shown in Fig. 2 when µ = 1.5. When x < −µ and x > µ, the PDF decaying faster, we use f (x) = ax . It results that the data with small probability is compressed more and the data with large probability is compressed less. It is more precise than piecewise linear compander [9] , and still simple.
Although there are more accurate compressors to approximate the CDF with certain µ, they may not have good approximations to the CDF with other µ ∈ [1, 3) in average. The proposed compressor is a good tradeoff between accuracy and generalizability. It provides a stable good performance when µ ∈ [1, 3) as shown in experiments in Section 6. It is robust. Therefore, the proposed compander has three advantages.
1. It is easy to design compander by Eq. (10); 2. It is fast to quantize data with this compander; 3. It has good average MSE performance when µ ∈ [1, 3).
Adaptive Quantizer for A General GMM
In this section, we design the adaptive quantizer for a general GMM based on the adaptive quantizer for SGMM.
GMM Estimation by EM
The GMM (Gaussian Mixture Model) is a probability distribution model consisting finite number of Gaussian components as shown in Eq. (5). The ExpectationMaximum (EM) algorithm [10] is a general method to find the maximum likelihood estimation of GMM. EM algorithm can efficiently estimate the components of GMM [11] as shown in Fig. 5 . The number of components of GMM should be assigned to the EM algorithm by experience and restricted by the available computational resources and N, the number of the reconstruction levels of quantizers. N g could be N/5 or smaller. µ i , σ i and p i (i = 1, · · · , N g ) of each Gaussian component in Eq. (5) are determined by the EM algorithm. The GMM estimation of signals with stable distribution is obtained for later quantization once for all.
Generalization by Processing Neighboring Gaussian Components Pair-
wisely For the General GMM as shown in Eq. (5), with the scaling law in Proposition 1, the following generalizations are made from SGMM by considering neighboring pairwise Gaussian components.
Assuming the Gaussian components are sorted by their means µ i , for the neighboring Gaussian components C i and C i+1 , we consider support (µ i , µ i+1 ), when i = 1, N g , else consider (−∞, µ 1 ) or (µ Ng , +∞).
1. Allocate the number N i from the total reconstruction levels N for each Gaussian component according to its percentage p i .
where [·] is round off operator. For each N i , it is symmetrically located with respect to the mean of the corresponding Gaussian component.
Origin Shift:
For any two adjacent Gaussian components with means and variances of
), their pdfs equal around
(the effect of p i is omitted). Then we shift the origin to x o . 3. The three-mode boundaries µ S and µ L are scaled by (σ i + σ i+1 ).
Scale the reconstruction levels according to the variance:
For the Gaussian component i with (µ i , σ i ), scale the reconstruction levels obtained from SGMM by σ i .
Tune mode II:
Since half support (µ i , µ i+1 ) of Gaussian components is considered each time, the compressor in Eq. (10b) (10c) are needed, and should be scaled by p i as:
In this way, the adaptive quantizer for a GMM is determined.
Reconfigurable A/D converter with Adaptive Quantizer
With the proliferation of autonomous sensors, and digital devices, there has been an increasing demand for reconfigurable analog-to-digital converters (ADC) [12] , where the proposed adaptive quantizer can have important applications.
We propose a reconfigurable A/D converter adaptive to the distribution of the input signals with the proposed quantizer as shown in Fig. 4 . For the input signal with arbitrary distribution, we quickly sample and discretize it with uniform quantizer to estimate the distribution of the signal. This information is sent back to the proposed adaptive quantizer to do mode selection. Then the adaptive quantizer could give a more accurate discrete signal by capturing the signal characteristics as much as possible with appropriate modes. The residual signal could also be iteratively sent back to the adaptive quantizer to minimize the quantization error. The FPGA implementation of the adaptive quantizer could be reconfigured in T q milliseconds, where T q < 10. Then the system can be updated at the beginning of every cycle of T q milliseconds, according to the distribution of the input signal. The number of quantization levels could be adjusted according to the speed, resolution and power consumption of the devices. Our scheme based on histogram estimation and the GMM modeling may outstand previous iterative DPCM schemes [13] .
The reconfigurable ADC architecture in Fig. 4 can dynamically adjust the quantization speed, resolution and power consumption to match input data characteristics. Therefore, it will have wide applications in many ADCs and sensor applications.
High Dynamic Range Image Compression with Joint Adaptive Quantizer and Multiscale Techniques
High dynamic range imaging (HDRI or just HDR) is one of the frontier techniques in image processing, computer graphics and photography [14, 15, 16] , where image pixels take floating values in the range of [0,1] rather than the traditional 8 bits per pixel for gray images and 24 bits per pixel for RGB images. HDRI try to capture the dynamic range of natural scenes, which can exceed three orders of magnitudes of display devices. The dynamic range of natural scenes can be captured by human eyes, many films, and new camera sensors. Whereas, display devices, such as CRTs, LCDs, and print materials, are restricted to low dynamic range. Therefore, compressing the high dynamic range of HDRI to adapt to the low dynamic range of display devices and keeping the vivid colors and the rich details of the original images as much as possible, is getting more and more attention. It is called tone mapping, which is an important component in the HDR imaging pipeline, and widely used in virtual reality, video advertising, visual simulation, remote sensing images, aerospace, medical and many other fields [17] .
The tone mapping techniques can be divided into two categories: tone reproduction curves (TRCs) and tone reproduction operators (TROs). They could be applied to images both globally and locally. TRCs use compressive point nonlinearity mapping, such as a power function f (·), to shrink the high dynamic range images into the low dynamic range images. K. Chiu et al. proposed spatially nonuniform scaling functions for high contrast images [18] . F. Drago et al. used an adaptive logrithmic mapping for displaying high contrast scenes [19] . Erik Reinhard et al. [20] developed their tone mapping method based on the well-known photo-graphic pratice of dodging-and-burning. Fattal et al. [21] manipulate scale factors in the gradient domain of logarithmic space. Larson et al. [22] proposed a histogram adjustment technique adaptive to the luminance in the scene. I.R. Khan et al. [23] and A. Boschetti et al. [24] improved the histogram based algorithms by incorporating human visual system, and adjusting the histogram locally. Jiang Duan et al. [25] neatly combined the global tone mapping operator HALEQ into local tone mapping operator ALHA, with fixed parameter values and good performance. Also they proposed several algorithms [26, 27] for compressing HDRI by optimally combining linear map and histogram equalization. The TROs adjust pixel intensity by using spacial context to preserve local image contrast, which usually use multiscale techniques. Stockham [28] separated an HDR image H(x, y) into a product of an illumination image I(x, y) and a reflectance image R(x, y) in an early literature. Later on, Jobson et. al. [29] , Pattanaik et.al [30] improved the multiscale techniques by introducing mechanism of the human visual system. Later Frdo Durand and Julie Dorsey [31] presented a new technique with fast bilateral filtering decompositing images into a base layer, and a detail layer. These multiscale methods have halo artifacts, which happen around the sharp edges and are caused by the blurring effect of filters. The most recent multiscale technique proposed by Yuanzhen Li [32] properly used a symmetric analysis-synthesis filter bank, and local gain control of each subband to mitigate the halo artifacts. But the luminance of the resulted low dynamic range images seems low, and the boundary of the dynamic range is clipped, which could be seen from their histograms. To address these problems, we proposed a joint TRC and TRO methods for high dynamic range image tone mapping based on Li's method [32] and our proposed adaptive quantizer.
We proposed two methods to use the proposed adaptive quantizer for HDRI tone mapping. The first method is shown in Fig. 6 . Adaptive quantization is taken in the log domain of pixel values. And then in each quantization range, linear mapping is used to map vaues into target LDR values as shown in Eq. (13) for 8-bit per pixel output.
where , no adaptive quantization is involved in HDRI tone mapping. The second method is to use the adaptive quantizer in the post processing of HDR images as shown in Fig. 7 . After adaptive quantization, the LDRI has more uniform constrast in the full low dynamic range of LDRI obtained from TRO methods. 
Experimental Results and Discussion
We compare the proposed quantizer with the actual Lloyd-Max quantizers for SGMM, by comparing the corresponding approximate CDFs of the proposed quantizer with the actual CDFs of SGMM. We also compare the proposed quantizer with the Lloyd-Max quantizers for SGMM and the uniform quantizer in terms of MSE performance.
The proposed adaptive quantizer is described in detail in Section 3. The LloydMax quantizer for SGMM is found by the LBG algorithm numerically [2] . The uniform quantizer we compare with is the optimal uniform quantizer which is applied uniformly to the finite region containing 99.8% of the data of the GMM distribution.
Example and Justification of Parameter Determination
The The differences between reproduction values of the proposed quantizer and those of the Lloyd-Max quantizer for SGMM are evaluated by average absolute difference (AAD) as following:
where r The approximation error between the CDF approximators in the proposed quantizer and those of SGMM is evaluated by:
where F SGM M is the CDF of SGMM, F A is the CDF approximators in the proposed quantizer. For Mode I, 
(N is the number of quantization levels; Inv denotes the complexity of computing the inverse of CDF; Int denotes the complexity of computing the integral, k is the number of iterations in Lloyd-Max algorithm.)
in Eq. (7); for Mode II, c = 1, d = 3, F A (x) is in Eq. (10); for Mode III,
The numerical experiments show that the AAD in 10 −n order and the approximation error of the proposed quantizer is small as listed in Table 1 . Table 1 , Fig. 1, Fig. 2, and Fig. 3 indicate the closeness of the proposed quantizer to the Lloyd-Max quantizer as well as the robustness [33] of the proposed quantizer.
MSE Performance Comparison
We randomly generate 10000 data from the distribution of SGMM in Eq. (6). Then the proposed adaptive quantizer, Lloyd-Max quantizer and uniform quan-tizer are used to quantize the data into 8 quantization levels. We reconstruct the data from the quantized values, and compare them with the original data in terms of MSE with respect to different µ as shown in Fig. 8(a) . The MSE performance of the proposed quantizer is very close to that of LloydMax quantizer and much better than that of the uniform quantizer. In mode I, since we take the optimal uniform quantization in finite high probability region, the MSE gap between uniform quantizer and Lloyd-Max quantizer is small. But the proposed quantizer still has performance gain than uniform quantizer. In mode II, the proposed piecewise compander provides a good stable MSE performance with a simple design. In mode III, the MSE of the uniform quantizer increases dramatically with µ, since distribution is far away from uniform distribution when µ is large, and the uniform quantizer wastes lots of bits for values with small probability around origin. But the proposed quantizer is still with MSE performance very close to that of Lloyd-Max quantizer.
Again, we apply our method to:
When µ 1 = −µ 2 = µ and σ = 2, we draw MSE results of the proposed quantizer, the Lloyd-Max quantizer and the uniform quantizer in Fig. 8(b) . From Fig. 8(b) , we could see that in Mode I and III, the quantization error of the proposed adaptive quantizer is very close to that of the Lloyd-Max quantizer, and the quantization error is a little higher in Mode II. µ S and µ L for σ = 2 are almost the twice of those for σ = 1. The proposed adaptive quantizer has MSE performance close to that of the Lloyd-Max quantizer, with similar computations as the uniform quantizer. It verifies the affine law of quantizers in Proposition 1. By the way, due to the good MSE performance of the proposed quantizer, the reproduction values of the proposed quantizer are effective initials of Lloyd-Max algorithm for quickly finding the Lloyd-Max quantizers for GMM.
Furthermore, we compare the proposed adaptive quantizer, Lloyd-Max quantizer and Uniform quantizer on seven natural images: Barbara, Lena, Pepper, Boat, Baboon, Jet, Goldhill. MSE comparison on image Barbara is shown in Fig. 9(a) , and average MSE comparison on seven images is shown in Fig. 9(b) . The figures show that the MSE performance of the proposed quantizer is approaching that of Lloyd-Max quantizer, and much better than that of Uniform quantizer. The time complexity and space complexity of the uniform quantizer, the LloydMax quantizer and the proposed quantizer for N quantization levels are shown in Table 2 . Quantizer designing time, quantization running time per sample and memory cost of the quantizers are compared. The uniform quantizer design needs the inverse of CDF to obtain the optimal quantization range. The uniform quantization function [x/N] + t 0 needs 3 operations per sample, i.e. a multiplication, a rounding operation and an addition. The proposed quantizer uses prior information about signal distribution roughly estimated by real-time EM algorithm [34] at initializing stage. The complexity of general EM algorithm is analyzed to be superlinear. In mode I and mode III, the computation of the proposed adaptive quantizer using q I and q III is just a table-lookup. When the number of quantization levels N is small, the running time of the proposed quantizer per sample log(N) or log(N/2) is similar to that of uniform quantization. In mode II, the adaptive quantizer uses companding technique. Its computation is approximative 4 operations per sample, i.e. a multiplication, an exponentiation, a rounding operation and an addition. In mode I and mode III, if companding is used, the complexity is the same as Mode II. The computation of Lloyd-Max algorithm includes an addition, a division in Eq. (3) and two integrals in Eq. (4) for each reconstruction level in one iteration.
The memory costs are also compared. For uniform quantizer and proposed quantizer in mode II and the companding in mode I and III, O(1) space is needed for computation. Others need O(N) space for table lookup. In short, the proposed quantizer is much more computationally efficient than the Lloyd-Max quantizer and close to the uniform quantizer.
An Application in Image Quantization
We apply the proposed adaptive quantizer in gray image quantization. Assume that we only have a low dynamic range displayer, such as printed paper, with m bits per pixel, where m < 8, i.e. we should have a m bit quantization scheme for proper display. Then what is the best image quality we can obtain from original gray images with quantization? The quantizer should utilize the information of image pixel distribution. Again, we compare the proposed adaptive quantizer with uniform quantizer and Lloyd-Max quantizer.
We show the cases when m = 4, 5 in Fig. 10 and Fig. 11 respectively on image Barbara, whose histogram and GMM estimation are shown in Fig. 5 before. From Fig. 10 and Fig. 11 , we could see that the proposed adaptive quantizer generates smoother images with less perceivable color stairs than the uniform quantizer, and similar to the Lloyd-Max quantizer. The proposed quantizer has better performance than the uniform quantizer, and approximate to the optimal Lloyd-Max quantizer in terms of perceptual quality and PSNR.
To compare the quantization performance vs. quantizer design time among uniform quantizer, Lloyd-Max quantizer and the proposed quantizer, we use leaveone-out cross-validation to design quantizers. We use Barbara, Lena, Pepper, Boat, Baboon and Jet to design the quantizer, and test the quantizer on Goldhill. We measure the PSNR and the quantizer design time. The time spent on GMM estimation with EM in the proposed algorithm is also included. Then we do the same tests for all the other images. The average performance demonstrated with PSNR-design time is shown in Fig. 12 . The program is run in Matlab 2010. We could see that the time of uniform quantizer spending on determing quantization range is almost constant. The propose quantizer has much less design time than the Lloyd-Max quantizer, but with similar or better PSNR valuess. 
Experimental Results on HDR Image Tone Mapping
We show the experimental results of the proposed tone mapping algorithms of HDR images by using joint adaptive quantizer and multiscale techniques in this section. We compare our algorithms with the recent algorithms: a TRC based method [32] and a TRO based method [23] .
From Fig. 13 , it is observed that Li's result [32] is a little dark due to the concentrated histograms, and the histogram based algorithm [23] loses some details between trees and background, while our results look better. We also compare the resulted LDR images and their histograms of RGB components on the HDR image chairs in Fig. 14 and Table 3 . From Fig. 14, we can see that the board on the wall in our result is clearer than that in Li's result, and the illumination information in our algorithm is richer. In Table 3 , the first row shows the histograms of results from Li's algorithm [32] and the second row shows the histograms of results from our proposed algorithm. From the table, we could see that histograms of Li's output has peaks in the both ends of dynamic range, since it is hard to control gain map output range and overflowing values are simply capped. It will loss information and may cause false color artifacts. But the histograms of RGB components from our second method with adaptive quantization are more spread out than Li's algorithm. We could see that the board on the wall in Fig. 13(d) is clearer than that in Fig. 13(a) . Also the halo artifacts brought by multiscale in our algorithm is reduced by post processing with our methods, as Furthermore, we compare our method 1 with different N with histogram based method and Erik Reinhard's method [20] as shown in Fig. 15 and Fig. 16 . From the figures, we could see that for our proposed method N = 128 has more contrast as a whole than N = 64 as expected, since the algorith with large N is close to histogram equalization method. While N = 64 keeps more orignal scene visual impression. Our method generates clearer wall painting inFig. 15, and clearer ground and leaves in Fig. 16 than the compared methods.
Conclusions
In this paper, we proposed a novel adaptive quantizer for Gaussian Mixture Model. The proposed quantizer is adaptive to the varying means and variances of the components of Gaussian Mixture. The adaptive quantizer has less Mean Square Error than uniform quantizer, and very close to Lloyd-Max quantizer, only with similar computations as uniform quantizer. We also proposed a reconfigurable A/D converter with our adaptive quantizer. The proposed quantizer can also have applications in image quantization and High Dynamic Range Image compression. The quantized gray images with our quantizer have better visual quality and higher PNSR than those with the uniform quantizer, and are similar to those with Lloyd-Max quantizer. For HDR image compression, we proposed the tone mapping algorithm by using our adaptive quantizer and multiscale techniques. The experimental results show that the proposed adaptive quantizer holds great potential in the applications of ADC and HDR image compression.
Our future work will focus on extending one-dimensional quantizers of Gaussian Mixture Model to high dimensional space. The potential applications will include high dimensional signal processing and clustering. Assume that X has a finite support or a truncated support (a, b), and f X (x) > 0 on the support. By using Bennettt's [35] approximate expression for the mean square distortion for very large number N of quantizer output levels, we have:
2)
It is bounded by 1 12N 2 (b − a) max 
