Abstract-An analog and digital modulation recognition method based on support vector machine (SVM) is proposed. A multi-class classifier is designed through the reasonable use of SVM multi-class classification method. A comparison for the performances of one-against-all (OAA), one-against-one (OAO) and binary tree (BT) with the different kernels of SVM is made. Experimental results show that the Gaussian radial basis function (GRBF) kernel has better performance than others. It can be seen from the simulation result that the proposed method is correct and efficient. The scheme can achieve 93% recognition accuracy at low levels of SNR.
INTRODUCTION
With the great development of technology in communications, modulation types have become more and more complex. How to monitor and recognize the type of modulation efficiently is an important problem.
Generally, modulation recognition methods can be classified into two types: decision-theoretic (DT) approach [1, 2] and pattern-recognition (PR) approach [3] . Probability and hypothesis testing arguments are used to formulate the recognition problem in DT methods. Support Vector Machine has powerful ability in pattern recognition, and it is widely used in modulation recognition with its better stability and mistake tolerance.
In the paper, the aim is to recognize simultaneous analog and digital modulation types (total 8 kinds of signals). In order to investigate the performances of three kinds of multi-class support vector machine classifiers (OAA, OAO and BT), six features for 8 types of modulated signals (AM， FM， 2PSK， 8PSK, 2FSK, 4FSK, 16QAM and 64QAM) are extracted and used for classification.
In the paper, the extraction method of six features is presented in Section II. The principle of Support Vector Machine (SVM) and four kinds of common Multi-class classification method are described in Section III, which include one-against-all (OAA), one-against-one (OAO), binary tree (BT) and Directed Acyclic Graph (DAG). In section IV, modulation recognition model is described. The results of the three methods (OAA , OAO and BT) with different kernels are discussed in Section V. Finally, some conclusions and recommendations for future work are presented.
II. THE FEATURE EXTRACTION
Feature extraction is the key for pattern recognition since the best classifier will perform poorly if the features are not chosen well. So it is arguably the most important component of an intelligent system designed for pattern recognition. Feature used as modulation classification must be selected so that they are sensitive to the modulation types of interest. In this paper, six features are chosen to classify AM， FM， 2PSK， 8PSK, 2FSK, 4FSK, 16QAM and 64QAM, which areγ max 、 σ ap 、 σ a 、 σ aa 、 σ af and κ a.
The first feature γ max [4] is the maximum value of the spectral power density of the normalized-centered instantaneous amplitude, and it is defined by:
N s denotes the number of the samples, ma is the Average amplitude of every frame.
The second feature, σ ap is the standard deviation of the absolute value of the zero center non-weak section momentary phase nonlinear component, and it is defined by:
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where, The third feature, the standard deviation of the normalized-centered instantaneous amplitude in the nonpeak segment of a signal σ a , and it is defined by
Where, f s is the sampling rate. A cn (i) is the normalized instantaneous amplitude at time L is the number of samples in{ A cn (i) } for which A n (i)>a t , and a t is a threshold for A(t) below which the band-limitation is more affected on the instantaneous amplitude of the band-limited 2-PSK and the band-limited 4-PSK signals.
The fourth feature, Standard deviation of the absolute value of the zero center normalization momentary amplitude σ aa
The fifth featureσ af is the standard deviation of the absolute value of the zero center normalization non-weak section momentary frequency nonlinear components, and it is defined by:
The sixth feature ka [5] is a parameter of the distinction between analog and digital modulation. We first assume that the receive sequence X(i),i=1,2,…,n, so
Here, E( . )denotes the mean. σ 4 denotes the square of the variance of X.
III. SUPPORT VECTOR MACHINE
Support Vector Machine (SVM) is a useful technique for data classification and is considered to be the state-of-the-art tool for linear and nonlinear classification .It realizes classification tasks for two-class problem by using the separating hyperplane [6] .The hyperplane is found by estimating the maximum distance to the closest data points of the training set. These closest data points are named support vectors (SVs). Data points can be transformed into a high dimensional space (HDS) by using a nonlinear transformation if they are not linearly separable in the input space. HDS is called feature space. These nonlinear transformations are represented by using kernel functions .It usually has five types: Linear, Polynomial, RBF, Sigmoid and Wavelet. The data points in the feature space are divided by the optimal separating hyperplane estimated by using the maximum distance to the closest data points of the training set mentioned as above.
The support vector machine (SVM) is used to solve two-class learning problems. Many SVM algorithms were introduced. Nonetheless, real-world classification tasks require more than two-class. Meanwhile, large margin separators have been resulted in binary problems, they can also be adapted to treat multi-class problems. In fact, there are many ways to solve Multi-class classification problems for SVM such as Directed Acyclic Graph (DAG), Binary Tree (BT), One-Against-One (OAO) and One-Against-All (OAA) classifiers.
A. One-Against-All (OAA) SVM
The approach -One-Against-All‖ is the simplest and oldest method of decomposition. The initial formulation of the one-against-all method states that a data point would be classified under a certain class if and only if that class's SVM accepted it and all other classes' SVMs rejected it. While accurate for tightly clustered classes, this method leaves regions of the feature space undecided where more than one class accepts or all classes reject [7] .
B. One-Against-One (OAO) SVM
Another decomposition method is -One-Against-One‖, also known as -pairwise coupling‖, -all pairs‖ or -round robin‖ [8] .This method consists of building an SVM for each pair of classes , or c(c-1)/2 SVM for a problem with C classes. Each classifier is trained to separate the data from one class to those of another class. The decision rule is generally the majority voting called -max-wins voting‖. Each SVM votes for a class and the unknown data is finally associated with the class receiving most of the votes [9, 10] .
More advanced methods include using decision graphs to determine the class selected in a similar manner to knockout tournaments [11] .
C. Binary Tree of SVM (BTSVM) [12]
This technique deploys multiple SVMs arranged in a binary tree structure. Every SVM in its related node of the tree is trained by using two of the classes. The measurement of similarity between the two classes and the remaining samples is made by deploying probabilistic outputs. All existing samples in the node are allocated to the two consequent subnodes of the previously chosen classes by similarity and this step iterates at every node until all samples of each node belong to one class. The drawbacks of this technique are high training time and low performance in huge training data sets; because all samples of every node should be tested to define their classes during constructing trees.
D. Directed Acyclic Graph SVM (DAGSVM)
Directed Acyclic Graph SVM is introduced by Platt [13] , it works in training stage by constructing M×（M-1）/2 binary classifiers. In recognition stage, it uses a rooted binary directed acyclic graph which includes M leaves and M×（M-1）/2 nodes. For a test sample, evaluation of binary decision functions starts at the root node; afterward its movement to either left or right side depends on the output value.
IV. CLASSIFIER
Modulation identification includes inter-class classification and intra-class classification. In this paper, inter-class recognition is a simple two class classification problem based on SVM, and intra-class classification is a multi-class classification problem. The structure of the hierarchical classifier is as shown in 错误！未找到引用 源。. Firstly, we extract seven features. Secondly, enter in the first-level classifier that can distinguish an analog or digital modulation mode. Thirdly, enter in the third-level classifier if it is the analog modulation, and enter in the second-level classifier if it is the digital modulation. Actually, SVM-2 is a classifier for digital modulation. In this step, the three digital modulations includes M-QAM， M-FSK and M-PSK Classification. Aiming at comparing the performances of OAA, OAA and BT for intea-class classification, we use the three multi-class classifications to identify them. Finally, enter in the third-level classifier. In this level, the modulation signal is a simple two-class classification problem. 
A. The First-level Classifier.
The recognition rate of Analog modulation is 100% through simulation experiments .The and digital modulation is also 100%. As we all known, How to select the two parameters C and σ 2 is the key of classification. The LIBSVM use Cross validation to find the best parameters.
B. The Second-level Classifier.
In this step, we first use OAA to classify the three signals. The result is as shown in Table 1 . We can see the accuracy of the kernel function RBF and Linear are better than Polynomial and Sigmoid. The highest accuracy of M-QAM is below 90%. In Table 2 , we can see kernel function RBF is the best. All signal accuracy is more than 92%. Meanwhile, the accuracy of M-FSK is 100%. At last, in Table 3 , the RBF is also best in the four kernel function. And, the accuracy of binary tree and OAO are the same.
The two parameters C and σ 2 are decided by the LIBVIEW.
C. The Third-level Classifier.
In this step, the four Classifier is designed as Fig 1  shown . SVM is a good tool for solving the two-level classification. It is shown that the accuracy of AM and FM are 100% in the SVM-4. Meanwhile, the accuracy of 2FSK, 4FSK, 2PSK, 8PSK, 16QAM and 64QAM are 100%. And the best recognition result was drawn from the above work. It is shown in Table 4 .
This paper presents Multi-class SVM design details and provided experimented results on a hierarchical SVM classifier. According the experiment, the RBF kernel is a reasonable first choice for inter-class and intra-class recognition. In this condition, the experimental results have shown the binary tree SVM and OAO SVM has the same recognition rate. But in practical application, the calculation steps of OAO SVM are more Complex than binary tree SVM. So the binary tree is the best choice for modulation recognition. In this paper, the recognition rate of the 8 types ((AM，FM， 2PSK，8PSK, 2FSK, 4FSK, 16QAM and 64QAM) of modulated signals is above 93% at low levels of SNR. 
