Abstract. Consistency conditions amongst the data for ths most general two dimensional model in diffuse tomography are first derived, then discussed. An important feature of these conditions is that the fraction of data affected increases with lattice size.
Introduction
In tomography the goal is to reconstruct the interior of an object from boundary data. X rays are a classical example of tomography. They permit easy data analysis because high-energy x rays travel in a straight line. Ultrasound is an example of what has been dubbed 'diffuse tomography'. Ultrasound waves have low energy and diffuse throughout the object being imaged. In recent years, mathematicians have begun preliminary mathematical analysis of diffuse tomographic methods [2] [3] [4] [5] [6] . Although the analysis for three dimensional problems will be required for any practical applications, most of the work to date is on two dimensional problems. In this paper consistency conditions amongst the boundary data for two dimensional problems are studied.
Consistency conditions have the unfortunate effect of reducing the amount of independent data. When working on an inverse problem, one would like to have as much data as possible. At best, one may recover as many parameters as independent data. In the first part of this paper consistency conditions amongst the boundary data are derived and a few examples are given. In these examples boundary data for problems of increasing complexity are studied. It is shown that the number of independent consistency conditions increases faster than the amount of data. Finally, the ratio of independent consistency conditions to total data is studied as the complexity increases.
Before embarking on a study of consistency conditions amongst boundary data one must first understand the system which generates the data. Consider an m x n m a y of pixels in the plane which covers the object to be reconstructed. On each of the 2(m + n) outer edges there are two devices. One device shoots photons across the outside edge into the neighbouring pixel; the other device detects photons as they leave the system. For each of the 2(m +n) outside edges one collects 2(m + n ) pieces of data. Within the array, photons travel in four directions: north, south, east, and west. They change direction by turning some multiple of a/?.. They do not interact and may be absorbed within a pixel. Photons move according to a two step Markov process. The probabilities with which a photon moves to a neighbouring pixel depend upon its previous, as well as present, location. In this two step formulation, the state space consists of locations. One may redefine the state space so that photons move according to a one step Markov process. In the new state space a single *'This work was supported by AFOSR under mntrau FDP496?0-92-J-0067-1 1792.
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There are three different types of these Markov states: s incoming, outgoing, and hidden. Q is a 2(m + n) x 2(m + n) data matrix. Q [i, j ] represents the probability that a photon which enters the system at source i exits the system at detector j . Notice that Q provides no time-of-flight information. The forward map is a function of the transition probabilities and equals Q. The goal of diffuse tomographers is to invert this map. Given Q, one wishes to recover the transition probabilities. For a given object the transition probabilities give a discretized 'image' of the object. In traditional imaging, one recovers a single parameter for each pixel. From this information a visual picture of the object is made. In diffuse tomography, however, one recovers many parameters per pixel. From this information one could make several 'pictures' of the object. In both classical and diffuse tomography, fine discretizations of the covering array provide clearer 'images' than coarse discretizations. However, the coarsest nontrivial array provides a good starting point for this study of consistency conditions.
Derivation for the 2 x 2 problem
During earlier work on inverting the forward map for the 2 x 2 problem, consistency conditions amongst the data were found. Since the theory behind these conditions is the same for 2 x 2 mays as ni x n arrays. the derivation for the consistency conditions in the 2 x 2 problem precedes the general derivation. A detailed description of the 2 x 2 problem follows.
Consider the setup for the 2 x 2 problem as shown in figure 1.
On each of the eight outer edges there are two devices. One device can be used to shoot photons across the outside edge into the neighbouring pixel; the other device detects photons as they leave the system. Photons change direction by turning an integral multiple of z/2. Photons do not interact. Another property of this model is that a photon may die within a pixel.
Photons travelling according to the above rules are simply moving according to a two step Markov process. When a photon enters pixel i, j from a particular direction it either dies or continues its journey. The probabilities with which the photon moves forward, backwards, left or right are functions of its previous as well as present location. In order to simplify analysis the state space is redefined in order to make the process a one step Markov process. In the new state space, the previous as well as present location of a photon defines its state. There are 24 'living' states and~one absorbing state. There are three classes of 'living' states: incoming, outgoing, and hidden. These are indicated in figure 1 by three sets of labels running from 1 to 8. There are 4 x 4 = 16 probabilities for each of the four pixels, yielding a total of 64 unknown probabilities.
In order to recover the probabilities one needs at least as many independent data as unknowns. Recall the eight detectors positioned around the outer edges of the system. When The probability that the photon will Vavel east into pixel I. I and continue east in10 pixel 1.2 is written a s e l k . The probability that it will tum right and travel into pixel 2, I is written as ells.
a photon is-shot into the system through an outer edge, the photon either dies somewhere inside the system or else it is detected as it leaves the system. By collecting data on many photons which enter through the same edge, one may calculate the probability that a photon entering the system through edge s will exit through edge t (here s, t = 1,2, . . . (4) The following equation gives the relationship between the set of 64 probabilities and the data set
(5)
This gives the input-output relation, Q. .e[!, j ] is the^ probability of ever reaching outgoing state j (the site of a detector) from incoming state i (the site of a source) [I] .
We say that one solves the forward problem when one calculates Q from Eo,' Phh, 4 0 and Pih. (If this were an n x n array there would be a total of 16nZ,parameters describing the array and Q would have 4n rows and 4n columns.) Here, the goal is to solve the inverse problem. Given Q one would like to calculate Pio, Phh, &, P,h.
During early work on solving this inverse problem, many zero valued 3 x 3 minors of the data matrix were found. Due to these nonlinear consistency conditions the following By taking advantage of the Markovian nature of the model, one may easily prove that these matrices are rank deficient. Define pi,j = probability of going 'directly' from incoming state i to hidden state j si,j = probability of starting in hidden state i and ever reaching outgoing state j .
For the purpose of deriving the rank deficiency of matrix (6) a photon is said to travel directly if its path from incoming state i to hidden state j includes only one crossing of the thick vertical barrier as shown in figure 3. For example, two of the paths p1.8 takes into account are shown in figure 3. One of the paths which $8.5 represents is shown in figure 4 . Note that p1.8 does not include the probability of a photon travelling as shown in figure 5. Referring to figure 1 and the definitions given above, one may write Notation. Qlr denotes the 4 x 4 submatrix of the probabilities with which a photon travels from left to right across the system, starting from sources 1,2,3 or 4 and ending at detectors 5,6,7 or 8. Similarly, Qr1 denotes the submatrix of probabilities with which photons travel from right to left across the system. Qtb and QM are 4 x 4 submatrices representing the probabilities of travel from bottom to top and top to bottom, respectively.
One can write the entire Ql, submatrix using tbe same notation Since each of these 4 x 4 submatrices is the product of a 4 x 2 matrix with a 2 x 4 matrix, these 4 x 4 submatrices are of rank (at most) 2. 
Data subject to conditions
For an n x n system, there are 16n2 pieces of data. These data are not all independent, however. Data which are part of some rank deficient submatrix are subject to consistency conditions. In fact, only the data corresponding to nonzero entries of Pio are independent of all consistency conditions. correspond to 'independent' data. Notice that these entries are precisely those representing the probability that a photon may travel directly from an incoming state to an outgoing state. In other words, if P,,[i, j ] # 0 then it is possible for a photon to travel from source i to detector j without ever entering a hidden state. Such a photon enters only one pixel during its lifetime, and so never has the opportunity to cross any of the barriers which were used to derive the consistency conditions. Hence, PjJi, j ] # 0 implies Q [ i , j ] is free of the consistency conditions derived in section 3:
Furthermore, only these data are free of the consistency conditions derived in section 3. Consider any piece of data Q[k, 11 where Pj,[k, 11 = 0 and suppose Q[k, l ] is not part of any rank deficient rank n submatrix. Then there exists no right-left, left-right, t o p bottom, or bottom-top barrier between source k and detector 1. Consider the barriers which immediately surround source k . ' See figure 8 (there are three such barriers unless source k shoots photons into a corner pixel. In that case there are only two surrounding barriers). The barriers do not separate source k from detector I , so there is some path from k to 1 which does not cross any of these barriers. Such a path contains no hidden states, which implies that PjJk, I ] # 0. But P,,[k, 11 = 0, a contradiction. Hence Q [ k , 11 is part of some rank deficient, rank n submatrix.
It is not difficult to see that the nonzero entries of 5. Examples for square systems Before looking for an asymptotic limit to the number of independent consistency conditions as a function of n, consider~a few more examples. When n = 1 the m a y is a single pixel, and there are no consistency conditions analogous to those derived above. For a single pixel there are 16 independent parameters per pixel. For larger arrays, however, there are fewer independent parameters per pixel, see figure 9. 
2 x 2 problem
For the 2 x 2 problem, there are four rank deficient submatrices of the data. There is one left-right, one right-left, one topbottom, and one bottom-top submatrix. Each submatrix is 4 x 4 and rank 2. Although the submatrices overlap, each yields four independent consistency conditions amongst the 64 pieces of data. The consistency conditions leave at most 64 -4 x 4 = 48 independent pieces of data, see figure 10. In this relatively small case, both MAPLE and MACSYMA are capable of computing the Jacobian of the forward map. At a generic point the rank of the Jacobian is 48. Since the rank of the forward map is generically 48. there are no other consistency conditions.
4 x 4 problem
As shown in section 3, there are three rank 4 Qlc submatrices; three rank 4 Qrl submatrices; three rank 4 Qtb submatrices and three rank 4 Q b t submatrices. The Q b submatrices all overlap with each other, as do the other sets of rank 4 submatrices. None of the Qlr submatrices overlap with any of the submatrices. Similarly, the Q,b and Q b t submatrices are separated. The Ql, and Q,, submatrices overlap with the Q r b and Q b t submatrices, however. Finally recall that these submatrices and the entries of Pia cover the data matrix, Q. One would like to know how many of the data are independent. Using the rank 4 submatrices one can easily show that there are at most 160 independent pieces of data (amongst the 256). From the forward map one may recover at most 10 independent parameters per pixel (assuming that it is possible to recover the same number of parameters per pixel). Clearly, the data which occupy the same positions as nonzero entries in Pi, are independent. But what of the other data? Consider first the 8 x 8 rank 4 submatrices. Just as in the 2 x 2 case, one may write off as redundant a 4 x 4.block from each submatrix. See figure 11 . This takes full advantage of the fact that the submatrices are of rank 4 and accounts for all of the data in the submatrix. Consider next the data which are part of one of the 10 x 6 rank 4 submatrices. Most of these data have already been accounted for because they are part of one of the 8 x 8 submatrices. Only the first and last rows contain-unaccounted for data. Three entries in each of the end rows are assumed known because they lie in neighbouring 8 x 8 rank deficient submatrices. One. need know only one more piece of data in order to calculate the two unknown pieces of data in each end row. Analogous reasoning applies to the 6 x 10 rank deficient submatrices. Therefore, one may write off as redundant additional data within the 4 x 4 subblocks along the diagonal. as shown in figure 11.
8 x 8 problem
In this case there are 7 rank 8 submatrices of each stripe: left-right, right-left, topbottom, and bottom-top. Once again all of the left-right submatrices are disjoint from the right-left submatrices, but do overlap with the top-bottom and bottom-top submatrices. (Also, the topbottom submatrices do not intersect any bottom-top submatrices.) And the union of all of the rank deficient, rank 8 submatrices and the entries of Pio cover the data matrix.
Below it is shown that for n = %one may recover at most 9 independent parameters per pixel from the forward map alone.
Once again begin by considering the 16x 16 rank 8 submatrices. They contain 8 x 8 = 64 redundant pieces of data each. Writing off one 8 x 8 block per submatrix takes all of these consistency conditions into account. Now all data within these submatrices are assumed to be known. Next, consider the data which are part of an 18 x 14 rank 8 submatrix. As before, most of the data are already accounted for. Only the first and last rows lack accounted for data. In both the first and last row, seven pieces of data are assumed known, since they are part of some 16 x 16 rank 8 submatrix. If in both rows one more piece of data is assumed known, then the six remaining pieces of data may be calculated. The same reasoning applies to the first and last columns of the 14 x 18 rank 8 submatrices. One may now apply similir reasoning to the end rows and columns of the 20 x 12 and 12 x 20 rank 8 submatrices. Finally, one may write off data in the end rows and columns of the 22 x 10 and 10 x 22 rank 8 submatrices, see figure 12. 
For n a power of 2
For coarse grids, (n < S), the maximum number of independent data per pixel decreases as n increases, seetable 1. In this section the method by which redundant data was found in the examples is generalized.
Further, notice that for n > 2 the rectangular (not square) rank deficient submatrices account for the increase in the ratio of redundant data to total data. The data rendered redundant by these rectangular submahices may be chosen inside n x. n blocks along the diagonal. Therefore, the n x n blocks along the diagonal are studied below.
Notice that in the examples, the only necessary data in the blocks along the diagonal form an ' X . All other data within these blocks are redundant. The reason is not too hard to see, even for general n = 2', k E N. The redundant data belong to some rectangular rank deficient submatrix. Such submatrices, however, are mostly accounted for by the data in the corresponding square rank n submatrix. There are at least 2n rows (or columns) common to the square and rectangular submatrices. Consider first one of the (2n 2) x (2n + 2)
submatrices. Only one column protrudes from either side of the corresponding 2n x 2n submatrix. For each of these columns, n -1 of the data are accounted for because they are part of an overlapping 2n x 2n submatrix. Hence, one need only add one piece of data to each column in order to calculate the rest of the column. If one chooses to add the piece of data in the corner of the n x n block along the diagonal, then the (2n -2) x (% + 2) submatrix corresponding to.the first square submatrix now has n pieces of data in the protruding columns, and so one may calculate the rest of the (2n -2) x (2n + 2) submatrix.
Furthermore, one of the protruding rows of a neighbouring 10 x 16 rank 8 submatrix now has n pieces of accounted for data. So one may also~calculate the n -2 remaining pieces of data in that row. By adding one piece of data to one protruding column, one gains 2(n -2) pieces of data. Adding one piece of data to each protruding column allows one to calculate the unaccounted for data in both the (2n -2) x (2n + 2) and (2n + 2) x (2n -2) rank deficient submatrices. Similarly, the judicious addition of one pkce of data to each end column of the (2n -4) x (2nf4) rank 8 submatrices allows one to calculate the rest of the unaccounted for data in all of the (2n -4) x (2n + 4) and (2n +4) x (271 -4) rank deficient submatrices. One may continue this process until reaching the centre of the n x n block along the diagonal. The data in the centre of the block are independent entries since they correspond to nonzero entries of Pio. Only 2n pieces of data within each of the diagonal n x n blocks need be known. The other n2 -2n pieces of data are redundant, and among each of the rank n, 2n x 2n submatrices exactly n2 pieces of data are redundant. Since the redundant data may be chosen independently, there are at ieast 4((n2 -2n)+n2) = 8n(n-1) pieces of redundant data, leaving at most 8n(n + 1 ) pieces of independent data. The fraction of independent data decreases as the number of pixels increases. For most imaging methods, quality improves as pixel size decreases. Large pixels yield grainy images. The more pixels used to image an object, the clearer the image.
Unfortunately, for n = ZK, the fraction of independent data approaches 1/2 as k approaches infinity. This seems a discouraging result for diffuse tomographers. For n > 16, the forward map permits recovery of at most eight independent parameters per pixel.
Conclusion
The Markovian nature of even the most general model in diffuse tomography results in consistency conditions amongst the boundaly data. In this paper general consistency conditions were derived. A discussion of the conditions followed their derivation. The discussion began by showing which data a e independent of, and which data are subject to, consistency conditions. For n x n m a y s where n is an integral power of 2, it was shown that there are at most 8n(n+ 1) independent pieces of data among the 16nz data. Therefore, one may recover at most 8n(n + 1) of the transition probabilities from the forward map alone. Additional information is required to invert the forward map. If such information is given, then it is possible to develop an algorithm for inverting the two dimensional forward map. Once the n x n problem is solved, it will be time to consider the three dimensional n x n x n problem. As with the two dimensional problem, the feasibility of inverting the three dimensional forward map hinges upon the amount of independent data, which equals the total amount of data minus the number of independent consistency conditions.
