In this paper we study the inversion of an analytic matrix valued function A(z). This problem can also be viewed as an analytic perturbation of the matrix A 0 = A(0). We are mainly interested in the case where A 0 is singular but A(z) has an inverse in some punctured disc around z = 0. It is known that A ?1 (z) can be expanded as a Laurent series at the origin. The main purpose of this paper is to provide e cient computational procedures for the coe cients of this series. We demonstrate that the proposed algorithms are computationally superior to symbolic algebra when the order of the pole is small.
The inversion of nearly singular operator valued functions was probably rst studied in the paper by Keldysh 22] . In that paper he studied the case of a polynomial perturbation A(z) = A 0 + zA 1 + + z m A m ; (3) where A k , 1 k are compact operators on Hilbert space. In particular, he showed that the principal part of the Laurent series expansion for the inverse operator A ?1 (z) can be given in terms of generalized Jordan chains. The generalized Jordan chains were initially developed in the context of matrix and operator polynomials (see 13, 26, 30] and numerous references therein). However, the concept can be easily generalized to the case of an analytic perturbation (1) .
Following Gohberg 
0 . This generalized Jordan set plays a crucial role in the analysis of analytic matrix valued functions A(z). Gantmacher 11] analysed the polynomial matrix (3) by using the canonical Smith form.
Vishik and Lyusternik 37] studied the case of a linear perturbation A(z) = A 0 + zA 1 and showed that one can express A ?1 (z) as a Laurent series as long as A(z) is invertible in some punctured neighbourhood of the origin. In addition, an undetermined coe cient method for the calculation of Laurent series terms was given in 37]. Langenhop 25] showed that the coe cients of the regular part of the Laurent series for the inverse of a linear perturbation form a geometric sequence. The proof of this fact was re ned later in Schweitzer 33, 34] He also showed that the coe cients of the Laurent series satisfy a nite linear recurrence relation in the case of a polynomial perturbation. The method of 20] can be considered as a starting point for our research. The algebraic reduction technique which is used in the present paper was introduced by Haviv and Ritov 17, 18] in the special case of stochastic matrices. Haviv, Ritov and Rothblum 19] also applied this approach to the perturbation analysis of semi-simple eigenvalues.
In this paper we provide three related methods for computing the coe cients of the Laurent series (2) . The rst method uses generalized inverse matrices to solve a set of linear equations and extends the work in 17] and 20]. The other two methods use results that appear in 2, 17, 18, 19] and are based on a reduction technique 6, 10, 21, 23] . All three methods depend in a fundamental way on equating coe cients for various powers of z. By substituting the series (1) and (2) into the identity A(z)A ?1 (z) = I and collecting coecients of the same power of z, one obtains the following system which we will refer to as the , j 0, possess the property that the rst (j + 1)n elements are zero.
The following theorem provides a theoretical basis for the recursive solution of the in nite system of fundamental equations (4 
where the matrix J i is de ned as follows: J i = I; i = s; 0; otherwise and whereX k+1 ; : : : ;X k+s are any particular solutions of the nonhomogenous linear system (4.k)-(4.k+s). Note that (6) and (7) have identical righthand sides. Of course, the di erence between these two righthand sides, X k ? X k X k+s ? X k+s ] T , is in the right null space of A (s) . Invoking Lemma 1, the rst n rows of X k ? X k ; ;X k+s ? X k+s ] T are hence zero. In other words,X k ? X k = 0 which proves the theorem. 
is feasible. Then the general solution is given by 
Then,
where M 2 R p m is any matrix whose rows form a basis for the left null space of C 0 .
Proof: The general solution to the matrix equation (7.0) can be written in the form V 0 = C y 0 R 0 + QW 0 ; (13) where W 0 2 R p n is some arbitrary matrix.
In order for the equation (14) with W 1 2 R p n . Moving on and applying the feasibility condition to equation (7. 2), we obtain M(R 2 ? (C 1 V 1 + C 2 V 0 )) = 0 and again the substitution of expressions (13) and (14) where U 1 = C 2 ? C 1 C y 0 U 0 . Note that this equation imposes restrictions on W 1 as well as on W 0 . By proceeding in the same way, we eventually obtain the complete system of equations (9) with coe cients given by formulas (11) and (12) each of which can be proved by induction in a straightforward way.
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Remark 3 In the above theorem it is important to observe that the reduced system has the same form as the original but the number of matrix equations is decreased by one and the coe cients are reduced in size to matrices in R p p , where p is the dimension of N(C 0 ) or, equivalently, the number of redundant equations de ned by the coe cient C 0 .
In the next section we use this reduction process to solve the system of fundamental equations. Note that the reduction process can be employed to solve any appropriate nite subset of the fundamental equations.
Solution methods
In this section we discuss three methods for solving the fundamental equations. The rst method is based on the direct application of Moore-Penrose generalized inverses. The second method involves the replacement of the original system of the fundamental equations by a system of equations with a reduced dimension. In the third method we show that the reduction process can be applied recursively to reduce the problem to a non-singular system.
Since all methods depend to some extent on the prior knowledge of s, we begin by discussing a procedure for the determination of s. A special procedure for determining this order for the case where the matrices A(z) are stochastic and the perturbation series is nite is given in 16].
It is based on combinatorial properties (actually, network representation) of the processes and hence it is a stable procedure. However, as will be seen in Section 3.4, it is possible to use the third method without prior knowledge of s. Actually, the full reduction version of our procedure determines s as well. Of course, as in any computational method which is used to determine indices which have discrete values, using our procedures in order to compute the order of singularity might lack stability.
The determination of the order of the pole
The rank test on the matrix A (t) proposed by Sain and Massey in 32] is likely to be the most e ective procedure for determining the value of s. The calculation of rank is essentially equivalent to the reduction of A (t) to a row echelon normal form and it can be argued that row operations can be used successively in order to calculate the rank of A (0) ,A (1) ,A (2) The general solution to the above system is given in the form 2 6 6 6 4 where the rst block of matrix is equal to zero according to Lemma 1. Thus, we immediately obtain the recursive expression (15) . In particular, applying the same arguments as above to the rst s + 1 fundamental equations, we obtain that X 0 = G Remark 5 Probably from the computational point of view it is better not to compute the generalized inverse G (s) beforehand, but rather to nd the SVD or LU decomposition of A (s) and then use these decompositions for solving the fundamental equations (3:k) (3:k + s). This is the standard approach for solving linear systems with various righthand sides.
The one step reduction process
In this section we describe an alternative scheme that can be used in the case where it is relatively easy to compute the bases for the right and for the left null spaces of A 0 . Speci cally, let p = n ? r(A 0 ) be the dimension of the null space of A 0 , let Q 2 IR Again, as before, we suppose that the coe cients X i , 0 i k ? 1, have already been determined. Then, by Theorem 1, the next coe cient X k is the unique solution to the subsystem of fundamental equations
A 0 X k+s + + A s X k = J k+s ? P k i=1 A i+s X k?i : (16) The above system is like the one given in (9) Remark 6 Note that in many practical applications p is much less than n and hence the above system (17) with D i 2 IR p p is much smaller than the original system (16). Now we have two options. We can either apply the reduction technique again (see the next subsection for more details) or we can solve the reduced system directly by using the generalized inverse approach. (18) Note that by convention the sum disappears when the lower limit is greater than the upper limit. Now, substituting R j = J k+j ? P k i=1 A i+j X k?i , 0 j s into the expression (18) (19) for all k 1. In particular, the coe cient of the rst singular term in (2) can be given by the formula X 0 = QH (s?1) 0s?1 M: (20) 3.4 The complete reduction process
As was pointed out in the previous section, the reduced system has essentially the same structure as the original one and hence one can apply again the reduction step described in Theorem 2. Note that each time the reduction step is carried out, the number of matrix equations is reduced by one. Therefore one can perform up to s reduction steps. We now outline how these steps can be executed. We start by introducing the sequence of reduced systems. The fundamental matrix equations for the l-th reduction step are 
Now by taking R (0) j = J k+j ? P k i=1 A i+j X k?i , 0 j s, one gets the algorithm for computing the Laurent series coe cients X k ; k 1. Of course, recursive formulae similar to (15) and (19) can be obtained, but they are quite complicated in the general case.
The order s of the pole can also be obtained from the reduction process by continuing the process until A 
Computational complexity and comparison with symbolic algebra
In this section we compare the computational complexity of the one-step-reduction process when applied to compute X 0 with the complexity of symbolic algebra. In particular, we show that the former comes with a reduced complexity in the case where the pole has a relatively small order. The computational complexity of the other two procedures can be determined similarly.
To Finally, one can see that if s << n and p << n, which is typically the case, then our method comes with a reduced computational burden.
Concluding remarks
In this paper we have shown that the Laurent series for the inversion of an analytic matrix valued function can be computed by solving a system of fundamental linear equations. Furthermore, we demonstrated that the system of fundamental equations can be solved recursively. In particular, the coe cient X k is determined by the previous coe cients X 0 ; : : : ; X k?1 and the next s + 1 fundamental equations, where s is the order of the pole. We suggest three basic methods, one without any reduction (see (15) ), one with a single reduction step (see (19) and (20)), and one using a complete reduction process with s steps (see (23) and (24)). Of course, an intermediate process with the number of reductions between 1 and s could be used too. We note that when the complete reduction process is used the order of the pole can be determined through the execution of the algorithm. When s << n and p << n, the proposed algorithms by far outperform the method based on symbolic algebra. existing literature. 
If we multiply equation (27) The rst three zero elements in q (1) con rm that the Laurent series has a simple pole. Next we compute the generalized inverse of A (1) given by The latter expression is identical with (28) and coincides with the one computed by expanding A ?1 (z) with the help of the MATLAB symbolic toolbox. Note that even for this three dimensional example the direct symbolic calculation of the Laurent series takes a relatively long time.
