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We report on a large-scale study of student learning of quantum tunneling in 4 traditional and 4
transformed modern physics courses. In the transformed courses, which were designed to address
student difficulties found in previous research, students still struggle with many of the same issues
found in other courses. However, the reasons for these difficulties are more subtle, and many new
issues are brought to the surface. By explicitly addressing how to build models of wave functions
and energy and how to relate these models to real physical systems, we have opened up a floodgate
of deep and difficult questions as students struggle to make sense of these models. We conclude that
the difficulties found in previous research are the tip of the iceberg, and the real issue at the heart of
student difficulties in learning quantum tunneling is the struggle to build the complex models that
are implicit in experts’ understanding but often not explicitly addressed in instruction.
PACS numbers: 01.40.Fk,01.50.ht,03.65.Xp
I. INTRODUCTION
Tunneling is a surprising result that has served to val-
idate the theory of quantum mechanics by explaining
many real world phenomena such as alpha decay, molec-
ular bonding, and field emission, and has resulted in ap-
plications such as scanning tunneling microscopes. As a
case study in the counterintuitive yet applicable nature
of quantum mechanics, tunneling is an important part of
any introductory course in modern physics or quantum
mechanics.
An examination of modern physics and quantum me-
chanics textbooks, course syllabi, and interviews with
faculty who have taught such courses, suggest that in-
struction in tunneling should help students achieve the
following learning goals:
1. Calculate or discuss qualitatively (depending on
the level of the course) the probability of tunnel-
ing for various physical situations
2. Describe the meaning of the potential energy and
wave function graphs.
3. Visualize how these graphs would change if the
physical situation were altered. (e.g. changing bar-
rier height and width)
4. Relate the mathematical formalism and graphical
representation of tunneling to the phenomenon of
tunneling in the real world.
Tunneling has been a favorite topic of physics educa-
tion researchers specializing in quantum mechanics, who
have found that many students have a great deal of trou-
ble understanding even the most basic aspects of this
topic [1, 2, 3, 4, 5, 6, 7]. In designing a transformed
course in modern physics for engineering majors [8], we
drew on the literature of previous research to develop a
curriculum aimed at addressing known student difficul-
ties in understanding quantum tunneling [9]. Through-
out the process of developing and refining this course,
we carried out a study to answer the following research
questions:
1. Does our transformed curriculum help to address
common student difficulties in learning tunneling?
2. Are our students achieving the learning goals de-
scribed above?
3. What are the practices that support or hinder the
achievement of these goals?
We find that our curriculum does help students over-
come common difficulties and achieve our learning goals.
While the common difficulties reported in the literature
do arise in the transformed classes, they are less preva-
lent than in comparable traditional classes, and they of-
ten arise in more subtle ways and for different reasons
than discussed in the previous literature.
Our research shows that the difficulties discussed in the
literature are surface features, masking a much more se-
rious problem: In tunneling, as in other aspects of quan-
tum mechanics, students fail to grasp the basic models
that we are using to describe the world. These models in-
clude wave functions as descriptions of physical objects,
potential energy graphs as descriptions of the interac-
tions of those objects with their environments, and to-
tal energy as a delocalized property of an entire wave
function that is a function of position. Hestenes has
pointed out that while “A physicist possesses a battery
of abstract models with ramifications already worked out
or easily generated,” standard physics instruction often
treats these models implicitly, rather than explicitly. [10]
While this is true even in introductory physics, the prob-
lem is more serious in quantum mechanics, where the
models are particularly abstract. Standard instruction in
quantum mechanics, including tunneling, does not pro-
vide students with enough information to make sense of
these models, or even recognize that they exist. We have
achieved a degree of success in teaching quantum tunnel-
ing by making these models more explicit, and suggest
2further changes in this direction.
II. THE STANDARD PRESENTATION OF
QUANTUM TUNNELING
Most textbooks on modern physics and quantum me-
chanics have a discussion of quantum tunneling. The
discussion is remarkably similar throughout these books,
with the main difference being that modern physics text-
books give less detail. Tunneling is defined as a wave
function passing through a potential energy barrier that
is greater than its total energy. The typical presenta-
tion includes an analysis of the plane wave solution to
the Schro¨dinger equation for a square potential energy
barrier, as shown in Figure 1. Often the wave function,
potential energy, and total energy are drawn on the same
graph, a practice that research has shown to lead to stu-
dent confusion [3, 6]. Depending on the level of the text-
book, the reflection and transmission coefficients are ei-
ther derived or given. This is typically followed by a dis-
cussion of some applications of quantum tunneling, such
as alpha decay, scanning tunneling microscopes, and the
inversion of Ammonia molecules. Some textbooks also
include a discussion of tunneling wave packets, occasion-
ally showing pictures of a tunneling wave packet taken
from a numerical simulation such as in Ref. [11]. Wave
packets and applications are nearly always relegated to
the end of the discussion of tunneling.
FIG. 1: The standard presentation of quantum tunneling:
a plane wave tunneling through a square potential barrier.
Total energy, potential energy, and the real part of the wave
function are all drawn on the same graph, and the real part
of the wave function is labeled as simply “wave function.”
In examining the standard presentation of tunneling,
one may ask how it aligns with the learning goals in Sec-
tion I. The standard presentation certainly gives students
practice in calculating relevant quantities for the case of
a plane wave and square barrier, but it does not give
students the tools to extend these calculations to more
realistic systems. It also includes both a mathematical
model and a discussion of physical applications of this
model. However, we argue that it does not provide suffi-
cient links between the two. For example, there is almost
never a discussion of what physical system could produce
the square barrier shown in Figure 1 or of how a plane
wave relates to a real particle. Further, when real appli-
cations are discussed, their potential energy graphs are
often not discussed, making it harder for students to re-
late the applications to the mathematical model. Thus,
the standard presentation does not provide students with
the tools to extend the model of tunneling beyond square
barriers to the more complicated potentials involved in
real physical systems, either quantitatively or qualita-
tively.
III. PREVIOUS PHYSICS EDUCATION
RESEARCH ON QUANTUM TUNNELING
Many researchers have documented student difficulties
in learning quantum tunneling [1, 2, 3, 4, 5, 6, 7]. These
researchers, working at many institutions in the United
States and Sweden, have found a fairly consistent list of
student difficulties.
The most common difficulty, discussed in all these ref-
erences, is the belief that energy is lost in tunneling. The
correct description of energy in quantum tunneling is that
because there is no dissipation in the Schro¨dinger equa-
tion, energy is conserved, as can be seen in Figure 1,
where the total energy is constant throughout. The bar-
rier itself represents the potential energy, which is zero on
the left and right, and some positive constant inside the
barrier.1 The kinetic energy is equal to the total energy
on the left and right, and is negative inside the barrier.
Ambrose [1] and Bao [2] report the student belief that ki-
netic energy is lost in tunneling, although later research
shows that this difficulty is not limited to kinetic energy:
Morgan et al. [3] quote students as saying that “energy”
is lost, without specifying which kind of energy, and in
our own work, we found that most students who thought
that energy is lost did not have a clear idea of which en-
ergy is lost. When asked, they were just as likely to say
potential, kinetic, or total energy, and often used two or
even all three types of energy interchangeably within the
same explanation. [7]
There are two common explanations in the literature
for the belief that energy is lost in tunneling. The first
explanation, attributable to the fact that most textbooks
and lecturers draw the energy and the wave function on
the same graph, is that students confuse the two, be-
lieving that the energy, like the wave function, decays
exponentially during tunneling [2, 3, 6]. The second ex-
planation is that students think that “‘work’ is done on or
by the particles while inside the potential barrier” [1] or
that energy is “dissipated” as in a physical, macroscopic
tunnel [3]. Many researchers report on student interviews
showing that both these explanations are common among
students. [1, 2, 3, 4, 5, 6, 7]
A third possible explanation suggested by Bao is that
students may be thinking of mechanical or electromag-
netic waves, in which the energy of the wave is related to
1 It is linguistically awkward to speak of the potential energy “in-
side the barrier”, since the potential energy is the barrier, but
it is important to be explicit, as many students do not recognize
the equivalence of potential energy and barrier.
3the amplitude. [2] However, no evidence is presented to
support this explanation of student thinking. In our ob-
servations and interviews in traditional modern physics
courses, few students have sufficient understanding of me-
chanical or electromagnetic waves to cause problems in
their interpretation of the amplitude of matter waves,
and none have used such an explanation. As discussed
in the Section VIA (reason 4), we do see some evidence
of students using this explanation for energy loss in our
transformed modern physics course, in which the depen-
dence of amplitude on energy in electromagnetic waves
is heavily stressed.
Other common student difficulties reported in the lit-
erature are: the belief that reflection at a barrier is due
to particles having a range of energies [1]; incorrectly
drawing the wave function with an offset between the
horizontal axes of the wave function on the left and right
side of the barrier, as in Figure 2a [3]; incorrectly draw-
ing the wave function with a smaller wavelength on the
right than on the left, as in Figure 2b [1, 3]; and misin-
terpreting the meaning of the wavelength and amplitude
of the wave function.
FIG. 2: Common student difficulties reported in the litera-
ture: incorrectly drawing the real part of the wave function
with (a) an offset between the horizontal axes on the left and
right side of the barrier and (b) a smaller wavelength on the
right than on the left. These drawings are taken from stu-
dent responses to an exam question asking students to draw
the real part of the wave function, as discussed in Section
VI. We have observed physics faculty making drawings simi-
lar to both (a) and (b), and a popular introductory quantum
mechanics textbook contains a figure similar to (b) [12].
In addition to these common student difficulties, in our
own previous research we found that many students do
not know what the potential energy graph represents [7].
Our results from student interviews are supported by
many conversations with practicing physicists who re-
port having successfully completed quantum mechanics
courses as students without realizing what a potential
well was until much later. We believe that this problem
is due to the lack of physical context for potential energy
graphs in the standard treatment discussed in Section II.
We will return to this issue later.
Brookes and Etkina [13, 14] argue that physicists talk
about potential using a metaphor of a physical object, as
illustrated by the terms “potential well,” “potential bar-
rier,” and “potential step.” Because these metaphors are
implicit and their limitations are not discussed, students
have a tendency to overextend them, leading to many of
the student difficulties that other researchers have doc-
umented. Brookes and Etkina’s analysis overlaps with
ours, in that they also point out that physics professors
are not explicit in discussing the limitations of models.
IV. THE STUDY
In order to answer the research questions in Section
I, we collected qualitative and quantitative data on stu-
dent thinking about quantum tunneling in eight modern
physics courses over a five-semester period. Five of these
courses were for engineering majors and three were for
physics majors. Four of the engineering majors’ courses
were taught using the transformed curriculum described
in the next section. The first two semesters of the trans-
formed course were taught by the authors, and the next
two by another professor in the physics education re-
search (PER) group. The remaining courses in this study
were taught using traditional methods.
The qualitative data we collected consist of observa-
tions of students in approximately 200 lectures (20 on
tunneling) and 50 problem-solving sessions (5 on tunnel-
ing), student responses to essay questions on homework
and exams, and student interviews. The interviews in-
clude 44 interviews on the Quantum Mechanics Concep-
tual Survey (QMCS) [15], which includes questions on
tunneling [7], 6 interviews on the Quantum Tunneling
and Wave Packets simulation described in the following
section, and 2 interviews on tunneling with each of 6 stu-
dents who participated in a case study project involving
regular interviews throughout the semester. The quan-
titative data consist of student responses on the QMCS,
homework, and exams.
By drawing on multiple forms of data, we have been
able to track similar responses among many courses, as
well as looking at changes in student thinking as further
transformations were introduced into the curriculum.
V. AN IMPROVED CURRICULUM FOR
TEACHING QUANTUM TUNNELING
As part of the transformation of a modern physics
course for engineering majors [8], we developed a curricu-
4lum for teaching quantum tunneling. The course design
was based on PER, using interactive engagement tech-
niques such as peer instruction and collaborative home-
work sessions, focusing on real-world applications, and
addressing common student difficulties. The curriculum
on quantum tunneling was designed to address common
student difficulties with this topic, which were known
from previous research (see section III). [9]
A. Addressing student difficulties with energy loss
Several aspects of the instruction were designed to ad-
dress the belief that energy is lost in tunneling. As dis-
cussed in section III, previous research cites two reasons
that students believe energy is lost in tunneling: (1) con-
fusion between wave function and energy, and (2) invok-
ing dissipation.
To address reason (1), we were careful to draw energy
and wave function on separate graphs. However, since
the representation in Figure 1, in which they are plot-
ted on the same graph, is ubiquitous in textbooks and
other literature, it is impossible to avoid students being
exposed to it. This representation has been so ingrained
in us by our own education that we had to be on guard to
keep from drawing graphs this way ourselves! Therefore,
we also used concept questions (multiple choice questions
posed in class that students discuss in small groups and
answer using a personal response system) and homework
questions to elicit student confusion between energy and
wave function and address it directly. Figure 3 shows
an example of a concept question used to address this
confusion.
To address reason (2), we emphasized energy conserva-
tion and the lack of dissipation in the Schro¨dinger equa-
tion. One key feature of our curriculum was a tuto-
rial [9] adapted from the Quantum Tunneling Tutorial
in the Activity-Based Tutorials Volume 2 [16], developed
by Wittmann, Steinberg, and Redish. This tutorial was
designed to address the belief that energy is lost in tun-
neling by asking students to work out the total, kinetic,
and potential energy in each region and answer questions
about energy conservation.
B. Putting potential energy in context
We also designed our curriculum to address our previ-
ous finding that students are often confused by the mean-
ing of the potential energy function [7]. We consistently
gave a physical context for potential energy functions,
presenting square wells and barriers as illustrations of
real physical systems, rather than mere abstractions. It
is worth noting that it was a great challenge for our team
of three expert physicists, including one Nobel Laureate,
to think of even a single real physical system represented
by a square well or a square barrier.
FIG. 3: A concept question designed to elicit student confu-
sion between energy and wave function. The correct answer is
C, but students who don’t understand the meaning of super-
imposing a wave function graph on an energy graph may be
inclined to answer A. When we ask this question in class, it
generates a large amount of discussion. While most students
(73-88%, depending on the semester) eventually answer the
question correctly, listening in on student discussions reveals
that most don’t know the answer right away, and only figure
it out through vigorous debate with their neighbors. Even
after discussion, 9-19% give answer A.
The physical examples that we decided to use in our
course are illustrated in Figure 4: an electron in a short
wire as the context for a square well, and an electron
traveling through a long wire with a thin air gap as the
context for a square barrier.
We chose the physical context of an electron in a wire
because it has practical applications for real circuits.
While there are a few textbooks that provide physical
examples of tunneling (an electron bouncing back and
forth between two capacitors with tiny holes in them for
a square well [17], and an electron traveling through a se-
ries of metal tubes held at different voltages for a square
barrier [18]), these examples are so artificial that no one
would ever create such a system for any reason other than
to demonstrate the abstract potentials used in introduc-
tory quantum mechanics courses. We decided against us-
ing the example of a charged bead moving along a wire
held at different potentials that was used in the orig-
inal version of the Activities-Based Tutorials [16], also
because it seemed excessively artificial.
Our curriculum included many opportunities for stu-
dents to practice building models of how potential energy
graphs relate to physical systems. For example, in inter-
active lectures, homework problems, and a tutorial in we
asked students to build up potential energy diagrams for
systems such as an electron in a wire, a scanning tunnel-
5FIG. 4: Physical contexts for (a) a square well and (b) a
square barrier. A square well with width L and height U0
represents a wire with length L and work function U0. A
square barrier with width L and height U0 represents two
long wires with work function U0 separated by an air gap
with length L.
ing microscope, and a nucleus undergoing alpha decay.
We also asked students to reason through the physical
meaning of the potential energy for various systems.
Further, we used the term “potential energy,” rather
than the shorthand “potential,” to avoid confusion. Al-
though it would be preferable to use the symbol U , rather
than the common convention V , for potential energy, to
help students relate the potential energy in quantum me-
chanics to the potential energy in other areas of physics,
we used V in order to be consistent with the textbook
we chose for the first semester. However, we repeatedly
emphasized the meaning of this symbol, and explicitly
pointed out the inconsistency in notation among differ-
ent areas of physics.
C. The Quantum Tunneling Simulation
The standard presentation of quantum tunneling dis-
cussed in Section II provides an abstract and decontex-
tualized model that is difficult to visualize or connect
to reality. The content of this presentation is artificially
constrained by what can be calculated. Students learn
to calculate transmission coefficients for plane waves tun-
neling through square barriers, not because this is a rel-
evant problem, but because this is the only tunneling
problem that can reasonably be calculated analytically.
With modern computational techniques, however, it is no
longer necessary for the curriculum to be so constrained.
We designed the Quantum Tunneling and Wave Pack-
ets simulation [19] (see Figure 5) to provide easily ac-
cessible interactive visual models of tunneling of wave
packets and plane waves in a variety of physical situ-
ations, thus removing many constraints on curriculum.
With the simulation, we can begin our instruction with
FIG. 5: The Quantum Tunneling and Wave Packets simula-
tion provides interactive visual models of tunneling of wave
packets and plane waves in a variety of physical situations,
and removes constraints imposed on curriculum by what prob-
lems can be easily calculated.
wave packets, rather than plane waves, so that students
can develop a visual model of what is happening in time
and space in quantum tunneling. This simulation was
developed as part of the Physics Education Technology
Project (PhET) [20], which provides free interactive com-
puter simulations for teaching physics. Like other PhET
simulations, the Quantum Tunneling and Wave Pack-
ets simulation is highly interactive, allowing students to
change the potential and total energies by dragging on
the graph, so that they can quickly explore a wide va-
riety of physical situations that would be cumbersome
to calculate. The simulation also provides a wide vari-
ety of representations, allowing students to view the real
part, imaginary part, magnitude, and phase of the wave
function. To address the problem of students mixing up
energy and wave function, these quantities are displayed
on separate graphs in the simulation.
VI. RESULTS
Even in our transformed courses, we saw some evi-
dence of most of the difficulties reported in previous re-
search on student understanding of quantum tunneling.
For example, in a final exam question in which students
were asked to draw the real part of the wave function
for an electron tunneling through a square barrier and
explain their reasoning, 18% of students drew the wave
function with an offset as in Figure 2a, and 23% drew
a shorter wavelength on the right than on the left as in
Figure 2b. However, many of the previously reported dif-
ficulties were less prevalent or appeared in more subtle
forms than we saw in traditional courses. We also saw
many issues in our transformed courses that have not
6Reasons students may think energy is lost in tunneling
(1) Mixing up wave function and energy
(2) Invoking dissipation
(3) Using the energy-amplitude relation for EM waves
(4) Confusion over how the electron regain energy when it
reenters the wire
(5) Thinking that transmitted part has less energy than
whole
(6) Confusion over the relationship between energy and wave
function
TABLE I: Reasons students may think that energy is lost in
tunneling. Reasons 1-3 are discussed in previous literature,
and reasons 4-6 are new to the current study.
been previously reported.
A. Energy Loss: a new perspective
In the transformed courses, because there was such a
heavy emphasis on energy conservation, students quickly
learned to say that energy is not lost in tunneling. When
we asked them directly on exams whether “the total en-
ergy of an electron after it tunnels through a potential
barrier is a) greater than, b) equal to, or c) less than
its energy before tunneling,” between 70% and 93% an-
swered correctly that it is equal. In homework, when
students were asked “Does an electron lose energy when
it tunnels?” between 95% and 96% answered correctly
that it does not and gave clear explanations of their rea-
soning, invoking the conservation of energy and the lack
of dissipation.
However, energy loss in tunneling continued to be an
issue. After the instruction described in Section III, stu-
dents asked repeatedly in lecture, problem-solving ses-
sions, and online participation homework, “Why is the
total energy the same after tunneling?” (These were of-
ten the same students who had given correct and clear
answers to this question in earlier homework.) In ques-
tions about tunneling that did not directly ask about en-
ergy loss, some students continued to give answers that
implied that energy is indeed lost in tunneling. Table I
lists all the reasons we have seen students give for energy
loss in interviews and in responses to an essay question
on an exam. Reasons (1) and (2) are the standard rea-
sons that have been given in most previous literature, as
discussed in Section III. After describing a question we
asked to elicit the idea of energy loss and the results, we
will discuss examples of reasons 4-6 from interviews and
observations of students in problem-solving sessions.
Figure 6 shows a question that we developed to ex-
plore the idea that energy is lost in tunneling. In order
to answer this question correctly, students must recog-
nize that total energy is constant and determine that
since potential and kinetic add up to total energy, the
way to decrease the kinetic energy on the right must be
to increase the potential energy, as in the correct answer,
Suppose that in the experiment described in the previous question*, you would like to 
decrease the speed of the electron coming out on the right side.  Which of the following 
changes to the experimental set-up would decrease this speed? 
 
A. Increase the width w of the gap: 
 
 
B. Increase U0, the potential energy of the gap: 
  
 
C. Increase the potential energy to the right of the gap: 
 
 
D. Decrease the potential energy to the right of the gap: 
 
 
E. More than one of the changes above would decrease the speed of the electron. 
 
*The previous question in the test, which is not discussed in this paper, states “An 
electron with energy E is traveling through a conducting wire when it encounters a small 
gap in the wire of width w.  The potential energy of the electron as a function of position 
is given by the plot [above left], where U0 > E.” 
U(x) 
x
U0>E 
E
U(x) 
x
U0  
Ebecomes: 
U1  w w 
U(x) 
x
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E
U(x) 
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w w 
U(x) 
x
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E
U(x) 
x
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x
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E
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x
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FIG. 6: A tunneling question from an early version of the
QMCS. This question was developed to explore the belief
that energy is lost in tunneling. It has been removed from
the QMCS because interviews suggest that responses from
students in transformed courses are not necessarily indicative
of whether students think energy is lost in tunneling.
C. The distracters A and B are very effective at eliciting
the belief that energy is lost in tunneling, since students
who think that energy is lost will usually think that more
energy is lost in one or both of these cases. In interviews
with students in traditional modern physics courses, we
found that students’ answers to this question were good
indicators of whether they believed that energy is lost in
tunneling; all students who did not choose the correct
answer expressed the belief that energy is lost in tunnel-
ing. [7]
However, in later interviews with students in our trans-
formed modern physics class, we found that even stu-
dents who explicitly said that energy is not lost in tun-
neling sometimes chose incorrect answers, often for very
subtle reasons. (Occasionally, students even argued for
answers A and B by saying that no electrons will tunnel
if you make the barrier sufficiently high or wide, which
will reduce the speed to zero, an argument that is tech-
nically correct.) We have also found that this question
is much more difficult than other questions eliciting the
idea of energy loss, with only 37−58% of students answer-
ing correctly the first time they see it. Students’ ability
7Course A B C D E N
Traditional Eng. Sp05 (QMCS) 18 10 24 15 33 68
Traditional Phys. Sp05 (QMCS) 19 11 38 9 23 64
Traditional Phys. Fa05 (QMCS) 12 11 38 15 24 54
Traditional Phys. Fa06 (QMCS) 13 13 38 9 26 54
Transformed Eng. Fa05 (QMCS) 12 10 37 5 37 162
Transformed Eng. Fa06 (QMCS) 20 6 41 8 25 73
Transformed Eng. Sp07 (QMCS) 13 10 40 7 31 120
Transformed Eng. Sp06 (Exam essay) 2 3 58 5 31 177
Transformed Eng. Sp07 (Exam mul-
tiple choice, after QMCS)
1 2 90 6 0 147
TABLE II: Percentage of students who selected each answer
to the question shown in Figure 6 in various courses. N is the
number of students.
to answer this question also varies greatly depending on
context. As shown in Table II, when the question was
asked on the QMCS, an ungraded multiple choice con-
ceptual survey that was used as a review for the final
exam, 37−41% of students in the transformed course for
engineering majors answered correctly (higher than the
scores in the traditional course for engineering majors
and comparable to the scores in the traditional course
for physics majors). However, when we gave it instead
as an essay question on the final exam, asking students to
“explain your reasoning,” 58% answered correctly. When
we gave it as a multiple choice question on a final exam
after asking it on the QMCS and reviewing it in class, so
that students were already familiar with it, 90% answered
correctly.
Because of the subtlety of the reasons students give for
their answers and the context dependence of the scores,
we no longer recommend the use of this question in mul-
tiple choice format as a diagnostic. However, we have
found that it is extremely valuable for eliciting student
thinking when used in an interview setting or as an essay
question on exams.
In Sp06 we asked the question in Figure 6 on the final
exam as an essay question. Aside from the six students
who participated in case study interviews that semester,
the students had not seen the question before the exam.
Analyzing student explanations for this question sheds
some light on the prevalence of the standard reasons
(1-2) for the belief that energy is lost in tunneling in
the transformed courses. However, one should not at-
tach too much importance to these numbers, as they
vary considerably depending on context. For example, a
much greater percentage of students answered this ques-
tion correctly when it was asked as an essay question on
an exam than when it was asked as a multiple choice
question on an ungraded conceptual survey. This dis-
crepancy is likely due to two factors: students taking the
exam more seriously than the ungraded survey, and the
request to explain their reasoning causing them to think
more carefully about their answers and resolve their con-
fusion. In interviews, we saw that many students initially
answered with a variety of incorrect reasoning, but in the
process of attempting to explain their reasoning to the
interviewer, eventually came to the correct explanation.
Thus, counting students who gave a particular incorrect
reasoning in their written responses will tend to underes-
timate how many students have this particular difficulty.
We found that only 7% of all students (31% of those
who answered incorrectly) explicitly said that energy is
lost in tunneling in their response to this question, al-
though a much larger percentage gave answers that im-
plied energy loss. 10% of all students (43% of those who
answered incorrectly) related the decrease in speed to the
exponential decay of the wave function, implying that
they were mixing up energy and wave function (reason
1). 16% of all students (67% of those who answered in-
correctly) said that it requires more energy, or is harder,
to tunnel through a wider or higher barrier, implying
dissipation (reason 2). 11% of all students (48% of those
who answered incorrectly) argued for option A and/or
B by pointing out that the electron would be slower in
the gap in these cases than in the original case. While
it is possible that some of these students simply misread
the question and thought it was asking how to slow the
electron inside the gap, rather than to the right of the
gap, it is clear from at least some of these responses that
this is not the case. For example, “want to decrease its
KE coming out. We can only do this by increasing the
PE in order to borrow more KE from the system” and “a
greater PE means a decrease in KE the e- will have once
it merges on right side. Both B & C would cause this
result.” These responses could be interpreted in terms of
reason 4, which will be discussed below.
Thus, in students’ written responses to an exam ques-
tion, we see both of the standard reasons (1-2) for believ-
ing that energy is lost in tunneling, although only in a
small minority of students. However, in interviews, stu-
dents talked about energy loss in terms of different, and
much more subtle, reasons than those reported in the
literature. Aside from reason 4, these reasons do not ap-
pear in the written responses, probably because students
were sufficiently unsure of them that they did not want
to use them as responses on a graded exam question.
Most of the following examples are from interviews
with six students who participated in case studies, where
they were interviewed regularly throughout the semester.
(The examples have also been corroborated with evidence
from other sources, as will be discussed below.) Two of
the interviews with each of these students (12 interviews
total) focused on quantum tunneling. In the first inter-
view on tunneling, students were asked to go over the
Tunneling Tutorial that they had already completed in
class and homework. In the second interview, they were
asked a series of questions about what happens to the
energy and probability of tunneling for an electron ap-
proaching a barrier when the height or width of the bar-
rier is changed, culminating in the question in Figure 6.
In the cases where students seemed to have the com-
mon problems of mixing up energy and wave function or
thinking of dissipation, they usually corrected themselves
without intervention from the interviewer or instructor.
8An example can be seen in an interview with a student
who is struggling to answer the question in Figure 6. The
student begins with a typical response in which she in-
terprets the height of the wave function as the kinetic
energy:
It’s either one of these two [A or B]. I’m
just trying to think about it. I think it’s
this one right here [B], because it would–the
wave function would come up here and then it
would drop down a little bit but then it would
keep going, and the distance between it and
the potential energy would be the kinetic en-
ergy, kind of ... Well, no, this is–scratch that.
We’ll take it out. Because the energy has to
be the same on both sides...
After she answered the question correctly, the interviewer
asked her to explain what she was thinking before. She
said:
Yeah. Um, I was thinking [pause] that a lot
of times when I see these, I’m thinking of the
wave function on top of it [draws wave func-
tion on top of energy graph] and I’m think-
ing of it dropping down a certain–dropping
down, like, a certain rate depending on the
difference between the energy–the electron’s
energy and the potential energy or the width.
So I think about it that way. So I was think-
ing, once it–if it’s coming up here and it drops
down a little bit, it’s gonna come up here on
this side. And I’m kind of thinking, maybe,
like, the amplitude of the wave function had
to do with energy and so its distance from
this potential was the kinetic energy, or kind
of could represent the kinetic energy. But
then I wasn’t too sure about that, because
I realized I was kind of thinking of the wave
function instead of the energy, so I had to,
like, re-evaluate how I was thinking about it,
even though it kind of still works the same.
It is interesting that this student instinctively thought
of drawing the wave function on top of the energy graph,
although this semester, aside from in the question shown
in Figure 3, there were no pictures of a wave function on
top of an energy graph in the lectures, textbook, or sim-
ulations. This example illustrates that eliminating such
pictures, while helpful, is not sufficient to address the
problem of students mixing up energy and wave func-
tions.
Thus, in interviews, students in the transformed
course were usually able to let go of the typical ideas
that lead to belief in energy loss. However, these
students often did say in interviews that energy is lost in
tunneling. There are four further reasons they gave, all
of which are distinct from the reasons most often given
in the literature.
Reason 3: Using energy-amplitude relation
for EM waves
In the transformed courses, the relationship between
amplitude and energy for electromagnetic waves was
very heavily emphasized in the section on the pho-
toelectric effect in lecture, homework, and exams.
Occasionally in interviews and observations of students
in the transformed courses, but never in interviews with
students in the traditional courses, students pointed out
this relationship, and asked why it was not the same for
matter waves, or assumed that it was the same.
Reason 4: How does the electron regain en-
ergy when it reenters the wire?
One reason that some students give for energy being
lost in tunneling appears to be associated with the partic-
ular physical example we use in class, that is, an electron
traveling through a wire and tunneling through an air
gap. Students can easily grasp the physical mechanism
by which kinetic energy is lost when it goes from the first
wire into the air gap. Earlier in the course, in the con-
text of the photoelectric effect, we discuss the energy re-
quired to overcome the work function of the metal. Most
students seem able to apply this concept to tunneling,
recognizing that the electron loses kinetic energy when it
escapes the wire into the air gap. However, students do
not understand the mechanism by which the electron re-
gains its kinetic energy when it goes into the second wire.
Therefore, while they know that energy is conserved, they
express confusion over how the electron “gets back” the
energy that went into overcoming the work function.
For example, one student, who was sufficiently both-
ered by this issue that she had asked her friends about
it, said in an interview:
The kinetic energy starts at E and then it
drops down, takes energy to get up, and then
it jumps back up to E. I talked to my friends.
Why the hell, they don’t understand that ex-
actly.
In another interview the following week, the same student
brought up the issue again:
Yeah, because it takes energy to get out of
metal, the work function. And it takes the
amount of the potential energy–the barrier,
this is the barrier’s, so it uses that energy up
and then it has a much slower–so it’s going
much slower. And then once it hits the other
metal, hey, it’s going fast again... It’s just
weird, a little bit. You’d think it would slow
down, but it is because the potential drops to
zero again and conservation of energy, all the
energy goes to kinetic. But it is a weird idea
for me to think about.
We have found that presenting students with a grav-
itational analogy of a ball rolling over a hill, in which
9the kinetic energy is lost as the ball rolls up the hill and
regained as the ball rolls down the hill, quickly resolves
this confusion. In all cases in which we have presented
students with this particular difficulty with a gravita-
tional analogy, they have been quickly satisfied. Some
researchers are reluctant to use gravitational analogies
in teaching quantum tunneling, for fear that they may
lead to the idea that tunneling involves a particle travel-
ing through a physical barrier like a hill and exacerbate
the difficulty of thinking that energy is lost due to dis-
sipation. However, we have seen no evidence of such
a link. Further, as Brookes and Etkina [13] point out,
the gravitational analogy is already inherent in the lan-
guage we use, as seen in phrases such as “potential step”
and “potential barrier,” and even in the word “tunnel-
ing.” Even if we were careful to avoid such language,
there is evidence that students have a tendency to in-
terpret graphs too literally and think that higher on a
graph means higher in space, regardless of context. [21]
The gravitational analogy is an important aspect of the
expert model of tunneling. Therefore, we argue that it
is preferable to address the strengths and limitations of
the gravitational analogy directly, rather than to avoid
its use.
Out of six students who were interviewed extensively
on the relationship between the energy and wave
function in tunneling, two exhibited this difficulty. It
was also observed in students working on homework in
problem-solving sessions, and may have been a factor in
some of the responses to the exam question discussed
above.
Reason 5: Transmitted part has less energy
than whole
Another reason students give for energy loss is that,
since only part of the wave function is transmitted, only
part of the energy is transmitted, with the rest being re-
flected. For example, when a student working on home-
work during a problem-solving session was asked to draw
the potential and total energy of a tunneling electron,
he drew a picture like the one shown in Figure 7. He
explained that the dotted line on the top left was the to-
tal energy of the incoming particle, which was then split
into the reflected part (bottom left) and transmitted part
(right).
FIG. 7: A reproduction of a graph drawn by a student to
represent the potential (solid line) and total (dotted lines)
energy of a particle tunneling through a barrier. This student
said the particle was losing energy because only a part of it
was transmitted.
Another student, who had explicitly stated that energy
is not lost in tunneling, used a similar argument in an
interview to justify her intuitive belief that the energy
must be less on the right side:
Interviewer: ...does that mean that the to-
tal energy is going down when it goes through
the barrier?
Student: The total energy is constant.
I: Ah! OK, so what energy is decreasing
then, if it’s not the total energy?
S: The energy— the energy— man—
Well, OK. What I’m saying, but what I’m
saying with caution— is— the energy of the
wave function on this side– is decreasing. I
want to make the energy of the wave func-
tion on this side decrease. But I’m also wary
about that because— ‘the energy of the wave
function on this side’? You know, the wave
function is a wave function, and it has like
parts to it, but it doesn’t have like— No, it
does— You can have a wave function like that
and it has a different energy here than it has
here.
I: Different total energy?
S: No, total energy is of the entire wave
function. What is total energy then? Is it
this plus this plus this? Yikes! I need to
study this for the final.
This difficulty appears to be caused by a lack of under-
standing of the fact that the total energy is a non-local
property of the entire particle, rather than a local func-
tion of position. This fact is not stressed in our class, nor
in any class we know of, but perhaps it should be.
While this difficulty has only been observed with the
two students discussed above, these two examples are
from courses in different semesters, taught by different
instructors using different textbooks. Further, the
problems they were working on were quite different and
the two students had very different personalities.
Reason 6: What is relationship between en-
ergy and wave function?
Another reason students give for energy loss in tunnel-
ing is related to the confusion between energy and wave
function (reason 1), but is more subtle. In several in-
terviews, we have observed students who explicitly state
that the energy is not the same as the wave function, but
that the two must be related somehow, so the exponential
decay of the amplitude must imply a loss of energy.
For example, when asked whether the probability of
tunneling would change if the width of the barrier in-
creased, a student said some things made him think
it would decrease, and other things made him think it
wouldn’t change. When the the interviewer asked what
made him think it wouldn’t change, he said:
Well, it would be diagrams like this. [points
to energy graph] One thing that the text
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doesn’t really have–doesn’t focus nearly as
much as you guys do in the course, and I
don’t know if that’s good or bad, are these
diagrams. You guys use these diagrams a lot,
which is great. The text doesn’t so much,
it sort of approaches it in a little different
way. So if we are to evaluate these diagrams,
put our total energy line in, evaluate how
that corresponds with our potential energy,
you–it sort of–[pause] maybe this forces me to
think too much about energies. For example–
I mean, that’s more classical physics, is it
not? If the particle has sufficient energy to
get to the other side. Quantum’s a whole
other story where we’re not talking about so
much energies. We are, but we’re also talking
about probabilities, correct? So there’s sort
of two ways to think about this, and maybe
that’s why I’m a little confused still, at this
late date.
Another student, when asked whether the probability of
tunneling would change if the initial energy of the incom-
ing particle decreased, said:
The amplitude shouldn’t be affected by the
energy other than its exposition. Yeah. I
think. And then–I believe it’s still gonna do
the exponential decay. [draws] OK. So now–
OK, so, hmm, probability of the electron tun-
neling through the barrier. The difference be-
tween the total energy and the potential en-
ergy of the gap is larger now, so I would say–I
feel like, um, that would mean that it has less
of an opportunity, less chance, less probabil-
ity of it tunneling through. What am I trying
to say here? When an electron has to convert
a certain amount of kinetic energy to come
out of a wire to potential energy, and in this
case it has to convert this much [points] or
this much will be potential energy, that dif-
ference there, which is more than the original
case. So [pause] I don’t know. Um, I’m not
quite figuring out how to connect it. But the
larger difference between the total energy and
the potential energy of the gap I think has
something to do with the probability of the
electron tunneling through or not, compared
to the first.
This difficulty reveals why emphasizing that the wave
function and energy are not the same thing is not suffi-
cient to address the student belief that energy is lost in
tunneling. Even if students realize that energy and wave
function are not literally the same thing, they struggle
to make connections between these two quantities that
are emphasized in the study of quantum mechanics. One
quantity, the wave function, is wholly unfamiliar to stu-
dents, and the other quantity, energy, is treated in an
unfamiliar way: graphed as a function of position but
applied to a delocalized object.
Out of six students who were interviewed extensively
on the relationship between the energy and wave function
in tunneling, four exhibited some form of this difficulty.
It was also observed in students working on homework
in problem-solving sessions. Unlike the previous three
difficulties, this was also observed in students in the tra-
ditional courses. For example, one student from a tradi-
tional course, when asked how the wave function is re-
lated to the energy, replied, “I can’t remember. I wish I
did. But I can swear, well not swear, but I can almost
remember my professor saying that the energy is encoded
in the wave function, somehow, I can’t remember exactly
now.”
B. Putting Potential Energy in Context
One conclusion of our study is that understanding the
context of potential energy graphs is a difficult task for
students, and a great deal of instruction is needed to ad-
dress this issue. In a previous study [7] we reported on in-
terviews with students in the traditional modern physics
for engineering majors course in Spring 2005. Students in
this course had no idea what the potential energy graphs
mean. In the transformed courses, we observed that stu-
dents still struggled with the basic meaning of potential
energy graphs, but as we refined our curriculum, their
questions about these graphs became more sophisticated,
illustrating a struggle to relate the graphs to physical re-
ality in a deep and meaningful way. The extent of ques-
tioning from students in the transformed course indicates
what a difficult subject this is, and how hopeless it is
to expect students to build meaningful models of these
graphs if the course does not explicitly help them do so.
In Fall 2005, the first semester of the transformed
course, even after focusing on the physical context of
potential and explicitly addressing possible confusion
arising from sloppy language in the text using “poten-
tial” and “potential energy” interchangeably, students
expressed a great deal of confusion over the meaning of
potential energy. In weekly online extra credit, we asked
students to submit their questions about the course ma-
terial. Here is a sample of these questions regarding po-
tential energy:
• “I get very confused by exactly what an infinite well
is. What is it, how is it infinite? do we just make
it that way?”
• “I have trouble understanding what the potential
is when we are looking at models of an electron in
a wire, free space, finite square well, infinite square
well. I am sort of getting this idea of it being similar
to a work function in that once the potential (V) is
less than the potential energy, the electron is out of
the wire. I can usually follow the math/calc that
follows the examples okay, but the overall concept
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of this potential (V) still confuses me, and so I still
don’t have a firm grasp of [what] the square well
models mean/represent/whatever.”
• “I cant find a general description of an infinite well,
i understand what it does but not what it is or
where its used.”
• “Voltage is used when we talk about electromag-
netic forces, like the coulomb force. What I’m con-
fused about is that we used a voltage well to show
the strong force in effect. Is it accurate to show the
strong force as a very deep voltage well?”
Further evidence for student confusion about poten-
tial energy can be seen in our observations of students’
responses to the first question of our Tunneling Tutorial,
which asked students to draw the potential energy as a
function of position for an electron traveling through a
long copper wire and tunneling through an air gap (see
Figure 4b). At this point in the course, students had
worked extensively with a square well as a representa-
tion of the potential energy of an electron in a wire, but
had not previously seen this example of a wire with an air
gap. We expected them to use their knowledge of the po-
tential energy of individual wires to draw a square barrier
for this new situation. While many students did draw the
correct potential energy, we observed that many students
got it backwards, drawing a well instead of a barrier. A
common student explanation for the well was that the air
gap was a “hole” and therefore should be represented by
a well. This response betrayed a lack of understanding
of why a well represents the potential energy of the wire.
In subsequent semesters, we added instruction before the
Tutorial on how to build up a square well by superim-
posing the Coulomb potentials of all the individual atoms
that make up a wire, as shown in Figure 8. After this
instruction, anecdotal observations indicated that fewer
students drew a well instead of a barrier in the Tutorial.
FIG. 8: An illustration of how to build up a square well by
adding up the Coulomb wells of individual atoms (taken from
PowerPoint slides used in lecture in Sp06, Fa06, and Sp07).
Students still struggled to relate the potential energy
graph to reality, to the extent that some viewed the graph
and the electron in the wire as describing two different
things. Here is an example from an interview in which
a student was trying to figure out how the width of the
barrier affects the probability of tunneling:
But I don’t know if it explained as well
as it needed to or if I just didn’t understand
as well as I needed to whether width [holds
out thumb and forefinger to indicate width of
space between them] meant actual real classi-
cal physics width [holds hands out to indicate
width of space between them] or more theo-
retical width [points to potential barrier on
sheet], which is like the–which might be more
represented here.
Another example of a student struggling with potential
energy graphs can be seen in a student who asked a ques-
tion after class that revealed that he was misinterpreting
the pictures in Figure 4 as meaning that the wire was
sitting on top of the potential energy.
Students also worried about the applicability, limita-
tions, and relevance of the model of the square well for
an electron in a wire. For example, students frequently
asked about collisions with the atoms in the wire, and
whether these would constitute measurements of the elec-
tron and localize it. In discussing tunneling, they strug-
gled with the concept of infinitely long wires, and fre-
quently discussed the reflection of the electron when it
reached the end of the wire. While working through the
tunneling tutorial, one student asked why the electron
would flow from one wire to the other if there was no
potential difference between the two wires. The answer
to this question is that you would not have a net flow
of electrons from left to right without a potential differ-
ence, but that electrons would constantly flow back and
forth due to thermal energy. This student also asked
whether you could really measure a single electron flow-
ing through a wire and why we were studying it if you
couldn’t. He was satisfied only after a long explanation
of how you could predict net current by adding up the
effects of single electrons. This example demonstrates
that even with a physical context, a square barrier with
an equal potential energy on either side (the prototypical
system used in the standard presentation of tunneling) is
still artificial because in reality a net current does not
flow without a voltage between the two sides of the bar-
rier. These questions further demonstrate that physical
context is important, not just for giving the material rel-
evance, but for conceptual understanding of the material
itself.
Student difficulties with potential energy can also be
seen in the questions they asked during the section on
the applications of tunneling, which included alpha de-
cay, scanning tunneling microscopes, and getting shocked
when you rub your foot on the carpet and approach a
metal doorknob. We asked students to figure out the
potential energy graphs for each of these applications,
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FIG. 9: Potential energy graphs for (a) an alpha particle un-
dergoing alpha decay, (b) an electron in a scanning tunneling
microscope, and (c) an electron in your finger when you get
shocked by a doorknob. Determining how to draw each of
these graphs requires many subtle approximations.
shown in Figure 9, using a series of concept questions
in lecture, as well as more detailed questions in home-
work. Determining each of these potential energy graphs
require many subtle approximations, which may not be
apparent until one is faced with a barrage of student ques-
tions. For example, to determine the potential energy
graph for alpha decay, one must approximate the strong
force as a flat potential throughout the nucleus, although
there is no model in nuclear physics that predicts such a
potential, one must recognize that the strong force dom-
inates in the nucleus and the Coulomb force dominates
outside, and one must treat the alpha particle that is
going to be ejected as having an independent existence
and a well-defined energy prior to decay. Gurney and
Condon [22] explicitly discussed all of these approxima-
tions in their 1929 paper explaining radioactivity on the
basis of tunneling. Yet most textbooks simply give such
graphs without explanation.
The following questions from students illustrate that
our students struggle with these approximations:
• “How do the Coulomb force and the strong force
relate to each other?”
• “How do you find the distance where the strong
force takes over?”
• “Is the potential really square like that?”
• “Do alpha particles already exist in the nucleus or
are they created upon radioactive decay?”
In the first two questions, students are struggling with
the assumption that the strong nuclear force dominates
in the nucleus, and the Coulomb force dominates outside
of it. The last two questions illustrate the simplifications
required to come up with a solvable model.
Similar questions illustrated students’ struggles to un-
derstand the potential energy graph for a scanning tun-
neling microscope:
• “As the electrons tunnel through, isn’t the sample
potential energy going to drop?”
• “The quantum tunneling microscope can be used
on any material even though not every material has
a “sea” of electrons? Wouldn’t losing an electron in
a crucial covalent bond break the molecule apart?”
The answer to the first question is that the potential en-
ergy would drop if the sample were not hooked to a volt-
age supply to keep the voltage constant. This student
missed the function of the voltage supply, but the ques-
tion illustrates that he was thinking carefully about the
physical system. He also recognized that the behavior
of the electrons could actually change the overall poten-
tial energy, a fact which is never discussed in the stan-
dard presentation, where the potential energy function is
taken as a given. The answer to the second question is
that scanning tunneling microscopes do not work on insu-
lators, an issue that is never discussed in modern physics
courses, but is the focus of a recent Nature article [23].
In spite of all these difficulties throughout the course,
when we asked students to explain the physical mean-
ing of the potential energy graph of a square barrier on
a homework question towards the end of the last two
semesters, nearly all gave clear and correct explanations
and related the graphs to a real physical context.
Further, from interviews with 24 students in the trans-
formed courses, there was only one case in which a stu-
dent treated the potential energy graph as an external
thing unrelated to the potential energy of the electron,
as we saw consistently in interviews with students in a
traditional course in an earlier study [7]. This case was
so exceptional, especially because it was a particularly
good student (he received an A- in the course), that the
interviewer asked him afterwards if he had done the Tun-
neling Tutorial. He said he had been busy that week
and skipped it, and jokingly commented, “In conclusion,
that’s a good assignment, because you should listen to
this guy try to explain it!”.
C. Plane waves
Plane waves cause further barriers to student under-
standing. While plane waves are mathematically simple,
conceptually it is quite difficult to imagine a wave that
extends forever in space and time, especially when it is
tunneling. The language we use to describe tunneling
is time-dependent. For example, we say that a particle
approaches a barrier from the left, and then part of it is
transmitted and part of it is reflected. This language is
difficult to reconcile with a picture of a particle that is
simultaneously incident, transmitted, and reflected, for
all time. The following student quote, from a homework
question asking what questions students still had about
tunneling after instruction, illustrates the kind of confu-
sion created by using plane wave solutions:
Say you have two finite lengths of wire very
close together. I don’t really see how we as-
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sume the electron is in one wire, get a solu-
tion, then use that to determine psi across
the gap, and then use that to determine the
probability that the electron is in the other
wire. Over time don’t the probabilities even
out (i.e. we have no clue which wire the elec-
tron’s in)?
This student is actually struggling with two common is-
sues for students: confusion over the physical meaning
of plane waves, and concern over what happens when
the electron gets to the end of the wire. Many students
have trouble with the idea of wires extending to infinity,
and talk about the electron waves reflecting off the end
of the wire, interfering with themselves, and creating a
big mess. This is physically accurate, but outside of the
realm of standard treatment, which assumes that wires
do not have ends.
In student interviews to test the usability and effective-
ness of the Quantum Tunneling and Wave Packets sim-
ulation, we saw that students were much more comfort-
able with the wave packet representation than the plane
wave representation. We conducted interviews with six
students, all of whom had completed either a trans-
formed (2) or traditional (4) course in modern physics.
These students were asked to explore the simulation and
think out loud. The interviews started with free explo-
ration, followed by questions from the interviewer about
aspects of the simulation that the students had not ex-
plored on their own. All students discovered plane wave
mode on their own (the simulation starts in wave packet
mode), but four out of six switched back to wave packet
mode immediately and the other two only explored it
for a few minutes before switching back. Two students
switched back without comment, one commented that
the plane wave was “too unrealistic,” one commented
that he didn’t remember what a plane wave was and
was more familiar with a wave packet, and one com-
mented, “That’s definitely a visualization I didn’t think
of.” Only one student commented that plane wave mode
made sense. Some students did eventually return to plane
wave mode in order to explore specific features, but all
students spent most of the free exploration time in wave
packet mode, and quickly returned to wave packet mode
after answering the interviewer’s questions about plane
wave mode. One student, after trying it and switching
back without comment, who didn’t use plane wave mode
again until the interviewer asked him to explore it, said
he had forgotten about it.
Because the Quantum Tunneling and Wave Packets
simulation provides such a compelling visual representa-
tion, it immediately brings to the surface several trou-
bling issues regarding plane waves that are swept under
the rug in standard treatments of tunneling because text-
books focus on only a few special cases in which these
issues are not apparent.
In nearly every case in quantum mechanics, with the
exception of plane waves in regions of varying potential,
the amplitude of the wave function gives a reasonable vi-
FIG. 10: A case where the amplitude of the transmitted wave
is higher than the amplitude of the incident wave.
sual cue about relative probabilities. In all cases other
than for plane waves, we teach that the probability den-
sity is, by definition, given by:
P (x) = |ψ(x)|2 (1)
Thus, it seems reasonable that relative amplitudes should
be a good indication of relative probabilities. However,
this is not necessarily the case for plane waves, and the
simulation reveals that there are even cases in which the
amplitude of the transmitted wave is larger than the am-
plitude of the incident wave (see Figure 10). This is such
a surprising result that many experts, when they first see
such a case, think there is a bug in the simulation.
Students often cue off the amplitude of the plane wave
as a measure of probability and draw incorrect conclu-
sions. In observations of students attempting to calculate
reflection and transmission coefficients during problem-
solving sessions, we noticed that many students initially
assumed that they were given by:
R = |B|2/|A|2 (2)
and
T = |C|2/|A|2 (3)
where A, B, and C are the amplitudes of the incident,
reflected, and transmitted waves, respectively. These
equations happen to be correct for plane waves tunnel-
ing through a square barrier with the same potential on
both sides, since the particle speeds happen to cancel,
but Equation 3 is wrong for a step potential or for any
other situation in which the potential is different for the
incident and transmitted waves.
Thus, both faculty and students tend to assume that
the amplitude alone is an accurate indicator of proba-
bility, as in Equation 1, and make mistakes as a result.
Yet most textbooks quickly gloss over this issue. Most
quantum mechanics textbooks simply state that the re-
flection and transmission coefficients for plane waves are
determined by the probability current, without explain-
ing why it is necessary to introduce this concept here
and not elsewhere. In many modern physics textbooks,
this issue is not discussed at all, and the equation for the
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transmission coefficient is simply given, either in terms
of particle velocities (v) or wave numbers (k),
T =
vt|C|
2
vi|A|2
=
kt|C|
2
ki|A|2
(4)
(the subscripts i and t denote the incident and transmit-
ted waves, respectively), with no explanation of where
the factors of k or v come from. Some textbooks sim-
ply give Equation 3 for the transmission coefficient, with
no mention that this applies only for the special case in
which vt = vi. [12, 24, 25, 26, 27, 28] While we under-
stand that the authors of these textbooks are attempt-
ing to avoid excessive mathematics that would obscure
the basic concept of tunneling, presenting the transmis-
sion coefficient only for this special case leads students
to draw many incorrect conclusions when attempting to
extend their knowledge to other contexts. One textbook
even writes down Equation 2 as the obvious expression
for R, and then “derives” the correct expression for T
(Equation 4) by stating that it follows from the “conven-
tion” that R+ T = 1. [18]
We know of only two textbooks that give further jus-
tification by deriving the probability for a wave packet
in the limit that the width goes to infinity. [29, 30] How-
ever, even in these books, it is not intuitively clear why
an infinitely wide wave packet should lead to a probabil-
ity proportional to the particle speed. We recommend an
alternative treatment suggested by Lande et al. [31], in
which reflection and transmission coefficients are derived
from wave packets, demonstrating that the factor of the v
results from the fact that the widths of the reflected and
transmitted wave packets are a function of the speed at
which they move in their respective media. This deriva-
tion is more intuitive than the derivation from probability
current, both because it relates more easily to the typical
definition of probability as it relates to the amplitude of
the wave function, and because wave packets are more
physical than plane waves.
A second problematic issue that is often swept under
the rug is the issue of wave speed vs. particle speed.
Because the treatment of waves is being pushed out of the
physics curriculum at many institutions, many students
do not know the difference between phase velocity (vφ =
ω/k) and group velocity (vg = dω/dk). For a Schro¨dinger
wave function, the phase and group velocity are given by:
vφ =
~k
2m
+
V
~k
(5)
vg =
~k
m
(6)
While the velocity of a particle corresponds to the group
velocity of its wave function, the only velocity appar-
ent in the visual representation of a plane wave is the
phase velocity. The distinction causes confusion when
the potential energy changes. Students can see in the
simulation that if they increase the potential energy, the
“wave speed” increases, which seems to contradict their
intuition that increasing the potential energy should de-
crease the kinetic energy, and therefore the speed (since
KE = E − V ). In fact, increasing the potential energy
increases the phase velocity, or wave speed, but decreases
the group velocity, or particle speed. The only way we
know to gain any physical intuition for the group veloc-
ity of a plane wave is again to imagine it as an infinitely
wide wave packet, in which case the group velocity is the
speed at which that wave packet travels.
The distinction between wave speed and particle speed
also causes problems in trying to explain why the prob-
ability is not proportional only to the square of the am-
plitude of the wave function. As discussed above, the
transmitted amplitude can be larger than the incident
amplitude if the transmitted particle speed is smaller.
However, in all such cases, the wave speed is actually
larger, so it appears that the transmitted wave has larger
amplitude and is moving faster, obscuring the correct ex-
planation, that it has a smaller particle speed to compen-
sate for the larger amplitude.
We point out these issues so that instructors will be
aware of the complexities inherent in discussing plane
waves and consider the advantages of focusing on more
realistic wave packets. We do not have solutions for how
to address the difficulties with plane waves (aside from
avoiding plane waves and focusing on wave packets), and
we hope that other researchers will pursue these ques-
tions further.
D. Representations of complex wave functions
Students often have difficulty understanding the mean-
ing of complex wave functions. This can perhaps best be
illustrated by the observation that students frequently
ask, “What is the physical meaning of the imaginary part
of the wave function?” but never ask about the physi-
cal meaning of the real part, even though both have the
same physical significance.
Ambrose [1] found that some students believe that the
wave function is only “real” in classically allowed regions,
so that the real part is zero inside the barrier. We saw
this problem in one interview.
All of the textbooks used in courses in this study reg-
ularly plotted only the real part of the wave function,
but referred to it as “the wave function,” as in Figure 1.
In the QMCS and in the transformed courses, we always
labeled such pictures explicitly as the real part. How-
ever, we found in interviews that even students in the
transformed courses who had seen explicit discussion of
both the real and imaginary parts were often confused
by requests to draw “the real part of the wave function.”
When asked to draw the real part of the wave function on
the exam question discussed at the beginning of Section
VI, 6 students (3%) said that the wave function is only
real inside the barrier and set it to zero everywhere else.
To address these problems, we designed the Quan-
tum Tunneling and Wave Packets simulation (as well as
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FIG. 11: (a) A representation showing the real and imaginary
parts of a wave function and (b) a representation showing the
magnitude and phase of a wave function. In interviews we
see that students can make sense of representation (a) but
not representation (b).
two other PhET simulations on quantum wave functions,
Quantum Bound States and Quantum Wave Interfer-
ence) to include both the real and imaginary parts on an
equal footing (see Figure 11a), and to include time depen-
dence so that students could see how the wave function
alternates in time between the real and the imaginary
parts. For completeness, we also included the “phase
color” representation used exclusively in most non-PhET
simulations of wave functions, in which a curve represent-
ing the magnitude of the wave function is filled in with
colors representing the phase (Fig. 11b).
In interviews with five students on Quantum Wave In-
terference [32], one student commented that he did not
understand real and imaginary numbers, and one student
wondered why the imaginary part didn’t look different
from the real part until he paused the simulation and
could see that they were out of phase. Aside from these
two, whose confusion stemmed more from their expecta-
tions than from the simulation, the students interviewed
did not express any confusion over the real and imagi-
nary representations of the wave function in interviews
on Quantum Tunneling and Wave Packets and Quantum
Wave Interference. Several students also learned impor-
tant concepts by playing with the real and imaginary
views. For example, students figured out from the simu-
lation that the real and imaginary parts were 90 degrees
out of phase, and that the real and imaginary parts add
up to a constant probability density in an energy eigen-
state even though each individual component changes in
time.
On the other hand, the “phase color” representation
caused significant problems for most students. In in-
terviews on Quantum Wave Interference, three out of
five students interviewed explored this view. None of the
three made any comments on it on their own, aside from
one student who said it hurt his eyes, so the interviewer
asked them what it was showing. One student said it was
“some sort of frequency type of thing” and speculated
that teal would constructively interfere with teal and de-
structively interfere with the opposite of teal. Another
stared at the screen in confusion for over a minute, and
then described it as “some sort of representation of both
the real part and the imaginary part” showing that “pink
is areas of high real part and low imaginary part or some-
thing?” Another student was unable to give any expla-
nation. When the same three students were interviewed
later on Quantum Tunneling and Wave Packets, the two
who had given explanations in earlier interviews did not
comment on phase view again. The student who had
been unable to give any explanation remembered that
this view had been used in his quantum course, but still
could not explain what it meant. Of three additional stu-
dents who were interviewed on Quantum Tunneling and
Wave Packets but not Quantum Wave Interference, two
expressed frustration over the phase view and were un-
able to explain it, and the third, when asked to explain it,
said only that it showed “something about wavelength.”
When given a choice, none of the students spent much
time in phase mode, returning quickly to real or magni-
tude mode after answering the interviewer’s questions.
“Phase color” is still an option in the simulations for
instructors who would like to explicitly teach the use of
this representation or use activities developed for other
simulations. However, based on our interviews, we do not
recommend the use of the “phase color” representation
with students.
E. “Hard Questions”
One striking result of our transformed instruction was
the number of student questions probing the relationship
of the course material to reality, many of which were
sufficiently difficult that most expert physicists could not
easily answer them. Many examples of these questions
have already been discussed in Section VIB. Below are
some further examples:
• What [happens if the electron is spread out] in the
wire, and you cut the wire in half?
• How come we don’t count the position in the wire?
How come we only count the energy?
• Wouldn’t there be a charge difference in the wire if
it were more likely to be found in the center?
• If everything’s got to be measured for it to be local-
ized, how come everythings already localized? Im
not going around measuring things.
We hypothesize that these questions are a result of the
combination of interactive engagement techniques with a
focus on real world applications. Our students are con-
stantly engaged in a struggle to relate the material to re-
ality. We regard the quantity of such questions as a sign
that this struggle is very difficult. We question whether
there is much learning in courses where students are not
asking such questions.
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VII. LESSONS FOR IMPROVING STUDENT
LEARNING OF QUANTUM TUNNELING
Our research demonstrates that a focus on addressing
common student difficulties is helpful, but not sufficient,
for improving student learning of quantum tunneling. By
addressing these difficulties and focusing on relating the
material to reality, we have uncovered deeper problems in
students’ ability to use the basic models of quantum me-
chanics, such as wave functions as descriptions of physical
objects, potential energy graphs as descriptions of the in-
teractions of those objects with their environments, and
total energy as a delocalized property of an entire wave
function that is a function of position. We have found
that real world examples are useful not just to help stu-
dents see the connection to their lives, but also to help
them make sense of the models they are using.
Effective curriculum on quantum tunneling must ex-
plicitly help students learn to build these models. Two
practices that we have found useful are focusing on how
to relate potential energy graphs to physical systems and
starting with wave packets rather than plane waves.
There are several further practices that, although we
have not tested them on a large scale, our research sug-
gests would be valuable. These include:
1. Tutorials to lead students through the process of
drawing potential energy graphs for various physi-
cal situations. 2
2. Explicit discussion of the strengths and weaknesses
of gravitational analogies.
3. Explicit discussion of the reasons for the focus in
quantum mechanics on an energy representation
rather than the force representation used in intro-
ductory physics.
4. Explicit discussion of why total energy is quantized
(for bound particles), but potential energy is not.
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2 The Activity-Based Tutorials [16], one of which we adapted for
use in our curriculum, also include several exercises for build-
ing up the idea of potential energy graphs through lab activities
with carts on magnetic tracks. We did not use these activities
due to lack of time and lack of a lab section in our course, but
our research indicates that such an approach could be useful,
if connections are made between these classical examples and
examples of systems where quantum mechanics applies.
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