Studies on generalization performance of machine learning algorithms under the scope of information theory suggest that compressed representations can guarantee good generalization, inspiring many compression-based regularization methods. In this paper, we introduce REVE, a new regularization scheme. Noting that compressing the representation can be sub-optimal, our first contribution is to identify a variable that is directly responsible for the final prediction. Our method aims at compressing the class conditioned entropy of this latter variable. Second, we introduce a variational upper bound on this conditional entropy term. Finally, we propose a scheme to instantiate a tractable loss that is integrated within the training procedure of the neural network and demonstrate its efficiency on different neural networks and datasets.
INTRODUCTION
Deep neural networks (DNNs) have demonstrated remarkable performance on image recognition and more particularly on image classification [1, 2] which is the main focus of this paper. Despite constant progress of DNNs performances since [1] , their generalization ability is still largely misunderstood and theoretical tools such as PAC-based analysis seem limited to explain it, as demonstrated by [3] . Although regularization methods such as weight decay [4] , dropout [5] or batch normalization [6] are common practices to mitigate the ratio between the numbers of training samples and model parameters, the issue of DNNs regularization remains an open question.
Recently, the information theory has been providing interesting tools to study DNNs performance from a new perspective [7, 8, 9, 10] . The objective of featuring is to create simple representations of the input while extracting enough knowledge about the class to predict in order to lower the complexity of the representation and achieve better generalization. However, complexity may be given several interpretations in machine learning. [11] introduces the Information Bottleneck (IB) framework that deals with an information theory-based notion of complexity. They state that a representation variable Y that shares few information with the input * Thanks to ANR-15-CE23-0029-02 for funding.
X can guarantee good generalization. About applications on DNNs, many works investigate strategies consisting in optimizing a classification loss while compressing the representations. For example, [12] develops a variational approximation of IB's criterion I(Y, X). SHADE [13] implements a tractable estimation of another criterion based on conditional entropy H(Y | C). The benefits of this criterion compared to I(Y, X) are discussed in [13] : this conditional entropy allows to quantify the intra-class invariance of Y . This choice of criterion is validated by SHADE's excellent performance.
In this paper, we investigate a strategy following the same paradigm to optimize the DNN by defining a regularization loss that is added to the classification loss. Our contributions are threefold: first, we identify a variable Z better suited for compression strategies. Second, as in SHADE, we investigate a regularization based on conditional entropy, H(Z | C), yet we develop an upper bound of this criterion in a general setup based on variational bounds on entropy measures. Third, we propose an instantiation protocol of our objective function applicable for DNN architectures and present extensive experiments on REVE to demonstrate its benefit for generalization.
REVE REGULARIZATION

REVE Variable
Suppose Y is any encoding of the input X, possibly stochastic. If the decoder that maps Y into the class space is linear, as most DDNs last layer, with corresponding multiplicative matrix W d , then it is possible to uniquely decompose Y in the following way: Y = Z+Y ker , where Y ker is the projection of Y on the kernel of W d (W d Y ker = 0) and Z is the projection on the orthogonal complement of the kernel in the representation space. Thus W d Y = W d Z and the term Y ker is not taken into account in the prediction. Consequently, there is no point to compress it and we prefer to focus on the other part Z. We stress that the class space is generally of much lower dimension (the number of classes) than the input space and the representation space. Thus, the kernel of W d is not reduced to zero and the kernel variable Y ker is very likely to contain a lot of information about the input X.
We study here a compression scheme on the part Z of Y , the intermediate representation of the DNN, just before the last layer that maps the representation into the class space. As the informative part of the neuron activation, we expect Z to exhibit interesting properties. As suggested in [14] , neurons may be interpreted as detectors of physical elements (object, shape, texture, etc.) that are discriminative for the task. Figure 1 shows the plotted estimations of the density for some coordinates of Z. The bimodality that emerges for each neuron may corroborate this interpretation, each mode corresponding to the presence or absence of the pattern.
REVE Regularization Function
We adopt the conditional entropy H(Z | C) proposed in SHADE [13] as regularization criterion, for which we develop a general variational upper bound. First, notice that H(Z | C) can be decomposed into simpler terms:
The entropy of the class H(C) is entirely determined by the problem and is independent of any optimization. Therefore, we ignore it and define the following regularization criterion:
(1) for C ∈ C and with any variable Z ∈ Z such that the quantities defined below exist. The definitions of the two terms in L REVE (Z, C) are as follow:
Variational Approximation: For any space Z, the Kullback-Leibler divergence between any two probability distributions p(z) and q(z) both defined on Z is always non-negative:
Thus if p is the true distribution of a variable Z, any q can be used to upper bound the entropy of Z:
Moreover, there is equality if, and only if, p = q almost everywhere. This property ensures that the closer p and q are in the sense of the KL-divergence, the tighter our bound gets. Such a q is said to be a variational approximation of p.
It is possible to upper bound the REVE criterion by defin-ing variational approximations q(Z) and r(C | Z) of the true distributions p(Z) and p(C | Z), respectively:
Overview of the REVE learning framework.
Similarly to [12] , implementing REVE method necessitates to examine Y ∈ Y as a stochastic encoding of the input X. Its distribution follows the density p(y | x) = p(y | h(W e , x)) where h(W e , x) is the output for input x, of a neural network with parameters W e . We also introduce the decoder that maps Y onto the class probability space P(C):
When experimenting with deterministic baselines, we use p(y | x) ∼ N (h(W e , x), σ 2 ) as stochastic encoding, that is to say, Y = h(W e , X) + ε with ε ∼ N (0, σ 2 ). Nevertheless, its expectancy is used to compute the prediction. Contrarily to [12] , the variance σ 2 is not learned but is a parameter of the method, effectively cutting the dimension of the output by a factor of two. Since ε is averaged during testing for computing the predicted class, the choice of its law is somewhat arbitrary. Thus, different values of σ 2 lead to different evaluations of entropy and only affect the regularization efficiency.
Obtaining Z from Y : The Singular-Value Decomposition (SVD) is the natural factorization of a matrix for extracting both the kernel and its orthogonal complement. The compact SVD factorizes W d as U ΣV , where Σ is a diagonal matrix of same rank r as W d , containing all its non-zero singular values, and the r columns of U (resp. V ) form an orthogonal set. Thus, V V is the orthogonal projection onto the orthogonal complement of the kernel and the part Z is simply computed from Y by: Z = V V Y .
REVE Objective Function
We develop here the previous bound (4) by using a Monte Carlo method. By applying the Bayes rule we get 1 :
To obtain the result in line (6), we exploit the Markov chain hypothesis C ↔ X ↔ Z of the model:
Using these results in (1), we obtain:
Then, we can use the empirical distribution of (X, C) given by the mini-batch sample (x n , c n ) n=1..N to use the Monte Carlo method. The objective function can be written:
In order to estimate Z p(z | x) . . . dz, we again use the Monte Carlo method by sampling Z from chosen probability p(z|x n ) = p(z | h(W e , x n )). S samples ε s of ε are drawn leading to the representation samples y n,s = h(W e , x n )+ε s from which we deduce the samples z n,s of Z. This approximation allows us to define our REVE loss function Ω REVE :
(log q(z n,s ) + log r(c n | z n,s )) . (9) As suggested by Alemi et al. [12] , we choose to use S = 12 which seemed to capture well enough the noisy distribution of Y in our experiments.
In everything that follows, we consider the approximation (9) as the objective function we want to minimize for regularization.
Model for q
Since the dimension of Z can be arbitrarily large depending on the considered architecture, we start by adopting the mean 1 We consider without further justifications that the conditions of the Fubini-Tonelli theorem allowing to invert the integrals are respected. field approximation, considering the coordinates of Z independent, in order to limit the complexity of our model:
We have already mentioned in Section 2 the intuition of a bimodal variable related to two modes, a neuron acting as a detector of a discriminative attribute. Thus, we choose to model q i (z i ) by a Gaussian Mixture Model (GMM) with two modes, M i = 1 and M i = 0:
where the parameters α, µ 1 , σ 2 1 , µ 0 , σ 2 0 must be estimated. While Expectation-Maximization is the standard algorithm for computing the parameters of a GMM, it is practically not applicable because the size of the minibatches is in general too small. To circumvent this problem, we suggest to skip the E-step by directly approximating π i (z i ) = p(M i = 1 | z i ) by the sigmoid function: π i (z i ) = 1 1+exp(−zi) . Indeed, we observe empirically that one mode tends to be positive while the other one tends to be negative. Then, we compute the parameters of the two Gaussians on the mini-batch through the M-step.
Model for r
Similarly to [12] , the approximation r(c | z) can be defined by the multinomial logistic regression model at the end of the neural network using the Softmax S:
where, for any u, u c is the coordinate of u related to the class c. Unlike q(z), the parameters of this variational approximation are defined by and optimized with the neural network.
REVE Regularization Loss
Combining previous results, the REVE loss is computed as:
where q is defined in (11) . Figure 2 summarizes the architecture of REVE and how it is embedded to a DNN.
EXPERIMENTS
We present experiments performed on several image databases: the CIFAR dataset [16] of animal and vehicle photos which includes color images of size 32 × 32 pixels classified in balanced and mutually exclusives classes, with 10 and 100 classes for CIFAR-10 and CIFAR-100, respectively; and the SVHN dataset [17] which includes color images of cropped an AlexNet-like model [1] with three 5 × 5 convolution + 2 × 2 max-pooling layers, then two fully connected layers with 1000 neurons as intermediate representation;
Inception Net: an Inception [18] similar to the one in [3] ;
ResNet: a ResNet architecture [2] similar to the one used in [19] (depth = 28 and k = 10) and we mimic their training procedure, weight decay and learning rate schedule. Please note that we use our own implementation of these networks on TensorFlow [20] .
When not stated otherwise: the networks are trained using SGD with 0.9 momentum and an exponentially decaying learning rate; the batch size used is 128; the cross entropy loss is used as classification loss and a weight decay of 10 −3 is added to stabilize the training. Classic data augmentation techniques are used: the 32×32 training images are padded to 40 × 40 and randomly cropped to 32 × 32; a random horizontal flip is applied. For preprocessing, we normalize the data using the channel means and standard deviations of the training set. The networks trained through this procedure without any additional regularization constitute our baselines.
The two hyperparameters σ 2 and the Lagrange multiplier of the regularization loss β REVE are cross validated. Still, the regularization seems fairly stable to slight changes of these parameters (σ 2 ∼ 10 −2 and β REVE ∼ 10 −4 ).
Ablation Study The results of some experiments around the characteristics of REVE can be found on Table 2 . To better motivate our bimodal instantiation for q(z), we experimented Table 1 compares the classification errors obtained on CIFAR with REVE to other regularization methods. For fair comparison, all experiments are done on the networks we implemented. REVE systematically gives the best performance of all these regularization methods. Table 3 shows the results of similar experiments on the SVHN dataset which is significantly different from CIFAR. Yet, REVE still consistently improves the generalization performance of the networks.
CONCLUSION
We have presented in this article a new regularization scheme, REVE aiming at minimizing an information-based criterion for compression: H(Z | C). Z is a variable extracted from the representation that only contains the information relevant for prediction. We develop a variational bound on this entropy and propose approximation models to instantiate it and regularize DNNs during SGD. Many experiments on three different datasets with various architectures demonstrate the benefits of REVE for generalization. Still, both theoretical and empirical analysis of our regularization leave the methods open to interpretation and enhancement.
