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COMPOSITION OPERATORS ON WIENER AMALGAM
SPACES
DIVYANG G. BHIMANI
Abstract. For a complex function F on C, we study the associated com-
position operator TF (f) := F◦f = F (f) onWiener amalgamW
p,q(Rd) (1 ≤
p < ∞, 1 ≤ q < 2). We have shown TF maps W
p,1(Rd) to W p,q(Rd) if and
only if F is real analytic on R2 and F (0) = 0. Similar result is proved in the
case of modulation spaces Mp,q(Rd). In particular, this gives an affirmative
answer to the open question proposed in [4, p.646]
1. Introduction
Let X and Y be normed spaces of complex functions on Rd. For a given
function F : R2(= C) → C, we associate it, with the composition operator
TF : f 7→ F (f), where F (f) = F ◦ f is the composition of functions F and
f : Rd → C. If TF (X) ⊂ Y, we say the composition operator TF takes X to Y.
In particular, if TF (X) ⊂ X, we say the composition operator TF acts on X.
Which functions F have the property that the composition operator TF takes
X to Y ? Of course, the properties of the operator TF strongly depend on X
and Y. The aim of this paper is to take a small step toward the answer in the
case of modulation and Wiener amalgam spaces (see Subsection 2.2 for precise
definitions).
In the last decade, modulation and Wiener amalgam spaces have turned
out to be very fruitful within pure and applied mathematics. In fact, these
spaces are nowadays present in investigations that concern problems on pseudo
differential/Fourier integral operators, Strichartz estimates, and so on (we refer
the reader to recent survey [22] and the reference therein). For instance: the
unimodular Fourier multiplier operator ei|D|
α
is not bounded on most of the
Lebesgue spaces Lp(Rd) (p 6= 2), in contrast it is bounded on W p,q(Rd)(1 ≤
p, q ≤ ∞) for α ∈ [0, 1], and on Mp,q(Rd)(1 ≤ p, q ≤ ∞) for α ∈ [0, 2] (cf.
[1, 2, 7]). The cases α = 1, 2 are of particular interest because they occur in
the time evolution of wave and Schro¨dinger equations respectively.
Many mathematicians have been using these spaces as a regularity class
of initial data of the Cauchy problem for nonlinear dispersive equations (cf.
[24, 25, 1, 2, 6]). But one of the underneath issue of the nonlinear disper-
sive equations in the realm of modulation and Wiener amalgam spaces is to
determine, which is the most general nonliearity one can take, which is not
yet completely clear. Composition operators are simple examples of nonlinear
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mappings. And when we try to study local and global well-posedness results
for nonlinear dispersive equations (Schro¨dinger/wave/Klein-Gordon etc.) in
modulation and Wiener amalgam spaces, it is indispensable to study non-
linear mappings on it. Taking these consideration into our account, we are
motivated to study composition operators on these spaces. Specifically, we
prove following
Theorem 1.1. Let 1 ≤ p ≤ ∞, 1 ≤ q < 2, and pairs
(X, Y ) = (Mp,1(Rd),Mp,q(Rd)) or (W p,1(Rd),W p,q(Rd)).
Suppose that TF is the composition operator associated to a complex function
F on C. Then
(1) If TF takes X to Y, then F must be real analytic on R
2. Moreover,
F (0) = 0 if p <∞.
(2) If F is real analytic on R2 which takes origin to itself, and p <∞, then
TF acts on X.
Corollary 1.2. Let 1 ≤ p <∞, 1 ≤ q < 2, and pairs
(X, Y ) = (Mp,1(Rd),Mp,q(Rd)) or (W p,1(Rd),W p,q(Rd)).
Then F is real analytic on R2 and F (0) = 0 if and only if TF takes X to Y. In
particular, F is real analytic on R2 and F (0) = 0 if and only if TF acts on X.
Corollary 1.3. (1)There exists f ∈ W p,1(Rd) such that f |f |α /∈ W p,q(Rd)
(1 ≤ p ≤ ∞, 1 ≤ q < 2), for any α ∈ (0,∞)\2N. (2)There exists f ∈Mp,1(Rd)
such that f |f |α /∈Mp,q(Rd) (1 ≤ p ≤ ∞, 1 ≤ q < 2), for any α ∈ (0,∞) \ 2N.
We note that recently Bhimani-Ratnakumar [4, Theorem 3.9] have proved if
F : R2 → C is real analytic and F (0) = 0, then TF acts on X =M
1,1(Rd), d ≥
1, and this result is generalized by Kobayashi-Sato [13, Theorem 1.1] for X =
Mp,1(R) or W p,1(R) for 1 < p <∞, although it is restricted to the case when
d = 1. Thus we remark that our Theorem 1.1 (2) settles the case when d > 1,
and gives an affirmative answer to the open question proposed in [4, p.646].
It is also worth noting following:
Remark 1.4.
(1) In Theorem 1.1(1) conditions on range of q ∈ [1, 2) is sharp in the
sense that if we take q = 2 then the same conclusion may not hold.
(Since W 2,2(Rd) = L2(Rd), if TF : W
p,1(Rd) → W p,2(Rd), then F may
not be real analytic on R2.)
(2) Theorem 3.2 of Bhimani-Ratnakumar [4] is a particular case of Theo-
rem 1.2 (1) as Mp,1(Rd) is a proper subclass of Mp,q(Rd)(1 < q < 2).
(3) In view of Corollary 1.3 we can point out, the standard method for
evolving nonlinear dispersive equations, with the nonlinearity f |f |α (α ∈
(0,∞) \ 2N), which is of great importance in application, is ruled out.
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The sequel contains required notations and preliminary in Section 2, proof
for the necessary condition of Theorem 1.1 (1) in Section 3, proof for the
sufficient condition of Theorem 1.1 (2), and concluding remarks in Section 4.
2. Notations and Preliminaries
2.1. Notations. The notation A . B means A ≤ cB for a some constant
c > 0, whereas A ≍ B means c−1A ≤ B ≤ cA for some c ≥ 1. The symbol
A1 →֒ A2 denotes the continuous embedding of the topological linear space A1
into A2. The mixed L
p,q(Rd × Rd) norm is denoted by
‖f‖Lp,q =
(∫
Rd
(∫
Rd
|f(x, w)|pdx
)q/p
dw
)1/q
(1 ≤ p, q <∞),
the L∞(Rd) norm is ‖f‖L∞ = ess.supx∈Rd|f(x)|, the ℓ
q(Zd) norm is ‖an‖ℓq =(∑
n∈Zd |an|
q
)1/q
. We denote d−dimensional torus by Td ≡ [0, 2π)d, and
Lp(Td)−norm is denoted by
‖f‖Lp(Td) =
(∫
[0,2π)d
|f(t)|pdt
)1/p
.
The space of smooth functions on Rd with compact support is denoted by
C∞c (R
d), the Schwartz class is S(Rd) (with its usual topology), the space of
tempered distributions is S ′(Rd). For x = (x1, · · · , xd), y = (y1, · · · , yd) ∈ R
d,
we put x · y =
∑d
i=1 xiyi. Let F : S(R
d) → S(Rd) be the Fourier transform
defined by
Ff(w) = f̂(w) =
∫
Rd
f(t)e−2πit·wdt, w ∈ Rd.(2.1)
Then F is a bijection and the inverse Fourier transform is given by
F−1f(x) = f∨(x) =
∫
Rd
f(w) e2πix·wdw, x ∈ Rd,(2.2)
and this Fourier transform can be uniquely extended to F : S ′(Rd)→ S ′(Rd).
For s ∈ R, w ∈ Rd, we put 〈w〉s = (1 + |w|2)s/2.
2.2. Modulation and Wiener amalgam spaces. Let g ∈ S(Rd) be a non-
zero window function. The short-time Fourier transform (STFT) of a func-
tion(tempered distribution) f with respect to a window window g is
Vgf(x, w) :=
∫
Rd
f(t)g(t− x)e−2πiw·tdt, (x, w) ∈ R2d(2.3)
whenever the integral exists.
In 1983 Feichtinger [8] introduced a class of Banach spaces, which allow a
measurement of space variable and Fourier transform variable of a function or
distribution f on Rd simultaneously using the STFT, the so-called modulation
spaces.
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Definition 2.1 (modulation spaces). For 1 ≤ p, q ≤ ∞, and for given a non
zero smooth rapidly decreasing function g ∈ S(Rd), the weighted modulation
space Mp,qs (R
d) consists of all tempered distributions f ∈ S ′(Rd) for which, the
following norm
‖f‖Mp,qs =
(∫
Rd
(∫
Rd
|Vgf(x, w)|
pdx
)q/p
〈w〉sqdw
)1/q
is finite, with the usual modification if p or q are infinite.
This definition is independent of the choice of the window, in the sense that
different window functions yield equivalent modulation space norms (cf. [10,
Proposition 11.3.2 (c), p.233]). When s = 0, we simply write Mp,q0 (R
d) =
Mp,q(Rd).
By reversing the order of integration we define the another family of spaces,
so-called Wiener amalgam spaces.
Definition 2.2 (Wiener amalgam spaces). For 1 ≤ p, q ≤ ∞, s ∈ R and
0 6= g ∈ S(Rd), the weighted Wiener amalgam space W p,qs (R
d) consists of all
tempered distributions f ∈ S ′(Rd) such that the norm
‖f‖W p,qs =
(∫
Rd
(∫
Rd
|Vgf(x, w)|
q〈w〉sqdw
)p/q
dx
)1/p
is finite, with usual modifications if p or q =∞.
This definition is independent of the choice of the window g, in the sense that
different window functions yields equivalent Wiener amalgam space norms.
When s = 0, we simply write W p,q0 (R
d) =W p,q(Rd).
We note that there is another characterization [23] of Wiener amalgam and
modulation spaces: let φ ∈ S(Rd) such that
suppφ ⊂ (−1, 1)d
and ∑
k∈Zd
φ(w − k) = 1, ∀w ∈ Rd.
Then we have the equivalence
‖f‖W p,qs ≍ ‖‖〈k〉
sφ(D − k)f‖ℓq‖Lp ,
and
‖f‖Mp,qs ≍ ‖‖〈k〉
sφ(D − k)f‖Lp‖ℓq ,
where φ(D − k)f = F−1(f̂ · Tkφ).
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2.3. Properties of modulation and Wiener amalgam spaces. We gather
some basic properties of Wiener amalgam and modulation spaces which will
be frequently used in the sequel.
Lemma 2.3. Let p, q, pi, qi ∈ [1,∞] (i = 1, 2).
(1) S(Rd) →֒ W p,q(Rd) →֒ S ′(Rd) and S(Rd) →֒ Mp,q(Rd) →֒ S ′(Rd).
(2) W p,q1(Rd) →֒ Lp(Rd) →֒ W p,q2(Rd) and Mp,q1(Rd) →֒ Lp(Rd) →֒
Mp,q2(Rd) holds for q1 ≤ min{p, p
′} and q2 ≥ max{p, p
′} with 1
p
+ 1
p′
= 1.
(3) If q1 ≤ q2 and p1 ≤ p2, thenW
p1,q1(Rd) →֒ W p2,q2(Rd) andMp1,q1(Rd) →֒
Mp2,q2(Rd).
(4) Mp,q(Rd) →֒ W p,q(Rd) when q ≤ p and W p,q(Rd) →֒ Mp,q(Rd) when
p ≤ q.
(5) The space W p,p(Rd) = Mp,p(Rd)(1 ≤ p < ∞) is invariant under
Fourier transform.
(6) The spaces W p,q(Rd) and Mp,q(Rd) are Banach space.
(7) The spaces W p,q(Rd) and Mp,q(Rd) are invariant under complex con-
jugation.
(8) S(Rd) is dense in Mp,q(Rd) and W p,q(Rd) for p, q ∈ [1,∞).
(9) Let 0 < λ ≤ 1, and put fλ(x) = f(λx). There exists constants C and
C ′ such that ‖fλ‖M∞,1 ≤ C‖f‖M∞,1 for f ∈ M
∞,1(Rd).
Proof. The proof of statements (2) and (3) can be found in [20] and [19] re-
spectively. For the proof of statement (9), see [21]. For the proof of statements
(3), (6), and (8), see [10]. We only give the arguments for the statement (6)
because it provide the reader with some insight about the fundamental identity
of time-frequency analysis: in fact, easy computation gives the fundamental
identity
Vgf(x, w) = e
−2πix·w Vĝf̂(w,−x)
but this immediately gives a proof of (6). 
Proposition 2.4 (Algebra property). Let p, q, pi, qi ∈ [1,∞] (i = 0, 1, 2) sat-
isfy 1
p1
+ 1
p2
= 1
p0
and 1
q1
+ 1
q2
= 1 + 1
q0
. Then
(1) Mp1,q1(Rd) ·Mp2,q2(Rd) →֒ Mp0,q0(Rd) with norm inequality
‖fg‖Mp0,q0 . ‖f‖Mp1,q1‖g‖Mp2,q2 .
In particular, Mp,1(Rd) is an algebra under pointwise multiplication
with norm inequality
‖fg‖Mp,1 . ‖f‖Mp,1‖g‖Mp,1.
(2) W p1,q1(Rd) ·W p2,q2(Rd) →֒ W p0,q0(Rd) with norm inequality
‖fg‖W p0,q0 . ‖f‖W p1,q1‖g‖W p2,q2 .
In particular, W p,1(Rd) is an algebra under pointwise multiplication
with norm inequality
‖fg‖W p,1 . ‖f‖W p,1‖g‖W p,1.
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Proof. cf. [24], [1, Corollary 2.7], and [6, Lemma 2.2]. 
We refer to [10] for a classical foundation of these spaces and [25] for some
recent developments in PDEs for these spaces and the references therein.
3. necessary condition
In this section, we prove Theorem 1.1 (1): if the composition operator TF
takes Wiener amalgam spaces W p,1(Rd) to W p,q(Rd), then, necessarily, F is
real analytic on R2. And also a similar necessity condition for modulation
spaces. We start with following:
Definition 3.1. A complex valued function F, defined on an open set E in the
plane R2, is said to be real analytic on E, if to every point (s0, t0) ∈ E, there
corresponds an expansion of the form
F (s, t) =
∞∑
m,n=0
amn (s− s0)
m (t− t0)
n, amn ∈ C
which converges absolutely for all (s, t) in some neighbourhood of (s0, t0). If
E = R2 and the above series converges absolutely for all (s, t) ∈ R2, then F is
called real entire.
We let Aq(Td) be the class of all complex functions f on the d−torus Td
whose Fourier coefficients
f̂(m) =
∫
Td
f(x)e−2πim·xdx, (m ∈ Zd)
satisfy the condition
‖f‖Aq(Td) := ‖f̂‖ℓq <∞.
We recall, the classical theorem of Katznelson [11, p.156], see also, [17,
Theorem 6.9.2] for A1(T) which have been proved in 1959, and later generalized
by Rudin [18] in 1962 for Aq(G), where G is infinite compact abelian group and
1 < q < 2. We just rephrased it here by combining both of them as required
in our context.
Theorem 3.2 ( Katznelson-Rudin ). Suppose that TF is the composition op-
erator associated to a complex function F on C, and 1 ≤ q < 2. If TF takes
A1(Td) to Aq(Td), then F is real analytic on R2.
Now we introduce periodic Wiener amalgam and modulation spaces, and for
this reason, first we recall some definitions, and introduce temporary notations.
We are starting by noting that there is a one-to-one correspondence between
functions on Rd that are 1-periodic in each of the coordinate directions and
functions on torus Td, and we may identify Td = Rd/Zd with [0, 1)d. Let D(Td)
be the vector space C∞(Td) endowed with the usual test function topology,
and let D′(Td) be its dual, the space of distributions on Td. Let S(Zd) denote
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the space of rapidly decaying functions Zd → C. Let FT : D(T
d) → S(Zd) be
the toroidal Fourier transform (hence the subscript T ) defined by
(FTf)(ξ) := fˆ(ξ) =
∫
Td
f(x)e−2πiξ·xdx, (ξ ∈ Zd).
Then FT is a bijection and the inverse Fourier transform is given by
(F−1T f)(x) :=
∑
ξ∈Zd
fˆ(ξ)e2πiξ·x, (x ∈ Td),
and this Fourier transform is extended uniquely to FT : D
′(Td)→ S ′(Zd).
The Wiener amalgam spaces W p,q(Td) consists of all f ∈ D′(Td) such that
‖f‖W p,q(Td) := ‖‖φ(DT − k)f‖ℓq‖Lp(Td) <∞,
and modulation spaces Mp,q(Td) consists of all f ∈ D′(Td) such that
‖f‖Mp,q(Td) := ‖‖φ(DT − k)f‖Lp(Td)‖ℓq <∞,
for some φ with compact support in the discrete topology of Zd , where φ(DT−
k)f = F−1T (Tkφ · FTf) .
Next result ensures that Wiener amalgam and modulation spaces coincides
with the classical Fourier algebra. Specifically, we have
Proposition 3.3. Let 1 ≤ p, q ≤ ∞. Then, we have
Mp,q(Td) =W p,q(Td) = Aq(Td),
with norm inequality
‖f‖Mp,q(Td) ≍ ‖f‖W p,q(Td) ≍ ‖f‖Aq(Td).
Proof. For the proof we refer to [19, Section 5] and [15, Lemma 1]. 
We now define the local-in-time versions of the Wiener amalgam and modu-
lation spaces in the following way. Given an interval I = [0, 1)d we let W p,q(I)
the restriction of W p,q(Rd) onto I via
‖f‖W p,q(I) := inf{‖g‖W p,q(Rd) : g = f on I},(3.1)
and Mp,q(I) the restriction of Mp,q(Rd) onto I via
‖f‖Mp,q(I) = inf{‖g‖Mp,q(Rd) : g = f on I}.(3.2)
We note that Be´nyi-Oh has proved the “equivalence” of the periodic function
spaces ( Mp,q(Td) and W p,q(Td)) and their local-in-time versions (defined on
a bounded interval I = [0, 1)d, that is Mp,q(I) and W p,q(I) ) in [3, Appendix
B] (see also [3, Remark 3.3]) via establishing the equivalent of norms:
(3.3) ‖f‖Mp,q(Td) ≍ ‖f‖Mp,q(I) and ‖f‖W p,q(Td) ≍ ‖f‖W p,q(I),
where 1 ≤ p, q ≤ ∞.
Proposition 3.4. Suppose that TF is the composition operator associated to
a complex function F on C, and 1 ≤ q < 2. If TF takes W
p,1(Rd) to W p,q(Rd),
then TF takes A
1(Td) to Aq(Td).
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Proof. Let f ∈ A1(Td). Then f ∗(x) = f(e2πix1 , ..., e2πixd) is a periodic function
on Rd with absolutely convergent Fourier series
f ∗(x) =
∑
m∈Zd
f̂(m) e2πim·x.
Choose g ∈ C∞c (R
d) such that g ≡ 1 on Qd = [0, 1)
d. Then we claim that
gf ∗ ∈ W 1,1(Rd) ⊂ W p,1(Rd). Once the claim is assumed, by hypothesis, we
have
F (gf ∗) ∈ W p,q(Rd).(3.4)
Note that if z ∈ Td, then z = (e2πix1 , ..., e2πixd) for some x = (x1, ..., xd) ∈ Qd,
hence
F (f(z)) = F (f ∗(x)) = F (gf ∗(x)), for x ∈ Qd.(3.5)
Now if φ ∈ C∞c (T
d), then gφ∗ is a compactly supported smooth function on
Rd. Also φ(z) = g(x)φ∗(x) for every x ∈ Qd, as per the notation above and
hence
φ(z)F (f)(z) = g(x)φ∗(x)F (gf ∗)(x),(3.6)
for some x ∈ Qd.
By (3.6), Proposition 3.3, (3.3), (3.1), and Proposition 2.4(2), we obtain
‖φF (f)‖Aq(Td) = ‖gφ
∗F (gf ∗)‖Aq(Td)
≍ ‖gφ∗F (gf ∗)‖W p,q(Td)
≍ ‖gφ∗F (gf ∗)‖W p,q(Qd)
. ‖gφ∗F (gf ∗)‖W p,q
. ‖gφ∗‖W∞,1‖F (gf
∗)‖W p,q ,
which is finite for every smooth cutoff function φ supported on Qd in view of
Lemma 2.3 (1), and (3.4). Now by compactness of Td, a partition of unity
argument shows that F (f) ∈ Aq(Td).
To complete the proof, we need to prove the claim. By Lemma 2.3(5), it is
enough to show that ĝf ∗ = ĝ ∗ f̂ ∗ ∈ W 1,1(Rd). We put, µ =
∑
k∈Zd ckδk, where
ck = f̂(k) and δk is the unit Dirac mass at k.We note that, µ is a complex Borel
measure on Rd, and the total variation of µ, that is, ‖µ‖ = |µ|(Rd) =
∑
k∈Zn |ck|
is finite. We compute the Fourier-Stieltjes transform of µ :
µ̂(y) =
∫
Rd
e−2πix·ydµ(x)
=
∫
Rd
e−2πix·y(
∑
k∈Zd
ckdδk(x))
=
∑
k∈Zd
ck
∫
Rd
e2πix·ydδk(x)
= f ∗(−y).
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So,
f̂ ∗ = µ =
∑
m∈Zd
f̂(m) δm.
It follows that
ĝ ∗ f̂ ∗ =
∑
m∈Zd
f̂(m) ĝ ∗ δm =
∑
m∈Zd
f̂(m) Tmĝ.
Since the translation operator Tm is an isometry on W
1,1(Rd), it follows that
the above series is absolutely convergent inW 1,1(Rd), and hence ĝf ∗ ∈ W 1,1(Rd)
as claimed. 
Proof of Theorem 1.1 (1). If TF takes W
p,1(Rd) to W p,q(Rd), then TF takes
A1(Td) to Aq(Td) by Proposition 3.4. Hence the analyticity follows from The-
orem 3.2.
The necessity of F (0) = 0 is obvious if p <∞ and can be obtained by taking
Lemma 2.3(2) into our account and testing TF for zero function. In fact, we
can compute (see [2, Proof of Theorem 14]) the STFT of constant a function
(say 1) with respect to the windowed function g(ξ) = e−π|ξ|
2
can be given by
|Vg1(x, w)| = e
−π|w|2.
From this it is clear that nonzero constant functions cannot be in W p,q(Rd)
if p < ∞. This completes the proof of Theorem 1.1(1) for the pair (X, Y ) =
(W p,1(Rd),W p,q(Rd)). Taking Proposition 3.3 into account and exploiting the
method as before, the proof of Theorem 1.1(1) can be obtained for the pair
(X, Y ) = (Mp,1(Rd),Mp,q(Rd)). 
Proof of Corollary 1.3. The nonlinear mapping F : C → C : z 7→ z|z|α is not
real analytic on R2 for α ∈ (0,∞) \ 2N. 
4. Sufficient Conditions
We recall that in 1932 Wiener proved that if F (z) = 1
z
, then TF acts on
A(T)\{0}, and in 1935 Le´vy generalize this result: if F is real analytic on R2,
then TF acts on A(T). This is called Wiener-Le´vy [26, 14] theorem. Now in
this section, we shall prove Theorem 1.1(2), and we note that our approach of
proof is inspired by the Wiener-Le´vy theorem.
Unless explicitly mentioned, throughout this section we assume that X =
Mp,1(Rd) or W p,1(Rd) with 1 ≤ p <∞. First, we collect some technical results
which should be regarded as the tool to proving Theorem 1.1(2). We start
with following:
Definition 4.1. Let φ be a function defined on Rd.
(1) We say that φ belongs to X locally at point γ0 ∈ R
d if there is a
neighbourhood V of γ0 and a function h ∈ X such that φ(γ) = h(γ) for
every γ ∈ V.
(2) We say that φ belongs to X locally at ∞ if there is a compact set
K ⊂ Rd and a function h ∈ X such that φ(γ) = h(γ) in the complement
of K.
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The next lemma gives the useful criterion for functions to be in X.
Lemma 4.2. If φ belongs to X locally at every point of Rd∪{∞}, then φ ∈ X.
To prove Lemma 4.2 and for the sake of the convenience of reader first we
recall following two lemmas:
Lemma 4.3 (The C∞ Urysohn Lemma). If K ⊂ Rd is comapct and U is
an open set containing K, there exists f ∈ C∞c (R
d) such that 0 ≤ f ≤ 1, f = 1
on K, and supp(f) ⊂ U. (For the proof see [9, p. 245]).
Lemma 4.4. Suppose K ⊂ Rd be compact and let V1, ..., Vn be open sets with
K ⊂ ∪nj=1Vj . Then there exist open sets W1,W2, ...,Wn with Wj ⊂ Vj and
K ⊂ ∪nj=1Wj .
Proof. For each ǫ > 0 let V ǫj be the set of points in Vj whose distance from
R
d \ Vj is greater than ǫ. Clearly V
ǫ
j is open and V
ǫ
j ⊂ Vj. It follows that
K ⊂ ∪n1V
ǫ
j if ǫ is sufficiently small. 
Now we shall prove Lemma 4.2:
Proof of Lemma 4.2. Suppose first that φ has a compact support K. By hy-
pothesis, it follows that, for any γ ∈ K, there is a neighbourhood of γ, say Vγ,
and hγ ∈ W
p,1(Rd) such that, φ(x) = hγ(x) for all x ∈ Vγ. Next, we observe
that, {Vγ : γ ∈ K} forms an open cover of K, since K is compact, there exist
open sets Vγ1 , ..., Vγn and functions h1, ..., hn ∈ W
p,1(Rd) such that φ = hi in
Vγi and Vγ1 ∪ Vγ2 ∪ ... ∪ Vγn covers K, that is, K ⊂ ∪
n
j=1Vγj . Then by Lemma
4.4, we have
(i) open sets W1, ...,Wn with compact closures Wj ⊂ Vγj such thatW1∪ ...∪
Wn covers K, that is, K ⊂ ∪
n
j=1Wj ; and by Lemma 4.3, we get
(ii) functions kj ∈ W
p,1(Rd) such that kj = 1 on Wj and kj = 0 out side Vγj .
Now, by using (i) and (ii), we have, φ(x)kj(x) = hj(x)kj(x), for all x ∈ R
d
and by Proposition 2.4, we get, hjkj ∈ W
p,1(Rd), and so φkj ∈ W
p,1(Rd), for
1 ≤ j ≤ n. Therefore, if we put
ψ = φ{1− (1− k1)(1− k2)...(1− kn)}(4.1)
it follows that ψ ∈ W p,1(Rd).
The multiplier of ψ in (4.1) is 1 whenever one of ki is 1, and this happens
at every point of K; out side K, φ = 0; hence ψ = φ, and thus φ ∈ W p,1(Rd).
In the general case, φ belongs to W p,1(Rd) locally at ∞, so that there is a
function g ∈ W p,1(Rd) which coincides with φ outside some compact subset of
Rd. Then φ− g has compact support and belongs to W p,1(Rd) locally at every
point of Rd; by the first case, φ − g ∈ W p,1(Rd), and so φ ∈ W p,1(Rd). This
completes the proof if X =W p,1(Rd). The case X =Mp,1(Rd) can be obtained
similarly. 
We denote by Xloc the space functions that are locally in X at each γ0 ∈ R
d.
Lemma 4.5 ([4],p.634). Let f be a function defined on Rd.
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(1) f ∈ Xloc if and only if φf ∈ X for all φ ∈ C
∞
c (R
d).
(2) f belongs to X locally at ∞ if and only if there exists φ ∈ C∞c (R
d) such
that (1− φ)f ∈ X.
Proposition 4.6. ([4, Proposition 3.4]) Let f ∈ M1,1(Rd), x0 ∈ R
d and
ǫ > 0. Then there exists a φ ∈ C∞c (R
d) such that ‖φ [f − f(x0)] ‖M1,1 < ǫ.
The function φ can be chosen so that φ ≡ 1 in some neighbourhood of x0.
Proposition 4.7. Let f ∈ X, x0 ∈ R
d and ǫ > 0. Then there exists a Φ ∈
C∞c (R
d) such that ‖Φ [f − f(x0)] ‖X < ǫ. The function φ can be chosen so that
Φ ≡ 1 in some neighbourhood of x0.
Proof. Let f ∈ X. Choose ψ ∈ C∞c (R
d) such that ψ ≡ 1 in some neoghbour-
hood of x0. In view of M
1,1(Rd) = W 1,1(Rd) and Proposition 2.4, we have
‖ψf‖M1,1 ≤ ‖f‖Y ‖ψ‖M1,1
. ‖f‖X <∞
where Y = M∞,1 if X = Mp,1 and Y = W∞,1 if X = W p,1. Thus h := ψf ∈
M1,1(Rd). We can now apply Proposition 4.6 for h ∈ M1,1(Rd) : given ǫ′ > 0,
there exists φ ∈ C∞c (R
d) such that
‖φ(h− h(x0))‖M1,1 < ǫ
′
and φ ≡ 1 in some neighbourhood of x0. Now define Φ(x) = ψ(x)φ(x) for all
x ∈ Rd. Note that Φ ∈ C∞c (R
d) and Φ ≡ 1 on some neighbourhood of x0. By
definition of Φ and Lemma 2.3, we have
‖Φ(f − f(x0))‖X = ‖φ(h− h(x0))‖X
≤ C‖φ(h− h(x0))‖M1,1 < Cǫ
′.
Taking ǫ′ = ǫ/C, we get ‖Φ(f − f(x0))‖X < ǫ. This completes the proof. 
Proposition 4.8. Let f ∈ X, and ǫ > 0. There also exists a ψ ∈ C∞c (R
d)
such that ‖(1− ψ)f‖X < ǫ.
Proof. Let f ∈ X, and ǫ′ > 0. By Lemma 2.3 (8), there exists g ∈ S(Rd) such
that
‖f − g‖X < ǫ
′.(4.2)
We recall the fact that for any g ∈ S(Rd), there exists λ0 ∈ (0, 1) such that
‖(1− φλ)g‖M1,1 <
ǫ
2
(4.3)
for any λ ∈ (0, λ0), where φλ(x) = φ(λx) ∈ C
∞
c (R
d), (see for instance the proof
of [4, Proposition 3.14]). We define ψ ∈ C∞c (R
d) such that ψ(x) := φ(λx)
where λ ∈ (0, λ0). By Lemma 2.3 and (4.3), we have
‖(1− ψ)f‖X ≤ ‖(1− ψ)(f − g)‖X + ‖(1− ψ)g‖X
= ‖f − g − ψ(f − g)‖X + ‖(1− φλ)g‖X
≤ ‖f − g‖X + C‖ψ‖Y ‖f − g‖X + ‖(1− φλ)g‖M1,1
≤ (1 + C‖φλ‖Y )‖f − g‖X +
ǫ
2
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where Y = M∞,1 if X = Mp,1 and Y = W∞,1 if X = Mp,1. By Lemma 2.3
(4) and Lemma 2.3(9), we have we have ‖φλ‖Y . ‖φλ‖M∞,1 . ‖φ‖M∞,1. Using
this, we have
‖(1− ψ)f‖X ≤ (1 + C
′‖φ‖M∞,1)‖f − g‖X +
ǫ
2
.(4.4)
Taking ǫ′ = ǫ
2(1+C′‖φ‖
M∞,1
)
, and using (4.2) and (4.3), we obtain that ‖(1 −
ψ)f‖X < ǫ. 
Proof of Theorem 1.1(2). Write f = f1 + if2 ∈ X , where f1 and f2 are real
functions, and with an abuse of notation, we write F (f) = F (f1, f2). To show
that F (f) is in X , enough to show, in view of Lemma 4.2 that F (f) ∈ Xloc
and F (f) belongs to X locally at ∞. First we show that F (f) ∈ Xloc. Fix
x0 ∈ R
d and put f(x0) = s0 + it0. Since F is real analytic at (s0, t0), there
exists a δ > 0 such that F has the power series expansion
F (s, t) = F (s0, t0) +
∞∑
m,n=0
amn(s− s0)
m(t− t0)
n, (a00 = 0)(4.5)
which converges absolutely for |s− s0| ≤ δ, |t− t0| ≤ δ. Then
F (f1(x), f2(x)) = F (s0, t0)
+
∑
(m,n)6=(0,0)
amn[f1(x)− f1(x0)]
m[f2(x)− f2(x0)]
n(4.6)
whenever the series converges.
Note that both f1 and f2 are in X , being the real and imaginary part of f .
Hence in view of Proposition 4.6, we can find a φ ∈ C∞c (R
d), such that φ ≡ 1
near x0 and ‖φ[fi − fi(x0)]‖X < δ, for i = 1, 2. Now consider the function G
on Rd defined by
G(x) = φ(x)F (s0, t0)
+
∑
(m,n)6=(0,0)
amn (φ(x)[f1(x)− f1(x0)])
m (φ(x)[f2(x)− f2(x0)])
n .(4.7)
Since ‖ϕ[fi − fi(x0)]‖X < δ, for i = 1, 2 and in view of Proposition 2.4, we
see that the above series is absolutely convergent in X. Also since φ ≡ 1 in
some neighbourhood of x0, it follows that G ≡ F (f) in some neighbourhood
of x0. Since x0 is arbitrary, this shows that F (f) ∈ Xloc.
To show that F (f) ∈ X locally at infinity, we take (s0, t0) = (0, 0) in
equation (4.5). Since F (0) = 0, the expansion (4.6) now becomes
F (f1(x), f2(x)) =
∑
(m,n)6=(0,0)
amn [f1(x)]
m [f2(x)]
n,
whenever the series converges.
By Proposition 4.8, we have ‖(1 − ψ)fi‖X < δ, for i = 1, 2 for some ψ ∈
C∞c (R
d). Now consider the function H defined by
H(x) =
∑
(m,n)6=(0,0)
amn [(1− ψ(x))f1(x)]
m [(1− ψ(x))f2(x)]
n.
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The above series is absolutely convergent in X , in view of the above norm
estimates, hence H ∈ X . Also since ψ is compactly supported, 1 − ψ ≡ 1 in
the complement of a large ball centered at the origin, hence H = F (f) in the
compliment of a compact set. This shows that F (f) belongs to X locally at
infinity. 
Finally, in this section we note
Theorem 4.9. Suppose that TF is the composition operator associated to a
complex function F on C, and 1 ≤ p ≤ ∞. If F is a real entire given by
F (s, t) =
∑∞
m,n=0 amns
mtn with F (0) = 0, then TF acts on W
p,1(Rd). In par-
ticular, we have
‖TF (f)‖W p,1 ≤
∞∑
m,n=0
|amn|‖f‖
m+n
W p,1, (f = f1 + if2).
Proof. Let f ∈ W p,1(Rd) with f1 =
f+f¯
2
and f2 =
f−f¯
2i
. Then f1, f2 ∈ W
p,1(Rd)
and so fm1 , f
n
2 ∈ W
p,1(Rd) by Proposition 2.4. Since the series
∑∞
m,n=0 amns
mtn,
converges absolutely for all (s, t), the series
∑∞
n,m=0 amnf
m
1 f
n
2 is converges in
the norm of W p,1(Rd); and its sum is F (f) =
∑∞
n,m=0 amnf
m
1 f
m
2 ; and hence
‖F (f)‖W p,1 ≤
∞∑
m,n=0
|amn| · ‖f1‖
m
W p,1‖f2‖
n
W p,1.

5. Concluding Remarks
By the frequency-uniform localization (see [25, Chapter 6]) techniques, the
modulation and Wiener amalgam spaces can be viewed as a Besov/Lizorkin-
Triebel type space associated with a uniform decomposition (see [23, 24]). We
note that in the last two decades composition operators have been studied (by
Bourdaud, Sickel et al.) extensively on Besov and Lizorkin-Triebel spaces. We
cannot hope to acknowledge here all those who made this story of a composi-
tion operator successful. And we just refer to the enlightening survey article
[5] by Bourdaud-Sickel and the references therein. Recently [16, 12, 20] some
progress has been made for a composition operator on weighted modulation
spaces. But we believe, yet we have very little information for composition
operators on modulation and Wiener amalgam spaces. Specifically, we note
following:
(1) Feichtinger [8] have established the basic properties Wiener amalgam
spaces and modulation spaces on locally compact groups. It would
be interesting to investigate the analogue of Theorems 1.1 for locally
compact groups.
(2) We have answered the problem stated in introductory paragraph in a
few specific cases (Theorems 1.1). What about the remaining cases?
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(3) It would be interesting to find necessary and sufficient conditions on
F : C → C such that the composition operator is bounded on mod-
ulation/Wiener amalgam spaces, that is, ‖F ◦ f‖X . ‖f‖X for X =
Mp,q(Rd) or W p,q(Rd) (p = q 6= 2).
Acknowledgment: The author wishes to thank Prof. P. K. Ratnakumar
for suggesting to look at this problem and encouragement on the subject of
this paper. The author is thankful to IUSTF and Indo-US SERB and DST-
INSPIRE, and TIFR CAM for the support. The author is very grateful to
Professor Kasso Okoudjou for his hospitality and arranging excellent research
facilities at the University of Maryland.
References
[1] A´. Be´nyi, Kasso A. Okoudjou, Local well-posedness of nonlinear dispersive equations
on modulation spaces, Bull. Lond. Math. Soc. 41 (3) (2009) 549-558.
[2] A´. Be´nyi, K. Gro¨chenig, K. A. Okoudjou, and L. G. Rogers, Unimodular Fourier mul-
tipliers for modulation spaces, J. Funct. Anal. 246 (2) (2007) 366-384.
[3] A´. Be´nyi, T. Oh, Modulation spaces, Wiener amalgam spaces, and Brownian motions,
Adv. Math. 228 (5) (2011) 2943-2981.
[4] D.G. Bhimani, P. K. Ratnakumar, Functions operating on modulation spaces and non-
linear dispersive equations, J. Funct. Anal. 270 (2) (2016), 621-648.
[5] G. Bourdaud, W. Sickel, Composition operators on function spaces with fractional order
of smoothness, Harmonic analysis and nonlinear partial differential equations, 93-132,
RIMS Kokyuroku Bessatsu, B26, Res. Inst. Math. Sci. (RIMS), Kyoto, 2011.
[6] E. Cordero,F. Nicola, Remarks on Fourier multipliers and applications to wave equa-
tion, J.Math.Anal.Appl.353 (2009) 583-591.
[7] J. Cunanan, M. Sugimoto, Unimodular Fourier multipliers on Wiener amalgam spaces,
J. Math. Anal. Appl. 419 (2) (2014) (738-747).
[8] H.G. Feichtinger, Modulation spaces on locally compact abelian groups, Technical re-
port, University of Vienna, 1983.
[9] G. B. Folland, Real Analysis, Modern techniques and their applications, Wiley-
Interscience Publ., New York, (1999).
[10] K. Gro¨chenig, Foundations of Time-Frequency Analysis. Birkha¨user Boston, Inc.,
Boston, MA, 2001.
[11] H. Helson, J-P. Kahane, Y. Katznelson, W. Rudin, The functions which operate on
Fourier transforms, Acta Math. 102 (1959) 135-157.
[12] T. Kato, M. Sugimoto, N. Tomita, Nonlinear operations on a class of modulation spaces,
arXiv:1801.06803
[13] M. Kobayshi, E. Sato, Operating functions on modulation and Wiener amalgam spaces,
Nagoya Math. J., (2017), 1-11 DOI 10.1017/nmj.2017.3
[14] P. Le´vy, Sur la convergence absolue des se´ries de Fourier, Composite Math., 1 (1934)
1-14.
[15] K. Okoudjou, A Beurling-Helson type theorem for modulation spaces, J. Funct. Spaces
Appl. 7 (1) (2009), 33-41.
[16] M. Reich, M. Reissig, W. Sickel, Non-analytic superposition results on modulation
spaces with subexponential weights, J. Pseudo-Differ. Oper. Appl. 7 (3) (2016), 365-
409.
[17] W. Rudin, Fourier Analysis on Groups, Wiley Classics Library Edition, 1990.
[18] W. Rudin, A strong converse of the Wiener-Levy theorem, Canad. J. Math. 14 (1962)
694-701.
[19] M. Ruzhansky, M. Sugimoto, J. Toft, N. Tomita, Changes of variables in modulation
and Wiener amalgam spaces, Math. Nachr. 284 (16) (2011) 2078-2092.
[20] M. Sugimoto, N. Tomita, B. Wang, Remarks on nonlinear operations on modulation
spaces, Integral Transforms Spec. Funct. 22(4-5) (2011) 351-358.
COMPOSITION OPERATORS ON W
p,q
SPACES 15
[21] M. Sugimoto, N. Tomita, The dilation property of modulation spaces and their inclusion
relation with Besov spaces, J. Funct. Anal. 248 (1) (2007), 79-106.
[22] M. Ruzhansky, M. Sugimoto, B. Wang, Modulation spaces and nonlinear evolution
equations, In Evolution equations of hyperbolic and Schro¨dinger type, volume 301 of
Progr. Math., Birkha¨user/Springer Basel AG, Basel, (2012), 267-283.
[23] H. Triebel, Modulation spaces on the Euclidean n-space, Z. Anal. Anwendungen 2 (5)
(1983) 443-457.
[24] B. Wang, Z. Lifeng, and G. Boling, Isometric decomposition operators, function spaces
Eλp,q and applications to nonlinear evolution equations, J. Funct. Anal. 233 (1) (2006)
1-39.
[25] B. Wang, H. Zhaohui, H. Chengchun, G. Zihua, Harmonic analysis method for nonlinear
evolution equations. I. World Scientific Publishing Co. Pte. Lt. , 2011.
[26] N. Wiener, Tauberian Theorems, Ann. of Math., 33 (1932) 1-100.
Department of Mathematics, University of Maryland, College Park, MD
20742
E-mail address : dbhimani@math.umd.edu
