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Microbial communities routinely have several alternative stable states observed for the same
environmental parameters. Sudden and irreversible transitions between these states make external
manipulation of these systems more complicated. To better understand the mechanisms and origins
of multistability in microbial communities, we introduce and study a model of a microbial ecosystem
colonized by multiple specialist species selected from a fixed pool. Growth of each species can
be limited by essential nutrients of two types, e.g. carbon and nitrogen, each represented in the
environment by multiple metabolites. We demonstrate that our model has an exponentially large
number of potential stable states realized for different environmental parameters. Using game
theoretical methods adapted from the stable marriage problem we predict all of these states based
only on ranked lists of competitive abilities of species for each of the nutrients. We show that for
every set of nutrient influxes, several mutually uninvadable stable states are generally feasible and
we distinguish them based upon their dynamic stability. We further explore an intricate network
of discontinuous transitions (regime shifts) between these alternative states both in the course of
community assembly, or upon changes of nutrient influxes.
INTRODUCTION
Microbial communities play an important role in
medicine (human microbiome1,2), agriculture (soil3,
plant root4, and animal5 microbiomes), climate, (via
carbon cycle feedbacks6), and technology (industrial
bioreactors7, wastewater digesters8, etc.) They are of-
ten characterized by more than one stable state observed
for the same set of environmental parameters9–12. Such
alternative stable states13–17 have several hallmark prop-
erties discussed in Ref.18 including “discontinuity in the
response to an environmental driving parameter” (re-
ferred to as regime shifts in the ecosystems literature),
lack of recovery after a perturbation (hysteresis), and
“divergence due to different initial conditions” or due to
the order in which species were introduced during the
initial colonization process19.
To be able to predict the behavior of a microbial com-
munity, one needs to understand the mechanisms that
favor one such state over the other and the factors trig-
gering transitions between them. In many practical sit-
uations we would also like to be able to manipulate and
control a microbial ecosystem in a predictable manner,
and the existence of more than one stable state greatly
complicates this task20.
Growth rates and, ultimately, abundances of microbial
species are affected by multiple factors, with availability
of nutrients being among the most important ones. Thus
environmental concentrations and influx rates of exter-
nally supplied nutrients play a crucial role in determin-
ing the state (or multiple states) of a microbial ecosys-
tem defined by its species composition. Changes in nu-
trient concentrations can also trigger transitions (regime
shifts17) between these states (see Ref.21 for a recent liter-
ature survey on microbial communities’ response to dis-
turbances). Nutrients required for growth of a micro-
bial (or any other) species exist in the form of multiple
metabolites of several essential types (i.e. sources of C,
N, P, Fe, etc.). The growth of each species is usually lim-
ited by the most scarce type of nutrient (for an exception
to this rule see Ref.22 demonstrating that oceanic phy-
toplankton can be co-limited by more than one essential
nutrient).
Here we introduce and study a new mathematical
model of a microbial community limited by multiple es-
sential nutrients. To put our model in context of previ-
ously studied ones, we briefly review common approaches
to modelling of microbial communities.
One of the simplest and thereby most popular ap-
proaches in ecological modelling23–36 is based on variants
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2of generalized Lotka-Volterra (gLV) model37,38. The gLV
model does not explicitly consider nutrients, replacing
them with the effective direct inter-species interactions
While gLV models have provided valuable insights due
to their simplicity, they have also been criticized when
applied to multispecies communities39.
Another popular approach is based on variants of
the classic MacArthur consumer-resource model40,41 in
which the growth rate of each species is given by a lin-
ear combination of concentrations of several fully sub-
stitutable resources19,42–46. This corresponds to a logi-
cal OR-gate operating on all nutrient inputs of a given
species. A more general case in which growth rate can
be arbitrary non-linear function of concentrations of just
two resources has been considered in the foundational
work by Tilman47. The modeling framework and the ge-
ometric interpretation of resource dynamics developed in
Ref.47 proved to be useful for interpreting experimental
data describing ecology and plankton communities48 and
remains an active field of research49–51. While bistabil-
ity between a pair of species has already been mentioned
in Ref.47, more complex scenarios with multiple species
and/or more than two alternative stable states, to the
best of our knowledge has not been described (see35 for
the analysis of alternative stable states in gLV model).
Our study fills this gap by generalizing the model of
Ref.47 to more than two metabolites. The population
dynamics in our model is shaped by species competing
for multiple metabolites of two essential types to which
we refer to as sources of carbon and nitrogen, while any
other pair of essential nutrients is equally possible. In
our model multiple different metabolites (e.g. different
sugars) can serve as carbon sources, and another set of
metabolites - as nitrogen sources (for simplicity we ignore
the possibility of the same metabolite providing both car-
bon and nitrogen). The ecosystem in our model is col-
onized by highly specialized species, with each species
capable of utilizing just one specific pair of metabolites
as its carbon and one nitrogen sources. Using special-
ist species greatly simplifies our calculations but we will
also propose variants of our model incorporating gener-
alist species.
We show that our model is characterized by exponen-
tially large number of steady states, each realized for
different sets of environmental parameters. Using game
theoretical methods adapted from the well-known stable
marriage problem52,53, we show that all of these states
can be identified based only on ranked lists of competi-
tive abilities of species for each of the resources. For any
set of nutrient influxes a few mutually uninvadable stable
states are generally feasible. They may or may not be
dynamically stable, and our methods allow us to infer
dynamic stability of each of them for any set of species’
C:N stoichiometries. As in Ref.41,47, multistability (alter-
native stable states) is only possible when stoichiometric
ratios of different species are not identical. Our model
allows us to explore the intricate network of discontinu-
ous transitions (regime shifts) between these alternative
states in the course of community assembly and changing
nutrient influxes. The aim of our study is to provide an
intuitive understanding of the basic rules governing the
existence of alternative communities in microbial ecosys-
tems growing on multiple essential resources and of tran-
sitions between these states.
While we formulate our model for microbial ecosys-
tems, nothing in its rules prevent it from describing
macroscopic ecosystems, e.g. that dominated by plants.
In fact, the model of Ref.47, which our model general-
izes, has been successfully applied to a broad variety of
natural and artificial ecosystems.
MODEL AND RESULTS
Our model describes an ecosystem colonized by mi-
crobes selected from a pool of S species. Growth of
species in our community is limited by two types of es-
sential nutrients, which we will refer to as “carbon” and
“nitrogen” sources. In principle, these could be any two
types of nutrients essential for life: C, N, P, Fe, etc.
A straightforward generalization of our model involves
three or more types of essential nutrients. Carbon and
nitrogen sources exist in the environment in the form of
K distinct metabolites containing carbon, and M other
metabolites containing nitrogen. To allow for a mathe-
matical understanding of steady states in our model we
assume that each of our S species is an extreme spe-
cialist, capable of utilizing a single pair resources, i.e.,
one carbon and one nitrogen metabolites. We further
assume that the growth rate gα of a species α is deter-
mined by the concentration of the rate-limiting resource
via Liebig’s law of the minimum54:
gα(ci, nj) = min(λ
(c)
α ci, λ
(n)
α nj) , (1)
where ci and nj , are the environmental concentrations of
the carbon resource i and the nitrogen resource j con-
sumed by this species α, while λ
(c)
α and λ
(n)
α are, respec-
tively, its competitive abilities for these resources. The
dynamics of microbial populations Bα is defined by:
dBα
dt
= Bα [gα(ci, nj)− δ] . (2)
Here we assumed that microbes have no maintenance
costs and that both microbes and their resources are in
a chemostat-like environment subject to a constant dilu-
tion rate δ. However, all our results remain unchanged
in a more general case of non-zero (and microbe-specific)
microbial maintenance cost that could be different from
the dilution rate of resources. The resources are exter-
nally supplied to our system at fixed influxes φ
(c)
i and
3φ
(n)
j and their concentrations follow the equations:
dci
dt
= φ
(c)
i − δ · ci −
∑
all α using ci
Bα
gα(ci, nj)
Y
(c)
α
,
dnj
dt
= φ
(n)
j − δ · nj −
∑
all α using nj
Bα
gα(ci, nj)
Y
(n)
α
. (3)
Here Y
(c)
α and Y
(n)
α are the carbon and nitrogen growth
yields of the species α quantifying the number of micro-
bial cells generated per unit of concentration of each of
the two consumed resources. It is easy to show that our
system satisfies mass conservation laws:
ci +
∑
all α using ci
Bα
Y
(c)
α
=
φ
(c)
i
δ
,
nj +
∑
all α using nj
Bα
Y
(n)
α
=
φ
(n)
i
δ
. (4)
The concentrations of all surviving bacteria and all re-
sources in a steady state are determined by setting the
left hand sides of Eqs. 2,3 to zero and solving them for
the steady state concentrations Bα, ci, and nj . As we will
show the steady state equations impose a number of con-
straints on competitive abilities of surviving microbes,
their yields, and nutrient fluxes, where a given steady
state is feasible. One type of constraints comes from
the competitive exclusion principle55,56 contained in the
equations 2. In models with substitutable resources of
one type (say, multiple sources of carbon), the specialist
species with the largest competitive ability λ(c) generally
wins the battle for each carbon source (see e.g. Ref.57,
where it was employed to describe the colonization dy-
namics of an ecosystem with cross-feeding). In the case
of non-substitutable essential resources of two (or more)
types, that is the subject of this study, this simple rule
is replaced with the following two competitive exclusion
rules:
• Exclusion Rule 1: Each nutrient (either carbon or
nitrogen source) can limit the growth of no more
than one species α. From this it follows that (bar-
ring special circumstances) the number of surviving
species in any given steady state cannot be larger
than K +M , the total number of nutrients.
• Exclusion Rule 2: Each nutrient (say, a specific car-
bon source) can be used by any number of species
in a non-rate-limiting fashion (that is to say, where
it does not influence species’ growth rate by set-
ting the value of the minimum in Eq. 1). How-
ever, any such species β has to have λ
(c)
β > λ
(c)
α ,
where λ
(c)
α is the competitive ability of the species
whose growth is limited by this nutrient. In case
of a non-rate-limiting use of a nitrogen source, the
constraint becomes λ
(n)
β > λ
(n)
α .
As we will show below, any set of microbes with the
rate-limiting nutrient specified for each microbe, that sat-
isfy the above two constraints imposed by the exclusion
rules is a steady state in our system for some set of nutri-
ents influxes (but this does not characterize the dynamic
stability of the states). We will refer to them as states al-
lowed by the exclusion rules, or simply “allowed states”.
Each allowed state could be conveniently visualized in
terms of a bipartite directed network with vertices cor-
responding to individual resources and edges connecting
carbon and nitrogen sources - to surviving species (see
Fig. 1A). We choose the direction of each edge to go from
the rate-limiting resource for this species to the non-rate-
limiting one. Our exclusion rules can be reformulated in
the network language as follows: each vertex can have at
most one outgoing link and any number of incoming links
(Rule 1). All incoming links have to have larger values
of λ than the outgoing link (if any) (Rule 2). Hence, the
task of discovering and enumerating all possible steady
states realized for different nutrient influxes is equivalent
to finding the set of all directed graphs satisfying the
above constraints. An allowed state can also be conve-
niently represented as a matrix with K rows (represent-
ing the K carbon nutrients) and M columns (representing
the M nitrogen nutrients) where each element (i, j) repre-
sents the specialist species consuming ith carbon source
and jth nitrogen source. To convey the limiting nutri-
ent for the (i, j)th species we color the (i, j)th cell of the
state matrix by red if it is carbon limited or blue if the
species is nitrogen limited. A cell is left empty/uncolored
if the species allowed to consume that pair of resources
is absent from the community. In this formulation the
constraints imposed by the exclusion rules translate to:
Rule 1 - each row of the state matrix can have at most
one red species (i.e., limited by carbon) and each column
can have at most one blue species (i.e., limited by ni-
trogen) and Rule 2 - In each row λ(c) of all blue species
should be larger than the λ(c) of the red species (if any)
and similarly in every column all red species should have
a larger λ(n) than the λ(n) of the blue species (if any).
1B) shows the corresponding matrix form of the state de-
scribed in Fig 1A. We will use this matrix representation
of states in the following figures.
It is useful to single out a subset of “uninvadable
states” among all of the steady states allowed by the
exclusion rules. These are defined by the condition that
not a single microbe (among S species in our pool) that
is missing from the current steady state can successfully
grow in it, thereby invading the ecosystem and modify-
ing the steady state. To be able to grow, both λ(c) and
λ(n) of the invading microbe has to be larger than those
constants for each of the resident microbes (if it exists)
currently limited by these resources.
4FIG. 1. Number of allowed and uninvadable states.
(a-b) Two equivalent schematic representations of a simple
community guided by exclusion rules in our model. (a) Bi-
partite network representation of an allowed state. Nodes of
two types represent different nutrients, arrows represent dif-
ferent bacteria species, direction and color of each arrow corre-
sponds to the nutrient limitation of each species (arrow goes
from the limiting nutrient to non-limiting one), (b) Matrix
representation of an allowed state. The allowed state shown
in panel A can be represented as a matrix with K = 2 rows
(representing the 2 carbon nutrients) and M = 2 columns
(representing the 2 nitrogen nutrients). Cell (i, j) of the ma-
trix represents the species consuming ith carbon source and
jth nitrogen source. A colored cell implies the presence of the
species and an empty cell signifies its absence. If the species
is present, it can be limited by either the carbon it is utilizing
(in which case the cell is colored red) or the nitrogen it is
consuming (colored blue). (c) The number of allowed states
including both invadable and uninvadable steady states, red
squares, and the subset of uninvadable states , black circles,
obtained by exhaustive testing of all possible states against
the exclusion rules 1 and 2. The x-axis is the number of nutri-
ents of each type (L carbon sources and L nitrogen sources).
The pool has L2 species - one for each pair of nutrients. Red
and black lines are the theoretical estimates for each of the
numbers for continuous approximation. Red dashed line is
the lower bound to the number of uninvadable states based
on the stable marriage model and given by the Eq. 6. Note
the logarithmic scale on the y-axis.
Total number of allowed and uninvadable states
A natural question to ask is how many allowed states
and, separately, how many uninvadable states are in prin-
ciple possible for a given pool of species (each state will
be realized for different environmental parameters). Our
exclusion rules allow one to identify all of them based
only on the set of ranked tables of competitive abilities of
all microbes for each of the nutrients. For large K,M ,
and S this is computationally expensive. Indeed, in a
brute force method one has to check all of the 3S can-
didate states (each of S species could be either absent,
or, if present - limited by either carbon or nitrogen) for
compliance with the exclusion rules 1 and 2. Each of
the allowed states then need to be checked for invasion
against up to S − 1 missing species to verify their unin-
vadability.
To help the process of search for allowed and unin-
vadable states we mapped the problem of finding them
to that of finding all stable matchings in the celebrated
stable marriage and college admissions problem in game
theory and economics52, which is algorithmically well-
studied53. This connection is described in detail in
Supplementary Note 3. In a nutshell, we found a one-
to-one correspondence between the set of uninvadable
steady states in our model and the set of stable match-
ings in Gale-Shapley college admission problem. One first
allocates the number of “partners” (in-degrees in our net-
work representation of steady states) for every resource
of a given nutrient type (say N). As described in Methods
Section, one can then use the mathematical machinery of
the stable marriage problem to discover all stable match-
ings in which all C sources have out-degree 1 and each of
N sources has in-degree prescribed by our selected allo-
cation.
Since the number of ways of selecting the number of
partners is exponentially large (the combinatoric factor
is shown below), and that for each such distribution
the Gale-Shapley theorem guarantees at least one sta-
ble matching, the overall number of uninvadable states is
also exponentially large and is bounded from below by:
NUIS(K,M) ≥
(
K +M
K
)
. (5)
For equal (and large) number of carbon and nitrogen
sources K = M = L this estimate can be further simpli-
fied to give:
NUIS(L) ≥ 4
L
√
piL
(6)
(see Supplementary Note 3 for details). Note that the
connection between uninvadable states in our system and
the stable marriage problem is rather different than that
in Ref.19. Indeed, while in Ref.19 “stable marriages” are
established between microbes and sequentially-used (di-
auxic) substitutable resources, in the present study the
“marriages” are between different sources of carbon and
5nitrogen, while microbes play the role of “matchmakers”
(connectors).
To verify these mathematical results we carried out
numerical simulations of the model with equal number
- L - of carbon and nitrogen sources and a pool of L2
species, with exactly one microbe using each pair of nu-
trients. The number of states revealed by our numerical
simulations is indeed very large. For example, for only 9
carbon resources, 9 nitrogen resources and a pool of 81
species, the microbial community is capable of 81,004 dis-
tinct uninvadable states and roughly 1014 allowed states.
Fig.1 shows the numerical results, which are in agree-
ment with our theoretical predictions. The number of
allowed states increases faster than exponential. In the
continuous approximation (solid black curve in Fig. 1C)
it is asymptotically described by
NAS(L) ' 0.827(0.569L+ 0.901)2L (7)
(see Supplementary Note 4 for details). The number of
uninvadable steady states also rapidly increases with L.
While for L ≤ 9 it rather closely follows the lower bound
given by Eq. 6 (dashed line in Fig. 1C), for larger val-
ues of L we saw a crossover to a faster-than-exponential
regime where it grows as
NUIS(L) =
11.8769
L
(0.1411L+ 0.2419)
L
. (8)
This asymptotic formula derived in Supplementary Note
4 is accurate for values of L much larger than those shown
in Fig. 1C. However, the numerical integration of the ex-
pression derived in the continuous approximation (solid
red line in Fig. 1C) is close to the exact number of un-
invadable states (see Supplementary Note 4). The dis-
crepancy is likely due to the fact that the continuous ap-
proximation assumes that the distribution of the number
of species per each pair of resources is Poisson with mean
equal to 1 (instead of exactly one species in our numer-
ical simulations). Note that this growth is much faster
than sub-exponential expression recently calculated for
Lotka-Volterra model with strong interactions58. How-
ever, unlike Ref.58, we calculate the total number of pos-
sible stable uninvadable states feasible for different values
of environmental parameters.
Feasible regions of nutrient influxes for each of the
steady states
Steady states allowed by Eqs. 2, 3 (satisfying the con-
straints imposed by our two exclusion rules) are further
constrained by Eqs. 4. That is to say, for a given set
of the K +M nutrient influxes only a very small subset
of exponentially large number of allowed states would
be feasible. From another angle, according to Eqs. 4
each allowed state has a finite region of nutrient influxes
where it is feasible. Similar to Ref.59 (for Generalized
Lotka-Volterra model) and Ref.46 (for consumer-resource
MacArthur model) testing if a given Allowed State is fea-
sible at a specific nutrient influx requires inverting the
matrix in Eqs. 4 (see Eqs. 9 and 10 in Methods Section
) to get the unique set of bacterial populations Bα for all
species present in a given allowed state.
In principle one can also find the set of all nutrient
influxes for which a given allowed state is feasible in the
opposite way that does not involve matrix inversion. One
just needs to span (or sample by a Monte-Carlo simula-
tion) the K +M -dimensional space of positive microbial
populations and non-limiting nutrient concentrations in
this allowed state. For each point in this set Eqs. 4 triv-
ially define all nutrient influxes required to realize these
populations/concentrations in the steady state defined by
a given allowed state (see Methods Section for details).
The volume of the region of feasible influxes quantifies
the structural stability60 of the steady state. States with
larger volumes are expected to be more robust in case of
fluctuating nutrient influxes. In order for this volume to
remain finite, we impose an upper bound on the influx of
each nutrient: φ
(c)
i , φ
(n)
j ≤ φ0. Another way to quantify
the structural stability of each allowed state is to calcu-
late the volume of all influxes as bacterial abundances
and non-limiting nutrient concentrations vary within a
given positive range. Structural stability defined this way
is proportional to det Yˆ −1, where Yˆ −1 is the matrix of in-
verse yields by which the vector of bacterial populations
is multiplied in the Eq. 4.
Each region of feasible influxes is generally bounded
by multiple hyperplanes in a K + M -dimensional space
and thus is difficult to visualize. In Fig. 2A we show fea-
sible volumes of different allowed states in a model with
K = M = 2 nutrients (i.e., two carbon and two nitrogen
sources) and S = 4 species with exactly one species for
each pair of these nutrients. Hereafter we denote this ex-
ample as the 2Cx2Nx4S and use similar nomenclature for
other examples. For a particular choice of λ-values used
in our numerical simulations of the 2Cx2Nx4S system
(see Supplementary Tables I, II for values of λ and yields)
we get 33 allowed states (plus 1 empty state without mi-
crobes) that do not violate the two rules of competitive
exclusion. It is well below 3S = 34 = 81 candidate states
possible before competitive exclusion rules were imposed.
We labeled these allowed states in such a way that the
first seven of them (S1-S7) are also uninvadable. Fig.
2A visualizes the feasible region of each state as an el-
lipse, with its center positioned at the center of mass of
feasible influxes, and its area selected to cover 25% of fea-
sible influxes. To better separate the feasibility regions of
these states we performed principle component analysis
using center of mass for each state. The website given
in Supplementary Information attempts a more realistic
visualization of the 6 uninvadable states, which are also
dynamically stable (see section on dynamical stability
below) as linearly confined regions in the 3-dimensional
(out of the total of 4 dimensions) PCA space. As one
can see from this figure, structural stabilities (feasible
volumes) of different states vary over a broad range with
6FIG. 2. Feasible volume of states and average species richness. (a) Principle Component Analysis (PCA) of the
4-dimensional vectors of average nutrient fluxes feasible for the 33 allowed states in our 2Cx2Nx4S example (see λ and yields
in Supplementary Tables I, II). The ellipse around each dot approximates the boundary encompassing 25% of feasible nutrient
influxes for each of the 33 allowed state. The arrows in the middle correspond to the direction of changes of 4 nutrient fluxes
in PCA coordinates. (b) Dependence of species richness on the averaged φ(c): φ(n) flux ratios for our 6Cx6Nx36S example
(See Supplementary Tables III, IV, V, VI for the values of λ and yields used for this example). Each point represents the
average number of surviving species in all the stable uninvadable states which are feasible in an interval of nutrient influxes
with average φ(c): φ(n) ratio, partitioned into 100 bins. Error bars show standard deviation of the species richness around each
interval and the solid red curve is a trend line. Colors on both plots corresponds to similar φ(c): φ(n) ratio.
S1, S2, and S3 being the most structurally stable with
large feasible volumes, while S4, S5, and S6 are consid-
erably smaller (they are the narrow stripes, sandwiched
between the three largest states).
We further explored a more complex model with K =
M = 6 nutrients and 36 species, i.e., 6Cx6Nx36S (see
Supplementary Tables III, IV, V, VI for the values of λ
and yields). For this choice of λ we obtained a total of
134,129,346 allowed states out of which 1211 were unin-
vadable. Using Monte-Carlo simulations over a region of
nutrient influx space (see Methods Section for details) we
obtained the feasible volumes of each of the uninvadable
states. Utilizing this data we explored how environmen-
tal parameters (in our case nutrient influxes) affect the
number of surviving species. In Fig. 2B we show that
species richness peaks when the fluxes of the two available
nutrients are most balanced and it falls with increasing
disproportionate between the two.
Dynamical stability of steady states
So far we avoided an important question of dynamical
stability of steady states in our model. We tested the sta-
bility of all allowed states in our 2Cx2Nx4S example by
performing computer simulations in which each of the 33
allowed states was subjected to small perturbations of all
microbial populations present in a given state (see Meth-
ods Section for details). Naturally, an invadable state
will be dynamically unstable against introducing small
populations of successful invaders, which does not count
as its dynamical instability. In our example only one of
the states (S7) was found to be dynamically unstable.
Interestingly, it was unstable for all combinations of nu-
trient influxes we tested, while the remaining 32 allowed
states were always dynamically stable. This property of
our model is different from, e.g. MacArthur model, where
stability of a state generally depends on nutrient influxes
and concentrations in the environment44. For another
variant of the MacArthur model all steady states were
found to be stable46.
For our 6Cx6Nx36S example the number of allowed
states is too large, hence we wish to classify only the
1211 uninvadable states based upon its dynamical sta-
bility. Further, to carry out this classification we use
a computationally inexpensive algorithm (as against the
direct test of stability used for our 2Cx2Nx4S example)
as described below. Since for each set of influxes there
must be at least one dynamically stable uninvadable state
providing the endpoint of model’s dynamics, an unsta-
ble steady state can never be alone in the influx space:
wherever feasible, it is bound to decay into one of the
stable uninvadable states feasible for these environmen-
tal parameters. That provides an intriguing way to use
7FIG. 3. Networks of overlaps between feasible volumes of uninvadable states (a) The network of overlaps among 6
stable uninvadable states in the 2Cx2Nx4S example (same as in Fig. 2A). Each state is represented in its matrix configuration
(see Fig. 2A). A link between 2 states represents an overlap of their feasible volumes. The fraction of the volume of each
state that overlaps with another state is the weight of a directed edge indicated on the link connecting these states. Hence,
the sum of all these fractions denoted on the links near a state indicates the total fraction of its volume that overlaps with
all the other uninvadable state. (b) The network of overlaps of the 1195 uninvadable states (both stable and unstable) in our
6Cx6Nx36S example (same as in Fig. 1B). Nodes and links are the same as in panel a). Size of a node reflects its degree
(i.e., the total number of states it overlaps with). The color of each node corresponds to the modularity cluster/class (8 in
total) it belongs to (see Methods Section for details). (c) Degree distribution of the network in panel (b) with different colors
representing different types of degrees: the number of stable states neighboring each of the stable nodes (blue triangles), the
number of unstable states neighboring each of the stable nodes (red squares), the number of stable states neighboring each of
the unstable nodes (green diamonds), the number of unstable states neighboring each of the unstable nodes (black circles) (d)
Rank ordered distribution of weights of the network from panel (b). The weights normalized as in (a) represent normalized
overlaps of states. Different lines represent overlaps between pairs of two different types of nodes - stable (S) and unstable (U)
with the same colors/labels as in panel (c).
influx maps to infer stabilities of states. Indeed, if for
a given state one could find a flux region in which no
other uninvadable states are feasible - then this state
has to be automatically dynamically stable. In our nu-
merical simulations we found that at each specific influx
point V stable uninvadable states are always accompa-
nied by V − 1 dynamically unstable ones. Application
of this indirect algorithm on our 6Cx6Nx36S example re-
vealed 137 dynamically unstable and 1058 dynamically
stable states out of the 1211 uninvadable states. This
method could not infer the stability of 16 uninvadable
states with very small feasible volumes. Using Monte-
Carlo simulations we computed the feasible volume of
each uninvadable state for our 6Cx6Nx36S example. We
find that the distribution of volumes of all these states is
log-normal (for the distribution of log of volume param-
eters are: µ = −8.87 ± 0.06, σ = 2.08 ± 0.04). We also
find that the there is no significant difference between
distributions of volumes for the stable and unstable un-
invadable states (two-sample Kolmogorov-Smirnov test:
p− value = 0.94).
8Multistability of microbial ecosystem, alternative
stable states for the same environmental parameters
Our model is generally capable of bistability or even
multistability when two or more uninvadable states are
feasible for the same environmental conditions given by
nutrient influxes. This happens when the feasibility re-
gions of multiple stable uninvadable states overlap with
each other. For influxes in the intersection area, all of
the overlapping states are feasible and, since each of
them is uninvadable, they cannot transition to each other
through addition of other species from the pool. Fig. 3A
shows the network of such overlaps between the 6 stable
uninvadable states in our 2Cx2Nx4S example. The frac-
tional number shown on each edge represents the fraction
of the feasible volume of each state, over which it overlaps
with its neighboring state.
The network of overlaps of the 1030 uninvadable states
(both stable and unstable) that have at least one neigh-
bor in our 6Cx6Nx36S example (same as in Fig. 2B).
Nodes and links are the same as in panel a). Size of a
node reflects its degree (i.e., the total number of states it
overlaps with).
In Fig. 3B we plot the network of overlaps between
feasible volumes of the 1195 uninvadable states in our
6Cx6Nx36S example. We performed the standard mod-
ularity analysis on this network (see Methods Section
for details) and obtained 8 clusters indicating that the
states are not randomly distributed but clustered in the
flux space. We distinguished two types of nodes in this
network - dynamically stable (S) and unstable (U) ones.
Thus in Fig. 3C we distinguish between four different
types of degrees: the number of stable states neighbor-
ing each of the stable nodes (blue triangles), the number
of unstable states neighboring each of the stable nodes
(red squares), the number of stable states neighboring
each of the unstable nodes (green diamonds), the num-
ber of unstable states neighboring each of the unstable
nodes (black circles). One can see that all four type of
degrees vary over a broad range with the largest degrees
of the four types listed above equal to 164, 41, 115, and
21 correspondingly. Thus the biggest hub among stable
states is connecting to around 15% of other stable states.
Rank-ordered distribution (Zipf plot) of edge weights of
the network from Fig. 3B are are shown in Fig 3D. Dif-
ferent colors and symbols represent overlaps between dif-
ferent types of nodes (S-S, S-U, U-S, and U-U). Here the
x-axis shows the rank of the weight of a certain type (1
being the largest) and the y-axis shows the value of this
weight. Figure 3D shows that different types of edges
have different probability distributions of weights (all of
them broad).
We can define coexisting states as a set of states which
are simultaneously feasible in a finite region in the nu-
trient influx space. This determines the multistability of
the system. The number of such coexisting stable un-
invadable states never goes above 2 in our 2Cx2Nx4S
example with λ and yields as in Fig. 3A. However, for a
larger number of resources we do observe multistability
of more than 2 stable uninvadable states. E.g., for our
6Cx6Nx36S example (with λ and yields same as chosen
for Fig 3B) we notice up to 5 coexisting stable uninvad-
able states (see bold black line in Fig 4B). It is still a far
cry from an exponentially large number of all uninvad-
able states possible for different combinations of nutrient
influxes. Also notice that the volume of the influx space
occupied by V -stable states falls of with V faster than
exponentially.
We further explored the factors that determine this
multistability. Like in its simpler special limit studied in
Ref.47, the multistability in our model is only possible if
individual microbial species have different C:N stoichiom-
etry, quantified by the ratio of their carbon and nitrogen
yields. Our numerical simulations (see Methods Section
for details) strongly support that when all species have
the same stoichiometry S
(C:N)
α = Y
(c)
α /Y
(n)
α , for every
set of nutrient fluxes there is a unique uninvadable state.
The same is true in the MacArthur model provided that
the ratio of yields of different nutrients is the same for all
microbes61. Simulations on the 2Cx2Nx4S example (see
Fig. 4A) supports our claim that the more narrow is the
spread of Y
(c)
α /Y
(n)
α oin our pool of species, the smaller is
the average volume of multistable states realized among
all possible combinations of nutrient fluxes. Interestingly,
in our experiments with varying stoichiometry roughly a
half of yield combinations resulted in multistability (i.e.,
out of 4000 numerical experiments we performed, only for
2069 a non-zero fraction of multistability was observed).
We also simulated our 6Cx6Nx36S system (with the
same values of λ) for many different sets of yields. Fig 3B
shows the fraction of nutrient influx space that permits
the coexistence of V -stable states for 3 different sets of
yields, one of which (as mentioned above) permits mul-
tistability up to 5. The other two sets of yields show
a smaller multistability of 3 and 4 uninvadable stable
states.
Colonization dynamics
In the course of sequential colonization by species se-
lected from our pool (see Methods Section for details),
microbial ecosystem goes through a series of transitions
between several feasible allowed states culminating in
one of the uninvadable states. The set of all coloniza-
tion trajectories can be visualized as a directed graph
with edges representing transitions caused by addition of
species from the pool to each of the state. Both the set of
nodes (selected among all allowed states) as well as the
set of possible transitions between these nodes are deter-
mined by the environmental variables (nutrient influxes).
In Fig. 5 we show two examples of state transition
graphs in our 2Cx2Nx4S case. For one set of environmen-
tal parameters shown in Fig. 5A, our model has 6 feasi-
ble and dynamically stable allowed states (plus 1 empty
state) connected by 12 transitions triggered by species
9FIG. 4. Statistics of multistability for different combinations of yields. (a) Fraction of the nutrient influx space with
multistability for different set of yields in the 2Cx2Nx4S example (λ are the same as in Fig. 2A). Y-coordinate of each point
represents the fraction of the nutrient influx space (out of 105 influx points we sampled) where multistability was observed for
a given set of yields (while keeping competitive abilities of all species fixed). Its x-coordinate represents the variance between
the ratios of yields (Y (c)/Y (n)) across all species. In total, 4000 numerical simulations were done, each with a different set of
yields. The 4 different types of points indicate the 4 different (uniform) distributions (with different variance) from which the
yields of different species were chosen (see Methods Section for details). (b) For 3 different sets of yields we plot the fraction
of nutrient influx space with V stable uninvadable states for the 6Cx6Nx36S model (λ are the same as in Fig. 2B). For each
set of yields we explored the fraction of the nutrient influx space (out of 106 influx points) that contains V=1,2,3,4,5,.. stable
uninvadable states. The figure shows that a difference in the yields of the species results in difference in multistability, although
the values of λ (and hence the set of uninvadable states) are the same in all the three cases. Bold black curve corresponds to
the example shown in Fig. 3B.
addition. For the same species pool, changing nutrient
fluxes (Fig. 5B) results in a different set of 10 feasible
allowed states connected by 19 transitions. The unin-
vadable states are visible as terminal ends of directed
paths in the top layer of Figs. 5A,B. While the fluxes
used in Fig. 5B allow for only one uninvadable state,
S5, a different set of fluxes used in Fig. 5A permit for
two alternative uninvadable states, S1 and S2. Which of
these two states is realized depends on the order in which
species were added to the system.
As shown in Fig. 5C,D transitions between these and
other alternative states can also be triggered by chang-
ing nutrient fluxes. Whenever multistability is present,
transitions happen in a hysteretic manner. In Fig. 5C we
show a full cycle of changing fluxes, first up (grey line)
and then down (black line) in, which results in a sys-
tem going through a series of discontinuous transitions
between states and ending up in a different uninvadable
state than that it started from. Where as in contrast, in
Fig. 5D there is a unique uninvadable stable state feasi-
ble at a certain flux point. This matches several hallmark
properties of alternative stable states defined in Ref.18 as
having “discontinuity in the response to an environmen-
tal driving parameter”, lack of recovery after a perturba-
tion (hysteresis), and “divergence due to different initial
conditions”.
DISCUSSION
Ever since Robert May’s provocative question “Will a
large complex system be stable?”23 the focus of many
theoretical ecology studies has been on dynamical stabil-
ity of steady states in large ecosystems. Unlike the classic
MacArthur model46, but similar to the original Tilman
model47, our model is characterized by a mixture of dy-
namically stable and unstable states. Based on a small
sample of examples that we analyzed in detail, we found
that the stable states in our model generally outnum-
ber the unstable ones. For example, in the 2Cx2Nx4S
example used above only one state out of 33 is dynami-
cally unstable, while for the 6Cx6Nx36S example used in
Fig 2C and Fig 4, we found only 137 unstable states out
of 1195 uninvadable states that we were able to classify
using our methods. Another interesting observation is
that for randomly selected carbon and nitrogen yields of
individual species (defining its C:N stoichiometry) with
probability around 50% one ends up with an ecosystem
lacking both unstable states as well as alternative stable
states.
In fact, the existence of dynamically unstable states in
our model always goes hand in hand with multistability.
Indeed, in the simplest case of a bistable ecosystem con-
sidered in Ref.15, a single dynamically unstable steady
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FIG. 5. State transitions triggered by colonization dynamics and changing environment in 2Cx2Nx4S example.
(a, b): Transitions triggered by colonization dynamics. We show the graph of all possible state transitions for our 2Cx2Nx4S
example (same as in Fig. 2A) for two different sets of environmental parameters shown as barplot in a and b (see Methods
Section for details). Starting from an empty set (i.e., no bacterial species) we randomly select and introduce species from the
pool (one at a time) and wait for the system to settle into a dynamical steady state, and this process is repeated until the system
reaches an uninvadable state. (c, d): Transitions triggered by changing environment. Here we show the transition between
states when one of the parameters φ
(c)
1 is modified from its original value (pointed black arrow) in panel a and panel b (shown
in panel c and panel d respectively). (c): The environment is set to a low φ
(c)
1 = 10 units, with other influxes same as in panel
a) and on executing colonization dynamics the system settles to the uninvadable state S1. We next increment φ
(c)
1 by a unit
of 10 and apply colonization dynamics on the current state of the system and iterate this process until φ
(c)
1 = 500. Grey filled
dots indicate the states that the system experiences at the end of each colonization dynamics on its journey from φ
(c)
1 = 10 to
φ
(c)
1 = 500. One can see that at φ
(c)
1 = 370 the system transitions to the uninvadable state S5 and at φ
(c)
1 = 430 it jumps to
state S2 and stays there up till φ
(c)
1 = 500. Starting from this state (S2) the above process was repeated but with decreasing
φ
(c)
1 . Black empty circles highlight the states observed by the system until φ
(c)
1 = 10. This completes a full cycle of changing
φ
(c)
1 = 10. It can be seen that in the transition from state S2 to state S1 occurs at a much lower value of φ
(c)
1 compared to the
transition from S1 to S2 when φ
(c)
1 was increased, hence displaying the phenomenon of hysteresis. (d): Similarly to panel c we
varied φ
(c)
1 from a low to high value, keeping all the other nutrient influxes same as in panel b. In contrast to c, we do not
observe any hysteretic transitions when φ
(c)
1 is changed in the forward and reverse directions. The black arrow points at the
environmental conditions from panel b.
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state always separates two stable states of an ecosystem.
Depending on perturbation this unstable state would col-
lapse to either one of the two alternative stable states
realized for the same environmental parameters. Inter-
estingly, in our model we always found V − 1 unstable
states coexisting with V alternative stable states for the
same environmental parameters. While, this result is
natural for dynamics maximizing a one-dimensional Lya-
punov function where V maxima (corresponding stable
states) are always separated by V − 1 minima (unsta-
ble stable states), we currently do not understand why
this rule seems to apply to our multi-dimensional sys-
tem. Indeed, in 1D any smooth function bounded from
above and reaching −∞ at x = ±∞ always has V max-
ima and V − 1 minima. In higher dimensions this prop-
erty imposes additional constraints on indices on criti-
cal points other than maxima which are dictated by the
Morse theory62. We leave the search for this Lyapunov
function for future studies.
As we demonstrated above, both unstable states and
multistability are possible only if different microbes have
different C:N stoichiometric ratios. The same is true
for models in which microbes co-utilize multiple substi-
tutable (say carbon) nutrients. Indeed, a convex Lya-
punov function defined in Ref.41,63,64 guarantees that for
any set of nutrient influxes there exists exactly one sta-
ble equilibrium. While the standard MacArthur model
has no multistability and, as proven in Ref.46, all of its
steady states are dynamically stable, its variant in which
different microbes have different yields on the same nu-
trient, has both these properties61. Different yields of
different microbial species prevent one from constructing
the Lyapunov function used in the standard MacArthur
model41. We leave the topic of existence and the func-
tional form of the Lyapunov function in our model for
future studies.
Using the algorithms of the stable matching
problem52,53 we were able to list all of these states based
only on ranked tables of nutrient competitive abilities
of different microbes. The advantage of this approach
is that it bypasses the need for precise measurements
of the kinetic parameters and depends only on the rela-
tive microbial preferences toward nutrients. This prop-
erty is likely unique to our model. Indeed, for a popular
MacArthur model40,41,64 of co-utilization of fully substi-
tutable resources, the relative rankings of different mi-
crobes for nutrients depend on nutrient concentrations.
This greatly complicates the task of deducing the ulti-
mate set of allowed states, that is to say, all subsets of
surviving microbes realized for different environmental
conditions.
To improve mathematical tractability of our model we
have made a number of simplifying assumptions. These
can be relaxed in the following variants of our basic model
some of which are listed below: (i) A simple generaliza-
tion of our model is to relax the condition of extreme
specialization to allow for generalist species, i.e., those
with growth rate is given by:
gα = min
( ∑
i used by α
λ
(c)
αi ci,
∑
j used by α
λ
(n)
αj nj
)
. Here the sum over i (respectively j) is carried out over
all carbon (respectively nitrogen) sources a given species
is capable of using. Here one assumes that multiple sub-
stitutable sources are co-utilized as in the MacArthur
model. Another possibility is to assume that each species
is using its substitutable resources one-at-a-time, as we
assumed for multiple carbon sources in Ref.19. Since at
any point in time each of the species is using a “specialist
strategy” growing on a single carbon and a single carbon
source, we expect many of our results to be extendable to
this model variant. Using either of these model variants
one can explore environmental conditions (number of re-
sources and their fluctuations in time and space) that
would favor specialists or generalists over each other. It
will also be interesting to explore how the presence of gen-
eralists affects the number of alternative stable states and
how the available nutrients are partitioned between the
different coexisting species in such a community. (ii) We
worked with a fixed size of species pool for our models.
By relaxing this constraint and having a large universe
of species to choose from, one can explore interesting as-
pects of evolution and adaptations in our model setup,
e.g., how the presence of multistability affects the pro-
cess of community assembly. (iii) One can also introduce
cross-feeding between the species, thus generating addi-
tional resources in the system and allowing for a larger
number of species to coexist, and, hence further increas-
ing the number of alternative stable states. (iv) Although
we have identified that larger variance in C:N stoichiom-
etry of individual species (quantified by Y
(c)
α /Y
(n)
α in our
model) promotes multistability, other factors affecting
the likelihood of alternative stable states remain to be
identified in future studies.
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METHODS
Enumeration of all allowed states.
Every allowed state can be converted into a unique
bipartite network with the two types nutrients (carbon
and nitrogen) as the nodes and links representing the
surviving species. The source node of the link represents
the rate limiting nutrient of the species and each link is
characterized by its λ(c) and λ(n). (see Fig. 1A). a, The
competitive exclusion rules int the language of networks
is stated below:
 Rule 1 - All nodes can have at most one outgoing
link
 Rule 2 - All incoming links at any node should
have a larger λ than the λ of the outgoing link (if
any).
To obtain all allowed states one needs to perform an ex-
haustive search of all the networks that satisfy the above
constraints. We do this in the following way: We start
with choosing a particular set of ranked values of λ
(c)
(i,j)
and λ
(n)
(i,j) for all L
2 species in the pool. We then choose
any one type of nodes on which the outgoing links will
be assigned first (say carbon; the choice carbon as op-
posed to nitrogen does not affect the final result of this
algorithm). We then perform a two-step procedure for
links allocation. We first allocate all outgoing links from
C-type to N-type nodes by choosing a rank between 1
and L+ 1 for each of the C-type nodes, where rank L+ 1
corresponds to having no link (no species is limited by
this nutrient). For this specific combination of outgo-
ing links we generate all allowed sets of incoming links
(from N-type to C-type). To implement this step one
needs to follow Rule 2 to filter out prohibited allocations
of incoming links. This procedure is guaranteed to find
all allowed states for this chosen specific chosen set of
outgoing links from C and one of the allowed states will
be uninvadable (see Supplementary Note 3 for details).
One repeats this allocation procedure for each combina-
tion ranks of outgoing links for the C-type nodes ((L+1)L
possible allocations in total) to get a list of all allowed
bipartite networks for the set of {λ(k)(i,j)}.
We used the above procedure to enumerate allowed
states for different numers of resources L (see Fig. 1C).
The values of {λ(k)(i,j)} were chosen randomly between 10
and 100 for these numerical experiments.
Feasibility of the allowed states.
As described in the main text, at the steady state
of each allowed state the concentration of the surviving
species and and the concentration of the nutrients not
limited by any of the surviving species is completely de-
termined by the K + M mass conservation laws (Eqs.
4). Hence each allowed state can be uniquely charac-
terized by a set of K + M variables (we define them
as Xp for the p
th state) consisting of the population of
the Ssurv ≤ K + M species and the concentration of
the K + M − Ssurv non-limited nutrients. E.g., for the
2Cx2Nx4S case used in the main text in S5 we have:
X5 = {B(1,1), B(1,2), B(2,2), n2}.
Now, given the parameters defining the species (i.e., λ
and Y ) and the chemostat dilution constant δ, each state
p will have a finite region in the nutrient influx space
(a K+M dimensional space {φ(c)i , φ(n)j })this state will be
feasible, i.e., Xp > 0. The volume of this region quantifies
the structural stability of the state p.
To simplify the process of calculating the feasible vol-
umes we assumed the high-influx limit, i.e., φ
(c)
i >>
δ2
λ
(c)
α
and φ
(n)
j >>
δ2
λ
(n)
α
. It means that if any nutrient is limited
by a surviving species in the allowed state, the concentra-
tion of that nutrient at the steady state will be negligible
compared to what it was before speciation took place.
With this reasonably valid high-influx limit assumption
the mass conservation laws (Eqs. 4) that are used to
obtain the feasible volumes of each of the allowed states
can be represented into a compact matrix form. For the
allowed state p the matrix equation becomes:
Φ = RˆpXp , (9)
where Φ is the vector of the K + M nutrient fluxes and
Rˆp is a matrix composed of Y
−1 of surviving species and
”1” for each of the non-limiting nutrients in the allowed
state p. For the S5 in 2Cx2Nx4S example the Eq. 9
expands to:

φ
(c)
1
φ
(c)
2
φ
(n)
1
φ
(n)
2
 =

1
Y
(c)
(1,1)
1
Y
(c)
(1,2)
0 0
0 0 1
Y
(c)
(2,2)
0
1
Y
(n)
(1,1)
0 0 0
0 1
Y
(n)
(1,2)
1
Y
(n)
(2,2)
1

B(1,1)B(1,2)B(2,2)
n2
 . (10)
Monte-Carlo sampling of nutrient influx space.
Using Eq. 9 it is trivial to compute if an allowed state is
feasible at a particular nutrient influx point Φ. To check
feasibility of the allowed state p at Φ we simply multiply
the inverse of the matrix Rˆp with the vector Φ. If all the
elements of the resulting vector Xp are positive then the
allowed state pis feasible at Φ. If the matrix Rˆp is not
invertible i.e., det(Rˆp) = 0, it indicates that this allowed
state is not feasible anywhere in the nutrient influx space.
We imposed a common upper and lower bound on each
of the K +M nutrient influxes
(
φmin ≤ φ(c,n)i ≤ φmax
)
thus restricting the search of volumes of feasible allowed
states in a K+M dimensional hypercube in the nutrient
influx space. We chose φmin = 10, φmax = 1000. The
lower bound ensures that the system is always in the high-
flux limit as max( δ
2
λα
) = 0.1 << φmin. This is because
δ = 1 and λmin = 10 (λ were chosen uniformly between
10 and 100). We then randomly spanned a million points
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in this hypercube and checked feasibility of each allowed
state (i.e., for state p we checked that all the elements of
Xp are positive). For each state we calculated the total
number of points where it was feasible to quantify the
volumes of the allowed states.
Overlap of Volumes: Two allowed states are said to
overlap with each other if there exists a set points in the
hypercube at which both of them are feasible. We used
the data obtained by Monte-Carlo sampling to calculate
shared feasibility regions (shared sets of points) between
states. We then normalized those numbers for each state
by its overall volume (see Fig. 3A). For 6Cx6Nx36S case
we used Gephi 0.9.2 software package to visualize the
network and performed modularity analysis to identify
densely interconnected clusters in the network65. Reso-
lution parameter was set to 1.5 to produce Fig. 3B.
Dynamical stability of the allowed states.
We checked the dynamic stability of the allowed states
in two ways:
1. Perturbation analysis. We prepared each al-
lowed state at one of its feasible influx points and
subjected it to small perturbations of (i) all the
K + M = 2 nutrient concentrations and (ii) the
populations of the Ssurv species in the state. The
importance of perturbing the population of only the
Ssurv species should be noted because an invadable
state, by definition, will always be dynamically un-
stable against addition of (at least one) new species
from the species pool. And this instability should
not render the invadable state as dynamically un-
stable. Hence we stress that an allowed state will
be dynamically unstable if perturbation of any of
the nutrient concentrations or the population of any
of the Ssurv species drives the state to a different
allowed state.
2. Overlap analysis. The dynamic stability of the
allowed states can also be inferred from the influx
map (a map that gives us the information of all
the feasible states possible at each point in the in-
flux space) obtained from our Monte-Carlo simu-
lations. We first recognize all states which had a
unique presence at at least one influx point (i.e. no
other states are feasible at this flux point). All such
states should be dynamically stable by definition.
Note that Monte-Carlo samples a finite number of
influx points and thus it is possible to miss crucial
influx points which could have rendered some of
the states as stable and thus leading to assigning
some of the stable states as unstable. This false as-
signment will lead into the violation of the V/V-1
rule (as described in the main text) at some influx
points. To correct for this error we go over each
unstable state and check if assigning it as stable
reduces the list of violated influx points. If it does
then we include it in our list of stable states. This
method could not infer the stability of 16 uninvad-
able states which had very small feasible volumes.
Yield-variation.
Since the dynamical stability and the size of feasible
volume of the states depends on the choice of values of
the yields Y , we performed a set of Monte-Carlo sam-
pling experiments for 2Cx2Nx4S and 6Cx6Nx36S exam-
ples to explore how the choice of yields governs multi-
stability. For 2Cx2Nx4S case we performed 4000 Monte-
Carlo simulations for a fixed set of λ (see Supplementary
Table 1) and yields were drawn from uniform distribu-
tions with different standard deviations (1000 simulation
per standard deviation). We used these simulations to
calculate the fraction of influx space where we observed
multistability (Fig. 4A). For 6Cx6Nx36S example (see λ
in Supplementary Tables 3-4) we chose 4 different sets of
Yields and performed Monte-Carlo simulations for each
of them. We further performed overlap analysis for each
of these numerical experiments counting the number of
uninvadable stable states feasible for each flux point (see
Fig. 4B).
Colonization dynamics.
To study the process of speciation in our model, we
implemented the sequential colonization procedure as de-
scribed below. We first set the system at the abiotic state(
i.e., ni(0) = φ
(c)
i /δ and ni(0) = φ
(n)
j /δ
)
We then ran-
domly select one species from our pool of S species and
introduce it into the system with a small population den-
sity (10−5). We then perform a numerical integration of
the current system until the system settles into a steady
state. If the population density of any of the species at
the steady state falls below a predefined threshold (10−7)
we considered it to be extinct. We keep performing this
random selection and introduction of species addition fol-
lowed by dynamic integration until no new species from
the pool can invade, thus giving us an uninvadable state.
This colonization dynamics is repeated for a large num-
ber of random-order-introduction of species to obtain all
possible terminal ends. The set of all steady states ob-
tained in this process are all the allowed states that the
system navigates through.
We followed the above procedure for two different sets
of environmental parameters in our 2Cx2Nx4S example.
First set: φ
(c)
1 = 300, φ
(c)
2 = 500, φ
(n)
1 = 500, φ
(n)
2 = 500,
δ = 1 (see Fig. 5A). Second: φ
(c)
1 = 500, φ
(c)
2 = 500,
φ
(n)
1 = 500, φ
(n)
2 = 5000, δ = 1 (see Fig. 5B). This
colonization dynamics was repeated for a large number
of random order introductions of species from the pool
to obtain all possible transitions (shown as black arrows
in Fig. 5A,B) between the allowed states at the given
nutrient influx.
To study transitions between uninvadable states in re-
sponse to environmental perturbations, we started from
one of the uninvadable states and varied one of the
fluxes in some range (10 ≤ φ(c)1 ≤ 800) with some step
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(δφ
(c)
1 =10) while constantly introducing the random bac-
terial species from the pool to the system.
The numerical integration for the above process was
done in C programming language using the CVODE
solver library of the SUNDIALS package66 downloaded
from the website: https://computation.llnl.gov/
projects/sundials/sundials-software.
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SUPPLEMENTARY TABLES
λ
(c)
(i,j) λ
(n)
(i,j)
N1 N2 N1 N2
C1 41 35 16 50
C2 52 56 27 44
TABLE I. λ
(c)
(i,j), λ
(n)
(i,j) values of the 4 species for the
2Cx2Nx4S model.
Y
(c)
(i,j) Y
(n)
(i,j)
N1 N2 N1 N2
C1 0.37 0.64 0.35 0.50
C2 0.47 0.14 0.40 0.30
TABLE II. Values of carbon and nitrogen Yields of the 4
species for the 2Cx2Nx4S model.
N1 N2 N3 N4 N5 N6
C1 47.4 78.1 93.7 68.9 75.0 44.5
C2 89.6 68.6 33.6 77.8 16.5 90.8
C3 56.5 32.2 86.2 13.1 71.1 15.5
C4 53.0 94.1 38.7 10.7 34.0 34.9
C5 25.0 49.3 76.3 18.2 54.5 51.8
C6 47.1 91.9 57.7 63.0 92.2 90.0
TABLE III. λ
(c)
(i,j) values of the 36 species for the 6Cx6Nx36S
model.
N1 N2 N3 N4 N5 N6
C1 18.3 57.7 44.5 16.0 70.4 66.8
C2 56.7 31.4 78.6 91.8 34.5 34.7
C3 42.3 53.8 84.8 99.2 79.0 44.6
C4 95.3 91.4 73.1 42.9 98.8 66.7
C5 76.2 98.4 31.0 55.4 14.5 57.4
C6 37.6 79.3 58.4 71.8 26.0 84.5
TABLE IV. λ
(n)
(i,j) values of the 36 species for the 6Cx6Nx36S
model.
N1 N2 N3 N4 N5 N6
C1 0.72 0.59 0.15 0.11 0.13 0.75
C2 0.29 0.72 0.79 0.39 0.15 0.16
C3 0.76 0.61 0.40 0.86 0.60 0.63
C4 0.87 0.68 0.64 0.27 0.80 0.51
C5 0.88 0.13 0.31 0.36 0.11 0.48
C6 0.46 0.34 0.38 0.83 0.70 0.86
TABLE V. Y
(c)
(i,j) values of the 36 species for the 6Cx6Nx36S
model.
SUPPLEMENTARY FIGURES
N1 N2 N3 N4 N5 N6
C1 0.10 0.30 0.67 0.36 0.32 0.66
C2 0.83 0.30 0.47 0.30 0.40 0.58
C3 0.72 0.15 0.65 0.54 0.21 0.18
C4 0.30 0.22 0.84 0.64 0.29 0.56
C5 0.55 0.16 0.77 0.42 0.22 0.25
C6 0.49 0.67 0.89 0.80 0.50 0.19
TABLE VI. Y
(n)
(i,j) values of the 36 species for the 6Cx6Nx36S
model.
FIG. S1. State transitions triggered by colonization
dynamics and changing environment in 2Cx2Nx4S
example. Changes in steady state bacterial abundances
through flux variation in Fig. 5 (left panel corresponds to
hysteretic case in C, right - non-hysteretic transition from
D).
SUPPLEMENTARY INFORMATION
Supplementary Note 1. General form of growth
laws
It is straightforward to generalize our model to in-
clude more general functional form for growth laws
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than Liebig’s law, min(λ
(c)
α ci, λ
(n)
α nj . Microbial growth
on two essential substrates is thought to normally fol-
low the Monod’s equation for the rate-limiting nutrient:
g
(m)
α min(ci/(K
(c)
α + ci), nj/(K
(n)
α + nj)) (See Ref.
67 for
a discussion of limitations of Monod’s law). For low
concentrations of the rate-limiting nutrient, say carbon
source, the Monod’s law simplifies to the proportional
growth law used throughout this study: gα = λ
(c)
α ci. Mi-
crobes’ competitive abilities, also known as their specific
affinities towards each substrate, are related to the pa-
rameters of Monod’s law via
λ(c)α =
g
(m)
α
K
(c)
α
; λ(n)α =
g
(m)
α
K
(n)
α
(S1)
In another variant of growth laws, two essential nutri-
ents at low concentrations jointly affect the growth rate
of the microbe: g
(m)
α ci · nj/[(K(c)α + ci) · (K(n)α + nj)]
(see Ref.68 for a discussion of these and other double-
substrate growth laws). For simplicity of mathematical
calculation we limit this study to Liebig’s law. However,
many of the essential results we obtained (e. g. mul-
tistability phenomenon that can be observed for some
ecosystems characterized by specific sets of parameters)
hold for all the growth laws listed above. In fact, the low
concentration version of the previous growth law, where
g
(m)
α ci · nj has been studied by one of us in context of
autocatalytic growth of heteropolymers69. The results of
this paper are largely consistent with the present study,
namely, in both cases the system has a large number
of steady states with between min(K,M) (corresponding
to Z in the notation of Ref.69) and K + M − 1 (cor-
responding to 2Z − 1). Regarding why the number of
bacterial species can not be larger than the total number
of nutrients minus 1, one can prove for any form of the
growth laws, that when all yields are the same, states
with K +M species have zero feasible volume, that is to
say, they are only possible on a lower-dimensional man-
ifold in the (K + M)-dimensional space of influxes (this
results has been already discussed by Tilman in his spe-
cial case47. Multistability is also possible in the variant
of the MacArthur model40,41,64 in which different species
can have different yields when growing on the same nu-
trients. A convex Lyapunov function41 precluding mul-
tistability does not exist in this case. We leave this topic
for future studies.
Supplementary Note 2. Constraints on steady
states from microbial and nutrient dynamics
A steady state of equations describing the microbial
dynamics (Eqs. 2) is realized when either Bα = 0 (the
species was absent from the system from the start or
subsequently went extinct) or when its growth rate gα
is exactly equal to the chemostat dilution rate δ. This
imposes constraints on steady state nutrient concentra-
tions with the number of constraints equal to the num-
ber of microbial species present with non-zero concentra-
tions. Since, in general, the number of constraints can-
not be larger than the number of constrained variables,
no more than K +M of species could be simultaneously
present in a steady state of the ecosystem. For Liebig’s
growth law used in this study, each resource can have no
more than one species for which this resource limits its
growth, that is to say, which sets the value of the min-
imum in min(λ
(c)
α ci, λ
(n)
α nj The steady state concentra-
tions of these resources are given by c
(∗)
i = δ/λ
(c)
α (if the
growth is limited by the carbon source) and n
(∗)
j = δ/λ
(n)
α
(if the growth is limited by the nitrogen source). Here α
is the species whose growth is rate-limited by the resource
in question. In a general case, no more than one species
can be limited by the same resource (carbon in our ex-
ample), since the species with the largest λ(c) would out-
compete other species with smaller values of λ(c) by mak-
ing the steady state concentration c
(∗)
i so low that other
species can no longer grow on it. Note however, that
multiple species β could consume the same resource as
the rate-limiting species α, as long as their growth is not
limited by the resource. Each of these species must then
be limited by their other nutrient (a nitrogen source in
our example). However, their survival requires that car-
bon concentration set by species α is sufficient for their
growth. Thereby, any species growing on a resource in a
non-limited fashion must have λ
(c)
β > λ
(c)
α .
Mathematically, it cane be proven by observing that,
since species β is limited by its nitrogen resource, one
must have λ
(c)
β c
(∗)
i > λ
(n)
β n
(∗)
j . At the same time in
a steady state, the concentrations of all rate-limiting
resources are determined by the dilution rate δ via
λ
(n)
β n
(∗)
j = δ, and λ
(c)
α c
(∗)
i = δ. Combining the above
three expressions one gets: λ
(c)
β c
(∗)
i > λ
(n)
β n
(∗)
j = δ =
λ
(c)
α c
(∗)
i , or simply λ
(c)
β > λ
(c)
α . The constraints on com-
petitive abilities λ for species present in a steady state in
our model are then:
• Exclusion Rule 1: Each nutrient (either carbon or
nitrogen source) can limit the growth of no more
than one species α. From this it follows that the
number of species co-existing in any given steady
state cannot be larger than K +M , the total num-
ber of nutrients.
• Exclusion Rule 2: Each nutrient (e.g. specific car-
bon source) can be used by any number of species
in a non-rate-limiting fashion (that is to say, where
it does not constrain species growth in Liebig’s
law). However, any such species β has to have
λ
(c)
β > λ
(c)
α , where λ
(c)
α is the competitive ability
of the species whose growth is limited by this nu-
trient. In case of a nitrogen nutrient, the constraint
becomes λ
(n)
β > λ
(n)
α .
Note that the steady state solutions of equations 2 do
not depend on populations Bα of surviving species. Their
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steady state populations B
(∗)
α are instead determined by
Eqs. 3. Taking into account that, in a steady state, the
growth rate of each surviving species is exactly equal to
the dilution rate δ of the chemostat, after simplifications
one gets:
φ
(c)
j
δ
= c
(∗)
i +
∑
all α using ci
B
(∗)
α
Y
(c)
α
φ
(n)
j
δ
= n
(∗)
j −
∑
all α using nj
B
(∗)
α
Y
(n)
α
(S2)
As described above, the steady state concentration of re-
sources are given by δ/λ
(c/n)
α , where α are the species
rate-limited by each resource. In the absence of such
species, the concentration of a resource is given by any-
thing left after it being consumed by surviving species
in a non-rate-limiting manner. One can show that in
this case, the resource (e.g. carbon) concentration has to
be larger than δ/λ
(c)
β , where λ
(c)
β is the smallest affinity
among microbes utilizing this resource.
One convenient approximation greatly simplifying
working with equations S2 is the ”high-flux limit” in
which φ
(c)
i  δ2/λ(c)α and φ(n)j  δ2/λ(n)α . In this approx-
imation one can approximately sets to zero the steady
state concentrations of all resources that have a species
rate-limited by them. The steady state concentrations
of the remaining resources can take any value as long as
it is positive. Hence, in this limit the equations S2 can
be viewed as a simple matrix test of whether a given set
of surviving species limited by a given set of resources
is possible for a given set of nutrient fluxes. Indeed, my
multiplying the vector of fluxes with the inverse of the
matrix Rˆ composed of inverse yields of surviving species
and 1 for nutrients not limiting the growth of any species
one formally gets the only possible set of steady state
species abundances, B
(∗)
α , and a subset of non-limiting
resource concentrations c
(∗)
i and n
(∗)
j . If all of them are
strictly positive - the steady state is possible. If just one
of them enters the negative territory - the steady state
cannot be realized for these fluxes of nutrients.
The above rule can be modified to apply even below
the high-flux limit with the following modifications: 1)
Instead of φ(c) (or φ(n)), one uses their “effective values”
φ˜(c) (or φ˜(n)) introduced in19, determined as
φ˜
(c)
i = φ
(c)
i −
δ2
λ
(c)
α(i)
φ˜
(n)
j = φ
(n)
j −
δ2
λ
(n)
α(j)
, (S3)
where α(i) is the (unique) species limited by the nutrient
i. If the nutrient is not limiting for any os the species in
the steady state, α(i) is the species using the nutrient in
a non-limited fashion, which has the smallest value of λ.
This last rule comes from the observation that in order
for a non-limiting resource not to become limiting for
a species β currently using it in a non-limiting fashion,
its concentration cannot fall below δ/λ
(x)
β . Thus, when
checking the feasibility of a given state, the concentration
of a non-limiting resource can be written as δ/λ
(x)
β + a
positive number, or (more conveniently) the influx of this
resource can be offset as described in Eqs. S3
Supplementary Note 3. Stable matching approach
to identifying and counting uninvadable states
First we describe the exact one-to-one mapping be-
tween all uninvadable steady states (UIS) in our model
and the complete set of “stable marriages” in a variant of
a well-known stable marriage or stable allocation prob-
lem developed by Gale and Shapley in the 1960s52 and
awarded the Nobel prize in economics in 2012. This map-
ping provides us with constructive algorithms to identify
and count all uninvadable steady states in our ecosystem.
We start by considering a special case of our problem
with L carbon and L nitrogen sources and a pool of L2
species, such that for every pair of sources ci (carbon) and
nj (nitrogen) there is exactly one microbe Bij capable of
using them. For the sake of simplicity we have switched
the notation from Bα to Bij , where α = (ij) is the unique
microbe in our pool capable of growing on ci and nj .
Having considered this simpler situation we will return to
the most general case of unequal numbers of carbon (K)
and nitrogen (M) resources and any number of microbes
from a pool of S species competing for a given pair of
resources.
In what follows we will refer to a resource as occupied
if in a given steady state there is a microbe for which
this resource is rate-limiting. In our network represen-
tation occupied resources have an outgoing edge (their
out-degree is equal to 1), while unoccupied resources have
out-degree equal to 0.
Review of results about stable matchings in the
hospitals/residents problem
The hospitals/residents problem52 is known in various
settings. The one directly relevant to our problem is the
following. There are L applicants for residency positions
in L hospitals. A hospital number i has Li vacancies
for residents to fill, Li ranging from zero to L. Each
hospital has a list of preferences in which residency ap-
plicants are strictly ordered by their ranks, from 1 (the
most desirable) to L , (the least desirable). These lists
are generally different for different hospitals. Each appli-
cant has a ranked list of preferred hospitals ranging from
1 (the most desirable) to L (the least desirable). Those
lists can also vary between applicants. A matching is an
assignment of applicants to hospitals such that all appli-
cants got residency and all hospital vacancies are filled.
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A matching is unstable if there is at least one applicant
a and hospital h to which a is not assigned such that:
1. Condition 1. Applicant a prefers hospital h to
his/her assigned hospital;
2. Condition 2. Hospital h prefers applicant a to at
least one of its assigned applicants.
If such a pair (a, h) exists, it is called “a blocking pair”
or “a pair that blocks the matching”. A stable match-
ing by definition has no blocking pairs. Gale and Shap-
ley proved that for any set of applicant/hospital rank-
ings and hospital vacancies there is at least one stable
matching52. Generally the number of stable matching is
larger than one. For example, for stable marriages and
random rankings the average number of stable matchings
is given by L/e logL53. To the best of our knowledge, the
dependence of this number on the distribution of hospital
vacancies has not been investigated. The fact that the
actual number of uninvadable states is rather close to its
lower bound (compare black symbols and dashed line in
Fig. 1) indicates that, at least for L ≤ 9, the number
of stable matchings averaged over all possible in-degree
allocations is rather close to 1.
Gale and Shapely not only proved the existence of at
least one stable matching, but also proposed a construc-
tive algorithm on how to find it. Listed below are the
main steps in this algorithm optimized for for applicants.
each applicants first submits his/her application to the
hospital ranking 1 in his/her preference lists. Each hos-
pital considers all applications it received so far and ac-
cepts all of the applicants if their number is less or equal
than hospital’s announced number of vacancies, Li. If the
number of applicants exceeds Li, the hospital gives a con-
ditional admission to the best-ranking Li applicants ac-
cording to hospital’s own preference list. Each applicant
not admitted to their top hospital goes a step down on
his/her preference list and applies to the second-best hos-
pital. The latter admits this applicant if (1) this hospital
has not yet filled all of its vacancies or (2) all vacancies are
filled, but among the conditionally admitted applicants
there is at least one who ranks lower (according to hos-
pital’s list) than the new applicant. Such lower-ranked
applicants are declined admission and replaced with bet-
ter ones. They subsequently lower their expectations and
apply to the next hospital on their list. After a number
of iterations all applicants are admitted and all vacancies
are filled so that this process stops. As Gale and Shapley
proved in Ref.52, the resulting matching is stable. Fur-
thermore, the theorem states that in this matching every
applicant gets admitted to the best hospital among all
stable matchings, while every hospital gets the worst set
of residents among all stable matchings. Later research
described in Ref.53 describe more complex constructive
algorithms allowing one to efficiently find all of the stable
matchings starting with the applicant-optimal one.
Well developed mathematical apparatus of stable
matching problem provides an invaluable help in the task
of identifying all uninvadable states in microbial ecosys-
tems. Indeed, without its assistance this task would re-
quire exponentially longer time. To connect the problem
of finding all uninvadable states to that of finding all sta-
ble matchings between hospitals and residents, we start
with the following three observations:
1) In any uninvadable steady state, either all carbon
sources or all nitrogen sources (or both) are occupied. In-
deed, if in a steady state a carbon source ci and a nitrogen
source nj are not-limiting to any microbes, then microbe
Bij can always grow and thereby invade this state. Thus
uninvadable states can be counted separately: one first
counts the states where all nitrogen sources are occupied,
and then counts those in which all carbon sources are oc-
cupied. Double counting happens when both carbon and
all nitrogen sources are occupied. We will keep the pos-
sibility of double counting in mind and return to this
problem later.
2) For a pool of species, where for every pair of re-
sources there is exactly one microbe using each carbon
and each nitrogen. One can think of each of L carbon
(alternatively, nitrogen) sources as if it has a list of “pref-
erences” ranking all nitrogen (correspondingly carbon)
sources. Indeed, the ranking of competitive abilities λ
(c)
ik
of different microbes using the same carbon source ci but
different nitrogen sources nk can be viewed as the ranking
of nitrogen sources k by the carbon source i. Conversely,
the ranking of λ
(n)
mj with the same nj but variable cm can
be thought of as ranking of carbon sources cm by the
nitrogen source nj .
3) Consider a steady state in which all nitrogen sources
are occupied. In our network representation it corre-
sponds to every nitrogen source sending an outgoing link
to some carbon source. Let Li be the number of microbes
using the carbon source i in a non-limiting fashion (the
in-degree of these outgoing links ending on ci). Then,
obviously, L =
∑
Li (note that some of the terms in this
sum might be equal to zero).
One can prove that if the state is uninvadable, then the
matching given by all edges going from nitrogen sources
to carbon sources must be stable in the Gale-Shapley
sense. To prove this, let’s think of nitrogen sources as
“applicants” and nitrogen sources as “hospitals” with
their numbers of “vacancies” given by Li. Indeed, any
unstable matching has at least one blocking pair (nj , ci)
such that:
• Condition 1. The nitrogen source (‘applicant”) nj
“prefers” the carbon source (“hospital”) ci to its
currently assigned carbon source (the one used by
the current microbe Bkj limited nj). This means
that λ
(n)
ij > λ
(n)
kj . Thus the microbe Bij can grow
on its nitrogen source (provided that it can also
grow on its carbon source).
• Condition 2. The carbon source (“hospital”) ci
“prefers” the nitrogen source (“applicant”) nj to
at least one of Li of its currently assigned carbon
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sources (the set of microbes using ci in a non-rate-
limiting fashion). Thereby λ
(c)
ij must be larger than
the smallest λ(c) among these microbes. According
to the Exclusion Rule 2, this smallest λ(c) is still
larger than λ(c) of the microbe limited by ci (if it
exists). Thus the microbe Bij can also grow on its
carbon source.
This proves that the microbe Bij corresponding to any
blocking pair can grow on both its carbon and its nitrogen
sources, and thereby can successfully invade the steady
state. This finishes the proof that any uninvadable state
has to be a stable matching in the Gale-Shapley sense.
However, this does not prove that any stable match-
ing corresponds to exactly one uninvadable state. To
prove this we first notice that, up to this point, our
candidate uninvadable state contained only the nitrogen-
limited species. We will now supplement it with carbon-
limited species in such a way that 1) added species do
not violate the exclusion rule 2; 2) added species ren-
der the state completely uninvadable. Let is introduce a
new notation (applicable to our case in which all nitrogen
sources are occupied). Let λ
(c)
min(i) to denote the small-
est λ(c) among all species using ci in a non-rate-limiting
fashion. The Gale-Shapley theorem only guarantees the
protection of our state from invasion by a species (i, j)
with λ
(c)
ij larger than λ
(c)
min(i) (see the Condition 2 above).
To ensure that our state is uninvadable by the rest of the
species, one needs to add some carbon-limited species to
this state. In order to do this in a systematic way, for
each ci we compile the list of all species using this car-
bon source with λ(c) < λ
(c)
min(i). Each of these species
is a potential invader. Some species could be crossed off
from the list of potential invaders because they cannot
grow on their nitrogen source. These species have λ(n)
below that of the (unique) species limited by their nitro-
gen source. Among the species that remained on the list
of invaders after this procedure, we select that with the
largest λ(c) and add it to our steady state as a C → N
directed edge, that is to say, as a carbon-limited species.
This will prevent all other potential invaders on our list,
since they have smaller λ(c) and thus, following the ad-
dition of our top carbon-limited species, they would no
longer be able to grow based on their carbon source. We
will go over all ci and add such carbon-limited species if
they are needed. The only scenario when such species is
not needed if our list of potential invaders would turn up
to be empty. In this case we will leave this carbon source
unoccupied. Since for each carbon source the above al-
gorithm selects the carbon-limited species (or selects to
add no such species) in a unique fashion, there is a single
uninvadable state for every stable matching in the Gale-
Shapley sense. We are now in a position to predict and
enumerate all uninvadable states in our model.
Lower bound on the number of uninvadable states
To count the number of partitions (L1, L2, ..., LL) such
that
∑
Li = L, one can use a well known combinato-
rial method. According to this method, one introduces
L − 1 identical “separators” (marked with |) which are
placed between L identical objects (marked ·) separating
them into L (possibly empty) partitions. For example,
for L = 4 a partition 0, 1, 0, 3 would be denoted as | · || · ··.
The combinatorial number of all possible arrangements
of separators and objects is obviously
(
2L−1
L
)
. For every
such partition the Gale-Shapley theorem guarantees at
least one stable matching (that is, at least one uninvad-
able steady state). The lower bound on the number of
uninvadable steady states has to be doubled to account
for reversal of roles of carbons and nitrogens. There
is a small possibility that we double counted one par-
tition (1, 1, ..., 1). Indeed, the unique uninvadable stable
state corresponding to this partition could in principle be
counted both when we start from nitrogen sources and
when we start from carbon sources. This could happen
only when the numbers of carbon and nitrogen sources
are equal to each other. More restrictively, this par-
tition will be double-counted only if, when we started
from C, all of the N-sources will send a link back to C,
and these links all will end on different C-sources. The
same has to be true if one starts with N-sources and at
then sends links back to C. The steady state network
in this case will consist of one or more loops covering
all nutrients. However, one can prove that, at least for
the Gale-Shapley nitrogen-optimal state, the last carbon
to be picked up would not need to send back a carbon-
limited link. Thus in our task of calculating the lower
bound on the number of uninvadable states, we don’t
need to correct for the possibility of double-counting since
at least one stable matching per partition (namely the
Gale-Shapley) would not be double-counted. Then we
have NUIS ≥ 2
(
2L−1
L
)
=
(
2L
L
)
. The Sterling approxima-
tion for this expression is 22L/
√
piL. Thus the overall
lower bound for the number of uninvadable stable states
is given by
NUIS(L,L) ≥ ·
(
2L
L
)
' 2
2L
√
piL
. (S4)
More generally, the number of carbon sources, K, is
not equal to the number of nitrogen sources, M . The re-
source type with a larger number will always have at
least one resource left without input. Thus here one
never needs to correct for double counting. Using the
same reasoning as for K = M = L, the lower bound
on the number of resources in this case is given by(
K+M−1
K−1
)
+
(
K+M−1
M−1
)
=
(
K+M
K
)
. Here, the first term
counts the uninvadable steady states in which all nitrogen
sources are occupied and the partition divides M edges
sent by nitrogen sources among K carbon sources, which
requires K − 1 “dividers”. The second term counts the
number of uninvadable steady states in which all carbon
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sources are occupied. Denoting the fraction of carbon
resources among all resources as p = K/(K + M) and
using the Stirling approximation one gets
NUIS(K,M) ≥ ·
(
K +M
K
)
' (S5)
' exp [(K +M)(−p log p− (1− p) log(1− p)]√
2pi(K +M)p(1− p) .
In the case of multiple microbial species using the
same pairs of resources, our version of the Gale-Shapley
resident-oriented algorithm must be further updated. Let
M be the number of nitrogen sources, and K — the num-
ber of carbon sources in the ecosystem, S the number of
species in our pool, each requiring a pair of resources to
grow. As now there may be more than one microbe that
uses a given pair of resources ci and nj , we introduce the
notation B
(r)
ij for the rth microbe using the same pair of
sources ci and nj . On average, each nitrogen (carbon)
source has S/K (S/M) microbes, which are capable of
using it. As in the traditional Gale-Shapley algorithm,
each nitrogen (carbon) source ranks all microbes capable
of using it by their λ(n) (λ(c)).
The way to identify all uninvadable stable states in
this case is determined by a variant of the stable mar-
riage problem (or rather the hospital/resident problem)
in which every man (and every woman) may have more
than one way to propose marriage to the same woman
(man). In our model this corresponds to more than one
microbe (a type of marriage) capable of growing on the
same pair of carbon (corresponding to, say, men) and
nitrogen (corresponding to women) sources. You may
think of it as if each participant has several different
ways to propose to the person of the opposite sex (send
flowers, take to a restaurant, etc). Each of these propos-
als is ranked by both parties independent of other ways.
As far as we know, this variant has not been considered
in the literature yet. However, all of the results of the
usual stable marriage (or hospital-resident) problem re-
main unchanged.
One can easily see that our lower bound (Eq. S5) on
the number of uninvadable states (equal to the number
of stable marriages in all partitions) remains unchanged.
Indeed, it is given by the number of partitions and hence
depends only on K and M and not on S. However, for
S  K ·M one expects to have many more stable mar-
riages for each partition. Thus the lower bound we have
established is likely to severely underestimate the actual
number of UIS in the ecosystem. Indeed, according to the
SI section “The number of uninvadable states in a contin-
uous approximation”, the number of uninvadable states
grows much faster than the lower bound of O(2K+M ).
Future work is needed to connect the stable marriage re-
sults to those derived in the continuous approximation
(see Eq. S28 below).
Supplementary Note 4. The number of allowed
states and the number of uninvadable states in a
continuous approximation
: We can calculate the number of allowed and, sep-
arately, uninvadable states in our model in the limit of
K,M  1 and S  K,M . In this limit, every nutrient
has a large average number of microbes competing for
its utilization. Throughout this section we assume that
each of the resources has equal number of microbes capa-
ble of using it (S/K for carbon and S/M for nitrogen).
Let r
(c)
i (respectively r
(n)
j ) be the rank of the (unique
if present) microbe whose growth is limited by ci (re-
spectively nj). The rank is defined as the the number
of microbes in the pool with value of λ larger or equal
than r. Hence, in our pool of species, the most com-
petitive microbe for each nutrient has the rank 1, while
the worst one - the rank S/K (or S/M for nitrogen re-
sources). It is convenient to assume that in a special
case, where there is no microbe limited by the resource,
the rank of the resource is equal to S/K + 1 (S/M + 1
correspondingly). In this case all microbes using this nu-
trient would be allowed to grow on it according to our
competitive exclusion rules. It is also convenient to nor-
malize the ranks as 0 ≤ xi = (r(c)i − 1)/(S/K) ≤ 1 and
0 ≤ yj = (r(n)j − 1)/(S/M) ≤ 1. These normalized vari-
ables quantify the probability that a randomly selected
microbe using a given nutrient (ci for xi and nj for yj)
would be able to grow on it (provided that the second
resource would also allow for its growth). To calculate
the probability x that a randomly selected microbe would
be able to grow on its carbon source one has to average
xi over all carbon sources: x =
∑
i xi/K. Similarly, the
probability for a random microbe to be able to grow on its
nitrogen source is given by y =
∑
j yj/M . In what follows
we will carry out the summation over all possible values of
all normalized ranks of carbon, xi (0 : 1/(S/K) : 1), and
nitrogen, yj (0 : 1/(S/M) : 1), sources. In the continuous
limit K/S,M/S  1 these sums can be replaced by in-
tegrals over continuous variables ranging between 0 and
1. For K  1, the average rank x of all carbon sources
has an approximately Gaussian distribution with width
1/
√
12K, while the average rank y of all nitrogen sources
has a Gaussian distribution with width 1/
√
12M). In-
deed, the variance of the uniform distribution between
0 and 1 is 1/12, while the variance of the average is re-
duced by the number of variables in the sample. Some
of our calculations require knowledge of the probability
density function outside the region of validity of central
limit theory. We have also carried out calculations using
the exact PDF of the sum of K (or M in case of ni-
trogen) uniformly distributed variables known as Bates
distribution (see Eq. (2) in
http://mathworld.wolfram.com/
UniformSumDistribution.html
for the exact functional form of the PDF of the Bates
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distribution). The results for the Bates distribution were
very close to those for the Gaussian distribution. To
account for significant difference at K = M = 1, Fig. 1
shows our calculations using the Bates distribution (red
and black long-dashed lines). Hence, in what follows we
will consider only the Gaussian case.
The number of allowed states in a continuous approximation
Let us first calculate the number of allowed states.
Consider a state in which 0 ≤ KL ≤ K of carbon
sources and 0 ≤ ML ≤ M of nitrogen sources each have
(a unique) microbe limited by them (and making them
limited). The combinatorial number of choices of such
microbe-limited resources is given by
(
K
KL
) · (MML). The
number of ways to choose one limiting microbe on each of
these resources is given by S/K for carbon resources and
S/M for nitrogen resources. Indeed, since each species
has exactly one carbon (nitrogen) source it could utilize,
the number of species per each resource is S/K (S/M
correspondingly). The total number of ways to choose
KL +ML microbes in the candidate steady state is thus
given by (S/K)KL · (S/M)ML . The probability that all
these microbes would be allowed by their non-limiting
resources is given by yKL ·xML (note that the average rank
y of nitrogen resources is raised to the power of KL of
limited carbon sources and vice versa). Indeed, the selec-
tion of a non-limiting resource is entirely random when
one goes over all possible microbe candidates. The sum
over all possible values KL and ML is simply given by:
NAS(x, y) =
K∑
KL=0
M∑
ML=0
(
S
K
)KL ( S
M
)ML
·
·
(
K
KL
)(
M
ML
)
yKL · xML
= (1 +
S
K
y)K · (1 + S
M
x)M . (S6)
Thus the total number of the allowed states (invadable
or not) is given by the following integral:
NAS =
=
∫ 1
0
dx
√
12K
2pi
exp(−6K(x− 1/2)2)(1 + S
M
x)M ·
·
∫ 1
0
dy
√
12M
2pi
exp(−6M(y − 1/2)2)(1 + S
K
y)K .(S7)
This integral can be calculated using the saddle point
approximation. In the limit M ∼ K  1 and M/S  1,
the saddle point x∗ for the first integral over x is given
by
x∗ =
1 +
√
1 + 4M3K
4
=
1
4
(1 + ρx) . (S8)
Here in order to simplify the notation we introduced a
new variable ρx =
√
1 + 4M3K . The integral over x in the
saddle point approximation is then given by
Ix =
√
1 + ρx
2ρx
(
1 + ρx
4
· S
M
+ 1
)M
exp
(
−3K
8
(ρx − 1)2
)
.
Similarly, the integral over y in the saddle point approx-
imation is then given by
Iy =
√
1 + ρy
2ρy
(
1 + ρy
4
· S
K
+ 1
)K
exp
(
−3M
8
(ρy − 1)2
)
.
Here, ρy =
√
1 + 4K3M and is related to ρx by
(ρ2x − 1) · (ρ2y − 1) =
16
9
. (S9)
The number of allowed steady states NAS is simply the
product of Ix and Iy. In the symmetric limit of the equal
number of nutrient sources M = K = L where ρx =
ρy == ρ =
√
7/3 ' 1.53 the formula for the number of
steady state can be simplified as
NAS = Ix · Iy =
=
1 + ρ
2ρ
[(
1 + ρ
4
· S
L
+ 1
)
exp
(−3(ρ− 1)2/8)]2L '
' 0.827
(
0.569
S
L
+ 0.901
)2L
(S10)
As one can see the number of allowed states rapidly in-
creases with both the number of resources of each type,
L, as well as with number of species per each resource,
S/L. This increase however is much slower than that in
the number of candidate states not constrained by the
exclusion rule 2. Indeed, the number of such candidates
Nc = (1 + S/K)
K · (1 + S/M)M , which for K = M = L
becomes (S/L + 1)2L (compare this expression to Eq.
S10).
Finally, for S = L2 used in our simulations shown in
Fig. 1, the expression for the number of allowed states
becomes NAS ' 0.827 (0.569L+ 0.901)2L.
The number of uninvadable states in a continuous
approximation
To calculate the number of uninvadable states, one
needs to check if each of the allowed states calculated
in the Eq. S7 can be invaded by each of the species that
are currently not present in the state. Fortunately, the
notation introduced in the previous section makes this
task very easy. When calculating the number of allowed
states in our model we were going over all species present
in the state and multiplying our formula by the proba-
bility that it’s non-limiting resource is allowed by our
rules of competitive exclusion. This probability is equal
to y =
∑
j yj/M for species limited by the concentration
of their carbon sources and x =
∑
i xi/K. Here (as be-
fore) xi and yj are the normalized ranks of the species
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limited by ci and nj correspondingly. xi = 0 (or yj = 0)
corresponds to a situation where there are no species in
our pool with λ larger then the species currently limited
by this carbon (or nitrogen) source. Conversely, xi = 1
corresponds to a situation where the resource is currently
not limiting for any of the species in the steady state un-
der consideration. Hence the growth of any introduced
species on this resource is allowed by the competitive
exclusion rules. xi = 1/2 corresponds to a case where
the species with a median value of λc is limiting ci so
that exactly half of all species using this resource can
grow on it (provided that their nitrogen source allows for
growth). A species not currently present in the steady
state can grow in it if and only if both its carbon and
nitrogen sources allow for its growth. The probability of
this being true for a randomly selected species is simply
x · y, while the probability that it is not allowed to grow
by either one or both of its nutrients is simply 1− x · y.
The probability that none among S species can grow in
a given steady state is
Prob(State is Uninvadable) = (1− xy)S . (S11)
Here in principle we only need to check uninvadability
against S −KL −ML species not present in the steady
state tested for invadability. However, in the limit S 
K,M , this difference is small and would be ignored in
our calculations.
Thus the number of uninvadable states is given by an
integral similar to Eq. S7:
NUIS =
∫ 1
0
dx
∫ 1
0
dy
(1− xy)S
· (1 + S
M
x)M (1 +
S
K
y)K
·
√
12K
2pi
exp(−6K(x− 1/2)2)
·
√
12M
2pi
exp(−6M(y − 1/2)2) . (S12)
The density of stable states on the x− y plane described
by this equation can be visualized already L = 9. For
tables of λ(c) and λ(n) used in our main text we exhaus-
tively identified 81,004 UIS. For each of these UIS we
calculated xi and yi - the average normalized ranks of
microbes limited by their carbon and nitrogen sources
respectively. The natural logarithm, of the density of
these 81,004 points on the x − y plane is visualized in
Fig. S2. One can see that most states are localized
within a “smile” stretching from the upper left corner
(the top competitors for carbon and the weakest com-
petitors for nitrogen) to the lover right corner (the top
competitors for nitrogen and the weakest competitors for
carbon) of the diagram. That means that the average
ranks of carbon and nitrogen competitive abilities of mi-
crobes present in steady states and limited by these re-
sources are negatively correlated.
FIG. S2. The density of UIS for L = 9. The pseudocolor
plot shows the natural logarithm of the density of uninvadable
stable states on the x − y plane, where x and y are, respec-
tively, the average normalized ranks of carbon- and nitrogen-
limited microbes across all resources.
The probability of the state being uninvadable couples
the integration over x and y in the Eq. S12. This integral,
when written as NUIS =
∫ 1
0
dx
∫ 1
0
dy exp(S · L), in the
limit of large S  K,M can be approximately calculated
in the saddle point approximation. Here
L(x, y) = log(1− x · y) +
+
K
S
log(1 +
S
K
y) +
M
S
log(1 +
S
M
x)−
− 6K
S
(x− 1/2)2 − 6M
S
(y − 1/2)2 +
+
1
2S
(
log 12M + log 12K − 2 log 2pi
)
. (S13)
The integral of Eq. S12 over x is dominated by the
saddle point x∗(y) obtained by solving for x the following
equation
0 =
∂L
∂x
= − y
1− xy +
1
1 + Sx/M
− 12K
S
(x− 1
2
) .(S14)
We will be interested in solving this equation in the
regime where x ' 1 (hence 1/(1 + Sx/M) ' M/(Sx)),
and y  1 (hence −y/(1 − xy) ' −y. In this limit one
gets a quadratic equation for x
0 = x2 + x
(
Sy
12K
− 1
2
)
+
M
12K
. (S15)
The solution is given by
x∗(y) =
1
4
1− Sy
6K
+
√(
1− Sy
6K
)2
+
4M
3K
 .
(S16)
For M = K the maximal value of x∗(y) is reached at
y = 0 and is equal to x∗(0) = (1+
√
7/3)/4 = 0.6319. For
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large excess of the number of nitrogen sources over that
of carbon ones, M > 6K, x∗(y) can reach its maximal
value of 1 even before y hits 0. In this case, the saddle
point disappears and the integral will be dominated by
region near x = 1. We will leave for future studies the
calculation of the number of uninvadable steady states in
this case. In the limit M/S  1, K/S  1 the second
derivative evaluated at this stable point is
∂2L
∂x2
|x∗(y) = −12K
S
− y2 − M
Sx(y)2
. (S17)
The saddle point integration over x results in the fol-
lowing expression for the number of uninvadable states
NUIS =
∫ 1
0
dy exp(S · L∗(y)) (S18)
where
L∗(y) = log(1− x∗(y) · y) +
+
K
S
log(1 +
S
K
y) +
M
S
log(1 +
S
M
x∗(y))−
− 6K
S
(x∗(y)− 1/2)2 − 6M
S
(y − 1/2)2 +
+
1
2S
(
log 12M + log 12K − 2 log 2pi
− log(12K + Sy2 +M/x∗(y)2) + log 2pi
)
.(S19)
Here the last term ∆L∗ = (1/2S)(− log(12K + Sy2 +
M/x∗(y)2) + log 2pi) comes from the saddle point in-
tegral over x. In other words, L∗(y) = L(x∗(y), y) +
∆L∗(x∗(y), y), where L is defined by the Eq. S13. The
integral over y has two saddle points: one for small
y ∼ K/S and hence large x(y) ∼ 1 and the other for large
y ∼ 1 and small x(y) ∼M/S. We will calculate only the
first saddle point and then apply symmetry arguments
to extend these results to the second one. Indeed, if in-
stead of integrating out x we were to integrate out y first,
the order of saddle points will change places. Hence, we
are interested only in the region of small y ∼ K/S. The
saddle point is determined by dL
∗(x∗(y),y)
dy = 0. Let’s
first calculate the derivative of the last term (referred
to as ∆L∗) in the Eq. S19. It is given by d∆L∗/dy =
[M(dx∗(y)/dy)/x∗(y)2−Sy]/[S(12K+M/x∗(y)2+Sy2)].
The first term in the enumerator and the first two terms
in the denominator dominate the expression for y ∼ K/S
resulting in
d∆L∗
dy
=
M dx
∗(y)
dy /x
∗(y)2
S(12K +M/x∗(y)2)
. (S20)
While dx∗(y)/dy ∼ S/K is large, the whole expres-
sion is still of order of 1/M or 1/K and hence much
smaller than 1. As we will see below, the domi-
nant contribution to dL∗/dy is of order of 1. Hence,
d∆L∗/dy can be safely ignored. One then has dL∗/dy =
dL(x∗(y), y)/dy = ∂L(x∗(y), y)/∂y + ∂L((x∗(y), y)/∂x ·
dx∗/dy. Since the saddle point integration over x re-
quired that ∂L(x∗(y), y)/∂x = 0, the second term is
zero. The first term is given by ∂L(x∗(y), y)/∂y =
−x(y)/(1−x(y)y)+1/(1+(S/K)y)−12(M/S)(y−1/2).
In the limit y ∼ K/S and x(y) = O(1), the first two
terms are of order of 1, while the third term can be ig-
nored. Furthermore, the denominator in the first term
can be ignored. Hence, the saddle point y∗ is determined
by the following condition
1
1 + (S/K)y∗
= x(y∗) . (S21)
By introducing the dimensionless variable y˜∗ = (S/K)y∗
and plugging it into the Eq. S16 one gets
1
1 + y˜∗
=
1
4
1− y˜∗
6
+
√(
1− y˜
∗
6
)2
+
4M
3K
 . (S22)
While in general this equation does not have the analytic
solution, it can be easily solved numerically for any value
of M/K < 6 (the saddle point disappears for M > 6K).
To fit our numerical simulations of the model with M =
K = L and S = L2, we solved Eq. S22 for M/K = 1:
y∗ = 0.71428
K
S
, (S23)
x∗ = 0.58333 . (S24)
Note that both x∗ and y∗ are far away from 1/2 and
hence are located where the Gaussian approximation to
the sum of uniformly-distributed random numbers no
longer applies. However, the Gaussian was not among
the main factors deciding the position of the fixed point.
Thus, the results derived above could still be used. We
confirmed it by carrying the saddle point calculations in
Eq. S18 using the exact form of the Bates distribution
describing the sum of M uniformly-distributed random
numbers. Much as for the number of allowed states, for
large L the number of uninvadable states calculated using
the Bates distribution was very close to the same number
calculated using the Gaussian distribution.
To further verify the accuracy of our calculations of x∗
and y˜∗ in Eqs. S24 and S23 correspondingly, in Fig. S4
we plotted SL(x, y) as a function of x and y for K =
M = L and S = L2. The red dot marking the predicted
position of the saddle point is in excellent agreement with
its numerically-determined position.
Hence, for large L most uninvadable states come from
two regions on the x − y plane. Let us briefly return to
the original notation for which the rank of the most com-
petitive microbe using each nutrient is 1, while that of
the least competitive one is S/K for carbon sources and
S/M for nitrogen sources. Uninvadable states contribut-
ing to the saddle point above must have many microbes
near the top of the nitrogen ranking table with average
nitrogen rank being 1 + y˜∗ = 1.7143. This can be real-
ized e.g. if around 71% of microbes were the second best
competitors for their nitrogen resource, while about 29%
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FIG. S3. The logarithm of the density of UIS for L =
200 along with the saddle point line x∗(y) vs y. The
pseudocolor plot shows SL(x, y) - the logarithm of the density
of UIS on the x−y plane calculated for L = 200 as a function
of normalized carbon and nitrogen average ranks x and y.
The red line follows x∗(y) vs y described by the Eq.S16. The
red dots mark the predicted positions of two saddle points
according to Eqs. S24 and S23 and a symmetric one with x
and y swapped places.
were its best competitors In the whole pool. There are of
course many other solutions all giving the average rank-
ing shown above. On the opposite side, the average rank
of microbes on their carbon resources is in the middle of
the table x∗(S/K) = 0.5833L. The other saddle point
corresponds to carbon and and nitrogen swapping places
with each other.
The second derivative d2L∗/dy2 ' d(∂L∗/∂y)/dy =
∂2L∗/∂y2 + ∂2L∗/∂y∂x · (dx∗/dy). Here again we ig-
nored ∆L∗ since its contribution to the derivative is 1/K
smaller than the above terms. The first term is given
by ∂2L∗/∂y2 = −x∗(y)2/(1 − yx∗(y))2 − (S/K)/(1 +
(S/K)y)2. Here the second term is much larger. One
also has ∂2L∗/∂y∂x = −1/(1 − yx∗(y)) − yx∗(y)/(1 −
yx∗(y))2. Here the first term is much larger. Given
that dx∗(y)/dy ∼ S/K, the dominant contributions to
d2L∗/dy2 from ∂2L∗/∂y2 and ∂2L∗/∂y∂x · (dx∗/dy) are
comparable to each other and are both of order of S/K.
The derivative dx∗/dy is given by
dx∗
dy
= − S
24K
1 + 1− Sy6K√
(1− Sy6K )2 + 4K3M
 . (S25)
Evaluating this expression for K = M at y∗ =
0.71428K/S one gets dx
∗
dy |y∗ = 1.6066. Hence, the final
expression for d2L∗/dy2 at the saddle point is
d2L∗
dy2
|y∗ = − S
K
(
1
(1 + y∗S/K)2
+
1
24
dx∗
dy
|y∗
)
=
= −0.2733 S
K
. (S26)
FIG. S4. The logarithm of the density of UIS for
L = 200 along with the saddle point position. The
pseudocolor plot shows SL(x, y) - the logarithm of the den-
sity of UIS on the x − y plane calculated for L = 200 as a
function of normalized carbon and nitrogen average ranks x
and y. The red dot marks the predicted position of the sad-
dle point according to Eqs. S24 and S23. It is in excellent
agreement with its numerically-determined position.
FIG. S5. The density of UIS for L = 1000 along with
the saddle point position. The pseudocolor plot shows
SL(x, y) calculated for L = 1000 as a function of x and y.
The red dot marking the predicted position of the saddle point
according to Eqs. S24 and S23 is in excellent agreement with
its numerically-determined position.
Plugging Eqs. S23,S24,S26 into the saddle point es-
timate of the integral given by Eqs. S18,S19 one gets
(term-by-term):
• (1− x∗(y)y∗)S = (1− x∗y˜∗KS )S ' exp(−x∗y˜∗K) =
0.6592K .
• (1 + y∗ SK )K = 1.7143K .
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• (1 + x∗ SM )M = (1 + 0.5833 SM )M .
• exp(−6K(x∗ − 1/2)2) = 0.9592K .
• exp(−6M(y∗ − 1/2)2) ' exp(3M/2) = 0.2231M
• The saddle point integration over x combined with
the normalization constant of the Gaussian distri-
bution of x generates
√
12K/
√
−S∂2L/∂x2|x∗(y∗) =√
1/(1 +M/(12Kx∗) = 0.8963 .
• The saddle point integration over y combined with
the normalization constant of the Gaussian distri-
bution of y generates
√
12M/
√
−S · d2L∗/dy2|y∗ =√
12/0.2733 ·
√
KM/S = 6.6258/L .
• Factor 2 for K = M takes into account that our
calculations were done for one saddle point in which
y∗ = (K/S)y˜∗  1 and x∗ = O(1). The symmetric
point located diagonally across this one on the x−y
plane would have an identical contribution. For
K 6= M one of these saddle points would dominate
the asymptotic formula.
Once all these terms are put together one gets the fol-
lowing asymptotic formula for the number of uninvadable
steady states for L 1, and K = M = L.
NUIS(S,L, L) =
11.8769L
S
(
0.2419 + 0.1411
S
L
)L
.
(S27)
If in addition, the number of species in the pool is given
by S = L2 (as used in our numerical simulations for small
L), one gets
NUIS(L
2, L, L) =
11.8769
L
(0.2419 + 0.1411L)
L
(S28)
For K 6= M this formula needs to be modified by first
solving the Eq. S22 to find the new saddle points x∗
and y∗. These values then need to be plugged into the
bullet list shown above to update the numerical coeffi-
cients combined in Eq. S27. One fact remains generally
true, however. The leading super-exponential contribu-
tion would be given by
NUIS(S,K,M) ∼
(
S
M
)M
, (S29)
where M corresponds to the resource with the largest
number of nutrients (nitrogen in this example, where we
assumed that M > K).
To test how well this expression calculated in the limit
L  1 matches the numerical integration of Eq. S12,
FIG. S6. Saddle point approximation to the number of
UIS in the continuous limit. The number of uninvadable
states raised to the power of 1/L plotted as a function of L.
The black symbols correspond to the 2-dimensional numerical
integration of Eq. S12, where both x and y range between 0
and 1 in steps of 1/L2. Because of numerical limitations, the
integration has been only carried for L ≤ 100. The red line is
the 1-dimensional numerical integration of the Eq. S18 over
y. Now L is extended up to 1000. The blue line is given by
the complete saddle point calculation (Eq. S28). The ratios
between either two of these three expressions asymptotically
converges to 1. The inset zooms up on the region 1 ≤ L ≤ 100.
in Fig. S6 we compare them for L going up to 1000
(and S = L2). Fig. S6 plots the number of uninvadable
states raised to the power of 1/L plotted as a function of
L. The black symbols correspond to the 2-dimensional
numerical integration of Eq. S12, where both x and y
range between 0 and 1 in steps of 1/L2. Because of nu-
merical limitations, the integration has been only carried
for L ≤ 100. The red line is the 1-dimensional numerical
integration of the Eq. S18 over y. Now L is extended up
to 1000. The blue line is given by the complete saddle
point calculation (Eq. S28). The ratios between either
two of these three expressions asymptotically converges
to 1. Note that the saddle point expression in Eq. S28 is
completely off for L ≤ 9 shown in Fig. 1.
The number of allowed and uninvadable states for more than
two types of essential resources: continuous representation
Note that all of the above formulas could be easily gen-
eralized to a biologically meaningful case of more than
two types of essential nutrients. For example, if one
was to add another essential nutrient type (e.g.sources
of phosphorus), the normalized ranking of λ(P ) would in-
troduce a new variable 0 ≤ z < 1. The above formulas
would be modified so that the probability that a state is
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not invadable now becomes
(1− x · y · z)S , (S30)
while the combinatorial factor calculating the number of
allowed states for a given value of the average ranks x,
y, and z is given by
NAS(x, y, z) = (1 +
S
K
· y · z)K ·
· (1 + S
M
· x · z)M ·
· (1 + S
P
· x · y)P (S31)
Here P is the number of sources of phosphorous in the
system, and the equation above sums over all microbes
that are limited by either C, N, or P. It takes into account
that a microbe limited by one resource has to be able to
grow on the other two resources.
