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The Jordan–Zassenhaus Theorem states that, if R is a Dedekind domain
whose ﬁeld Q of quotients is a global ﬁeld, then for each R-order S in a
semisimple algebra over Q, and for each positive integer n, there are only
ﬁnitely many isomorphism classes of left S-lattices of rank ≤n. This result
(which plays an important role in the theory of orders and group represen-
tations) was used by Lady [L] (independently and simultaneously by C.M.
Bang, unpublished) to show that a torsion-free abelian group of ﬁnite rank
can have but a ﬁnite number of non-isomorphic direct summands. As Lady
himself observed, his proof extends without change to torsion-free modules
of ﬁnite rank over Dedekind domains R for which the Jordan–Zassenhaus
theorem is valid.
Our main objective here is to ﬁnd a precise relation between the Jordan–
Zassenhaus theorem and the ﬁniteness of direct decompositions of torsion-
free modules of ﬁnite rank. We will show (see our Theorem 5.2) that for
a Dedekind domain R of characteristic 0, the Jordan–Zassenhaus theorem
holds if and only if ﬁnite rank torsion-free R-modules have, up to isomor-
phism, only ﬁnitely many direct summands and the factor rings R/I are
1 This paper was written while the second author was visiting the Department of Mathe-
matics of Tulane University. He is grateful for their hospitality.
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ﬁnite for all nonzero ideals I of R (the latter condition was known to be
necessary; see Roggenkamp [Ro2], Guralnick [Gu1]). It is easy to see that
neither of these two conditions can be omitted.
This characterization leads to the more general and interesting question
of ﬁnitely many non-isomorphic direct decompositions of modules and their
role in the theory of orders. Needless to say, two direct decompositions are
regarded as isomorphic or equivalent if there is a bijection between the sets
of summands in the two decompositions such that corresponding summands
are isomorphic. Though the Krull-Schmidt property has been discussed for
various modules extensively in the literature, this immediate generalization
(which might be viewed as an “almost Krull–Schmidt property") has been
given hardly any attention. (Note that if a module has only ﬁnitely many
non-isomorphic direct decompositions, then it has to be a direct sum of in-
decomposable modules, so we can restrict ourselves to decompositions with
indecomposable summands.) We shall concentrate on the study of direct de-
compositions of ﬁnite rank torsion-free modules over Dedekind domains R.
It is easy to see that if the almost Krull–Schmidt property holds for all R-
modules of the mentioned type, then R must have a ﬁnite class group by
virtue of the fact that every ideal of R is a summand of R⊕R (recall that,
by Claborn [C], every abelian group is the class group of some Dedekind
domain). However, the ﬁniteness of the class group alone is not enough.
In Theorem 5.1 we will show that the almost Krull–Schmidt property holds
for all ﬁnite rank torsion-free modules over a Dedekind domain R precisely
when every genus in every R-order is ﬁnite. A number of equivalent condi-
tions on R for this latter property to hold will be given (see Theorem 4.3).
In our study, we will also include those modules over other rings whose en-
domorphism rings are (not necessarily noetherian) semi-local rings; a spe-
cial case of this situation emerges in our discussions for Dedekind domains
with a ﬁnite number of prime ideals.
Since direct decompositions of modules M correspond to direct decom-
positions of their endomorphism rings E = End M as left E-modules, the
study of direct decompositions of M can be shifted to projective modules
over E. In fact, there is a category equivalence between summands of direct
sums of copies of M and projective E-modules. But this move to projective
E-modules is feasible only if the endomorphism rings E are tractable. For-
tunately, there is a rich theory available for orders over Dedekind domains
which will facilitate our discussion. In fact, we shall often rely on standard
results on the genera of lattices. Modules over semi-local rings are man-
ageable provided they are subject to some ﬁniteness conditions, since then
their endomorphism rings are again semi-local. Thus, in this case nothing
gets lost by moving to the discussion of projectives. As a result we can show
in Corollary 3.4 that various classes of modules satisfying certain ﬁniteness
conditions (e.g., ﬁnite rank torsion-free modules over arbitrary valuation
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domains) have, up to isomorphism, only a ﬁnite number of non-isomorphic
summands.
We are grateful to the referee for suggesting Lemma 4.2, which replaced
a double coset condition in one of our lemmas with a more appropriate
one-sided condition, and for his suggestions on the organization of this
paper.
1. PRELIMINARY LEMMAS
Throughout, unless stated otherwise, R will denote a Dedekind domain
of characteristic 0 and Q its ﬁeld of quotients. As usual, by an R-order we
mean a subring S (with 1) of a ﬁnite dimensional Q-algebra A such that S
is a ﬁnitely generated R-module and QS = A (we say S is a full subring if
the last condition is satisﬁed).
An S-lattice is a left S-module which is ﬁnitely generated and projective as
an R-module. Two S-lattices, M and N , are said to be in the same genus or
locally isomorphic (notation: M ∼ N) if MP = RP ⊗R M ∼= RP ⊗R N = NP
for each prime ideal P of R; here RP denotes the localization of R at P .
Our standard reference for R-orders is Curtis and Reiner [CR2], where the
reader can ﬁnd unexplained terminology and notation concerning R-orders.
IfM is a torsion-free R-module of ﬁnite rank, then the ring E = EndRM
of its R-endomorphisms is—as an R-module—again a torsion-free R-
module of ﬁnite rank. Let us agree that we will view M as a left R-module,
and let the endomorphisms act from the right. The nil-radical N of E is a
two-sided ideal and the factor-ring E′ = E/N is a ﬁnite rank torsion-free
R-module such that the Q-algebra QE′ is semisimple. This E′ will be
referred to as the reduced endomorphism ring of M .
Let M be the category of summands of ﬁnite direct sums of copies
of the R-module M , and for a ring E, let E denote the category of
ﬁnitely generated projective left E-modules. The following lemma is prob-
ably “folklore” and has been used by a number of authors; see, e.g., Dress
[D] or Arnold and Lady [AL].
Lemma A. LetM be an R-module and E = EndRM its R-endomorphism
ring. Then the categories M and E are equivalent.
Proof. The functors G	 M → E and H	 E → M are
given by the correspondences X → HomRMX and Y → M ⊗E Y , re-
spectively. It is easily veriﬁed that the composite functors HG and GH
are naturally equivalent to the respective identity functors of the categories
M and E.
The study of projectives can be simpliﬁed by factoring out the nil-radical
of the ring, see Lemma 3.1 infra or, e.g., Bass [B, III.1.2] or Lady [L]. This
jordan–zassenhaus theorem 733
fact, coupled to Lemma A, will allow us to deduce results on direct decom-
positions of torsion-free R-modules of ﬁnite rank from that of projective
modules over R-orders in a semisimple Q algebra. For deductions in the
reverse direction we will need the following important result.
Lemma B. Let R be a Dedekind domain which is not a Henselian DVR
(discrete valuation ring), and let S be an R-algebra which is ﬁnitely generated
and projective as an R-module. Then there exists a torsion-free R-module M
of ﬁnite rank such that
S ∼= EndRM
Proof. This is an analogue of Corner’s celebrated theorem [Co] on the
representation of ﬁnite rank torsion-free rings as endomorphism rings of
torsion-free abelian groups. Brenner and Ringel [BR] and Warﬁeld [W1]
extend Corner’s result from  to certain P.I.D.s, but—as can be readily
seen—their argument is valid for Dedekind domains R as well. In order to
ensure that the construction can be carried out, they require the existence of
three (resp. an arbitrary ﬁnite number) quadratically independent elements
in the completion of the localization RP of R at the primes P of R. By
Va´mos [V2] there are enough quadratically independent elements in the
completion of RP unless R is a Henselian DVR with P as maximal ideal.
(In fact, in the zero characteristic case, RP must then itself be complete.)
Lemma C. Let M be a ﬁnite rank torsion-free R-module, R a Dedekind
domain, and E its reduced endomorphism ring. There exist rings Ri Si i =
1     k and an element 0 = r ∈ R such that
(i) the Ri are Dedekind domains with R ⊆ Ri ⊂ Q;
(ii) the Si are maximal Ri-orders in QSi;
(iii) rS ⊆ E ⊆ S = S1 ⊕ · · · ⊕ Sk, and A = QS = QS1 ⊕ · · · ⊕QSk is
the Wedderburn–Artin decomposition of the semisimple Q-algebra A into full
matrix rings over suitable division rings.
Proof. In order to justify (i), one should observe the well-known fact
that every ring between a Dedekind domain R and its ﬁeld Q of quotients
is likewise Dedekind. The rest has been proved by Arnold [A] in the special
case R =  his argument works without any change more generally for
Dedekind domains R.
Keeping the notations of Lemma C, let E be an R-subalgebra of A (not
necessarily an R-order). Even in this more general case we shall say that
the E-modules MN belong to the same genus, M ∼ N , if MP ∼= NP for
every prime ideal P of R.
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Lemma D. Let the notation be as in Lemma C. The ring E has only a
ﬁnite number of genus classes of idempotent left ideals. If, in addition, each
genus class of left ideals in each of the rings Si is ﬁnite, then E has, up to
isomorphism, only a ﬁnite number of idempotents.
Proof. We ﬁrst deal with the ﬁniteness of the genus classes of left ideals
Ee where e is an idempotent. Let f be a second idempotent in E. If E = S
then E is a maximal order and by [CR2, 31.2(iii)], Ee ∼ Ef if and only if the
A-ideals Qe and Qf are isomorphic. Since the isomorphism classes of left
A-ideals are ﬁnite, so are the genus classes of the left E-ideals (generated
by idempotents).
Assume now that E = S, and note that in this case the element r ∈ R
(recall that we follow the notation of Lemma C above where r was deﬁned)
is not a unit and therefore contained in only a ﬁnite number of maximal
ideals of R. Let T be the (multiplicatively closed) complement set of these
maximal ideals of R. Now the localized ring T−1R is semilocal and so is the
T−1R algebra T−1E. As in [CR2, 31.15], we have that Ee ∼ Ef if and only
if the projective T−1E-ideals T−1Ee and T−1Ef are isomorphic. It follows
from Bass [B, III 2.12] (see also Theorem 3.2(b) infra) that there are only
ﬁnitely many isomorphism classes of projective T−1E ideals. In fact T−1Ee
and T−1Ef are, in turn, isomorphic if and only if they are isomorphic after
passage to the factor ring T−1E/JT−1E which is a semisimple Artinian
ring. Again we conclude that there are only ﬁnitely many genus classes of
left E-ideals generated by idempotents.
Assume now that the genus classes of left ideals of each of the rings
Si are ﬁnite and suppose that e f are idempotents such that Ee ∼ Ef .
Evidently, Ee ∼= Ere as left E-modules, where Ere is a common ideal of E
and S. For every prime ideal P of R there are isomorphisms
EreP ∼= EeP ∼= Ef P ∼= Erf P
as EP -modules, whence EreP ∼= Erf P as SP -modules. This shows that
Ere and Erf belong to the same S-genus.
Now S is the direct sum of maximal orders Si all of which are assumed
to have a ﬁnite number of elements in their genera of left ideals. Hence
the claim is immediate.
2. THE KRULL–SCHMIDT PROPERTY
Our discussion of decompositions of ﬁnite rank torsion-free modules over
Dedekind domains starts with a brief survey of the Krull–Schmidt property.
Recall that for an R-module M the Krull–Schmidt theorem holds if M can
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be decomposed into the direct sum of a ﬁnite number of indecomposable
R-modules, and such a decomposition is unique up to isomorphism.
Theorem 2.1. For a Dedekind domain R, the following are equivalent:
(i) the Krull–Schmidt theorem holds for all torsion-free R-modules of
ﬁnite rank;
(ii) R is a Henselian valuation domain;
(iii) for some prime ideal P of R, the localization RP is a Henselian
valuation domain.
Proof. For the equivalence of (i) and (ii), see Va´mos [V2, Corollary 18].
Evidently, (ii) implies (iii). To prove the inverse implication, assume (iii)
and let P ′ be a prime ideal of R different from P . Then by Va´mos [V1]
the value group associated with the valuation ring RP ′ must be divisible.
But this is absurd in our case, since RP ′ is a discrete valuation domain.
Consequently, P is the only prime of R.
Note that, if for some prime P , the valuation ring RP is of coﬁnite rank in
its completion then RP is Henselian and the extension is purely inseparable;
see Ribenboim [Ri].
In view of the last theorem, when we will be dealing in the sequel with
the Krull–Schmidt property for torsion-free modules of ﬁnite rank over
Dedekind domains, we may restrict ourselves to Dedekind domains which
are not Henselian valuation domains. In this case the completion, RˆP , is
inﬁnite dimensional over RP for all prime ideals P of R.
For general (not necessarily Noetherian) valuation domains, we mention:
Theorem 2.2. Both the ﬁnitely generated modules and the ﬁnite rank
torsion-free modules over a Henselian valuation domain R have the Krull–
Schmidt property.
Proof. See Siddoway [S] or Va´mos [V2].
Note that, for the Krull–Schmidt property, some form of Henselian be-
havior is necessary in certain situations. The interested reader is referred
to the cited literature for more details.
3. SEMI-LOCAL ENDOMORPHISM RINGS
Before entering into the discussion of ﬁnitely many summands over
Dedekind domains, we study classes of modules which admit only ﬁnitely
many non-isomorphic summands. Some of these classes are of importance.
To start with, we verify the following lemma, some portions of which are
well known.
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Lemma 3.1. Let E be any ring, J its Jacobson radical, and N an ideal of
E contained in J. Setting E = E/N , the functor
E → E A → A = A/NA
induces a bijection between epimorphisms (isomorphisms) in E and in
E.
Proof. Let η	 A → B be a homomorphism in E. Clearly, the in-
duced map η	 A → B is an epimorphism if so is η. Conversely, if η is
an epimorphism, then B = ηA +NB, whence Nakayama’s Lemma yields
B = ηA. Next, assume that µ	 A → B is an epimorphism. Using the
canonical maps α	 A→ A and β	 B→ B, along with the projectivity of A,
we obtain a homomorphism η	 A → B such that βη = µα. This means
that η = µ.
The claim for isomorphisms can be proved easily. It sufﬁces to verify
that if η is an isomorphism, then so is η. Since η is surjective by what has
been proved, B projective implies that η is splitting, say ηδ = 1B for some
δ	 B→ A. Then ηδ = 1 implies δη = 1, so δη is epic, i.e. δη = 1B, whence
η is an isomorphism. Finally, if µ	 A→ B is an isomorphism, then there is
an epimorphism 	 A→ B inducing it, and so  is an isomorphism.
The following theorem is essentially well known (see, e.g., Bass [B, III
2.12]), but we need it in the explicit form given here. We will denote by
Mn the direct sum of n copies of the module M .
Theorem 3.2. Let E be a semi-local ring. Then we have:
(a) cancellation holds in E;
(b) E has ﬁnite representation type; i.e., there are only a ﬁnite num-
ber of isomorphism classes of indecomposable modules in E—in partic-
ular, every module in E has, up to equivalence, only ﬁnitely many direct
decompositions;
(c) if An ∼= Bn ⊕ C for ABC ∈ E and for some integer n ≥
1, then there is a summand C ′ of C such that A ∼= B ⊕ C ′—in particular,
An ∼= Bn implies A ∼= B; i.e., nth roots are unique in E;
(d) if E is semi-perfect or commutative, then the Krull–Schmidt theorem
holds in E.
Proof. Before entering into the proof, let us observe that if the semi-
simple Artinian ring E = E/J (where J is the Jacobson radical of E) is
the product of k full matrix rings over division rings, then there are ex-
actly k isomorphism classes of simple E-modules, say, S1     Sk. If A ∈
E, then A ∼= Sn11 ⊕ · · · ⊕ Snkk , so the correspondence A → dA =
n1     nk ∈ k is a bijection between the isomorphism classes of E
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and k-tuples of non-negative integers. Hence the Krull–Schmidt theorem
holds in E.
(a) If A ⊕ B ∼= A ⊕ C for ABC ∈ E, then A ⊕ B ∼= A ⊕ C
in E, and hence B ∼= C. follows. In view of the preceding lemma, we
conclude that B ∼= C. (Of course, cancellation is a consequence of the fact
that 1 is in the stable range of a semi-local ring.)
(b) Let D denote the subset of k deﬁned by D = dA =
n1     nk  A ∈ E. Since k is a lattice with DCC under the
componentwise ordering in which all antichains are ﬁnite then so is the
poset D. We claim that A ∈ E is indecomposable if and only if dA is
a minimal element of D.
Indeed, since d is additive, and dA = 0     0 exactly if A = 0, A
must be indecomposable whenever dA is minimal in D. Conversely, let
A ∈ E be indecomposable, and assume dB ≤ dA for some B ∈
E. Evidently, there is then an epimorphism A→ B in E, which is,
by (3.1), induced by an epimorphism η	 A → B. Since B is projective, η
must be splitting; thus B is a summand of A, and B = A follows. (Note
that we have shown that dB ≤ dA implies that B is a summand of A.)
(c) If An ∼= Bn ⊕ C for ABC ∈ E and for some n ≥ 1, then
A
n ∼= Bn ⊕ C. The modules in the last direct sum are semi-simple, so
evidently B must be isomorphic to a summand of A. Hence the ﬁnal remark
in (b) implies that B is isomorphic to a direct summand of A A ∼= B⊕ C ′
for some C ′ ∈ E. Substituting and using (a) we conclude that C ′n ∼= C.
(d) If E is semi-perfect, then idempotents of E lift to idempotents of
E. Thus each of the simple left E-modules S1     Sk is of the form Si = T i
where T1     Tk are left E-ideals generated by idempotents. Therefore,
Ti ∈ E, and it follows that the functor E → E of (3.1) yields a
bijection between the isomorphism classes of projective E- and E-modules.
Consequently, the Krull–Schmidt theorem holds in E. (Note that if R is
a commutative Henselian local ring and E is an R-algebra whose non-units
are integral over R (in particular, if E is module-ﬁnite over R), then E is
semi-perfect; cf. Va´mos [V2].)
Finally, if E is a commutative semi-local ring, then it can be written
uniquely as a product of indecomposable semi-local rings, and E de-
composes accordingly. But over a commutative, indecomposable semi-local
ring E every ﬁnitely generated projective E-module is free by Serre’s theo-
rem (see Bass [B, p.512]), and hence it satisﬁes the Krull–Schmidt theorem.
We now mention an immediate application of the preceding result.
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Theorem 3.3. Let R be an arbitrary ring. If the endomorphism ring E of
an R-module M is semi-local, then M has properties (a)–(d) in 3.2. In
particular, M has up to isomorphism but a ﬁnite number of direct decomposi-
tions.
Proof. The claim is a simple corollary to the proof of Theorem 3.2.
Corollary 3.4. A module M has up to isomorphism but a ﬁnite number
of summands in each of the following cases:
(i) M is ﬁnitely generated over a commutative semi-local ring;
(ii) M is a torsion-free module of ﬁnite rank over a semi-local Be´zout
domain (in particular, over a valuation domain);
(iii) M is linearly compact in the discrete topology (e. g., it is an Artinian
module) over an arbitrary ring.
Proof. All what we have to show is that in all three cases the endomor-
phism ring E of M is semi-local. We shall point out, however, that M may
fail the Krull–Schmidt property in all three cases above.
(i) In view of Va´mos [V2, Lemma 13], the endomorphism ring E
of a ﬁnitely generated module M over a commutative semi-local ring R
is semi-local. By Evans [E], Krull–Schmidt may fail in this case. This can
happen even if R is a valuation ring (cf. Va´mos [V2, Theorem 20]).
(ii) Warﬁeld [W2] showed that E is always semi-local whenever M is
a torsion-free module of ﬁnite rank over a valuation domain R. His proof
can easily be adapted to the more general case where R is a semi-local
Be´zout domain. (The failure of Krull–Schmidt for the localization of the
integers at a prime p was noted by Butler and Warﬁeld [W1] as well.)
(iii) Camps and Dicks [CD, Corollary 6] prove that E is semi-local
provided that M is Artinian. Their result has been extended to linearly
compact modules by Herbera and Shamsuddin [HS]. That Krull–Schmidt
may fail even for Artinian modules was recently established by Facchini
et al. [FHLV].
4. THE JORDAN–ZASSENHAUS THEOREM
AND FINITENESS OF GENUS CLASSES
We say that for a Dedekind domain R the Jordan–Zassenhaus (JZ) the-
orem holds if for each order S in any semisimple Q-algebra, and for each
positive integer n, there are only ﬁnitely many isomorphism classes of left
S-lattices of rank ≤ n. The classical JZ theorem (Zassenhaus [Z]) states
that it holds for   this theorem has been extended to Dedekind domains
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whose ﬁeld of quotients is a global ﬁeld. We would like to ﬁnd general con-
ditions on R which ensure that the JZ theorem holds for R. Using genus
classes we can break this problem into two pieces:
(a) characterize those Dedekind domains R for which every R-order
S in a semisimple algebra has only a ﬁnite number of genera of lattices of
a ﬁxed rank;
(b) characterize those Dedekind domains R for which every R-order
S in a semisimple algebra has the property that there are only ﬁnitely many
isomorphism classes in each genus.
The answer to (a), in our set-up, is that all residue rings of R must be
ﬁnite; see [Gu1, Ro2] (and also Theorem 5.2 below). In fact Roggenkamp
shows in [Ro2] that if R is a discrete valuation domain with inﬁnite residue
ﬁeld, then for a suitable R-order S there exist inﬁnitely many pairwise non-
isomorphic S-lattices of ﬁxed rank. Hence one can derive that, for the va-
lidity of the JZ theorem over a Dedekind domain R, a necessary condition
is the ﬁniteness of the residue class ring R/I for every non-zero ideal I
of R. We prove here a somewhat simpler and more explicit and general
result which may be of independent interest.
Theorem 4.1. Let R be any commutative domain and I a non-zero ideal
of R such that R/I is inﬁnite. Then the ring S of matrices of the form[
a11 a12
a21 a22
]
aij ∈ R (1)
subject to the conditions
a12 a21 ∈ I and a11 ≡ a22 mod I
contains inﬁnitely many pairwise non-isomorphic left ideals.
Proof. For each k ∈ R, deﬁne the left S-module Mk to consist of all the
matrices of the form [
r 0
s 0
]
r s ∈ R (2)
where s ≡ kr mod I. As Mk is S-isomorphic to the left S-ideal Mkx for
every 0 = x ∈ I, it sufﬁces to show that the existence of an S-isomorphism
φ	 Mk →Ml for k l ∈ R implies k ≡ l mod I.
The left ideal in S consisting of matrices with a11 = a21 = 0 and en-
tries in I annihilates exactly the R-submodules Ak and Al of Mk and Ml,
respectively, where s = 0 and r ∈ I. Thus φ must carry Ak into Al. Simi-
larly, φ has to carry the R-submodule Bk of Mk into the R-submodule Bl
of Ml, where s ∈ I and r = 0, both being annihilated by the left ideal of S
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that consists of the matrices with a12 = a22 = 0. Since Ml is R-torsion-free,
whileMk/Ak⊕Bk is R-torsion, the action of φ on Ak and Bk completely
determines φ itself.
As AkAl are R-isomorphic to I, every R-isomorphism between them is
induced by multiplication by an element u in the ﬁeld Q of quotients of R,
r → ru r ∈ I. Analogously, an R-isomorphism between Bk and Bl can be
realized by a multiplication s → sv s ∈ I for some v ∈ Q.
Since φ is an S-homomorphism, multiplication of a matrix in Mk from
the left by a typical matrix of the form (1) of S, followed by φ gives a
matrix whose ﬁrst entry is
a11r + a12su r s ∈ I
while if we ﬁrst apply φ, and then multiply by the same element of S, then
the ﬁrst entry of the arising matrix is
a11ru+ a12sv
They have to be equal for all admissible choices of r s and aij . Therefore,
su = sv, and so u = v. By what has been said it follows that φ acts as
multiplication by u = v not only on I, but on R as well. Consequently, φ
maps a matrix of the form (2) in Mk into the matrix[
ru 0
su 0
]
in Ml. The choice r = 1 shows that u is a unit in R. The matrix (2) belongs
to Mk, while the last matrix above belongs to Ml; hence on the one hand
s ≡ kr, and on the other su ≡ lru. Thus s ≡ lr, and so k ≡ l (all the
congruences are mod I).
Observe that the ring S in the preceding theorem is module ﬁnite over R
and contained in a free R-module whenever I is a ﬁnitely generated ideal
of R.
We next give a necessary condition for the ﬁniteness of genus classes. To
this end, let R be a Dedekind domain of characteristic 0, S an R-order and
let I be a two-sided ideal of S with I ∩ R = 0. As usual, we denote by ¯
the natural map S → S/I = S¯. The following lemma will show that, for the
ﬁniteness of the genus classes, it is necessary that the image of the global
units, US, be of ﬁnite index in US¯.
Lemma 4.2. Let the situation be as given above and let T be the suborder
of W = S ⊕ S consisting of those pairs a b ∈ W for which there is an r ∈ R
with a ≡ b ≡ r mod I. Finally, for each u ∈ S with u¯ ∈ US¯, we deﬁne
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the T -order Mu = IW + T u 1. Then we have that
(a) Mu is in the genus of T ;
(b) Mu ∼=Mv ⇔ u¯ ≡ v¯ mod US in US¯;
(c) Mu ⊕W ∼=Mv ⊕W ;
(d) Mu ⊕Mv ∼=Muv ⊕ T .
Proof. For (a) we check locally. Let J = I ∩ R. If P is a maximal ideal
of R not containing J, than MuP = TP = WP . If P contains J, then
MuP = TPu 1 = TP (since IWPu 1 = IWP ⊆ TP.
For (b) we note that a straightforward computation shows that Mu ∼=
Mv ⇔ u 1 = x yv 1a b where x y ∈ T is a unit modulo I and
a b is a unit in W . Note that a b ∈ US. Computing the components of
each pair in US¯ and noting that x¯ y¯ is central in this group yields that
v¯−1u¯ = x¯a¯ = y¯a¯ = b¯−1a¯ ∈ US which shows the “if” part. Conversely,
if v¯−1u¯ ∈ US then u − va ∈ I for some global unit a ∈ US whence
Mva 1 =MU.
Next, we prove (c). By construction, WMu = WMv = W . It follows
from Roiter’s replacement theorem (cf. [Gu2, Theorem 6.3]) that Mu ⊕
W ′ ∼= Mv ⊕ W for some W ′ in the genus of W . But then, using [CR2,
31.7], W ′ ⊕W ∼= W ⊕W and hence Mu ⊕W ⊕W ∼=Mv ⊕W ⊕W . So
by the Bass–Drozd cancellation Theorem [CR2, 41.20], (c) follows.
Finally (d) follows exactly as in the proof of [Gu2, Lemma 5.1].
Remarks. The lemma above was suggested by the referee. Only the ﬁrst
two conditions will be needed in our main result. This lemma can also be
proved using the Mayer–Vietoris sequence since the construction can be
viewed as a pull-back. In fact the authors originally proved, by an explicit
computation, the following lemma which can be applied to more general
rings but gives less explicit information in our situation.
Lemma 4.2a. Let R be any ring, I a two-sided ideal of R, and S the pull-
back ring
S → R
↓ ↓
R→ R/I = R
If the set of double cosets of URUR in UR/I is inﬁnite, then the
S-module S ⊕ S has inﬁnitely many pairwise non-isomorphic summands.
As pointed out by the referee, Lemma 4.2 has the advantage of avoiding
the use of double cosets in our main results below on problem (b) con-
cerning the ﬁniteness of genus classes. Nevertheless, the authors feel that
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their original results has some merit on its own right since it is an explicit
construction which applies in a very general setting. Since we do not know
of many examples of this kind in the literature it was felt that including it
here would be of some interest.
Let R be any ring with 1 and I a two-sided ideal of R. Deﬁne the ring S
to consist of all matrices of the form
 a11 a12 0a21 a22 0
0 0 a33

 aij ∈ R
subject to the conditions
a21 ∈ I and a22 ≡ a33 mod I
Let k ∈ R be a unit mod I; i.e., kr − s = 1 for some r ∈ R and s ∈ I. The
matrices
Tk =

 r 1 0s k 0
0 0 k

 and Vk =

 k −1 01− rk r 0
0 0 r


(where the upper left corner 2× 2 matrices are inverses to each other) are
elements of S. Thus TkVk and VkTk are diagonal matrices with diagonal
entries 1 1 kr and 1 1 rk respectively. Note that Tk and Vk are only in-
vertible in S if k r are units of R. Let e denote the 3× 3 matrix whose only
non-zero entry is 1 in the upper left corner, and set
ek = TkeVk =

 rk −r 0sk −s 0
0 0 0

 
It is easily checked that ek is an idempotent in S and that e = VkekTk. Now
let l be another unit in R so that we have lq − t = 1 with some q ∈ R
and t ∈ I. We then deﬁne the matrices Tl and Vl and the idempotent el
analogously to Tk Vk and ek. As before, UR will be used to denote
the group of two-sided units in the ring R, while bars will indicate passage
modulo I (thus UR is a subgroup of UR/I).
Lemma 4.2b. Let the situation be as described above. Then the ( projective)
left ideals Sek and Sel are S-isomorphic. Their complements S1 − ek and
S1 − el in S are S-isomorphic if and only if k and l belong to the same
double coset of URUR in UR/I.
Proof. The mapping φ	 xek → xekTkVl = xTkVlel (where x ∈ S yields
an S-isomorphism between the summands Sek and Sel of S. Its inverse is
xel → xelTlVk, since it is easily checked that xekTkVlTlVk = xek.
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Assume now that the complements S1− ek and S1− el are isomor-
phic. Then the isomorphism φ is induced by an S-automorphism of S (i.e.,
S is viewed as a left S-module), so there is an invertible matrix H in S
such that ekTkVl = ekH. The last equation can be written in the form
TkeVkTkVl = TkeVkH, whence left multiplication by Vk leads to the equal-
ity eVl = eVkH. Setting
H =

 a b 0c d 0
0 0 v

 (a b d ∈ R c ∈ I v ∈ UR d ≡ v mod I)
the last equality implies that two matrices with ﬁrst rows l−1 0 and
ka− c kb− d 0 respectively, are equal, i.e., ka− c = l and kb− d = −1.
Since H is invertible, so is the 2 × 2 matrix in its upper left corner. Using
elementary transformations on this invertible matrix, we get the invertible
2 × 2 matrix [
ka− c kb− d
a b
]
=
[
l −1
a b
]

Recall that lq− t = 1 with q ∈ R and t ∈ I. The last matrix stays invertible
if we multiply it from the right by the upper left corner (invertible) matrix
of Tl: [
l −1
a b
] [
q 1
t l
]
=
[
1 0
aq+ bt a+ bl
]

We conclude that a+ bl = u must be a unit of R. Thus
ku− c + dl = ka+ bl − c + dl
= ka− c + kb− dl = l − l = 0
which shows that ku≡dl mod I. Since d≡ v mod I where v ∈ UR,
the proof of necessity is completed.
In order to verify the converse, suppose that there are units u v in R
such that ku ≡ vl (mod I). Consider the matrix
G =

 u− uql + rl uq− r 0ku− kuql + sl kuq− s 0
0 0 v


which belongs to S, because kuq − s ≡ vlq ≡ v mod I. Then G is in-
vertible, since v is a unit and the 2 × 2 matrix in the upper left corner of
G is the product of 3 invertible 2 × 2 matrices: the upper left corner of
Tk, the diagonal matrix 1 u, and the upper left corner of Vl. One read-
ily checks that G satisﬁes G−1ekG = el, so also G−11 − ekG = 1 − el.
Therefore, the matrix G induces an isomorphism between Sek and Sel, as
well as between their complements in S.
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We are now ready to prove our main result on the ﬁniteness of genus
classes.
Theorem 4.3. For a Dedekind domain R of characteristic 0 the following
are equivalent:
(i) for every R-order S, the genus classes of S lattices are ﬁnite;
(ii) every R-order S satisﬁes:
(a) for every ideal I of S with I ∩ R = 0, the subgroup US has
ﬁnite index in US/I and
(b) there is a 0 = r ∈ R such that every S-lattice in the genus of S is
S-isomorphic to an S-submodule between rS and S;
(iii) every R-order S satisﬁes:
(a) for every ideal I of S with I ∩ R = 0, the subgroup US has
ﬁnite index in US/I and
(b) the genus of S is ﬁnite.
Proof. Assume (i). This obviously implies (ii)(b) and (ii)(a) follows from
parts (a) and (b) of Lemma 4.2 or Lemma 4.2b.
To show that (ii) implies (iii) it will be enough to show that (ii)(b) implies
(iii)(b). To this end assume that S is a maximal order and r is as in (ii)(b).
Since S/rS is a principal ideal ring, it follows that S/rS has only ﬁnitely many
isomorphism classes of cyclic modules (indeed it has ﬁnite representation
type). Also note that, if S/I ∼= S/J for left ideals I J of S containing rS
(more generally, since 1 is in the stable range), we can lift this isomorphism
to an automorphism of S/rS hence J = Iu + rS for some u ∈ S with u¯ ∈
US/rS. If, in fact, u ∈ US, then J = Iu. More generally, if K = Iv+ rS
with v relatively prime to r in S and there exists a w ∈ US with v ≡
uw mod rS, then Jw = Iuw + rS = Iv + rS = K and so J ∼= K. This
shows that the number of isomorphism classes of ideals of S is at most
US/rS	 US and, in fact, ﬁnite by (ii)(b).
Finally we prove that (iii) implies (i). Let L be an S-lattice. Then, in the
notation of Lemma A, the genus of L is contained in L, and we can
use the functor G of Lemma A to pass to the ring E = EndR L. Observe
that the category equivalence G maps L to E and preserves genus classes;
furthermore, E is again an R-order. So, without any loss of generality, we
may assume that L = S. Let T be a maximal order containing S. Since
T has only ﬁnitely many elements in its genus, we need only show that
the number of lattices M in the genus of S with TM ∼= T is ﬁnite. By
[G2, Proposition 3.4], there is a one-to-one correspondence between these
elements in the genus of S and certain double cosets in UT/IT  where I is
an ideal in R such that IT ⊆ S. Now (iii)(a) implies the ﬁniteness of these
double cosets.
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5. FINITELY MANY DIRECT DECOMPOSITIONS
OVER DEDEKIND DOMAINS
We will now apply the results in the previous section to direct decom-
positions of torsion-free modules over Dedekind domains. Let R denote
a Dedekind domain, we shall say that a ﬁnite rank torsion-free R-module
A has the Almost Cancellation Property if every ﬁnite rank torsion-free R-
module M can be written, but a ﬁnite number of inequivalent ways, as
M ∼= A ⊕ B for suitable R-modules B. The two theorems below give our
main results on direct decompositions promised in the introduction.
Theorem 5.1. For a Dedekind domain R of characteristic 0 the following
are equivalent:
(i) every torsion-free R-module of ﬁnite rank has, up to equivalence,
but a ﬁnite number of direct decompositions;
(ii) for every R-order S,
(a) the class group ClS is ﬁnite, and
(b) torsion-free R-modules of ﬁnite rank have the Almost Cancella-
tion Property;
(iii) for every R-order S, the genus classes of S-lattices are ﬁnite.
Proof. First we prove the equivalence of conditions (i) and (iii). If R is
a Henselian DVR, then by Theorem 2.1 the Krull–Schmidt theorem holds
and (since R has only one maximal ideal) every genus class is a singleton
so there is nothing to prove. Assume then that R is not a Henselian DVR.
First suppose condition (i) on torsion-free R-modules. Let S be an R-
order and assume MN are S-lattices in the same genus. In view of [CR2,
31.7] there is an S-lattice L in the same genus such that M ⊕M ∼= L⊕N .
In other words, every lattice in the genus of M is a summand of the left
S-module M ⊕M . By (i), the set of isomorphism classes of summands of
M ⊕M is ﬁnite. Hence the genus of M is ﬁnite.
Conversely, assume (iii). LetM be a torsion-free R-module of ﬁnite rank
and E′ its reduced R-endomorphism ring. Then Q ⊗ E′ = QE′ = A is a
ﬁnite dimensional semisimple Q-algebra, so E′ is an R-order. By Lemma A
it will sufﬁce to show that E′ has, up to isomorphism, only ﬁnitely many
idempotents. Now an application of Lemma D yields (iii).
Next we show the equivalence of (ii) and (iii). Here we use an argument
very similar to that we employed in the implication (iii) ⇒ (i) in Theorem
4.3. Let gM denote the genus class of an S-lattice M . Recall again that,
by [CR2, 31.7], every S-lattice L ∈ gM is a summand of M ⊕M . Thus
gM ⊂ M where M is as in Lemma A.
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First, assume (ii). By Bass’ Cancellation Theorem [CR2, 41.20], two lat-
tices L andM in gS are stably isomorphic precisely when S⊕L ∼= S⊕M .
Hence (ii)(b) implies the ﬁniteness of the stably isomorphism classes in
gS. As ClS consists of the stably isomorphic classes in gS, from (ii)(a)
we conclude that gS is ﬁnite. Now if M is an arbitrary left S-lattice, then
since gM ⊂ M, we can use the functor G of Lemma A to pass to the
ring E = EndR M . Observe that the category equivalence G maps M to
E and preserves genus classes; furthermore, E is again an R-order. Hence
(iii) follows from (ii). The reverse argument shows that (iii) implies (ii).
We now recall Lady’s theorem on torsion-free abelian groups of ﬁnite
rank [L] mentioned in the introduction. By making use of the JZ theorem,
he proves that a torsion-free abelian group of ﬁnite rank can have up to iso-
morphism but a ﬁnite number of direct summands. Of course his proof can
be phrased in a more general setting to conclude that if R is a Dedekind
domain for which the Jordan–Zassenhaus theorem holds, then every ﬁnite
rank torsion-free R-module has—up to isomorphism—only ﬁnitely many
direct summands. Our Theorem 5.1 above shows that the weaker condition
of ﬁnite genera is actually equivalent to the ﬁniteness of direct decomposi-
tions. The following theorem will bring this into sharper focus by actually
identifying the extra conditions between JZ and ﬁnite genera:
Theorem 5.2. For a Dedekind domain R of characteristic 0 the Jordan–
Zassenhaus theorem holds if and only if
(a) for every ideal I = 0 of R, the factor ring R/I is ﬁnite; and
(b) every torsion-free R-module of ﬁnite rank has but a ﬁnite number
of non-isomorphic direct summands.
Proof. It is clear that if the JZ theorem holds for R then, in particular,
for every R-order S, the genus classes of S-lattices are ﬁnite and this is
equivalent to (b) above by Theorem 5.1. Moreover, Theorem 4.1 implies
condition (a).
Conversely, assume that (a) and (b) hold for R. Then, as we already
mentioned in the beginning of Section 4, condition (a) implies, using the
usual proof (e.g., Curtis–Reiner [CR1], Roggenkamp [Ro1], or Swan and
Evans [SE]) of the JZ theorem, that there are only a ﬁnite number of
genera; see also [Gu1, Lemma 6.1]. But by Theorem 5.1 above, condition
(b) is equivalent to the ﬁniteness of each of these genus classes. This means
that overall, there are only a ﬁnite number of isomorphism classes of left S
lattices of a ﬁxed rank for each R-order S.
It should be pointed out that none of (a) and (b) alone sufﬁces to guar-
antee that JZ holds for R. Indeed, Goldman [G] constructed Dedekind
domains satisfying (a) with inﬁnite ideal class groups, and hence violating
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(b) (every ideal I in R is a summand of R⊕ R). On the other hand, dis-
crete valuation rings R share property (b) (see e.g. Corollary 3.4)(ii)) even
if they have inﬁnite residue class ﬁelds.
We must admit that our theorems (5.1) and (5.2) are not as satisfactory
as desired, since they involve conditions on all R-orders rather than only
on the base ring R itself. We also note that since in the proofs we make
use of results which were proved only for separable R-algebras, we had to
exclude the case when the characteristic of R was p > 0.
Let us also point out that some theorems in the literature which have
been proved under the hypothesis of the Jordan–Zassenhaus theorem can
be veriﬁed under the milder assumption that the genera are ﬁnite or even
more generally just torsion. For instance, following result can be found in
[Gu2]:
Let R be a Dedekind domain such that all R-orders S have torsion genus
class group. Then two S-lattices, M and N , are in the same genus precisely
when Mn ∼= Nn for some n.
In general, A ⊕ B ∼= A ⊕ C implies that B and C belong to the same
genus; thus from the above result it is straightforward to derive (see [Gu1]),
that if R is a Dedekind domain such that R-orders S have have torsion
genus class group, then both the torsion-free R-modules of ﬁnite rank and
the S-lattices have Power Cancellation.
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