Abstract-In this paper we propose an energy efficient cognitive radio system. Our design considers an underlaying resource allocation combined with soft sensing information to achieve a sub-optimum energy efficient system. The sub-optimality is achieved by optimizing over a channel inversion power policy instead of considering a water-filling power policy. We consider an Energy per Goodbit (EPG) metric to express the energy efficient objective function of the system and as an evaluation metric to our system performance. Since our optimization problem is not a known convex problem, we prove its convexity to guarantee its feasibility. We evaluate the proposed scheme comparing to a benchmark system through both analytical and numerical results.
I. INTRODUCTION
The carbon footprint is a popular measure of "greenness". However, from the engineering perspective in wireless systems, it is hard to translate this criteria directly to quantifiable parameters. The notion of "green" technology in wireless systems can be made meaningful with a comprehensive evaluation of energy savings and performance in a practical system. The definition of adequate metrics is still an open problem and standards organizations are making efforts to define energy efficiency metrics for wireless networks. Making communication devices and spectrum usage greener will not only benefit the environment, but also increase the profitability of business for communication companies. In addition, green spectrum reduces the dependency on the legacy fuel supplies and lead to sustainable prosperity. One of the proposed green communication applications is cognitive radio (CR) system [1] . The combination of cognition system and energy efficiency technologies can be done in several ways as shown in [2] , [3] , [4] .
Cognitive Radio (CR) has been proposed to overcome the inefficient use of frequency spectrum and its resulting scarcity [5] . In CR, secondary users (SU) may share the bands of the primary users (PU) through different schemes. For instance, opportunistic sharing and underlaying sharing are two schemes that have been investigated in the literature [5] . The formal technique forces the SU to sense the PUs spectrum holes (unused PU bands) and transmit only on these bands. On the other hand, underlaying sharing allows SU to transmit on PUs bands with a certain interference threshold [5] . Combining both techniques results in an improved performance compared to the conventional sharing [6] . Some papers consider PU transmitter detection with soft sensing decision instead of hard decision. Soft (hard) sensing decision implies that we are utilizing the sensing information into the scheme befogre (after) deciding the existence of PU. In CR environment it is more realistic to consider that SU does not have a prior knowledge of the PU's signal and its Channel State Information (CSI). We take this into consideration in our system and sensor design.
Researchers have been considering optimal energy efficient systems by minimizing the system energy while preserving its Quality of Service (QoS) parameters, such as rate, delay, etc. [7] . However, it has been indicated in [8] that optimizing the Energy Per Goodbits (EPG) yields to an improvemed result in terms of energy efficiency.
In this paper we propose and analyse an energy efficient communication system with spectrum sharing utilizing sensing information about PU, using an adaptive power and resource allocation scheme. In our analysis we consider the case where the PU is assumed to be active all the time, we are considering other cases in different work. Our framework is divided into proposed and benchmark systems. In the proposed system we assume the existence of an on-board sensor at the SU, while the benchmark system depend only on the fact that PU is active and has to be protected with the same interference level all the time. The proposed system (of SU) uses its on-board sensor, frequently, to estimate and have a real time information about the PU activity to aggregate on the secondary to primary channel as much as possible, within the tolerable interference threshold.
Our proposed system has unique contributions as follows. We consider EPG metric with sensing information to evaluate the system performance, where the authors in [6] , [9] considered only the capacity metric. Additionally, we proved the convexity of the proposed formulation. Analytical results are provided for both the proposed and benchmark systems. This paper is organized as follows. Section II describes our system model with some related background on PU sensing approach. Section III discusses the problem formulation of both the benchmark and proposed systems. Followed by Section IV, which specifies the general derived analytical results for specific distributions. Finally, some numerical results are presented in Section V. Our system model seeks to achieve energy efficient system through a sub-optimal CR resource allocation scheme. We consider a spectrum sharing protocol where the SU is sharing the available spectrum with the PU. Figure 1 shows our system model for a subcarrier index i, whereas i ∈ {1, ..., N }. In Figure 1 the fading channels between primary transmitter (PT) and secondary receiver IEEE WCNC'14 Track 1 (PHY and Fundamentals) 978-1-4799-3083-8/14/$31.00 ©2014IEEE (SR), primary receiver (PR) and secondary transmitter (ST), and ST and SR are designated by hpsi, hspi, hsi, and their corresponding absolute squares γpsi = |hpsi| 2 , γspi = |hspi| 2 , γsi = |hsi| 2 , respectively. The previously mentioned channels gains are assumed to be independent.
II. SYSTEM MODEL AND RELATED BACKGROUND

A. System Model
It is assumed that the sensor is on the SR side. Additionally, we consider that both ST and SR share the knowledge about the sensing information (ζi), γsi and the average value of γspi (γspi) through a feedback channel. It is assumed that PT transmits on maximum power (Pp) all the working times. On the other hand, ST has an adaptive power allocation policy (to be described later) denoted as Psi, differs per each sub-carrier i. An absolute condition on our system model is that the interference toward the PR to be limited within a certain interference threshold.
B. Sensing Background
In this section we provide the necessary background for incorporating the sensing information in our proposed system model. The linkage between the problem formulation and sensing information is done through the SU-to-PU average interference constraint, at which we include the sensing data. In addition to the original averaging of SU-to-PU interference, which is done over γsi and γspi, we also average over sensing data received by the SU sensor (detector). In our framework the sensor senses the channels for Ts then start transmitting for a period of time Tc. Where we assume that Tc >> Ts, such that Ts does not affect our performance. Additionally, we assume that the channel coherence time is large enough so that it does not change within two periods of sensing.
Since we do not have a prior knowledge about PU signal or channel, we use energy detection. As known in the literature, the output of the energy detector is [10] ,
where Ns is the number of sensing samples, and yi(n) is the received signal at SR sensor defined as,
. (2) where, xi(n) is the PU data, and ηi(n) is the additive white Gaussian noise (AWGN), with zero mean and unity variance, at the sensor side. The authors of [10] have done a thorough investigation on the probability density function (PDF) of ζi(Ns) for both cases H0 and H1. Following the same general approach, we obtain the PDF of both H0 and H1 as g0(ζi) and g1(ζi), and their corresponding means μ0, μ1, and variances δ 2 0 , δ 2 1 , respectively. Deciding whether PU exists or not requires an optimal decision mechanism. We use the likelihood function of the PDFs for the two hypotheses as follows,
where γui is the threshold which identifies that PU is idle if (3) is satisfied. By solving the inequality in (3), we obtain a set of ζi that lies within a region Z0 and satisfies (3) , meaning that PU is idle. On the other hand, if (3) is not satisfied, then the set of the resulting values of ζi lie within a region Z1, where Z1 = Z0 c = 1 − Z0, and the PU is declared to be active, so we refrain from transmitting.
III. PROBLEM FORMULATION
In this section, we begin by discussing the benchmark system with some related analysis in Section III-A, then the proposed system formulation and its analysis is presented in Section III-B.
A. Benchmark System Formulation
In this sub-section we discuss the problem formulation of the benchmark system which is used as reference to evaluate the proposed system. Our problem is to minimize the objective function, which is the EPG metric, subject to several constraints as follows, this problem is called P0,
P0
: min
where, Psi(γ) and Pp are the transmission powers of SU and PU respectively, at sub-carrier i, N is the total number of subcarriers. For the benchmark system the variable appears in (4d) is equivalent to both γsi and γspi. The parameters Pmax and Rmin are assigned constants for maximum instantaneous power per subcarrier of SU and minimum acceptable rate of SU. Pave is the average power constraint on the received interference from ST at PR. In P0 (4), the objective function is described in (4a) as the instantaneous EPG, where the constraints are described as bellow. First, the maximum instantaneous power constraint over N communication sub-carriers, as in (4b). Second, the minimum instantaneous SU rate, as in (4c). Finally, the average SU to PU interference constraint, as in (4d), where in the benchmark system we average over only γsi and γspi. It is clear that our framework considers only one average constraint while the other constraints and the objective function are instantaneous ones. A practical implementation for this framework is when SU is operating on a real time, delay intolerance, communication system. While, on the other hand, the PU is operating on a delay tolerance system.
We start solving the average constraint by considering, without loss of generality, the PU is active with probability Pr{PU is ON} and PU is idle with probability Pr{PU is OFF}. Then by conditional expectation, (4d) is expanded into,
where,
where, Qint and P are the average power constraint on ST when the PU is active and idle, respectively. Pr{.} is the probability of the in-arguement event. Since we assume that PU is active all the time, then Pr{H1} → 1. Therefore, (5) is reduced to,
To solve (7) we choose a power policy that is similar to the channel inversion power policy. The chosen power policy is depicted as follows,
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where γvi is the SUs channel threshold to be optimized, which gives an indication about the SU channel γsi (whether it is in deep fading, so we stop transmission, or in good condition, so we start transmission). The reason of choosing channel inversion power policy in (8) is that the same power allocation have been assumed in the proposed system case. Therefore, this keeps a fair comparison between both proposed and benchmark system. Knowing that γ consists of both γsi and γspi, which are independent random variables, we begin solving the expectation in (7). It is observed that even though we have a feedback channel between SR and ST to share the channel information, we consider the γsi as a random variable in order to obtain the optimal value of γvi. This does not contradict with the fact that we know γsi since we need to find γvi to optimally allocate the power policy in (8) . Taking into account the assumed power policy in (8), then we can separate the expectation of (7) into two integrals as follows,
The first integral results in a general function of γvi,
fγ si (γsi)dγsi, which depends on the PDF of γsi The second integral results in γspi, the average value of the γspi channel. Therefore, (9) becomes
where
To show the analytical solution of the P0 we transform the objective function (4a) into a convex form. It is proven in [8] that the minimization of (4a) is equivalent to minimizing the following function,
with respect to t and Psi. The Lagrangian function of problem P1 [11] is constructed while including (8)'s inequality as part of the Lagrangian function and we leave the maximum power constraint inequality (4b) to a later step (just like in the case of iterative water-filling approach). Finally, the Lagrangian function is expressed as follows,
where λ1 is the Lagrangian multiplier corresponds to (4c), λ2i is the Lagrangian multiplier corresponds to (10) , and λ3i is the Lagrangian multiplier corresponds to inequality condition of (8) .
Differentiating the Lagrangian function with respect to σi, and utilizing the Complementary Slackness conditions for constraint (10), we have two analytical solutions for σi
where, a = .
In a similar way, differentiating with respect to γvi leads to an analytical expression for γ * vi as follows,
Finally, We solve the Lagrangian multipliers λ1, λ2i, λ3i through the solution of the dual problem, and t can be found in a similar way to [8] .
B. Proposed System Formulation
In this Section we formulate the proposed system problem and express the analytical solution of the optimal allocated power. The new formulation follows exactly the formulation of problem P0 with some changes in (4d). Where we follow the same approach implemented to derive (7) for the benchmark case. However, in the propose system case, (7) is rewritten as,
where, γ in (7) is replaced by three variables, namely, γsi, γspi, and ζi (instead of two as in the benchmark system). The new problem after replacing (7) by (15) is called P1. Our optimization variables of P1 are the SU transmission power Psi(γsi, γspi, ζi), sensing metric threshold γui, and SU channel threshold γvi. Since Psi(γsi, γspi, ζi) is a function of three random variables, γsi,γspi, and ζi, and the expectation is a function of Psi(γsi, γspi, ζi), then we have to deal with a functional of functions. Therefore, for simplicity in solving inequality (15), we propose the channel inversion power policy as follows
We utilize the power policy assumption in (16) and the independency among γsi, γspi, and ζi to start solving the expectation in (15). It follows that (15) is expressed as,
where, Z0 is the region of ζi which satisfies (3). The first and second integral can be solved similarly to the ones in (9) . The third integral depends on g1(ζi) the distribution of ζi. Let Z 0 g1(ζi)dζi = K01 (γui). Finally, (17) is reduced to,
In order to guarantee that we always achieve a feasible, optimal, solution for P1, we prove its convexity in Appendix A. The analytical solution of σi is obtained by differentiating the Lagrangian function of P1 with respect to σi, in a similar way to IEEE WCNC'14 Track 1 (PHY and Fundamentals) the derivation of the benchmark solution. Then σi is expressed as,
and
We notice that (19) takes the form of water-filling, and (20) is the clipping policy for the power allocation (19). Where the effect of sensing appears in first term of the minimum function of (19). It is proved in Appendix A that K01(γui) is a monodically decreasing function of γui, therefore, the larger the threshold γui the larger the allocated power. However to guarantee a high detection probability (low miss-detection probability) of our sensor, it is necessary to add an upper bound on γui. Therefore, γ * ui is obtained as,
where, γ
ui is the upper bound value of γui, and γ
ui is the optimal value of γui obtained by differentiating (18) with respect to γui and finding it zeros (numerically). Finally, γ * vi is found in a similar way to (14) while adding the effect of sensing metric.
IV. APPLICATION ON SPECIFIC DISTRIBUTIONS
We assume that the fading channels γsi, γspi, and γpsi are independent identically distributed random variables that follow an exponential distribution. Furthermore, although ζi is not Gaussian, we use the central limit theorem to approximate it as Gaussian distribution which simplifies the analysis without loss of generality. This approximation is done for both hypotheses H0 and H1, with means μ0, μ1, and variances δ 2 0 , δ 2 1 , respectively. Since we obtain a sufficiently large number of samples for ζi, it is reasonable to use the Gaussian approximation in our analysis. The corresponding PDF of both hypotheses are g0(ζi) and g1(ζi), and expressed as,
Following the same assumption on ζi's PDF, we can find that the region Z0 ∈ [ρ1(γui), ρ2(γui)], which can be found as,
Following similar assumptions of the channels, G(γvi) is expressed as,
where E1 is the exponential integral function given by
dt. Then, (14) can be simplified as,
where W is the Lambert function [12] , which is the solution of x exp(x) = y, i.e., x = W (y). Also, we find that K01(γui) can be expressed as follows,
where Q(.) is the Q-function, the functions f1(.) and f2(.) are expressed as,
Finally, the upper bound value of γui is found as,
In this section we evaluate the proposed scheme versus the benchmark scheme via numerical results. We consider the parameters mentioned in Table I to evaluate both the with sensing (proposed) and without sensing (benchmark) systems by checking the secondary minimum achievable EPG, and the outage metric, which is defined as the event where there is no feasible solution of the corresponding optimization problem. 
It is known that the minimum EPG is resulted from minimizing the secondary transmission power and the corresponding rate. However, note that we have a minimum rate constraint Rmin. Therefore, we define the EPG outage probability metric, which is the probability of outage that happens because there is no feasible solution that satisfies all the problem's constraints, as follows, Figure 2(a) shows the numerical results of both the proposed (with sensing) scheme and the benchmark (no sensing) scheme. The proposed scheme outperforms the benchmark scheme with at least 7 dBm for a similar EPG outage. It also shows the improvement of the EPG outage probability versus the increment of Qint for both the proposed and benchmark schemes. It is observed that the EPG performance of both the proposed and benchmark schemes degrades by decreasing the Qint values. We also note that the lower the values of Qint the lower the margin degradation of EPG performance of both the proposed and benchmark schemes, e.g. the performance degradation of the benchmark scheme from Qint =-2 dBm to Qint =-4 dBm is about 0.9 EPG units, while the degradation of the benchmark scheme from Qint =-10 dBm to Qint =-20 dBm is not observable. Figure 2 (c) we observe the improvement of the proposed scheme performance by increasing the number of sensing samples, while for the benchmark scheme the performance does not change by changing Ns. It is observed that the margin of improvement of the proposed scheme depends on other parameters, such as Qint. For Qint = -4 dBm we notice an improvement of about 0.045 EPG outage probability, while for Qint = -10 dBm we notice higher performance improvement, reaches about 1 EPG outage probability. We note that decreasing Ns to very small values (≈<50) degrades the performance of the proposed scheme to a performance as worse as the benchmark scheme. It is important to note that increasing Ns does not continuously improve the performance, but only to a certain value. This is inferred from the plot of Qint = -10 dBm, Ns = 4000 of Figure 2 (d) comparing to Qint = -4 dBm Ns = 1000 of Figure  2(d) , where the performance of the later one outperforms the formal one because Qint of the later one is higher, even though the Ns of the later is lower. Figure 2 (e) shows the EPG outage performance of both proposed and benchmark schemes versus N (sub-carriers number). We note that by increasing N the EPG outage performance improves for both the proposed and benchmark schemes. The improvement is faster for the case of the proposed scheme comparing to the benchmark scheme.
Figure 2(f) shows the CDF performance of the EPG metric for both the proposed and benchmark schemes with different values of N = 2, 8, 10, and 16. It is observed that the CDF performance of the EPG metric improves by increasing N for the proposed scheme.
VI. CONCLUSION
In this paper we proposed a hybrid system with a mixture of energy efficiency and cognitive radio resource allocation. The proposed allocation scheme utilizes the soft sensing information obtained from the secondary user of the energy detector for the primary user signal. The original proposed problem is not clearly convex, but we convert it to a convex problem to guarantee the unique solution. We evaluated and analyzed the proposed scheme with respect to the same system model without utilizing the soft sensing information (benchmark schem). The numerical results show that the proposed scheme outperforms the benchmark scheme with about 7 dBm. It is also shown that increasing the sub-carriers number from 2 to 16 improves the EPG performance up to 6 EPG units.
APPENDIX
In this section we prove the feasibility of the problem P1 to guarantee the existence of a solution. Since the proof of convexity of the objective function is done in [8] , we tackle the convexity of all inequality constraints. Since it is straightforward to prove the convexity of constraints (4b) and (4c), we discuss the convexity of constraint (18). It is easy to infer that (18) is convex with respect to both γsi and γvi. Inquality (18) is a linear function of γsi and an exponential integral function of γvi, which is also convex. However, because we have difference of two Q-function as a function of γui, it is a little bit tricky to prove the convexity of this part of the constraint. The convexity of this part of the constraint depends on the parameters of the problem.
• If f1(γui) and f2(γui) have different signs, then the constraint is convex (concave), so it is still feasible.
• If f1(γui) and f2(γui) have the same sign, then we are not sure that we have convex (concave) constraint over all γui. This case results in difference of two convex functions.
We use the convexification of a monotonic problem [13] approach to prove the convexity of the constraint [14] . [13] proved that it is possible to change a monotonic problem into a convex (concave) problem, which is enough to prove feasibility of the problem. It is easy to prove that (18) is monotonic in-term of γui (also in-term of all optimization variables). From the definitions of ρ1, ρ2, f1 and f2 at (25), (26) and (30) we notice that:
1) ρ1 is a decreasing function in terms of γui, and so is f1(γui).
2) ρ2 is an increasing function in terms of γui, and so is f2(γui). 
where, h(x) = Q(f2(x)) − Q(f1(x)), and x is replaced by γui. 
Applying the above theorem (A.1) on Ineq. (18), we can change it from a monotonically decreasing function into a convex function as follows:
