Abstract. In this paper, we investigate the problem of optimal regularity for derivative semilinear wave equations to be locally well-posed in H s with spatial dimension n ≤ 5. We show this equation, with power 2 ≤ p ≤ 1 + 4/(n − 1), is (strongly) ill-posed in H s with s = (n + 5)/4 in general. Moreover, when the nonlinearity is quadratic we establish a characterization of the structure of nonlinear terms in terms of the regularity. As a byproduct, we give an alternative proof of the failure of the local in time endpoint scale-invariant L
Introduction
In this paper, we are interested in the problem of optimal regularity for derivative semilinear wave equations to be locally well-posed in H s . More precisely, we consider the following Cauchy problem
where γ is multi-index γ = (γ 0 , · · ·, γ n ), ∂ = (∂ t , ∂ x1 , · · ·, ∂ xn ), = ∂ It is known that for wave equations, any solutions obtained in a LWP framework satisfy finite speed of propagation (as is typical for the classical solutions): Let u j be the weak solution with initial data (f j , g j ) in some space-time region Ω j ⊂ R + ×R n , j = 1, 2. If (f 1 , g 1 ) = (f 2 , g 2 ) in B R (x 0 ) = {x ∈ R n ; x − x 0 < R}, then
where Ω = Ω 1 ∩ Ω 2 ∩ {(t, x); x − x 0 + t < R}.
Typically speaking, we say the problem is ill-posed if the problem is in contrast to the meaning of LWP. For wave equations, we sometimes can show the ill-posedness in strong sense (we refer it as strongly ill-posed): for any ε > 0, we can find initial data (f, g) with f H s + g H s−1 ≤ ε such that either it does not satisfy finite speed of propagation or it does not have local solution u ∈ C([0, T ]; H s )∩C 1 ([0, T ]; H s−1 ) for any T > 0.
Turning to the problem at hand. It is easy to see this equation is scaling invariant and the corresponding critical regularity is s c = n 2 + 1 − 1 p−1 , which is well-known to be a lower bound of s that (1.1) is locally well-posed in H s , see e.g., Fang and Wang [6] , Tao [23, Chapter 3] . On the other hand, heuristically, invariance under the Lorentz transform and scaling yields another regularity index,
which should be another lower bound of s, see, e.g., [6] , where they showed (1.1) is ill-posed inḢ s for s ∈ (s c , s l ) when n = 3, 4 and 2 ≤ p < 1 + 4 n−1 . Here, the result for n = 3 and p = 2 has been known from the work of Lindblad [17] . In addition, when p = 2, it is known that the problem is LWP in H s if s > max( n 2 , n + 5 4 ).
When n = 2, 3, it can be proved by Strichartz estimates, see Ponce and Sideris [21] for n = 3 and Zhou [25] for n = 2. In dimension n = 4 it can be proved within the framework of the X s,b spaces, see Zhou [25] . In dimension n ≥ 5 it was showed by Tataru [24] 
does not hold for homogeneous wave equation for any T > 0.
Since (1.4) is scaling invariant, if (1.4) fails for some T > 0 then it fails for any T > 0.
For homogeneous wave equation u = 0 and n ≥ 2, it is well-known that
where max{2,
See, e.g., Klainerman and Machedon [15] , Fang and Wang [5] . Note that the range of q is sharp since Klainerman and Machedon [14] proved n = 3, q = 2 does not hold, Fang and Wang [5] proved n = 2, q = 4 does not hold. Recently, Guo-Li-Nakanishi-Yan [9] showed that n ≥ 4, q = 2 (1.5) fails. To the best of the authors' knowledge, it was not clear the local in time version of (1.5) is true or not.
Noting that Theorem 1.1 depends on the structure of the nonlinearity. It is interesting to determine the relation between regularity and the structure of nonlinear terms. In the following, we investigate the problem for the most important quadratic case, in which case we would like to rewrite (1.1) as
Here, we have used the convention that Greek indices α, β range from 0 to n and the Einstein summation convention. It is known that when (C αβ ) = c(m αβ ) = diag(c, −c, · · · , −c) for some c ∈ R, that is (1.6) satisfies Klainerman's null condition, the problem is locally well-posed in H s for any s > n 2 when n ≥ 2, see Klainerman-Machedon [14] (n = 3), Klainerman-Selberg [16] (n ≥ 2). When n = 4 and C αβ ∂ α u∂ β u = 1 2 u 2 t , Fang and Wang [6] proved that (1.6) is ill-posed in H s , s < 9 4 . In the following theorem, we show that when 1 ≤ n ≤ 4, (1.6) is ill-posed in H s for any s ∈ (s c , s l ), provided that it does not satisfy the null condition. In particular, this gives a characterization of the structure of the nonlinearity in terms of the regularity. Finally, as an application, we examine the ill-posedness of semilinear half wave equation with special nonlinear term
We say the half wave equation (1.7) is locally well-posed, if we replace initial data
It has been proved that (1.7) is locally well-posed when
See, e.g., Fujiwara, Georgiev and Ozawa [8] for n = 2, Dinh [3] for n ≥ 2, Hidano and Wang [11] for n ≥ 1 with more general nonlinear terms. Actually, by the connection of this problem with the nonlinear wave equations established in [11, Section 6] , it natural to infer the sharp range of s should be
In the following theorem, we verify this sharp result at least when the spatial dimension n ≤ 3, as well as the negative part for n = 4. This paper is organized as follows. In Section 2, we list some inequalities we shall use later. Section 3 is devoted to the proof of Theorem 1.1 and Corollary 1.2. We constructed some initial data with the desired regularity and singularity, by exploiting extension theorems and adapting the three-dimensional functions appeared in Lindblad [18] to the current setting. These data are then used to show that there is a large class of equation (1. 
Preliminary
In this section we collect some inequalities we shall use later. Moreover, we use A B to stand for A ≤ CB where the constant C may change from line to line. Tao 
with a bound of the form
Proof. For fixed s > n 2 and f ∈ H s , we treat f as a linear operator. By duality and interpolation, we need only to give the proof for the case b = s. The estimate with b = s is classical, as H s is an algebra when s > n/2 (see, e.g., Tao [23, Lemma A.8]).
Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1 and Corollary 1.2. At first, we investigate the ill-posedness for the following model equation
3.1. About initial data. Let α = α(n) be a fixed small positive number depends on space dimension, we introduce the following smooth function for x 1 ∈ (0, 4),
More specifically, we will choose α such that α ∈ (0, 1/2) for n ≤ 3 and α ∈ (0, 1 − 4/(n + 1)) for n = 4, 5. For convenience of presentation, we introduce the following notations, for j ≥ 1,
, where
By extension Theorem 1.4.3.1 in Grisvard [10] , we aim to prove χ ∈ H n+5
In the following proof, we use f (x) to denote ∂ x1 χ = −(ln
We first deal with the case n = 1. For fixed y, let x = y + z and exchange the order of integration, we are reduced to show
2 dy with 0 < z < 2, we claim that
z .
With help of this estimate, we see that
where we have used the fact that 2(α − 1) < −1, as α < 1/2. The estimate (3.4) for z ≥ 1/4 is trivial, as we have f ∈ L 2 (B 1 1 ). To prove the claim (3.4) for 0 < z < 1/4, we divide the integration into three cases:
, and denote the corresponding integral as g 1 , g 2 , g 3 .
For the first case, 0
To control g 1 , we use integration by parts to get
dy.
As α < 1/2, (ln 6 y ) 2α−1 is increasing, and we see that
Turning to the case z 2 < y < z, by Hölder's inequality, we have
, and so
For the remaining case, z ≤ y < 2 − z, we observe from (3.3) that f ′′ (t) < 0 for t < 2 and so f ′ (t) < f ′ (y) for any y < t < 2. Then
and so
For w(z), integration by part yields
and so we have w(z) (ln
Hence we obtain
This completes the proof of the claim (3.4) and so is the proof of Lemma 3.1 for n = 1. Turning to the case n = 2. Similarly, let x = y + z and exchange the order of integration
where
2 dy, without loss of generality we consider z 1 > 0, then
1 dy 1 .
When 0 < z 1 < 1/4, by above, we have
Thus by the similar argument in one dimension, we obtain when 0
where we used the fact that p − n−1 2 < 1 and (ln 2 > 1 by above we have
Take n = 3 and p = 2, then χ ∈ H 2 (B 
where we have used the fact 2q − n−1 2 < 1 and (ln 4 > 1 by above we have
Then by extension theorems ([1] page 147): there exists a strong 3-extension operator E n for the region B n 1 . That is to say, the linear operator n + 5 4 = 2θ + 3(1 − θ),
Thus we obtain the desired Ψ ∈ H n+5 4 (R n ).
The extension of
Proof. By Lemma 3.1 and Lemma 3.2, we see
, and
, where C is independent of j.
Fixes ϕ ∈ C ∞ 0 with supp ϕ ⊂ {x ∈ R n ; |x| ≤ 4} and ϕ = 1 on {x ∈ R 3 ; |x| ≤ 3}. Let f j = h j ϕ and
Proof of ill-posedness.
In this subsection, we prove the ill-posedness, in the sense that there is no WP2 for the trivial solution with finite speed of propagation. Consider (3.8) with initial data (εf j , εg j ) ∈ C ∞ 0 (R n ). By the classical local wellposed result in H n+2 , there exists a unique classical solution
By finite speed of propagation of classical solutions, we have u
which will blow up when h(t,
, that is,
We claim that T j ≤ µ −1 (2 −j ) when j ≥ N for some N > 1. In fact, since µ(0) = 0 and µ ′ (t) > 0, the singularity curve must intersect with
, the singularity curve will intersect with the cone Λ j . This means the solution u j has singularity inside the cone Λ j which contradicted with the fact u j ∈ C ∞ (Λ j ). Hence we must have µ −1 (2 −j ) ≥ min(1 − 2 −j , T j ) for any j ≥ 1, which means there exists N > 0, such that T j ≤ µ −1 (2 −j ) when j ≥ N . We claim that the maximal time of existence for the unique weak solution
3 Let w(t, x 1 ) = (∂t − ∂x 1 )u, then (3.8) becomes ODE along characteristics
It is easy to obtain for x 1 ∈ (2 −j , 2 − 2 −j − 2t) It remains to prove the claim, for which we prove by contradiction. Assume for some j ≥ N , we have T
. In fact, we observe that
is a smooth solution to (3.8) in {(t, x 1 );
, by finite speed of propagation, we must have (3.11)
, the singularity curve x 1 = t+µ(t) will intersect with
for n ≥ 2 and r = 2 max(p − 1, 2) when n = 1, by (3.10) and (3.11), we have
where we have used the facts that
When t + µ(t) < x 1 < 2 − t, t < 1, we have (3.8) satisfies finite speed of propagation. By the same proof as in Subsection 3.2.1, we have T s l ≤ µ −1 (2 −j ) for any j ≥ N , which gives contradiction when we let j goes to ∞.
3.3.
Ill-posedness for a large class of (1.1). 
Proof.
Suppose we have WP2 for the trivial solution with s = s l , then for δ = 1, T = 1, there exists ε 0 > 0, such that for any (f, g) ∈ H s l × H s l −1 with
Now, if we set (F j , G j ) = ε(f j , g j ) ∈ C ∞ 0 with ε = ε 0 /C 0 , we see from Lemma 3.3 that F j H s l + G j H s l −1 ≤ ε 0 , ∀j ≥ 1 , and denote the corresponding solutions by u j . By persistence of regularity (WP3),
In particular, u(t, x 1 ) ∈ C ∞ ({(t, x 1 ); t < x 1 < 2 − t, t ∈ (0, 1)}). Let w(t, x 1 ) = (∂ t − ∂ x1 )u, then (3.13) becomes ODE along characteristics
It is easy to obtain for x 1 ∈ (0, 2 − 2t)
Thus the solution of (3.13) satisfies
Observe that t + µ(t) ∈ (t, 2 − t) for sufficiently small t > 0, which gives a contradiction to u(t, x 1 ) ∈ C ∞ ({(t, x 1 ); t < x 1 < 2 − t, t ∈ (0, 1)}).
3.4. Proof of Corollary 1.2. If (1.4) holds for homogeneous wave equation u = 0, then for u = F by Duhumel's principle together with energy estimate one has
we have by Moser's inequality and Hölder's inequality
Based on these two estimates and contraction mapping argument, it is easy to see that the model equation (3.8) with p = 2 is locally well-posed in H s l , which is a contradiction to Theorem 3.4.
Proof of Theorem 1.3
To prove Theorem 1.3, we only need to show (1.6) is LWP in H s for any s > n/2 when it satisfies null condition, WP2 fails for the trivial solution for any s ∈ (s c , s l ) under the assumption of finite speed of propagation as well as the strongly ill-posed results in H s for any s ∈ (s c , s l ), when the null condition is violated.
4.1.
Local well-posedness of (1.6) under the null condition. When (1.6) satisfies null condition, that is, there exists c ∈ R such that C αβ = cm αβ , the LWP results when n ≥ 2 was known from the works of Klainerman-Machedon [14] and Klainerman-Selberg [16] . For completeness, we present a simple proof here, based on Nirenberg's example [13, page 45] . Without loss of generality, we may assume c = 1. Let s > n 2 , consider the equation
Notice that when s > n/2 and s ≥ 1, the equation is equivalent to (1.6) with
If we consider the homogeneous wave equation
from which, by Sobolev embedding, we get
Then if we set ε = 1 2C e −M , we have
. By Schauder estimate and Lemma 2.2 again
). Consider homogeneous wave equation
for any j ≥ N and t ∈ [0, T 0 ]. Then for any j ≥ N , t ∈ [0, T 0 ] and x ∈ R n , we have
Let u j = − ln(1 − w j ) with j ≥ N , then u j satisfies (4.1) with initial data (f j , g j ) and
σ ×H σ−1 where σ > s, by the same argument in the proof of WP1, we see the
. This completes the proof of local well-posedness in H s with s > n 2 for (4.1). 4.2. Ill-posedness when (1.6) violates the null condition. For Q(∂u, ∂u) = C αβ ∂ α u∂ β u, since the matrix (C αβ ) is symmetrical and Laplace operator is rotation invariant, we may take C jk = 0, j = k by rotation transform where 1 ≤ j, k ≤ n. Since (1.6) violates the null condition, that is, there is no c such that C αβ = cm αβ , then there exists 1 ≤ j ≤ n such that
and without loss of generality we may assume j = 1 and C 00 + C 11 ≥ 0 ≥ C 01 . Hence we are reduced to consider
2 . This is a ODE and we take a class of solutions w(s) = ln 1 1−as with s < 1/a with parameter a > 0. Then we obtain a class of special solutions to (4.4) with parameters δ ∈ (0, δ 0 ) and b = δ/a > 0:
Notice that the corresponding initial data are
for any s > n/2 and s ≥ 1.
Proof.
It is easy to see
Turning to the proof of (4.6), we first calculate the Sobolev norms for f in B b . When k ≥ 1 and p ∈ (1, ∞) with kp > n+1 2 , a simple calculation gives us
where we have used the fact that 1 − β ∼ δ 2 and
Notice that there exists a constant independent of b > 0 such that
For the H s norm of h, we claim that, if s ≥ max( At first, (4.9) is trivial for s ≥ [(n+5)/4] in view of (4.8) with p = 2. Then it suffices to consider s ∈ [max(1, n/2), [(n + 5)/4]), which occur only if n = 3, 4. However, we know from (4.8) that h ∈ W 1,2s ∩ W 2,s as long as s ∈ ((n + 1)/4, 2). Thus (4.9) is true for s ∈ ((n + 1)/4, 2), in view of the following complex interpolation relation
This completes the proof of the claim (4.9), by noticing that
for n = 3, 4.
As b < 1, we have for any s ≥ 0,
Then if s > n 2 and s ≥ 1, we have
in view of (4.9) and (4.10). 
By the classical local well-posed result in H n+2 , there exists a unique classical
By finite speed of propagation of classical solutions, we obtain
which blows up at x 1 = 0 as t → b− and so T < b. We claim that the maximal time of existence for the unique weak solution
, denoted by T s , also satisfies T s < b, for any s > n/2. In fact, by finite speed of propagation,
For any fixed s ∈ (s c , s l ) = (n/2, (n + 5)/4), we set s
which tends to zero as b goes to zero. Combining it with the fact T s < b, we see the failure of continuously dependence of the data for the trivial solution, which completes the proof.
4.2.3.
Proof of strong ill-posedness. We recall that, in the process of the proof in Subsection 4.2.2, we have actually constructed a series of C ∞ 0 data which are small in both the support and the H s × H s−1 norm, while the corresponding maximal time of existence remains small. These facts could be used to boost the ill-posed result to the strongly ill-posed result.
Actually, for any s ∈ ( n 2 , n+5 4 ) and small ε > 0, we could construct two functions φ ⋆ ∈ H s (R n ) ∩ C ∞ (R n \{0}), ϕ ⋆ ∈ H s−1 (R n ) ∩ C ∞ (R n \{0}) with norm bounded by ε and supp(φ ⋆ , ϕ ⋆ ) ⊂ B ε (εe 1 ), for which there is no local solutions satisfying finite speed of propagation, with data (φ ⋆ , ϕ ⋆ ).
In fact, as we show above, we can find for any j ≥ 1, a sequence (φ j , ϕ j ) ∈ C ∞ 0 , with supp(φ j , ϕ j ) ⊂ B 2 −j−1 (3 × 2 −j e 1 ), , we know that w ∈ C ∞ (Λ), which gives the desired contradiction.
As we discussed in the introduction, the ill-posedness of equation (1.6) depends on the structure of nonlinearity. And now it is clear for null condition. By the argument in Section 4, we are reduced to consider In fact, by the same way of Theorem 5.1 the authors find that (5.6) is ill-posed in H s l when |C 00 + C 11 | ≥ 2|C 01 |. Since in this case, by applying the transform w = 1 − e −au , we can obtain w ≥ C(w x1 − w t ) 2 for some constant C > 0, which we can handle due to Theorem 3.5. However, when |C 00 + C 11 | < 2|C 01 |, the similar argument does not work and we do not know how to handle. Anyway, based on Theorem 1.3, we conjecture that the problem is ill-posed in H s l whenever the null condition is violated. 
