A bstract-In this paper, we propose a coded modulationi scheme with interblock memory. The proposed scheme has a multi-stage coding structure. However, at some coding stage, the coding designs for every two adjacent blocks are related. Compared to coded modulation schemes for which each block is independent of the others, the introduction of interblock coding provides us with additional flexibility in the design. In this way, for the proposed scheme, we can achieve large minimum Euclidean distance while the number of nearest neighbors is not too large. We also design a multi-stage decoding algorithm, which is optimum in each stage and has low decoding complexity. Three specific examples are provided to demonstrate the advantages of the proposed scheme. Ungerboeck [l] presented the technique of using combined coding and modulation (coded modulation) to achieve appreciable coding gains without sacrificing the bandwidth, a lot of research results in this area have been reported [2]-[ 111. One approach of designing coded modulation is based on a block by block manner. Such an approach usually has the multi-stage coding structure, which is also known as the BlokhZyablov coding structure [ 121. In this paper, we call the coded modulation constructed from a block by block manner a block coded modulation (BCM) and call each encoded signal a coded signal block. We can easily construct BCM schemes with large minimum Euclidean distances (ED) by choosing proper binary block codes with proper minimum Hamming distances. If we want to achieve large minimum ED in a BCM scheme, usually long block length is required. However, the huge arnount of neighboring coded signal blocks may seriously reduce coding gains at low or moderate signal to noise ratios. Furthermore, the formidable decoding complexities for long block codes prohibit the practical usage of BCM with long block design.
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I. INTRODUCTTON EVER since Ungerboeck
In this paper, we propose a coded modulation scheme which is a modified version of the BCM scheme proposed by Sayegh [lo] . In the proposed scheme, the coded modulation of each block depends on the preceding block. The goal of such a BCM with interblock memory is to avoid the aforementioned constraints of conventional BCM while achieving a relatively large coding gain. The coding strategy for the proposed scheme is still based on the multi-stage coding structure. However, at some coding stage, the coding designs for every two adjacent blocks are related. Compared to BCM schemes for which each block is independent of the others, the introduction of interblock coding provides us with additional flexibility in the design. In this paper, the binary code used in the in; terblock coding has code length twice as large as the length of each block and is constructed by combining two short binary codes which was first introduced in [14] . In this way, for the proposed scheme, we can achieve large minimum ED while the number of nearest neighbors is not too large. Hence, substantial coding gains at moderate signal to noise ratios can be achieved. The structure of the binary code that is designed by combining two short codes enables us to design an efficient decoding algorithm for the corresponding coding stage which is similar to the squaring construction in [8] and is optimum in this stage. The decoding algorithm proposed in this paper is a two-stage decoding type and is optimum in each decoding stage.
We construct three specific examples for the proposed scheme. Example 1 is a coded modulation of block length 8 with 8-AMPM signal set geometry for which the asymptotic coding gain over uncoded QPSK is 4.77 dB. Simulated results show that, at the block error rate (BKER) of lom6, Example 1 using the proposed decoding algorithm provides a coding gain of about 3.35 dB over uncoded QPSK of block length 8. We also provide theoretical analysis, which yields results close to the simulated results. The decoding complexity is low in consideration of the amount of coding gain. The price we have to pay is that Example 1 requires a small bandwidth expansion compared to uncoded QPSK. The bandwidth expansion factor is 16/15. Further theoretical analysis estimates that at the BKER of lom9, the coding gain of Example 1 over uncoded QPSK of block length 8 will be around 3.68 dB. Example 2 is a coded modulation of block length 8 with 8-PSK signal set geometry for which the asymptotic coding gain over uncoded QPsK is 3-27 dB. Compared to uncoded QPSK, Example 2 has a bandwidth saving for which the ratio is 16/17. 11. THE PROPOSED CODED MODULATION SCHEME Consider a class of binary linear codes, which was first constructed in 1141. Let C be a (2n, k , + kb .+ r ) binary code with generator matrix of the following form:
where each 0 represents an all zero matrix, G, and Ga are 6 , x n and kb x n matrices, respectively, Gar and Gbr are both Consider a coded modulation scheme based on 8-AMPM signal set geometry as shown in Fig. l (ii) Suppose that 5 1 = F1 and E2 # 5;. Then, D2, the minimum ED between the coded signal blocks represented bye* and V*' satisfies (iii) Suppose that Z1 = 5;, ZZ = 5; and IC3 # T i . The minimum ED, D3, between the coded signal blocks represented by E and -i T' satisfies
' Other signal set geometries can also be used similarliy. Consider the 8-PSK signal set geometry as shown in Fig. l(b 8,1,8) , (8, 2, 4) , (8, 7, 2) , (8,8,1) and (8,8,1) binary codes, respectively, where the generator matrix of C,, is 1 1 1 1 1 1 1 1 '   1   0 0 0 0 1 1 1 1 The code rate of this scheme is 17/8 information bits per signal symbol. We have @ = 4.344, 0; = 4.688 and 0; = 0; = 4. Compared to uncoded QPSK, this design has an asymptotic coding gain of 3.27 dB and has a small bandwidth saving for which the ratio is 16/17.
Example 3: h t c,, c,,, ea, Cab and c o to be the (15,1,   15), (15,5,7), (15,10,4), (15,14,2) and (15,14,2 to obtain a code trellis and then achieve an optimum decoding of ( b l , . . . , b, , u; , . . , a:). The trellis requires 2l states, where f = 2n -IC, -kb -r. For each of the three examples in this paper, the number of required states is too large. Therefore, we have to find an alternative design, which is similar to the squaring construction in [8].
of Cbb = Cb @ Cbr can be uniquely ex- 2n-tuple, (zi, . . . , x n , y1, I . . , yn) by (Z,jj) Note that in this two-stage decoding procedure, we can find the best path among all the paths represented by codewords of C and the best path among all the paths represented by codewords of CO. Hence, the proposed decoding procedure is optimum in each stage.
IV. PERFORMANCE ANALYSIS
Consider Example 1. Using the decoding algorithm proposed in Section 1x1, we derive that the total number of required branch additions for decoding one block (8 Case 2: This is a BCM scheme of block length 8 provided in [13] which is designed based on the 8-PSK signal set geometry and has a three-stage coding structure. The binary codes for the three stages are (8, 1, 8) , (8, 7, 2) and (8, 8, 1) codes, respectively. For this scheme, the code rate is 2 information bits per signal symbol, the minimum Euclidean distance (ED) is 2 and the asymptotic coding gain over uncoded QPSK is 3.01 dB. Using an optimum four-state trellis decoding algorithm as in [13] , the numbers of required additions and comparisons per signal symbol are 7 and 10.4, respectively. It follows from the curves in Fig. 6 that, at the BKER of the coding gain of Example 1 over Case 2 is around 0.95 dB.
Case 3: This is Example 2 of this paper. The code rate is 17/23 information bits per signal symbol. Compared to iincoded QPSK, Case 3 has an asymptotic coding gain of 3.27 dB and has a bandwidth saving for which the ratio is 16/17. Using the decoding algorithm proposed in Section 111, the numbers of required additions and comparisons per signal symbol are 8 and 3.13, respectively. At the BKER of the coding gain of Example 1 over Case 3 is around 0.80 dB. Compared to Case 2, we see that Case 3 requires a similar decoding complexity, a smaller bandwidth and has higher coding gains.
Case 4: This is a BCM scheme of block length 8 which is designed based on the 8-AMPM signal set geometry and has a three-stage coding structure. The binary codes for tlhe three stages are (8,4,4), (8,7,2) and (8,8,1 ) codes, respective:ly. For this scheme, the code rate is 19/8 information bits par signal symbol, the minimum ED is m. Compared to uncoded QP-SK, the asymptotic coding gain is 2.79 dB and there is some bandwidth saving for which the ratio is 16/19. Using a threestage decoding algorithm which is optimum in each slage, the numbers of required additions and comparisons per signal symbol are 9.5 and 4, respectively. At the BKER of the coding gain of Example 1 over Case 4 is around 1.35 dB.
Case 5: This is a BCM scheme of block length 8 which is designed based on the 8-AMPM signal set geometry and has a three-stage coding structure. The binary codes for the three stages are ( 
where N is the number of neighbors at a distance Dmin (minimum ED of the coded modulation scheme), u is the standard deviation of the additive white Gaussian noise and Q(y) is the Gaussian error probability function. Here, we call the combination of two blocks a big block which is different from a superblock that is defined earlier.
Note that two consecutive superblocks have overlap of one block while two consecutive big blocks do not overlap. For such a modification scheme, the decoding at stage 1 is exactly the same as that in Section 111, and the decoding at stage 2 is simply changing the two-state trellis of CO into the two-state trellis of G. Hence, the decoding complexity of the modified scheme is the same as the original scheme:. Consider the error rate of big blocks for the modified scheme. The number of nearest neighbors, N i , at stage 2 of decoding for the modified scheme is about four times of N2 of the original scheme. USUally, N; is still small compared to iV1. Hence, the contribution of errors is mostly from the decoding errors at stage 1. Since a big block contains two blocks, we may roughly predict that the error rate of big blocks for the modified scheme will be about two times of the error rate of blocks for the original scheme under the same signal to noise ratio. Note that, for uncoded QPSK, the error rate of big blocks (of 2n signal symbols) is also two times of the error rate of blocks (of n signal symbols).
Consider some numerical data. 
