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We apply the self-consistent renormalized perturbation theory to the Hubbard model on the square
lattice, at finite temperatures in order to study the evolution of the Fermi-surface (FS) as a function
of temperature and doping. Previously, a nematic phase for the same model has been reported to
appear at weak coupling near a Lifshitz transition from closed to open FS at zero temperature where
the self-consistent renormalized perturbation theory was shown to be sensitive to small deformations
of the FS. We find that the competition with the superconducting order leads to a maximal nematic
order appearing at non-zero temperature. We explicitly observe the two competing phases near
the onset of nematic instability and, by comparing the grand canonical potentials, we find that the
transitions are first-order. We explain the origin of the interaction-driven spontaneous symmetry
breaking to a nematic phase in a system with several symmetry-related Van Hove points and discuss
the required conditions.
INTRODUCTION
The two dimensional Hubbard model (HM), one of the most fundamental and widely-used models in
condensed matter physics, still presents a major theoretical challenge. Many different modern techniques
have been used to provide converging results [1]. Recently the ground-state phase diagram of the repulsive
HM with nearest and next nearest hoping elements from the weak-coupling point of view revealed a very rich
behavior [2, 3] in a wide range of parameters, extending earlier works [4, 5]. A great variety of techniques
has been used, ranging from random phase approximation and Gutzwiller approximation to renormalization
group theory and parquet diagrams and focusing on the interplay between magnetic and superconducting
phases with the aim to account for the strong correlations [6, 7].
One of the phases that is considered as the preferred ground state in a range of parameters, is the
nematic phase which can be the ground state of a strongly correlated system under certain conditions [8–19].
Indeed, after the insightful proposal that correlated electron systems, seen as electronic fluids, can host
different phases in a direct analogy with classical fluids with different degrees of translational and rotational
symmetry breaking [8], a plethora of studies and models appear that exhibit a nematic phase as a ground
state in a certain parameter range. In an electronic nematic phase the rotational invariance is broken in real
space or even in both real and spin spaces, leading to more exotic ground states.
From the experimental point of view, general Fermi surface (FS) deformations, either non-topological,
such as various Pomeranchuk instabilities associated with a symmetry-breaking [20–23] or topological with
no symmetry breaking (Lifshitz transitions) [24–34], play a very important role due to an enhanced or even
singular density of states and novel orders that are associated with them. Especially the appearance of a
nematic phase in systems like cuprates and pnictides [23, 35–40] posed many fundamental questions. It is
therefore important to understand a basic model like the HM in different parameter ranges so that a better
physical picture can be formed and puzzling experimental results can be explained [28, 33].
The current numerical approaches for strongly correlated electron systems are in general not well suited
to capture the effects of FS deformations either within a nematic phase or in the case of competing phases.
Most of the problems stem from the fact that the systems are finite size (for example dynamical mean-
field theory or dynamic cluster approximation or variational Monte Carlo). Recently a variational method
based on Gutzwiller wave function combined with a diagrammatic expansion technique was applied to the
HM [18] with the main result that the coexistence of nematic (breaking of the four-fold C4 symmetry) and
superconducting order turn a d-wave order parameter to d+s as expected (which in high-Tc superconductors
happen anyway due to orthorhombic distortion [41]). Even more recent studies using the fluctuation exchange
approximation combined with dynamical mean-field theory led to the same conclusion [17]. As a general
conclusion, these numerical approaches are either limited to rather high temperatures but do not fully
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2account for long-range interactions or are very powerful, such as the diagrammatic Monte Carlo technique,
and are based on perturbation theory to sum up the relevant diagrams. Therefore, the physical insight that
can be developed by perturbation theory is quite important.
In this work, we focus on the physics in the vicinity of the Lifshitz transition of the HM, when the nematic
state can be developed. We compute the self-energy, the nematic and superconducting order parameters
and characterise the order of the transition. We discuss in a heuristic way the conditions under which the
breaking of the C4 symmetry occurs. A tractable and relatively computationally inexpensive approach, the
renormalized perturbation theory was formulated in Ref.[10] following earlier ideas [42, 43]. An advantage of
this method is that all possible orderings of the system, with their accompanied order parameters, will appear
automatically in the geometry of the FS and in the values of the gap function and need not be introduced
by hand. This makes this formalism very appealing for studies of various Pomeranchuk instabilities, with
the nematic instability as the prominent example.
In the following sections, first we review for completeness and generalize to finite temperatures the formal-
ism developed in Ref. [10]. Subsequently, we apply this method to the 2D HM, with the same parameters to
seek agreement at T = 0. Our results confirm the presence of nematic phase in the vicinity of the topological
Lifshitz transition of the 2D FS. We elaborate on the details of the nematic phase transition and find it
to be of the first order. Effectively, the topological Lifshitz transition, which had been shown to be of the
first order[25] when there is another FS as a particle reservoir, is split by the appearing nematic phase into
two first-order phase transitions. The generalization to finite temperature allows us to study the compe-
tition of the nematic and superconducting instabilities, where we find that the nematic order survives to
higher temperatures compared to superconductivity and the nematic instability is the strongest at non-zero
temperatures, when superconductivity starts to be suppressed. Computation of the free energy allows the
comparison of the coexisting phases and the identification of the locations of first-order phase transitions.
FINITE TEMPERATURE SELF-CONSISTENT PERTURBATION THEORY
In this method, the self-energy at the Fermi-surface (FS), which is the main quantity of interest, is built
into the renormalized Green’s function. The general Hamiltonian of interacting fermions, written as a non-
interacting H0 and an interacting HI part H = H0 + HI =
∑
k,σ ξknk,σ + HI , with ξk = k − µ is split as
H = H˜0 + H˜I = (H0 + δH0) + (HI − δH0), with the quadratic counter-terms δH0 chosen in such a way that
H˜0 does already provide the correct Fermi surface (FS) and H˜I does not carry any other change of the FS.
As a consequence, the divergencies due to self-energy insertions are eliminated since the poles of the bare
quasiparticle Green’s function do not need to be moved. This is equivalent to the statement that self-energy
of the theory with counter-terms must vanish on the FS.
Σ˜(0,k) = 0 for k ∈ Fermi Surface (1)
The FS position in the above equation depends on the self-energy Σ˜ which does depend on the position
of the FS when computed within the renormalized perturbation theory. Eq.(1) is usually solved iteratively
by computing the self-energy and correcting the FS position. The counter-terms are only fixed on the FS,
therefore there is an ambiguity of their definition at other momenta. A possible simple choice is to divide
the Brillouin zone into sectors, with each sector crossing the FS once, and extend the counter-terms from
the Fermi-surface to the sectors as constants (i.e. pull-back the counter-terms). Evidently, summation of all
orders of perturbation theory provides a result which is independent of the choice of the counter-terms. At
the same time, the results of the calculations, truncated to a finite order of perturbation theory will depend
on the choice of this construction, but it provides a very good estimate of the precision of the approximations.
The procedure can be extended to the case where a superconducting instability is present. In that case,
the matrix self-energy in Nambu formalism is required to vanish on the Fermi surface (FS)[10]. The position
of the FS and the zero-frequency gap function at each point of the FS are determined self-consistently. In
the remaining section, the method is generalized to finite temperatures, in which case the FS is defined by
the location in reciprocal space where the energy dispersion renormalized by the self-energy, analytically
continued at zero frequency, vanishes. The shape of the FS is then studied by discretizing it into a large
number of sectors and self-consistently solving Eq.(1).
3FIG. 1: Fermi surfaces of t-t’ Hubbard model on the square lattice, t′ = 0.15t, U = 0. Particle density varies from
n = 0.1 to n = 1.9 with the range 0.8 to 0.9 highlighted.
The starting point of our work is the 2D HM:
H =
∑
k,σ
ξknk,σ + U
∑
k
nk,↓n−k,↑, (2)
where ξk = k − µ , µ is the chemical potential, U is the interaction (U > 0 is repulsive interaction) and the
dispersion k is chosen to represent the first (−t) and second (t′) neighbor hopping tight-binding model on
a square lattice:
k = −2t(cos(a kx) + cos(a ky)) + 4t′(cos(a kx) cos(a ky)− 1) (3)
The Brillouin zone is the square [−pi, pi]× [−pi, pi] (we set the lattice parameter a = 1), and typical FS looks
as sketched in Fig.1.
At weak coupling, the only expected instability for a symmetric dispersion under k → −k is a super-
conducting instability which can be included as a counter-term together with the self-energy at the Fermi
surface:
H =
∑
k,σ
ξknk,σ +
∑
k,σ
δξknk,σ +
∑
k
(
∆ka
†
−k↓a
†
k↑ + ∆
∗
kak↑a−k↓
)+ U∑
k
nk,↓n−k,↑ − [...] , (4)
where the counter-terms in square brackets comprise the gap function ∆k as well as δξk. In terms of Nambu
operators,
Ψk =
(
ak↑
a†−k↓
)
and Ψ†k =
(
a†k↑, a−k↓
)
, (5)
Defining the renormalized dispersion, ξ˜k = ξk + δξk, the renormalized quadratic part of the Hamiltonian
becomes
H0 =
∑
k,σ
ξ˜kΨ
†
kσ3Ψk −
∑
k
Ψ†k [∆
′
kσ1 −∆′′kσ2] Ψk, (6)
where ∆k = ∆
′
k + i∆
′′
k, and σi are the Pauli matrices. The corresponding Nambu matrix propagator
4G0(k) =
〈
ΨΨ†
〉
0
is obtained as
G−10 (k) =
(
iω − ξ˜k ∆k
∆∗k iω + ξ˜−k
)
, (7)
using ξ(k) = ξ(−k) we have
G0(k) =
(
G0(k) F0(k)
F ∗0 (k) −G0(−k)
)
=
1
ω2 + ξ˜2k + |∆k|2
( −iω − ξ˜k ∆k
∆∗k iω − ξ˜−k
)
. (8)
The matrix self-energy is defined as
Σ(k) =
(
Σ(k) S(k)
S∗(k) −Σ(−k)
)
, (9)
and the diagrams up to the second order give:
Σ(k) = −δξ + U
∫
p
G0(p) + U
2
∫
q
G0(k − q)Π(q), (10)
S(k) = −∆k − U
∫
p
F0(p)− U2
∫
q
F0(k − q)Π(q), (11)
where we use a standard summation notation for Matsubara frequencies, for fermions
∫
p
f(p) =
∫
p
f(ω,p) ≡
T
∑
n∈Z
∫
d2p
(2pi)2 f(ipi(2n+ 1)T,p) and bosons
∫
q
b(q) =
∫
q
b(ω,q) ≡ T∑n∈Z ∫ d2q(2pi)2 b(i2pinT,q).
The polarization Π(q) is defined as
Π(q) = −
∫
p
[G0(p)G0(p+ q) + F0(p)F
∗
0 (p+ q)] , (12)
All the frequency summations in the above formulae are evaluated analytically, this is presented in a separate
file as Supplemental Material and an example of the results is:
U
∫
p
F0(p) = U
∫
d2p
(2pi)2
∆(p)
(
1
2Ep
− nF (Ep)
Ep
)
(13)
where Ek ≡
√
ξ˜2k + |∆k|2. Setting the frequency ω to zero leads to a natural finite-temperature generalization
of self-consistent perturbation theory Eq.(1), where the counter-terms δξk and ∆k, defined on the FS, are
calculated as the matrix self-energy is vanished on the FS:
Σ(i0,k) = 0 and S(i0,k) = 0 when ξk + δξk = 0. (14)
Σ and S are solved iteratively by evaluating the U2 terms for ∆(k), while the FS is calculated at the previous
iteration and then both ∆ and the FS are updated. The chemical potential can be also tuned at each iteration
so that the particle density is kept fixed [10],
n = 2
∫
k
G0(k) = 2
∫
d2k
(2pi)2
(
Ek − ξ˜k
2Ek
+
nF (Ek)ξ˜k
Ek
)
, (15)
In the present work, the chemical potential is kept fixed so that several coexisting phases near the first
order phase transition can be observed. To find S at each iteration the first order self-consistency equation
is solved with a second-order assumed fixed by rewriting: Eqs.(11, 13, 14) as
0 = −∆k − U
∫
d2p
(2pi)2
∆(p)
(
1
2Ep
− nF (Ep)
Ep
)
− U2
∫
q
F0(k − q)Π(q) (16)
To solve it for ∆(k) it is useful to note that the entire momentum dependence of ∆(k) is coming from the U2
5term. Therefore, choosing an arbitrary point k˜ on the Fermi-surface, and denoting the second-order term as
S(2)(k) = −U2
∫
q
F0(k − q)Π(q)
∣∣∣∣
ω→0i
, (17)
the momentum dependence of the gap function is obtained:
∆(k) = ∆(k˜) + S(2)(k)− S(2)(k˜) = ∆(k˜) + δ∆(k), (18)
and the ∆(k˜) is extracted:
∆(k˜) =
−U ∫ d2p(2pi)2 δ∆(p)( 12Ep − nF (Ep)Ep )+ S(2)(k˜)
1 + U
∫
d2p
(2pi)2
(
1
2Ep
− nF (Ep)Ep
) . (19)
The iterations are repeated until convergence is achieved. Notably, ordinary iterations do not normally
converge near the phase transition point (in a narrow region of shallow dispersion near the Van Hove point,
large and strongly non-linear change of Fermi surface arises in response to a small variation of self-energy).
Thus, to achieve convergence, the iteration step is decreased as ξ(k)(n+1) = c ξ
[
ξ(k)(n),∆(k)(n)
]
+ (1 −
c) ξ(k)(n) with a chosen c < 1.
To study the nematic phase transition, the grand canonical potentials Ω = F −µn of competing phases at
equal chemical potentials are compared. The grand canonical free energy Ω, is expressed [10] in the second
order of the renormalized perturbation theory as
Ω = Ω0 − 1
2
U2
∫
q
Π(q)2, (20)
where the free part is :
Ω0 = −
∫
d2k
(2pi)2
[
(Ek − ξk) + 2T log
(
1 + e−Ek/T
)]
. (21)
The factor −ξk in Ω0 can be traced back to an extra fermion operator ordering term, that appears when
switching to Nambu formalism. For completeness, the derivation is presented in the Appendix.
RESULTS
For the HM as defined in Eqs. (2,3) with t′ = 0.15t and U = 3t [45] and all energies measured in units of
t, the focus is on the range of dopings around n = 0.880, where a Lifshitz transition from closed to open FS
is expected to happen, see Fig.1. As a first step, the nematic phase reported in Ref. [10] is reproduced and
the result is shown in Fig.2. The competition between the superconducting and nematic order parameters
can be traced as a function of the temperature. The superconducting order is defined as an absolute value
of ∆(k) averaged over the Fermi surface,
OSC = 〈|∆|〉FS ,
while the nematic order as
ONematic = 2
∫
d2k
(2pi)2
(cos(kx)− cos(ky))nF (ξ˜, T ), (22)
these definitions are only used to describe the results, while the actual calculations consider the exact FS
geometry and a SC gap along it. A typical result is presented in Fig.3, which shows that nematic order gets
notably stronger when superconductivity gets suppressed. This suggests that nematic fluctuations are less
sensitive to temperature than the superconducting order and hence the nematic order is the stronger of the
two at non-zero temperature ( T = 0.004t in our example), where the superconductivity becomes strongly
suppressed.
It is necessary to understand at a qualitative level the contributions that drive the nematic transition.
6FIG. 2: (a) Typical nematic Fermi-surface for n = 0.883 and T = 0.001t that one gets from iterations near the
Lifshits transition. Line is bounded by ξ˜(k) ±∆(k) = 0 contours, i.e. line width reflects the superconducting gap.
Density plots illustrate that 1/ξ˜ is dominated by a positive/negative contribution near the closed/open corners of
the FS. (b) Polar plot of self-energy at the Fermi-surface in the nematic phase (a constant has been added to make
it positive, n = 0.884, T = 0.001t) (c) Example of spin susceptibility −UΠ(0,q) in the nematic phase.
FIG. 3: Competition of nematic and superconducting order parameters at doping n = 0.883, as the temperature is
varied.
7Consider Eq.(10) for a typical nematic Fermi surface, illustrated in Fig. 2(a). The first order in U term is
irrelevant in the HM as it can be absorbed in the chemical potential. If we neglect, for the sake of qualitative
argument, the superconducting gap as well as higher frequencies in internal integrations given that low
frequencies are the most sensitive to changes of FS shape, then this leads to a simple qualitative formula
Σ(k) ∼ U2
∫
d2q
Π(0,q)
ξ˜k−q
, (23)
which suggests that there is a positive contribution to the self-energy at the FS point k (meaning, that
FS would shrink at this point) when it is connected to inside of the (electron-like) FS (ξ˜k−q < 0) by the
momentum vector q at which the 1-loop spin susceptibility, χ = −Π(q), is taken and a negative contribution
otherwise. Note that the 1/ξ˜ term is strongly peaked near the FS, but the contributions from the two sides
of the FS are of opposite signs and mostly cancel each other if the dispersion near the FS is linear. However,
this is not true near Van Hove singularities, (i.e. in the vicinity of the topological transition), where the
dispersion is essentially non-linear, creating a large asymmetry between electrons and holes near the FS. The
position of Van Hove singularity relative to the FS determines the dominant contribution: it is outside the
FS near the closed corner of the FS (i.e., the Van Hove point is above the Fermi-level) (left/right in Fig.2),
leading to the dominance of 1/ξ˜ > 0 contribution, while for the open corner (top/bottom in Fig.2), the Van
Hove spot is inside the FS (i.e. the Van Hove point is below the Fermi level), leading to dominant 1/ξ˜ < 0
contribution.
The fate of the nematic phase is decided by the values of the self-energy near the corners of the FS, where
the sensitivity to self-energy is enhanced by a shallow dispersion, so, it is evident that both k and k + q in
eq.(23) should be considered near the corners of the FS. Therefore, the susceptibilities at momenta q = (0, 0)
and q = (pi, pi) (joining two different corners) are important and their relative strength decides the possibility
of existence of the nematic phase. The susceptibility at q = (0, 0) gives positive/negative contribution to the
self-energy at the open/closed corner of the FS receives, not favouring the nematic phase. On the contrary,
susceptibility at q = (pi, pi) (connecting the two corners of the FS), connects the open corner of the FS with,
dominantly, χ˜k+q > 0 region near the closed corner, and, hence, gives the negative self-energy contribution
near the open corner of the FS, supporting its opening. For the studied HM, the susceptibility at the vector
connecting the two different corners dominates,
−Π(pi,pi) > −Π(0,0), (24)
as it is evident in Fig.2(c), thus explaining the appearance of the nematic phase. The above considerations
highlight the important of using renormalized perturbation theory, and can be applicable in a more general
framework. Another example of the same behaviour is offered by the extended Hubbard model, where
one adds a nearest-neighbour interaction term: H → H + V ∑<i,j> ni,snj,s′ . This creates an extra first-
order contribution to the self-energy, where the Fermion bubble Π is replaced by a tree-level interaction:
U2Π(ω,q)→ V [cos(qx) + cos(qy)]. Our condition (24) then corresponds to V > 0, in which case the nematic
phase has indeed been predicted in Ref. 44.
In general, similar arguments lead to the physical picture that in the presence of several symmetry-related
Van Hove points, with the same energy in the symmetric case, the symmetry may be broken in a way that
some Van Hove points are pushed above the Fermi-level, while the others are below the Fermi-level. This
would happen if the total strength of fluctuations at the wave-vectors connecting the points at the opposite
sides of the Fermi-level is larger than at the wave-vectors, connecting Van Hove points at the same side of
the Fermi-level.
We have found that there may be two competing locally-stable phases near the onset of nematic phase,
which poses the question about the exact location of the nematic transition. This question has not been
studied before [10, 44], and numerical fluctuations in the implementation of the algorithm chose the phase
to which the numerical iterations converged. To overcome this difficulty, we performed the numerical cal-
culations while smoothly varying the chemical potential, allowing to stay in the basin of attraction of a
particular physical phase. Smoothly evolving ”up” and ”down” in chemical potential revealed a significant
hysteresis near the beginning and the end of the nematic phase, Fig. 4, in particular, the two paths have
passed the Lifshitz topological transitions (LTT) at different values of the chemical potential. The hysteresis
is particularly visible if we increase the coupling, an example for U = 4 is shown in Fig.5. The electron
concentrations of the two competing phases at the same chemical potential differ by a tiny amount, but
this difference is important in calculating the difference of free energies. The results show first order jumps
8- 1.0 - 0.5 0.0 0.5 1.0
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FIG. 4: Hysteresis while evolving up (black) and down (green) in the chemical potential for temperatures (a)
T = 0.004t, (b) T = 0.001t. The value of the grand canonical potential identifies the preferred state and predicts
the points of first-order phase transitions to and from the nematic phase. The preferred phase is shown with a solid
curve, while the metastable phase with a dashed line. The 4 red dots indicates the points where the FS undergoes
the Lifshitz-type topological transition (LTT), which are now split into LTT1 (two opposite corners of FS open up)
and LTT2 (two remaining corners open up). Fixed chemical potential corresponds to (almost) fixed filling factor, for
example n(0.08) ≈ 0.877; n(0.10) ≈ 0.882; n(0.12) ≈ 0.888.
between the phases where the difference of grand canonical free energy for the coexisting phases changes
sign, Fig. 4. This is reflected in the jumps in the nematic order, ONematic, that are typically between
the small (but non-zero) and larger values, suggesting that the nematic order is not a conventional order
parameter in this situation and it only reflects on the more complicated Pomeranchuk-type instabilities of
the FS. From Fig. 4 we see that small nematic deformations can appear continuously (without a phase
transition), and that this “small nematic” phase is preferred over a “no-nematic” phase near the onset of
nematic transition. Technically, this allows us to define the “nematic range” in chemical potential around
the Van Hove singularity as the interval, where either “up” or “down” numerical evolution in the chemical
potential produces a nematic phase, and study the width of nematic range around the Van Hove point. In
Fig.6 we find an exponential growth of the width of the nematic phase as the coupling U gets larger [46].
DISCUSSION
Considering the above findings, there are several crucial points to be discussed at this stage. We found
that superconductivity and nematicity coexist, as a function of temperature, and the latter is enhanced
when the order parameter of the superconducting state gets suppressed. As the FS is partly gapped due to
superconductivity, this weakens the nematic state. Conversely, whether superconductivity is affected by the
9FIG. 5: Illustration of Fermi-surfaces for U = 4 t , T = 0.001 t at the same chemical potential that we get by “up”
and “down” evolution. The width of the line corresponds to the value of superconducting order parameter at the
FS: (width) = ∆(~k)/vF (~k) . Insets shows the self-energy Σ and the superconducting gap ∆ at the Fermi-surface as a
function of angle from x-axis. We see that the two Fermi-surfaces have different amplitudes of nematic deformation,
which illustrates a significant hysteresis. We note that amplitude of ∆ is almost unaffected by nematic order.
2.0 2.5 3.0 3.5 4.0
0.005
0.010
0.050
0.100
U/t
Δμ
/t
T=0.001 t
Δμ/t ≂ 0.7·10-4·e1.9U/t
FIG. 6: Width of nematic phase, ∆µ = µ“Up”max −µ“Down”min (measured in terms of chemical potential µ′ = µ−Un(µ)/2
with subtracted “trivial” Un/2 term) as a function of coupling strength U . Temperature is kept fixed to 0.001t. The
result is fitted by an exponential function of U : ∆µ/t ≈ 0.7 · 10−4 · e1.9U/t.
nematic state will take calculations to higher order in the interaction strength to decide.
Another point to be made is related to the onset of an s-wave superconducting component (d+s) as shown
in some recent works [17, 18] when the nematic state sets in. This is in agreement with our findings as
presented in the inset of Fig.5, where the amplitude of the superconducting order parameter at 0 and pi/2 is
different. Our method, allows the presence of all harmonics of the order parameter without restriction to d
and s (which are expected to be the dominant ones nevertheless). Finally, the observation of the first order
transition is in agreement with the result that the Lifshitz transition turns to first order in the presence of
interactions or magnetic fluctuation [25].
To conclude, in this work the self-consistent renormalized perturbation theory is extended to finite temper-
atures, and the 2D Hubbard model at particular parameters near a Lifshitz transition is studied. It is found
that the competition of nematic and superconducting orders leads to enhancement of nematic deformations
of the FS at non-zero temperature, where superconductivity get suppressed. We provide the conditions
that lead to the breaking of the tetragonal C4 symmetry. The presence of locally stable competing phases
in a range of chemical potentials is revealed, with first-order phase transitions between them. The interval
of chemical potentials around the Lifshitz transition point where the nematic phase is observed is found to
grow exponentially with interaction strength U .
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APPENDICES
A. Extra term in the Nambu form of the Hamiltonian
We start from the initial tight binding Hamiltonian H0, where ξk = k − µ:
H0 =
∑
k,σ
c†kξkck =
∑
k
(
a†k,↑ a
†
−k,↓
)( ξk 0
0 ξ−k
)(
ak,↑
a−k,↓
)
(25)
=
∑
k
a†k,↑ξkak,↑ + a
†
−k,↓ξ−ka−k,↓ (26)
On the other side, the Nambu Hamiltonian HN , for zero superconducting gap (∆k = 0) is defined as
HN (∆k = 0) =
∑
k,σ
ψ†kξkσ3ψk =
∑
k
(
a†k,↑ a−k,↓
)( ξk 0
0 −ξ−k
)(
ak,↑
a†−k,↓
)
(27)
=
∑
k
a†k,↑ξkak,↑ − a−k,↓ξ−ka†−k,↓ (28)
For fermionic fields, since the anticommutator relation {a†k,σ, aq,σ′} = δ(k− q)δσ,σ′ , holds, therefore, when,
applying this relation to HN , we find
HN (∆k = 0) =
∑
k
ξka
†
k,↑ak,↑ − ξ−ka−k,↓a†−k,↓
=
∑
k
ξka
†
k,↑ak,↑ − ξ−k
[
1− a−k,↓a†−k,↓
]
=
∑
k
[
a†k,↑ξkak,↑ + a−k,↓ξ−ka
†
−k,↓
]
−
∑
k
ξ−k
= H0 −
∑
k
ξ−k (29)
Therefore
H0 = HN (∆k = 0) +
∑
k
ξ−k (30)
In our particular model, with symmetry respected under momentum inversion ξ−k = ξk, then
H0 = HN (∆k = 0) +
∑
k
ξk (31)
which provides the extra term in the energy of the system.
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B. Tree level of grang canonical free energy
In this section, we obtain the grand canonical free energy Ω0 for a Gaussian fermionic field with a con-
stant term. As we have seen the normal-ordered Hamiltonian written in the Nambu formalism contains an
additional constant term that should enter into the final expression of the free energy.
H0 = HN (∆k = 0) +
∑
k
ξ−k (32)
Using the fact that for fermionic fields, the anticommutation relation {a†k, aq} = δk,q holds, then the fermionic
Hamiltonian is written as H =
∫
k
Hk
Hk = ξ−k +
~ωk
2
[
a†kak − aka†k
]
(33)
= ξ−k + ~ωk
[
a†kak −
1
2
]
. (34)
In particular,
• For the superconducing state, we have ~ωk(∆) = ±Ek = ±
√
ξk + |∆k|2
• For the normal state, we have ~ωk = ±ξk = lim∆→0 ~ωk(∆)
The fermionic partition function is defined as
Z = Tre−βHˆ =
∏
k
Zk =
∏
k
Tre−βHˆk
Due to Pauli exclusion principle (|n〉 = 0 ∀n > 1), this trace is easily evaluated: {|0〉, |1〉}, then
Zk = Tre
−βHˆk = 〈0|e−βHˆk |0〉+ 〈1|e−βHˆk |1〉
Each term is evaluated separately, taking into account that ak|0〉 = 0, ak|1〉 = |0〉, and aka†k|0〉 = ak|1〉 = |0〉.
Then we have
〈0|e−βHˆk |0〉 = 〈0|e−βξ−ke−β~ωka†kakeβ ~ωk2 |0〉
= e−βξ−keβ
~ωk
2 (35)
〈1|e−βHˆk |1〉 = 〈1|e−βξ−ke−β~ωka†kakeβ ~ωk2 |1〉
= e−βξ−ke−β
~ωk
2 (36)
Therefore
Zk = 〈0|e−βHˆk |0〉+ 〈1|e−βHˆk |1〉
= e−βξ−k
[
eβ
~ωk
2 + e−β
~ωk
2
]
(37)
The grand canonical free energy can be computed as
Ω0 = −T log (Z) = −T
∫
d2k
(2pi)2
log (Zk)
= −T
∫
d2k
(2pi)2
[
log
(
e−βξ−k
)
+ log
(
eβ
~ωk
2 + e−β
~ωk
2
)]
=
∫
d2k
(2pi)2
[
ξ−k − ~ωk
2
− T log (1 + e−β~ωk)] (38)
By summing the contribution of the two branches, ~ωk(∆) = λEk or ~ωk = λξk for (∆k = 0) with λ = ±1,
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then
Ω0 =
∫
d2k
(2pi)2
[
ξ−k −
∑
λ=±1
(
λEk
2
+ T log
(
1 + e−βλEk
))]
=
∫
d2k
(2pi)2
[
ξ−k − T
(
βEk + 2 log
(
1 + e−βEk
))]
= −
∫
d2k
(2pi)2
[
(Ek − ξ−k) + 2T log
(
1 + e−βEk
)]
, (39)
which is Eq. (21) in the main text.
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