In this paper, we study the arithmetic complexities of Hamming codes and Hadamard codes. To begin with, we present the minimum number of required exclusive-ORs (XORs) in the encoding of (punctured) Hadamard codes and (extended) Hamming codes. Then the encoding algorithms for these codes are presented to achieve the lower bound.
Considering the importances of Hamming codes and Hadamard codes, the complexities of these codes are key issues in coding theory and communication applications. Nowadays, the research on the coding algorithms of (extended) Hamming codes mainly focuses on the improvement of software implementations [16] [17] and hardware circuits [18] [19] . In this paper, we investigate the arithmetic complexities of Hamming codes and Hadamard codes.
Precisely, we give the minimum number of exclusive-ORs (XORs) in the encoding of (extended) Hamming codes and (punctured) Hadamard codes. Then the encoding algorithms of these codes are proposed to achieve the bound.
In the rest of the paper, the preliminary is given in Section II. Sections IV includes the code introductions, the algorithms and the complexity analysis of Hamming codes and extended Hamming codes, and Sections III includes the corresponding content of Hadamard codes and punctured Hadamard codes. Section V proves the complexity lower bounds of these codes. Section VI concludes this work.
II. PRELIMINARIES
This section introduces the notations used in this paper, as well as the definitions of Hamming codes and Hadamard codes. For a class of [n, k] linear codes, n denotes the block length and k denotes the message length. Table I tabulates the common notations. The function T i in Table I is defined as follows. April 27, 2018 DRAFT That is, T i (x) returns an i-element binary code of number x in binary numeral system. It possesses the equality
The complexity of an encoding algorithm is measured by the number of XORs per message bit, that is defined as Avg. XORs := Total number of XORs Size of the message .
A. Systematic binary linear codes
For an [k + t, k] systematic binary linear code C, a codeword of C consists of k message symbols and t parities over F 2 . W.L.O.G, the message symbols are located in the first k symbols of the codeword, and the generator matrix is
where A is a t × k matrix. Given a k-element message vector x, the codeword is defined as
Given a codeword y, we have
where the parity check matrix is
The dual code of C is a [k + t, t] systematic code with the generator matrix
Given a t-element message vector x ⊥ , the codeword is defined as
The parity-check matrix for dual codes is the generator matrix for original codes, and vice versa.
B. Hadamard codes
The generator matrix of [2 k , k] Hadamard codes [20] with the minimum distance 2 k−1 is given as follows. Let
consists of all k-bit binary numbers in ascending counting order.
Precisely,
For example, the generator matrix of 
April 27, 2018 DRAFT Notably, G k has a zero column, which will generate a null codeword symbol. By removing this null symbol, the code is isomorphic to [2 k − 1, k] binary Simplex codes.
The punctured Hadamard code is a variant of Hadamard codes. The generator matrix of
Hadamard codes is obtained by appending an all-ones row to G k . That is,
For example, the generator matrix of [2 3 , 4] punctured Hadamard codes is 
However, (7) is not in the systematic form. To obtain the systematic codes, the generator matrix is defined as
where
is a (k + 1) × (k + 1) binary non-singular matrix. For example, G 3 is 
and
From (9), G k is obtained by replacing the (k + 1)-th row of G k by the summation of all rows of G k , and this leads that the Hamming weights of all 2 k columns of G k are odd.
where ¬E k−1 denotes the negation of a boolean vector E k−1 . Then G k can also be presented as
C. Hamming codes
Hamming codes is defined as the concatenation of all non-zero columns in ascending order. Precisely,
For example, the parity-check matrix of [7, 4] Hamming codes is given by
which consists of all nonzero columns of size 3. The standard formH k is obtained by reordering the columns of H k such that the first k columns form a identity matrix. Then the generator matrix can be obtained fromH k accordingly. For example, the [7, 4] Hamming code has the generator matrix 
Hamming code. The parity-check matrix is defined as
Notably, the dual code of extended Hamming codes is the punctured Hadamard code. For example, the parity-check matrix of [8, 4] 
However, (17) is not systematic, and the systematic version is obtained by
where V k+1 is defined in (10) . For example, H 3 is expressed as 
where V 4 is shown in (12) . Notably, H k can be expressed as
Further, the generator matrix can be obtained from H k . For example, the reordered version of (19) is 
The encoding complexities of Hamming codes are discussed as follows. For the
Hamming code, the Hamming weight of each row ofH k is 2 k−1 , and hence the number of ones in the submatrix A is
Thus, the encoding algorithm requires
XORs. Then the number of XORs per bit is given bȳ
For the [2 k , 2 k − k − 1] extended Hamming code, as the number of ones in E k in (13) is 2 k−1 , the number of XORs in the conventional approach is at least
Thus, the number of XORs per bit is 
A. Encoding Algorithms
Given the message vector
subsection presents two encoding algorithms for Hadamard codes and punctured Hadamard codes, respectively.
1) Hadamard codes:
The proposed encoding algorithm is based on the recursive structure of the generator matrices (5). We divide x k and y k into
(27) shows that y 2 k can be computed with 1 XOR per bit. With the approach (27), we compute y 1 k recursively. The algorithm is presented in Algorithm 1.
2) Punctured Hadamard codes: For the non-systematic version (7), the algorithm is similar to Algorithm 1.
Given the message vector
For the systematic version (14) , the codeword can be computed recursively. As shown in (26), y k is divided into two equal parts y 1 k and y 2 k . Then we have
and y In Algorithm 1, Lines 1 − 3 give the base case by assignment. In summary, the recurrence relation is written as
and the solution is
2) Punctured Hadamard codes: The number of XORs for systematic codes in Algorithm 2 are denoted as A 2 (k).
Algorithm 2 has two loops. There are 2 i XORs in Lines 4 − 8 which is the loop body of outer loop. Thus, the number of XORs is
The complexities for the non-systemetic codes A 2 (k) in Section III-A is similar to Algorithm 1. The base case requires 1 XOR.
and hence
Thus, it requires 2 k − 2 XORs and 2 k − 1 XORs in the encoding of systematic and non-systematic punctured
Hadamard codes, respectively. 
where H k is defined in (15) , and n = 2 k − 1. Moreover, the codeword y = [y 1 y 2 . . . y n ] T can be divided into two parts, namely the message part and the parity part. The symbols in the parity part form a vector
, and P = P 1 . In encoding, given a message
denote a column vector by appending a zero toX. Then the parities are given by
April 27, 2018 DRAFT By the equality (1), (37) can be written as
From (38) and
we have
Let
Then (41) can be written as
which can be computed recursively by applying the same approach on P 1 . This gives the following formulas.
Then the parities are calculated by
Note that 
April 27, 2018 DRAFT where H k is defined in (17) , and y = [y 0 y 1 . . .
Clearly, (48) is the same with the formula for Hamming codes (35), and Algorithm 3 can be used to obtain y .
After obtaining y , the extra parity y 0 can be computed by (49).
Hamming codes form a vector P = [P T , p k+1 ] T , and p k+1 = y 0 . Then (49) gives
The elements of X i , for i ∈ [k], are obtained via
We first consider the base case X k−1 , and this gives
The 
From (45) (51) and (54), we have
Let S(X i ) denote the summation of all elements of X i modulo 2. When X 0 = X 0 , from (52), we have
From (52), we have
Further, from (55), we have
April 27, 2018 DRAFT From (50), (53), (56) and (58), we have message bit is denoted as X 3 (k) and X 4 (k), respectively. That is,
In Algorithm 3, Lines 1-3 give the base case that
Line 4 requires 2 k−1 − 1 additions, and Lines 5-7 require 2 k−1 XORs. Line 9 calls the procedure recursively. In summary, the recurrence relations are written as 
The solution is given by
Thus, the number of XORs per bit in Algorithm 3 which are obtained from (59) are
It can be seen that (63) approaches 2 when k approaches infinity. Thus the complexity of Algorithm 3 is asymptotically 2 XORs per bit. For Algorithm 4, A 4 (k) has the same recursive formula and the same recursion depth.
Further X 4 (k) = X 3 (k)
In summary, the arithmetic complexities of both Algorithms 3 and 4 are asymptotically 2 XORs per bit.
B. Loop versions
There are some redundant XORs in Algorithms 3 and 4. This subsection gives the loop versions Algorithms 5 and 6 to eliminate those redundant operations. 
the first node in second layer can also be eliminated. By mathematical inductions, it can be easily shown that the first node x 0 in every layer can be removed. Lines 11-13 in Algorithm 5 is optimized by this observation.
The above observations can also be applied to Algorithm 4. First, Algorithm 4 also has the redundant operations by XORing zeros, and the optimized result is shown in Lines 1-9. However, the second observation cannot be applied to Algorithm 4.
2) Complexities:
This subsection is a supplement for Section IV-A3. From the definitions in Section IV-A3, we have A 5 (k) and X 5 (k) for Algorithm 5, as well as A 6 (k) and X 6 (k) for Algorithm 6. According to the optimization in previous subsection, we have
It is obvious that the complexities of Algorithm 5 and Algorithm 6 are lower than the conventional approaches.
April 27, 2018 DRAFT Algorithm 6: P l (X, k): Encoding of extended Hamming codes (Loop version)
, and k
if i is power of two then 
V. COMPLEXITY LOWER BOUNDS
This section proves the complexity lower bounds of encoding algorithms for Hadamard codes and Hamming codes. This shows that the proposed algorithms achieved the lower bounds. The first two subsections show the complexity lower bounds of (punctured) Hadamard encoding algorithms, followed by the complexity lower bounds of (extended) Hamming encoding algorithms.
A. Hadamard codes
and 2 k − k − 1 parities. Assume the encoding algorithm takes S XORs, and those XORs will produce S symbols
. Then each symbols of the codeword is chosen from
April 27, 2018 DRAFT As any two columns of the generator matrix of Hadamard codes are different, the codeword symbols of Hadamard codes are generated by different formulas. This leads that |G| = k + S is no less than the codeword length 2 k − 1, and we have S ≥ 2 k − k − 1. This completes the proof.
Then we discuss the number of XORs which a [2 k , k + 1] punctured Hadamard code requires at least in encoding.
B. Punctured Hadamard codes
This subsection discusses the complexities of punctured Hadamard codes, on the systematic version and the non-systematic version. an XOR operation, and thus the indegree of the node is two. In contrast, the indegree of each node in o in is zero. Figure 4 gives an example for the encoding of [4, 3] punctured Hadamard codes, where
For a class of [n, k] codes, the corresponding signal-flow graph is not unique. Let G k denote a set of signal-flow graphs for systematic [2 k , k+1] punctured Hadamard codes. For a signal-flow graph G ∈ G k , G depicts an algorithm with the number of XORs |o out | + |o hid |. As |o out | = 2 k − k − 1 is a constant in G k , the objective is to find out a G ∈ G k , such that |o hid | of G is minimal.
From Figure 4 , it is clear that |o hid | ≥ 1 in G 2 , which corresponds to [4, 3] Recall that G k is the generator matrix of [2 k , k + 1] systematic punctured Hadamard codes.
is obtained by inserting
Proof. From the definition of x , we have x u = x v . Then x G k can be written as (G[i] denotes the row i of G k ):
. . .
To prove xḠ k is a permutation of x[G k−1 |G k−1 ], this is equivalent to show that, for each column g T of G k−1 , there exist two columns ofḠ k , and the content of both columns are the same with g T .
For every column g
As the Hamming weight of g is odd, the Hamming weights of bothḡ 0 andḡ 1 are also odd, and henceḡ Lemma 5. Given G k ∈ G k with m hidden nodes, one can obtain G k−1 ∈ G k−1 , where the number of hidden nodes
Proof. For any G k ∈ G k , Lemma 2 shows that contains a hidden node expressing the XOR of two input nodes.
Assume the two nodes correspond to x u and x v of the message vector x. From Lemma 4, G k can be converted to the encoding of [2 k−1 , k] systematic punctured Hadamard codes. The message vector x is converted to
The above signal-flow graph for [2 k−1 , k] systematic punctured Hadamard codes can be simplified further. First, the number of input and output nodes in G k is 2 k . By the merge operation in Lemma 3, the number of input and output nodes can be reduced to 2 k−1 . Second, the hidden node expressing the XOR of two input nodes can be eliminated, as the node expresses 0 = x u ⊕ x u on x . As a result, in the new signal-flow graph, the number of output and input nodes is 2 k−1 , and the number of hidden nodes is m − 1.
Lemma 6. For any G k ∈ G k , the number of hidden nodes of G k is at least k − 1.
Proof. Assume there exists a G k ∈ G k with m hidden nodes. From Lemma 5, one can obtain G k−1 ∈ G k−1 with m − 1 hidden nodes. In this way, one can obtain G 2 ∈ G 2 with m − k + 2 hidden nodes. From Lemma 1, we have
This completes the proof.
With Lemma 6, the lower bound is given below. Proof. The encoding of [2 k , k + 1] systematic punctured Hadamard codes is expressed an a signal-flow graph G k ∈ G k . From Lemma 6, G k has 2 k − k − 1 output nodes and at least k − 1 hidden nodes. Thus, it requires
XORs in encoding. This completes the proof.
2) Non-systematic punctured Hadamard codes: The generator matrix G k of non-systematic punctured Hadamard code (NPHC) is defined in (7). computed symbols. Assume the encoding algorithm takes S XORs, and those XORs will produce S symbol G =
. Then each symbol of the codeword is chosen from G. As any two columns of G k are different, this leads that S ≥ 2 k − 1. This completes the proof.
As shown in Section III, the proposed encoding algorithm reaches the complexity bound.
C. Hamming codes
In the first part, the complexity of Hamming codes is discussed. Then the complexity of extended Hamming codes is considered.
The proof of lower bound uses the property of dual codes and the transposition principle, which states that if an algorithm for a matrix-vector product by a matrix M exists, then there exists an algorithm for a matrix-vector product by its transpose M T in almost the same complexity. A formal definition is stated below. 
XORs, which contradicts Theorm 1. Proof completed.
As shown in (66), the proposed encoding algorithm Algorithm 5 reaches the bound.
2) Extended Hamming codes: Like Theorm 5, we present corresponded theorm for extended Hamming code. is the fastest encoding algorithm for extended Hamming code.
VI. CONCLUSIONS
In this paper, the encoding complexities of (extended) Hamming codes and (punctured) Hadamard codes are investigated. The contributions are summarized below.
1) Theorem 1 shows the complexity lower bound of Hadamard codes in encoding, and Algorithm 1 presents the algorithm to achieve the bound.
2) Theorem 2 shows the complexity lower bound of systematic punctured Hadamard codes in encoding, and Algorithm 2 presents the algorithm to achieve the bound.
3) Theorem 3 shows the complexity lower bound of non-symtemetic punctured Hadamard codes in encoding.
4) Theorems 5 shows the complexity lower bound of Hamming codes in encoding, and Algorithm 5 presents the algorithm to achieve the bound.
5) Theorems 6 shows the complexity lower bound of extended Hamming codes in encoding, and Algorithm 6 presents the algorithm to achieve the bound.
