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Abstract
We prove that the spectral gap of the Swendsen-Wang dynamics for the
random-cluster model is larger than the spectral gap of a single-bond dynam-
ics, that updates only a single edge per step. For this we give a representation
of the algorithms on the joint (Potts/random-cluster) model.
Furthermore we obtain upper and lower bounds on the mixing time of the
single-bond dynamics on the discrete d-dimensional torus of side length L at
the Potts transition temperature for q large enough that are exponential in
Ld−1, complementing a result of Borgs, Chayes and Tetali [Probab. Theory
Related Fields, 152 (2012), pp. 509–557].
1 Introduction
This work was motivated by the recent article of Borgs, Chayes and Tetali “Tight
bounds for mixing of the Swendsen-Wang algorithm at the Potts transition point”
[BCT12], where the authors prove upper and lower bounds for the mixing time of the
Swendsen-Wang and heat-bath dynamics for the q-state Potts model on rectangular
subsets of the lattice Zd with periodic boundary conditions at the Potts transition
temperature if q and the side length L are large enough. Both, upper and lower
bounds, are exponential in Ld−1. (Their upper bounds are valid for all q, L.) Since
∗The author was supported by the DFG GRK 1523.
1
one can sample from the Potts model if one can do so for the random-cluster model,
see e.g. [Gri06], we wonder if the same upper and lower bounds are valid for the
heat-bath dynamics for the random-cluster model, i.e. the single-bond dynamics.
In this article we give a positive answer to this question. For the lower bound
we prove that if G is an arbitrary graph, p ∈ (0, 1) and q ∈ N, then
λ(PSW) ≥ λ(PSB),
where λ(·) denotes the spectral gap and PSW (resp. PSB) denotes the transition
matrix of the Swendsen-Wang (resp. single-bond) dynamics as defined in Section 4
(see Theorem 5). For this we represent both Markov chains by transition matrices on
the joint (Potts/random-cluster) model. Estimates of the norm of the corresponding
Markov operators lead to the result.
By this inequality and [BCT12] we obtain an exponential (in Ld−1) lower bound
for the mixing time of the single-bond dynamics on boxes of side length L in Zd with
periodic boundary condition at the transition point for q and L large enough, like
for the Swendsen-Wang dynamics. The proof of the upper bound uses a result of Ge
and Sˇtefankovicˇ [GSˇ12] that provides us with an upper bound on the mixing time
of the single-bond dynamics in terms of the linear-width of a graph (see Section 7).
Furthermore we obtain some rapid mixing results for the Swendsen-Wang dy-
namics. First we easily obtain rapid mixing of the Swendsen-Wang dynamics on trees
(which was proven by several authors before, see e.g. [CF99], [BCT12]), because if
T = (V,E) is a tree, the random-cluster measure is a product measure and so the
single-bond dynamics has spectral gap Ω(1/ |E|) (see e.g. [LPW09, Lemma 12.11]).
Hence, λ(PSW)
−1 = O(|E|) for every tree T , p ∈ (0, 1) and q ∈ N (see Corollary 7).
Additionally we get (again by [GSˇ12]) that Swendsen-Wang is rapidly mixing for
graphs with bounded linear-width (Corollary 8).
2 The models
Fix some p ∈ (0, 1), a natural number q ≥ 1 and a graph G = (V,E) with finite
vertex set V and edge set E.
The random-cluster (RC) model (also known as the FK-model), see Fortuin and
Kasteleyn [FK72], is defined on the graph G = (V,E) by its state space ΩRC = {A :
A ⊆ E} and the random-cluster measure
µ(A) := µGp,q(A) =
1
Z(G, p, q)
(
p
1− p
)|A|
qc(A),
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where c(A) is the number of connected components in the graph (V,A), counting
isolated vertices as a component, and Z is the normalization constant that makes
µ a probability measure. For a detailed introduction and related topics see [Gri06].
Although µ is well-defined for all q > 0, we are only interested in integer values.
In this case there is a tight connection to a model on (not necessarily proper) col-
orings of the vertices of the graph G. The q-state Potts model on G at inverse
temperature β ≥ 0 is defined as the set of possible configurations ΩP = [q]
V , where
[q] := {1, . . . , q} is the set of colors (or spins), together with the probability measure
π(σ) := πGβ,q(σ) =
1
Z(G, 1− e−β, q)
exp
{
β
∑
u,v: u↔v
1
(
σ(u) = σ(v)
)}
for σ ∈ ΩP, where u↔ v if and only if u and v are neighbors in G, i.e. {u, v} ∈ E,
and Z(·, ·, ·) is the same normalization constant as for the random-cluster model
(see [Gri06, Th. 1.10]).
To describe the algorithms we also need the coupling of the Gibbs measure πGβ,q
and the random-cluster measure µGp,q of Edwards and Sokal [ES88]. Let us define
Ω(A) :=
{
σ ∈ ΩP : σ(u) = σ(v) for all {u, v} ∈ A
}
, A ⊂ E,
and
E(σ) :=
{
{u, v} ∈ E : σ(u) = σ(v)
}
, σ ∈ ΩP.
Obviously, we have for σ ∈ ΩP and A ⊂ E that σ∈Ω(A)⇔ A⊂E(σ). Let σ ∈ ΩP,
A ∈ ΩRC and p = 1− e
−β , then the joint measure of (σ,A) ∈ ΩJ := ΩP × ΩRC is
µ¯(σ,A) := µ¯Gp,q(σ,A) =
1
Z(G, p, q)
(
p
1− p
)|A|
1(A ⊂ E(σ)).
The marginal distributions of µ¯ are exactly π and µ, respectively, and we will call
µ¯ the FKES (Fortuin-Kasteleyn-Edwards-Sokal) measure.
3 Mixing time
In the following we want to estimate the efficiency of Markov chains. For an in-
troduction to Markov chains and techniques to bound the convergence rate to the
stationary distribution, see, e.g., [LPW09]. Let P be the transition matrix of a
Markov chain with state space Ω that is ergodic, i.e. irreducible and aperiodic, and
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has unique stationary measure π. Then we define the mixing time of the Markov
chain by
τ(P ) := min
{
t : max
x∈Ω
∑
y∈Ω
∣∣P t(x, y)− π(y)∣∣ ≤ 1
e
}
.
If we are considering simultaneously a family of state spaces {Ωn}n∈N with a corre-
sponding family of Markov chains {Pn}n∈N, we say that the chain is rapidly mixing
for the given family if τ(Pn)
−1 = O(log(|Ωn|)
C) for all n ∈ N and some C <∞.
Another quantity that seems to be more convenient if we want to compare two
Markov chains is the spectral gap. For this let the Markov chain P be additionally
reversible with respect to π, i.e.
π(x)P (x, y) = π(y)P (y, x) for all x, y ∈ Ω.
(All the transition matrices from this article satisfiy this condition.)
Then we know that the eigenvalues of P are real and we define the spectral gap by
λ(P ) = 1−max
{
|ξ| : ξ is an eigenvalue of P, ξ 6= 1
}
.
The eigenvalues of the Markov chain can be expressed in terms of norms of
the operator P that maps from L2(π) := (R
Ω, π) to L2(π), where inner product
and norm are given by 〈f, g〉π =
∑
x∈Ω f(x)g(x)π(x) and ‖f‖
2
π :=
∑
x∈Ω f(x)
2π(x),
respectively. The operator is defined by
Pf(x) :=
∑
y∈Ω
P (x, y) f(y) (1)
and represents the expected value of the function f after one step of the Markov
chain starting in x ∈ Ω. The operator norm of P is
‖P‖π := ‖P‖L2(π)→L2(π) = max
‖f‖pi≤1
‖Pf‖π
and we use ‖·‖π interchangeably for functions and operators, because it will be clear
from the context which norm is used. It is well known that λ(P ) = 1−‖P − Sπ‖π for
reversible P , where Sπ(x, y) = π(y). We know that reversible P are self-adjoint with
respect to the inner product 〈·, ·〉π, i.e. P = P
∗, where P ∗ is the adjoint operator
that satisfies 〈f, Pg〉π = 〈P
∗f, g〉π for all f, g ∈ L2(π). The mixing time and spectral
gap of a Markov chain (on finite state spaces) are closely related by the following
inequality (see, e.g., [LPW09, Theorem 12.3 & 12.4]).
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Lemma 1. Let P be the transition matrix of a reversible, ergodic Markov chain with
state space Ω and stationary distribution π. Then
λ(P )−1 − 1 ≤ τ(P ) ≤ log
(
2e
πmin
)
λ(P )−1,
where πmin := minx∈Ω π(x).
4 The algorithms
The Swendsen-Wang dynamics (on the random-cluster model) is based on the given
connection of the random cluster and Potts models and performs the following two
steps:
1) Given a random cluster state A ⊂ E on G, assign a random color indepen-
dently to each connected component of (V,A). Vertices of the same component
get the same color. This gives σ ∈ ΩP.
2) Take E(σ) and delete each edge independently with probability 1 − p. This
gives the new state B ⊂ E.
This can be seen as first choosing σ with respect to the conditional probability of µ¯
given A and then choosing B with respect to µ¯ given σ. The transition matrix of
the Swendsen-Wang dynamics is given by
PSW(A,B) = q
−c(A)
(
p
1− p
)|B| ∑
σ∈ΩP
(1− p)|E(σ)|1
(
σ ∈ Ω(A ∪ B)
)
. (2)
Note that one can consider the Swendsen-Wang dynamics also on the Potts model (as
it is usually done), which, starting at some σ ∈ ΩP, performs the two steps above in
reverse order. It is easy to prove that Swendsen-Wang on Potts and random-cluster
model have the same spectral gap, see e.g. [U13, Sec. 2.4].
The second algorithm we want to analyze is the (lazy) single-bond dynamics.
Let A ⊂ E be given and denote by
A
↔ (resp.
A
=) connected (resp. not connected)
in the subgraph (V,A). Additionally we use throughout this article A ∪ e instead
of A ∪ {e} (respectively for ∩, \). Note that e1
A
= e2 for some {e1, e2} ∈ E implies
{e1, e2} /∈ A. The single-bond dynamics performs the following steps:
1) With probability 1
2
set B = A. Otherwise, choose an edge e = {e1, e2} ∈ E
uniformly at random.
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2) (i) If e1
A
↔ e2:
• B = A ∪ e with probability p.
• B = A \ e with probability 1− p.
(ii) If e1
A
= e2:
• B = A ∪ e with probability p
q
.
• B = A with probability 1− p
q
.
3) The new state is B.
The transition matrix of this Markov chain can be written as
PSB(A,B) =
I(A,B)
2
+
1
2 |E|
∑
e∈E
Pe(A,B), (3)
where I(A,B) = 1(A = B) and Pe is given by
Pe(A,B) = 1(A⊖ B ⊂ e) ·
{
p|B∩e| (1− p)1−|B∩e|, e1
A
↔ e2(
p
q
)|B∩e|
(1− p
q
)1−|B∩e|, e1
A
= e2.
Here, ⊖ denotes the symmetric difference.
Remark 2. If one is interested in the usual heat-bath dynamics on the random-
cluster model, i.e.
P˜ (A,B) :=
1
2 |E|
∑
e∈E
µ(B)
µ(A ∪ e) + µ(A \ e)
1(A⊖B ⊂ e) for A 6= B (4)
and P˜ (A,A) such that P˜ is stochastic, then all results of this article hold up to a
constant. This is because PSB(A,B) ≤ P˜ (A,B) ≤ (1− p(1 − q
−1))−1 PSB(A,B) for
all A 6= B and so it is easy to prove by standard techniques (see e.g. [DSC93]) that
λ(PSB) ≤ λ(P˜ ) ≤
(
1− p(1− q−1)
)−1
λ(PSB).
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5 Representation on the joint model
In this section we want to represent the Swendsen-Wang and the single-bond dynam-
ics on the FKES model, which consists of the product state space ΩJ := ΩP × ΩRC
and the FKES measure µ¯. For this we need the following “building blocks”. First we
introduce the stochastic matrix that defines the mapping (by matrix multiplication)
from the RC to the FKES model
M
(
B, (σ,A)
)
:= q−c(B) 1
(
A = B
)
1
(
σ ∈ Ω(B)
)
. (5)
Note that M defines an operator (like in (1)) that maps from L2(µ¯) to L2(µ) and
its adjoint operator M∗ can be given by the stochastic matrix
M∗
(
(σ,A), B
)
= 1
(
A = B
)
.
The following matrix represents the updates of the RC “coordinate” in the FKES
model. For (σ,A), (τ, B) ∈ ΩJ and e = {e1, e2} ∈ E let
Te
(
(σ,A), (τ, B)
)
:= 1
(
σ = τ
)

p, B = A ∪ e and σ(e1) = σ(e2)
1− p, B = A \ e and σ(e1) = σ(e2)
1, B = A and σ(e1) 6= σ(e2)
0, otherwise.
(6)
Clearly, one of the first two cases corresponds to B = A. Since the transition
probabilities Te
(
(σ,A), (τ, B)
)
, which are 0 for σ 6= τ , do not depend on whether
e ∈ A or not, it is convenient to state them in the above form.
Before we state the Swendsen-Wang and the single-bond dynamics in terms of
the matrices from (5) and (6), we state some properties that will be useful.
Lemma 3. Let M , M∗ and Te be the matrices from above. Then
(i) M∗M and Te are self-adjoint in L2(µ¯).
(ii) MM∗(A,B) = 1
(
A = B
)
and thus M∗MM∗M =M∗M .
(iii) TeTe = Te and TeTe′ = Te′Te for all e, e
′ ∈ E.
(iv) ‖Te‖µ¯ = 1 and ‖M
∗M‖µ¯ = 1.
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Proof. Part (i) and (ii) follow from the definition. Part (iii) comes from the fact
that the transition probabilities depend only on the “coordinate” that will not be
changed and (iv) follows from (i), (ii) and (iii), since ‖Te‖µ¯ = ‖T
2
e ‖µ¯ by (iii) and
‖T 2e ‖µ¯ = ‖Te‖
2
µ¯ by self-adjointness of Te.
Now we can state the desired Markov chains with the matrices from above.
Lemma 4. Let M , M∗ and Te be the matrices from above. Then
(i) PSW = M
(∏
e∈E
Te
)
M∗.
(ii) PSB =
I
2
+ 1
2|E|
∑
e∈E
M TeM
∗.
From Lemma 3(iii) we have that the order of multiplication of the Te’s in (i) is
unimportant.
Proof. For (i) note that(∏
e∈E
Te
)(
(σ,A), (τ, B)
)
= 1
(
σ = τ
)
1
(
B ⊂ E(σ)
)
p|B|(1− p)|E(σ)|−|B|.
Hence,
M
(∏
e∈E
Te
)
M∗
(
A,B
)
=
∑
σ∈ΩP
M
(
A, (σ,B)
)(∏
e∈E
Te
)(
(σ,A), (τ, B)
)
=
∑
σ∈ΩP
q−c(A)1
(
σ ∈ Ω(A) ∩ Ω(B)
)
p|B|(1− p)|E(σ)|−|B|
= PSW(A,B).
For (ii) it is enough to prove Pe = M TeM
∗, where Pe is from (3). First we define
1e(σ) := 1
(
σ(e1) = σ(e2)
)
and 1e(A) := 1
(
e1
A
↔ e2
)
for σ ∈ ΩP, A ∈ ΩRC and
e = {e1, e2} ∈ E. Now write
Te
(
(σ,A), (σ,B)
)
= 1
(
B = A \ e
)
+ p1e(σ)
[
1
(
B = A ∪ e
)
− 1
(
B = A \ e
)]
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and note that |Ω(A)| = qc(A) and
q−c(A)
∑
σ∈Ω(A)
1e(σ) =
1
q
+ 1e(A)
(
1−
1
q
)
.
Hence,
M TeM
∗
(
A,B
)
=
∑
σ
q−c(A)1
(
σ ∈ Ω(A)
)
Te
(
(σ,A), (σ,B)
)
= 1
(
B = A \ e
)
+ p
[
1
(
B = A ∪ e
)
− 1
(
B = A \ e
)]
·
· q−c(A)
∑
σ∈Ω(A)
1e(σ)
=

p, B = A ∪ e and e1
A
↔ e2
1− p, B = A \ e and e1
A
↔ e2
p
q
, B = A ∪ e and e1
A
= e2
1− p
q
, B = A \ e and e1
A
= e2.
= Pe(A,B) for all A,B ∈ ΩRC with A⊖ B ⊂ e.
6 Main result
In this section we prove the following theorem.
Theorem 5. Let PSW and PSB be the transition matrices of the Swendsen-Wang
and single-bond dynamics from (2) and (3), respectively. Then
λ(PSW) ≥ λ(PSB).
This holds for arbitrary graphs G, p ∈ (0, 1) and q ∈ N.
Before we prove the theorem we state some corollaries. The first one gives an
analogous inequality for the mixing times of the two algorithms.
9
Corollary 6. Let PSW and PSB be the transition matrices of the Swendsen-Wang and
single-bond dynamics for the random-cluster model on G = (V,E) with parameters
p ∈ (0, 1) and q ∈ N. Then
τ(PSW) ≤
(
3 + |E| log
1
p(1− p)
+ |V | log q
)
τ(PSB).
Proof. By Lemma 1 and Theorem 5 we obtain
τ(PSW) ≤ log
(
2e
µmin
)
λ(PSW)
−1 ≤ log
(
2e
µmin
)
λ(PSB)
−1
≤ log
(
2e
µmin
)
τ(PSB) + 1
≤
(
3 + log
(
µ−1min
))
τ(PSB).
Since µ−1min can easily bounded by (p(1− p))
−|E| q|V | the result follows.
The next two corollaries show some rapid mixing results for the Swendsen-Wang
dynamics. These are stated in terms of the spectral gap, but by Lemma 1 one can
also use mixing times, adding the same factor as in Corollary 6. The first one is rapid
mixing if the underlying graph is a tree, which is already known (see e.g. [CF99],
[BCT12]). The second is rapid mixing for graphs with bounded linear-width, which
follows from a result of Ge and Sˇtefankovicˇ [GSˇ12]. For this we define the linear-
width of a graph G = (V,E) as the smallest number ℓ such that there exists an
ordering e1, . . . , e|E| of the edges with the property that for every i ∈ [|E|] there are
at most ℓ vertices that have an adjacent edge in {e1, . . . ei} and in {ei+1, . . . e|E|}.
See [GSˇ12] for bounds on the linear-width of paths, cycles, trees, and in terms of a
related quantity, the tree-width.
Corollary 7. Let PSW be the transition matrix of the Swendsen-Wang dynamics for
the random-cluster model on a tree T = (V,E). Then
λ(PSW)
−1 ≤ 2
(
1− p(1− q−1)
)−1
|E| .
Proof. Since µTp,q is a product measure, we can write
PSB(A,B) =
1
|E|
∑
e∈E
(
I + Pe
2
)
(A ∩ e, B ∩ e)
∏
f 6=e
1(A ∩ f = B ∩ f),
10
where (I + Pe)/2 can be seen (here) as a 2×2-matrix, i.e. the transition matrix
of the single-bond dynamics on a single edge. This matrix has the eigenvalues 1
and (1 + p(1 − q−1))/2. We obtain by [LPW09, Lemma 12.11] that λ(PSB)
−1 =
2
(
1− p(1− q−1)
)−1
|E|. This concludes the proof.
Note that this bound improves the one given in [BCT12, Corollary 3.2], because
it does not depend on maximum degree and depth of the tree.
The next results follows immediately from [GSˇ12].
Corollary 8. Let PSW and PSB be the transition matrices of the Swendsen-Wang
and single-bond dynamics for the random-cluster model on a graph G = (V,E) with
linear-width bounded by ℓ. Then
λ(PSW)
−1 ≤ λ(PSB)
−1 ≤ 4 |E|2 qℓ+1. (7)
Proof. The first inequality is Theorem 5 and the second follows from [GSˇ12]. In
this article the authors consider the Metropolis version of the single-bond dynamics.
This Markov chain has transition probabilities
PM(A,A⊖ e) =
1
2 |E|
min
{
1, qc(A⊖e)−c(A)
(
p
1− p
)|A⊖e|−|A|}
, A ⊂ E,
with PM(A,A) such that PM is a stochastic matrix. For this Markov chain they
proof a lower bound on the congestion, which is defined as follows. Let Γ = {γAB :
A,B ⊂ E}, where γAB are paths from A to B in the (directed) graph H = (ΩRC, E)
with E = {(A,B) : PM(A,B) > 0}. Then we define the congestion of PM (w.r.t. Γ)
by
̺(PM,Γ) := max
(B1,B2)∈E
1
µ(B1)PM(B1, B2)
∑
A,C:(B1,B2)∈γAC
|γAC|µ(A)µ(C),
where |γAC| denotes the length of the path. The bound of [GSˇ12, Lemma 16] is
̺(PM,Γ) ≤ 2 |E|
2 qℓ for a suitable choice of Γ, and so we obtain by [DS91, Prop. 1]
(note that PM is lazy) that
λ(PM)
−1 ≤ 2 |E|2 qℓ.
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It is easy to show that PM(A,B) ≤ 2q PSB(A,B) for all A,B ⊂ E. Thus, we can
conclude by standard techniques (see e.g. [DSC93, eq. (2.3)]) that
λ(PSB)
−1 ≤ 2q λ(PM)
−1 ≤ 4 |E|2 qℓ+1.
6.1 Proof of Theorem 5
First we need the following technical lemma.
Lemma 9. Let H and G be two Hilbert spaces with corresponding inner products
〈f, f ′〉H and 〈g, g
′〉G for f, f
′ ∈ H and g, g′ ∈ G. Furthermore, let A : G → H be
a bounded linear operator with adjoint operator A∗, i.e. 〈A∗f, g〉G = 〈f, Ag〉H for
all f ∈ H, g ∈ G, and let B : G → G be a positive (i.e. 〈Bg, g〉G ≥ 0), bounded,
self-adjoint linear operator. Then
‖ABBA∗‖H→H ≤ ‖B‖G→G ‖ABA
∗‖H→H ,
where ‖B‖G→G := sup‖g‖G≤1 ‖Bg‖G (resp., for ‖·‖H).
Proof. By the assumptions, B has a unique positive square root B
1
2 , i.e. B = B
1
2B
1
2 ,
which is again self-adjoint (see, e.g., [Kre78, Th. 9.4-2]). We obtain
‖ABBA∗‖H→H = ‖AB‖
2
G→H ≤
∥∥∥AB 12∥∥∥2
G→H
∥∥∥B 12∥∥∥2
G→G
=
∥∥∥AB 12(AB 12 )∗∥∥∥
H→H
∥∥∥B 12 (B 12)∗∥∥∥
G→G
= ‖ABA∗‖H→H ‖B‖G→G .
Now we are able to state the proof of Theorem 5.
Proof of Theorem 5. Let Sµ and S(µ,µ¯) be the operators that are induced (see (1))
by the (transition) matrices Sµ(A,B) := µ(B) and S(µ,µ¯)(B, (σ,A)) = µ¯(σ,A) for all
A,B ⊂ E, (σ,A) ∈ ΩJ. We get from Lemma 3(iii) that
∏
e∈E Te = Te′
∏
e∈E Te for
all e′ ∈ E, and so ∏
e∈E
Te =
∏
e∈E
Te
∏
f∈E
Tf (8)
12
and ∏
e∈E
Te =
(
J
2
+
1
2 |E|
∑
f∈E
Tf
)∏
e∈E
Te, (9)
where J
(
(σ,A), (τ, B)
)
:= 1
(
(σ,A) = (τ, B)
)
. Define the operators T :=
∏
e∈E Te,
T = 1
|E|
∑
e∈E Te, and N := M−S(µ,µ¯). It is easy to verify that S(µ,µ¯)T S
∗
(µ,µ¯) = Sµ as
well as MT S∗(µ,µ¯) = S(µ,µ¯)TM
∗ = Sµ. The same holds if T is replaced by T . Thus,
‖NT N∗‖µ =
∥∥MTM∗ −MT S∗(µ,µ¯) − S(µ,µ¯)TM∗ + S(µ,µ¯)T S∗(µ,µ¯)∥∥
= ‖MTM∗ − Sµ‖µ ,
(10)
and consequently
‖PSW − Sµ‖µ
L.4
= ‖MTM∗ − Sµ‖µ = ‖NT N
∗‖µ
(8)
= ‖NT T N∗‖µ = ‖NT ‖
2
L2(µ¯)→L2(µ)
,
because NT induces an operator that maps from L2(µ¯) to L2(µ) and the operator
T N∗ is its adjoint. Using submultiplicativity we obtain
‖PSW − Sµ‖µ
(9)
=
∥∥∥∥N (J + T2
)
T
∥∥∥∥2
L2(µ¯)→L2(µ)
≤
∥∥∥∥N (J + T2
)∥∥∥∥2
L2(µ¯)→L2(µ)
‖T ‖2µ¯
L.3
=
∥∥∥∥N (J + T2
)∥∥∥∥2
L2(µ¯)→L2(µ)
=
∥∥∥∥∥N
(
J + T
2
)2
N∗
∥∥∥∥∥
µ
L.9
≤
∥∥∥∥N (J + T2
)
N∗
∥∥∥∥
µ
=
∥∥∥∥M (J + T2
)
M∗ − Sµ
∥∥∥∥
µ
L.3
= ‖PSB − Sµ‖µ ,
where the last inequality comes from Lemma 9 with H = L2(µ), G = L2(µ¯), B =
J+T
2
, and A = N . The next to last equality is proven in the same way as (10).
Note that B is positive semidefinite (as a stochastic matrix with B(x, x) ≥ 1
2
for all
x ∈ ΩJ) and ‖B‖µ¯ = 1. This proves the claim, because λ(PSW) = 1− ‖PSW − Sµ‖µ.
Remark 10. Note that the proof of Theorem 5 would be correct also in the case of
the non-lazy single-bond dynamics, i.e. PSB =
1
|E|
∑
e∈E Pe, because similar to (9),
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we have
∏
e∈E Te =
(
1
|E|
∑
f∈E Tf
)∏
e∈E Te and
1
|E|
∑
f∈E Tf is positive semidefinite,
since so are all Te. But for convenience of the proof of Corollary 8 we choose to
consider the lazy version.
7 Mixing time bounds on the torus
In this section we prove that the mixing time of the single-bond dynamics on the
discrete d-dimensional torus of side length L at the transition temperature is expo-
nential in Ld−1, complementing a result of Borgs, Chayes and Tetali [BCT12]. For
the upper bound we use the bound of Corollary 8 together with a bound of the
linear-width of the d-dimensional torus. The lower bound follows from the lower
bound of the mixing time of the Swendsen-Wang dynamics from [BCT12, Theo-
rem 1.2]. Since this is closely related to (and also uses) their results, we refer to
[BCT12] and the references cited therein for details. Let
TL,d = (Z/LZ)
d
be the d-dimensional torus of side length L. We will prove the following theorems.
Theorem 11. Let PSB be the single-bond dynamics for the random-cluster model
on TL,d with parameters p ∈ (0, 1) and q ∈ N. Then for all L, d ≥ 2 we have
τ(PSB) ≤ exp
{
k1(p) + k2(q)L
d−1
}
,
where
k1(p) := log
(
1 + log
1
p(1− p)
)
and
k2(q) := 4 + 3 log q + log(1 + log q).
Theorem 12. Let d ≥ 2. Then there exists a constant k3 = k3(d) > 0 such that, for
q and L sufficiently large, the single-bond dynamics for the random-cluster model on
TL,d satisfies
τ(PSB) ≥ exp
{
k3 β0 L
d−1
}
for p = 1− eβ0,
where β0 is the Potts transition temperature, i.e. β0 =
1
d
log q +O(q−1/d).
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First we prove Theorem 12.
Proof. For the proof we have to consider the Swendsen-Wang dynamics for the Potts
model with Gibbs measure π = π
TL,d
β,q (see section 2) for β = β0, that performs the two
steps of the Swendsen-Wang dynamics (as given in section 4) in reverse order. We
denote its transition matrix by P˜SW. These two algorithms have the same spectral
gap if p = 1− e−β (see [U13, sec. 2.4]). We obtain from Lemma 1 that
τ(PSB) + 1 ≥ λ(PSB)
−1
Thm.5
≥ λ(PSW)
−1 = λ(P˜SW)
−1 ≥ log
(
2e
πmin
)−1
τ(P˜SW),
where πmin = minσ∈ΩP π(σ). Obviously, πmin ≥ e
−β|E|q−|V | for graphs G = (V,E).
We know from Theorem 1.2 of [BCT12] that there exists a constant k′3 = k
′
3(d) > 0
such that, for q and L large enough,
τ(P˜SW) ≥ exp
{
k′3 β0 L
d−1
}
for β = β0.
Thus, since |V | = Ld and |E| = dLd for G = TL,d, we obtain
τ(PSB) + 1 ≥
(
2 + Ld log q + βdLd
)−1
exp
{
k′3 β0 L
d−1
}
,
which implies (again for L large enough) that there exists a constant k3 = k3(d) > 0,
such that
τ(PSB) ≥ exp
{
k3 β0 L
d−1
}
for p = 1− eβ0 .
For the proof of Theorem 11 we need the following lemma.
Lemma 13. The linear-width of TL,d does not exceed 2L
d−1 + 1.
Proof. For the proof we need three other “widths” of graphs, i.e. path-width, proper
path-width, and bandwidth, but we omit their definition, because we do not need
them here. First note the following three facts:
1. Linear-width is not larger than path-width+1 [FT05, Lemma 2].
2. Path-width is not larger than proper path-width [KS96].
3. Proper path-width equals bandwidth [KS96, Theorem 3.2].
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Therefore it is enough to prove that bw(TL,d); i.e., the bandwidth of TL,d, is at most
2Ld−1. For this note that TL,d is the cartesian product of d cycles TL,1 of length L and
that bw(TL,1) = 2 (see [CCDG82, Theorem 4.1.1]). So we obtain by Corollary 4.3.2
of [CCDG82] that bw(TL,d) ≤ 2L
d−1.
Now we are able to prove Theorem 11.
Proof of Theorem 11. Let l be the linear-width of TL,d. We know from Lemma 13
that l ≤ 2Ld−1 + 1, and so l + 1 ≤ 3Ld−1 since L, d ≥ 2. It follows from Corollary 8
that
λ(PSB)
−1 ≤ 4d2L2dq3L
d−1
.
Set η = 1
p(1−p)
, and using Lemma 1, we obtain
τ(PSB) ≤ log
(
2e
µmin
)
λ(PSB)
−1
≤
(
2 + Ld log q + dLd log η
)
4d2L2dq3L
d−1
≤ 4d3L3dq3L
d−1
(1 + log q + log η)
= exp
{
log(4d3L3d) + 3 log(q)Ld−1 + log(1 + log q + log η)
}
≤ exp
{
4Ld−1 + 3 log(q)Ld−1 + log(1 + log q) + log(1 + log η)
}
≤ exp
{
k1(p) + k2(q)L
d−1
}
with k1 and k2 from Theorem 11. This proves the claim.
References
[BCT12] C. Borgs, J. Chayes, and P. Tetali, Tight bounds for mixing of the
Swendsen-Wang algorithm at the Potts transition point, Probab. The-
ory Related Fields 152 (2012), 509–557.
[CCDG82] P. Z. Chinn, J. Chvtalov, A. K. Dewdney, and N. E. Gibbs, The band-
width problem for graphs and matricesa survey, J. Graph Theory 6
(1982), 223–254.
[CF99] C. Cooper and A. M. Frieze, Mixing properties of the Swendsen-Wang
process on classes of graphs, Random Structures Algorithms 15 (1999),
242–261.
16
[DS91] P. Diaconis and D. Stroock, Geometric bounds for eigenvalues of Markov
chains, Ann. Appl. Probab. 1 (1991), 36–61.
[DSC93] P. Diaconis and L. Saloff-Coste, Comparison theorems for reversible
Markov chains, Ann. Appl. Probab. 3 (1993), 696–730.
[ES88] S.F. Edwards and A.D. Sokal, Generalization of the Fortuin-Kasteleyn-
Swendsen-Wang representation and Monte Carlo algorithm, Phys. Rev.
D 38 (1988), 2009–2012.
[FK72] C. M. Fortuin and P. W. Kasteleyn, On the random-cluster model. I.
Introduction and relation to other models, Physica 57 (1972), 536–564.
[FT05] F. V. Fomin and D. M. Thilikos, A 3-approximation for the pathwidth
of halin graphs, J. Discrete Algorithms 4 (2005), 499–510.
[Gri06] G. Grimmett, The Random-Cluster Model, Grundlehren Math. Wiss.
333, Springer-Verlag, Berlin, 2006.
[GSˇ12] Q. Ge and D. Sˇtefankovicˇ, A graph polynomial for independent sets of
bipartite graphs, Combin. Probab. Comput. 21 (2012), 695–714.
[Kre78] E. Kreyszig, Introductory Functional Analysis with Applications, John
Wiley & Sons, New York, 1978.
[KS96] H. Kaplan and R. Shamir, Pathwidth, bandwidth and completion prob-
lems to proper interval graphs with small cliques, SIAM J. Comput. 25
(1996), 540–561.
[LPW09] D. A. Levin, Y. Peres, and E. L. Wilmer, Markov Chains and Mixing
Times, with a chapter by J. G. Propp and D. B. Wilson, American
Mathematical Society, Providence, RI, 2009.
[U13] M. Ullrich, Comparison of Swendsen-Wang and heat-bath dynamics,
Random Structures Algorithms 42 (2013), 520–535.
17
