INTRODUCTION
There has recently been a surge of interest in the problem of testing for cointegration among economic time series. More generally, it is thought to be important, for both economic and statistical reasons, to be able to determine whether there is a stable long-run relationship between multiple economic series, even though each series is considered to be an I(1) process. See Campbell and Perron [4] for further discussion.
However, most studies address the question of testing the null hypothesis of no cointegration rather than cointegration, and there have been very few attempts to test the cointegration hypothesis directly [5,10,27,34]. Park, Ouliaris, and Choi [18] and Park [16] consider tests of the null of cointegration against the alternative of no cointegration, but their tests are rather ad hoc. Since our primary interest is the hypothesis of cointegration, it is often argued that cointegration would be a more natural choice of the null hypoth-esis. Yet no simple and straightforward residual-based statistical test of cointegration proceeds along these lines. This paper develops a direct residual-based test for cointegration using a structural single equation model. The test is also shown to be an LM test and involves procedures that are designed to detect the presence of stationarity in the residuals of cointegrating regressions among the levels of economic time series. This procedure represents a modification of the methodology proposed by Kwiatkowski, Phillips, Schmidt, and Shin (hereafter KPSS) [ where Yt and Zt are scalar and m-vector I(1) variables, and we develop appropriate procedures for testing the null hypothesis that Xt has no random walk error component. The basic difference between KPSS and this paper is just that I(1) regressors in the cointegrating regression are added to the components model. Therefore, our tests can be viewed as a multivariate extension of the KPSS stationarity tests, just as the above-mentioned cointegration tests are multivariate extensions of unit root tests. Since our null hypothesis is cointegration rather than no cointegration, our cointegration test does not suffer from the "conceptual pitfalls" indicated by Phillips and Ouliaris [27] . It is well known that the limiting distribution of the least-squares estimators of the cointegrating vector is in general nonstandard and biased [22, 24] . The distribution of cointegration test statistics based on the OLS estimator involves various nuisance parameters even asymptotically, and this poses a serious obstacle to inference. Most existing cointegration tests do not consider the issue of efficient estimation of the cointegrating vector. Recently, there have been many studies on the efficient estimation of the cointegrating vector [17, 22, 23, 25, 26, 33, 35] . Efficient estimation also simplifies the inference because it removes the nuisance parameters from the limiting distribution.
We will derive the limiting distribution of the test statistics for cointegration using an efficient estimator of the cointegrating vector, which will be shown not to involve any nuisance parameter dependency. Generally, the appropriately designed and transformed test statistics for cointegration should have the same limiting distribution even if we use different types of efficient estimators [17, 23, 25, 26, 33, 35] . It will be shown that the limiting distribution of the test statistic for cointegration involves a combination of a Brownian bridge and a functional of Brownian motion and also depends on the compound normal distribution (see [22] ). Note that this is different from the limiting distribution of the test statistic for no cointegration, which depends on a functional of Brownian motion only and contains spurious regression distribution (see [20] ).
Recently, Hansen [7] has proposed LM tests for parameter stability in the context of cointegrating regression models using the fully modified estimator of Phillips and Hansen [25] . His Lc test statistics in particular are similar to ours. He allows every coefficient to be a random walk and then tests the joint hypothesis that the variance of each random walk coefficient is zero. Under this null, the relationship is cointegrated, so his test is a test of the null of cointegration. However, his alternative is not the most natural one for a cointegration test, because under his alternative X, is not I(1). Our test fits his framework if all the coefficients except the intercept in the cointegrating relation are assumed to be constant, so only stability of the intercept is tested. See also Quintos and Phillips [31] and Tanaka [36] .
We apply our cointegration test to an aggregate consumption function and find that there is evidence of cointegration between real consumption expenditure and real disposable income over the postwar period.
The plan of the paper is as follows. The preliminary results and the relevant asymptotic theory are presented in Sections 2 and 3. Comparisons with other cointegration tests are given in Section 4. The results of the application are discussed in Section 5. Discussions and concluding remarks are given in Section 6. An Appendix contains proofs of the paper's results.
For notational convenience we use "-," to signify weak convergence and "-" to signify equality in distribution. Continuous stochastic processes such as the Brownian motion B(r) on [0,1] are simply written as B. We also write integrals with respect to Lebesgue measure such as fr B(r) dr simply as f B, and denote ET =l simply as Z.
PRELIMINARY RESULTS
To derive a residual-based test for cointegration, we consider a single equation specification. There are three cases: the cointegrating regression without intercept and trend, with intercept only, and with intercept and trend. yt = Zt;' + X,,
yt = a, + Z ,, + Xt,
where in each case Xt = ^t + vlt, yt = _t-I + u, and AZt = v2t. Here ut is i.i.d. (0, aU), so t, is a random walk. Our null hypothesis of cointegration is a2 = 0. We assume that ut is independent of vlt, which is not restrictive under the null but is restrictive under the alternative. The assumption that yo = 0 entails no loss of generality so long as the regression includes an intercept, as in (2) 
It is well known that the single-equation OLS estimators generally involve second-order bias terms due to the presence of A21, the correlation between vlt and v2t.3 Although the cointegrating vector j (m x 1) based on the OLS estimation is superconsistent, it is inefficient (see [22] ). In addition, inference is complicated because of the dependence of the limiting distribution of the estimated cointegration vector on nuisance parameters. Therefore, it is clear that the limiting distribution of the test statistics for cointegration based on the OLS residuals involves a function of the nuisance parameters cil, Q22, and A21. To avoid this problem, either we need a strict exogeneity assumption (in Theorem 1) or we need efficient estimation (in Theorem 2 , in which they also suggest a new consistent model selection criteria "PIC," which allows for automatic order selection of the stochastic regressors (and also the degree of the deterministic trend) and is designed to accommodate nonstationary series. However, the assumption given in (9) is sufficient to develop the asymptotic distribution of the test statistic for cointegration in this section. The same kind of extensions can also be applied to (2) and (3). Therefore, for a chosen lag truncation (K), we consider the modified least-squares regression equations: Additionally, there are a number of other important points to bear in mind. If there is cointegration in the demeaned specification given in (11), this may correspond to "deterministic cointegration," which implies that the same cointegrating vector eliminates deterministic trends as well as stochastic trends. But if the linear stationary combinations of 1(1) variables have nonzero linear trends as given in (12), this corresponds to "stochastic cointegration." For definitions of deterministic and stochastic cointegration, see Ogaki and Park [15] .
Critical values for C, C,, and C, are given in Table 1 
which can also be written as Yt = Alt + A2Zt + Vt with Alt = Al + yt.
This shows that the alternative hypothesis of a random walk only in the intercept is identical to "no cointegration," so that the test statistic in this case is a test of the null of cointegration against the alternative of no cointegration. In other words, our proposed test fits with Hansen's framework if all coefficients except the intercept term are assumed to be constant, so only stability of intercept is tested. However, Hansen's Lc statistic is not designed as a direct test for cointegration, because it actually tests the stability of all coefficients, not just the intercept term. As noted by Hansen, a rejection of the null of constant parameters does not imply the particular alternative the test is designed to detect. In particular, Xt is not an I(1) process under his alternative. Quintos and Phillips [31] derive similar LM tests for parameter constancy in cointegrating regressions using the single-equation varying coefficient regression. Although their test statistic is a test of the null of cointegration and has the advantage of detecting (specific) cointegration failure caused by subset of parameters, their alternative is not I(1) either (see also Tanaka [36] ). Therefore, these tests may not be as powerful as our test against the alternative of no cointegration.
EMPIRICAL APPLICATIONS: AGGREGATE CONSUMPTION FUNCTION
Three points are worth noting before we apply our cointegration test. First, we should pretest to see whether all dependent and independent variables are I(0) or I(1). We use both the KPSS stationarity test and the augmented Dickey-Fuller unit root test to check this property. Second, efficient estimation should be used to allow for correlation between the regression errors and first-differenced regressors. Here we use the dynamic OLS method, and we choose K = 5 (which is approximately equal to T1/3 in our application). This choice is also consistent with simulation results of Stock and Watson [35] . Finally, we use semiparametric corrections to remove persistent serial correlation of the residual process and therefore the long-run variance of the cointegrating regression residual is estimated using the Bartlett window. We choose f = 10 as the appropriate choice for the lag truncation parameter, based on the consideration that the residual from the cointegrating regression is generally very persistent, and based on the results of the KPSS Monte Carlo simulation which suggest that this choice is a compromise between the large size distortions that we expect for smaller number of lags and the low power that we expect for larger number of lags in the context of the univariate stationarity tests.
Since the empirical results of applying cointegration tests are critically dependent on the choice of f and K, especially on f, applied economists should pay attention to the central importance of these choices. General treatments of these choices are given in [29] for automatic choice of K using consistent model selection criteria, and in [1,2] for a data-dependent choice of f. In our example of an aggregate consumption function, however, the empirical results of applying our cointegration tests are not very sensitive to the choice of K after the value of f is selected. (These results are not reported but are available upon request.) We also note that the use of the plug-in bandwidth parameter recommended in [1] always gives a very large value of f when there is heavy autocorrelation (e.g., f = 41 is chosen for the Bartlett window when the estimate of the AR(1) parameter is 0.9 and T = 178, which is very plausible empirically), in which case the null of cointegration is rarely rejected. Unfortunately, it can be easily shown that the test statistic for cointegration using a prewhitened kernel estimator of the long-run variance with the plugin bandwidth parameter recommended in [2] is not consistent against the alternative of no cointegration. Therefore, we may conclude that our choices of f and K are relatively reasonable.
We now test for a stable long-run consumption function using data obtained from Citibase Data for 1947:1-1991:2. GC is nominal aggregate quarterly U.S. consumption expenditure; GCN is nominal aggregate quarterly U.S. nondurable consumption expenditure; GCS is nominal aggregate quar-terly U.S. service consumption expenditure; GYD is nominal total disposal income; GYD82 is real total disposable income in 1982 dollars; and GPOP is total population. The price deflator (P) is obtained by dividing GYD by GYD82, and is used to transform the variables (except for GPOP) into real units.
We consider two types of consumption data sets. First, we consider the consumption function using variables measured in total units; therefore, we use real total consumption expenditure (GC/P), real NDS consumption expenditure (GCN/P + GCS/P), and real disposable income (GYD82). Second, we consider the consumption function using variables measured in per capita (PC) units; we use PC real consumption expenditure (real total consumption expenditure/GPOP), PC real NDS consumption expenditure (real NDS consumption expenditure/GPOP), and PC real disposable income (GYD82/ GPOP). All consumption and income variables, after construction as just described, are then measured in logarithms.
In Table 2 , the results of applying the KPSS stationarity test and the augmented Dickey-Fuller unit root test to the above variables are given. It is found that real total consumption expenditure, real NDS consumption, real disposable income, PC real NDS consumption expenditure, and PC real disposable income are I(1) processes, possibly with drift, because for each we reject the stationarity hypothesis but not the unit root hypothesis. For PC real consumption expenditure, it is not clear whether these series are trend stationary or follow an I(1) process with drift, because we do not reject either trend stationarity or the unit root hypothesis; but since the null of trend CWe reject the trend stationarity at the 10% level. d*implies the rejection of the null hypothesis at the 5% level.
stationarity is rejected at the 10%o level, we may conclude that PC real consumption expenditure is close to an I(1) process. In Table 3 we present the results of applying our cointegration test and the Phillips-Ouliaris no-cointegration test to the consumption functions. We use demeaned and detrended equations (11) and (12) because it is reasonable to include intercept and/or trend in multiple time series regression. Since the concept of deterministic cointegration is stronger than the concept of stochastic cointegration, it is sensible that we first test for the presence of stochastic cointegration and then test for the presence of deterministic cointegration sequentially. There is strong evidence of stochastic cointegration between real total consumption (real NDS consumption) expenditure and real disposable income, because we do not reject the null hypothesis of cointegration but we do reject the null of no cointegration in the detrended specification. However, there is no clear evidence of stochastic cointegration between PC real consumption expenditure and PC real disposable income, and there is strong evidence of no cointegration between PC real NDS consumption expenditure and PC real disposal income.
Next we check for the presence of deterministic cointegration using the demeaned specification. There may be weak evidence of deterministic cointegration between real total consumption expenditure and real disposable income-although we reject both hypotheses, the null of cointegration is not rejected at the 2.5% level. On the other hand, it is not clear whether there is deterministic cointegration between real NDS consumption expenditure and real disposable income, because we fail to reject both hypotheses. Finally, when we use the data measured in per capita terms, the results are not clear either, so that there is no evidence of deterministic cointegration in this case.
We may conclude that there is weak evidence of deterministic cointegration between real total consumption expenditure and real disposable income over the postwar time period. On the other hand, there is strong evidence of stochastic cointegration between real NDS consumption expenditure and real disposable income. However, we do not find any evidence of cointegration for the consumption function using the data measured in per capita units. One may note in Table 3 that including a deterministic trend in the consumption function reduces the marginal propensity to consume by a considerable amount. This is probably evidence against the correctness of the specification. More formal testing procedures such as the Wald test for the restriction on the coefficients on intercept and/or trend could be used to arrive at more formal conclusions [33] .
DISCUSSION AND CONCLUDING REMARKS
We have derived the limiting distribution of a residual-based test for cointegration using a structural single equation model and tabulated its critical val- We apply our cointegration test to a bivariate empirical example of an aggregate consumption function. To get more comprehensive results, we combine our results with the results obtained using the Phillips-Ouliaris test statistics for no cointegration. We find that there is evidence of cointegration between real total consumption (real NDS consumption) expenditure and real disposable income over the postwar period.
If there are more than two regressors in any meaningful economic relationship (e.g., a money demand function), our assumption that there is not a cointegrating relationship among the regressors needs to be checked. Thus, after we pretest whether the dependent variable and all regressors are I(1), we need to check whether or not there is cointegration among the regressors. In the case that there is cointegration among the regressors, we conjecture that the limiting distribution of the test statistic for cointegration is not fundamentally affected; that is, it depends only on the rank of the covariance matrix of the regressors, 222 (see Wooldridge [37] ). This is the case in which there is more than one cointegrating vector among the dependent variable and the regressors. Therefore, possible future research could be in the direction of extending our results to find the system-based tests for cointegration. This could be a useful addition to the Johansen tests [10] , which are basically a multivariate extension of unit root tests.
The results of this paper are mainly asymptotic. It has been shown that both parametric and semiparametric corrections or any combination can generally be used to deal with serial correlation of the residuals and the endogeneity of the regressors. In this paper, we suggest a conservative choice of the number of lags used in semiparametrically estimating the long-run variance of the residual of the cointegrating regression and of the number of leads and lags of first-differenced regressors to be used in parametrically estimating the cointegrating regression. However, the finite sample performance of our cointegration tests using different efficient estimators of the cointegrating vector, and using different lag windows and different choices of f and K (probably selected in a data-dependent way) is still unknown. Considering the fact that this choice matters in empirical applications using economic data with typical sample sizes (100 to 200), much care should be taken. Further research will be needed.
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1. This result is simply assumed in [19] . One of the referees kindly informs me that a proof for linear processes is shown in [21] and that a proof for mixing process is shown in [9] . 
