We construct measures of individual forecasters' subjective uncertainty at horizons ranging from one to five years, incorporating a rich information set from the European Central Bank's Survey of Professional Forecasters. Our measures reflect the subjective expectations of market participants and are ex ante measures that do not require the knowledge of realized outcomes.
Introduction
Uncertainty varies over time and with the business cycle (Bloom, 2009; Bachmann and Bayer, 2013) . Heightened uncertainty in the Great Recession has prompted renewed efforts to investigate the expectations formation process, the nature of economic agents' information problems, and sources and consequences of uncertainty (Hellwig and Venkateswaran, 2009; Baker and Bloom, 2013; Leduc and Liu, 2016) . Survey forecasts can provide valuable information about the expectations formation process and the information environment (Mankiw et al., 2004; Coibion and Gorodnichenko, 2012) .
In this paper, we construct measures of individual forecasters' subjective uncertainty at horizons ranging from one to five years, using density (histogram) forecasts from the European Central Bank's Survey of Professional Forecasters (ECB SPF). Uncertainty refers to the spread (e.g. variance) of an individual agent's probability distribution about an outcome. We also construct measures of disagreement, or dispersion of expectations across forecasters, at each horizon. We explore the properties of uncertainty and disagreement over shorter and longer horizons, documenting four stylized facts.
First, the term structure of uncertainty is linear -that is, uncertainty at the one-year and two-year horizons can almost perfectly predict uncertainty at the five-year horizon. This is true for both aggregate uncertainty and at the individual forecaster level. Barrero et al. (2017) show that implied volatility data is also characterized by linearity, so the entire term structure can be summarized by a level and a slope term.
Our second stylized fact is that the term structures of uncertainty and disagreement are qualitatively quite different. The term structure of disagreement is not characterized by high linearity. Average uncertainty nearly always increases with forecast horizon, while disagreement is at times increasing, decreasing, or non-monotonic in forecast horizon. We thus contribute to a literature on the empirical and theoretical distinctions between disagreement and uncertainty, but our distinction is to focus on differences in their term structures (Zarnowitz and Lambros, 1987; Boero et al., 2008; D'Amico and Orphanides, 2008; Lahiri and Sheng, 2010; Rich and Tracy, 2010; Abel et al., 2016; Kozeniauskas et al., 2018) .
Third, we document substantial heterogeneity across forecasters in both the level and term structure of uncertainty. While average uncertainty increases with forecast horizon, a sizeable minority of forecasters have higher uncertainty at shorter horizons. This heterogeneity is persistent. That is, particular forecasters tend to have particularly wide or narrow (or even inverted) term structures of uncertainty. We then explore the forecaster characteristics, including ex post forecast accuracy, tendency to disagree, and revision frequency, associated with the slope of the term structure.
Fourth, we show that not only the level, but also the slope of the term structure of uncertainty, is time-varying. Other authors have shown that uncertainty is countercyclical (Bloom, 2009 (Bloom, , 2014 Baker et al., 2016) . We confirm this, but also show that the slope is procyclical. In recessions, short-run uncertainty rises significantly more than long-run uncertainty. Lahiri and Sheng (2008) explore the dynamics of disagreement at varying horizons and estimate the relative importance of each component of disagreement due to differences in (i) the initial prior beliefs, (ii) the weights attached on priors, and (iii) interpreting public information. Similarly, Patton and Timmermann (2010) show that the term structure of disagreement can be used to determine the relative importance of various causes of disagreementdifferences in priors versus differences in private information. We argue that the term structure of uncertainty is also key to understanding the public and private information in the expectations formation process of economic agents. Guided by our stylized facts, we model forecasters' signal extraction process under an information structure with private and public channels of information that are subject to shocks, and derive implications for uncertainty and dispersion across forecast horizons.
Data and Measurement of Uncertainty and Related Variables
The European Central Bank (ECB) has conducted the Survey of Professional Forecasters (SPF) since 1999. Each quarter, approximately 60 forecasters provide point and density forecasts for inflation (π), GDP growth (g), and unemployment (u) over several horizons.
Density forecasts take the form of histograms; the forecaster assigns probabilities, summing to 100%, that the realization will fall in each bin. The density forecasts have a consistent bin width of 0.5 percentage points. This is an advantage over the U.S. Survey of Professional Forecasters, for which the bin width changes over time. The number of bins occasionally changes to try to ensure that large probabilities are not assigned to the upper and lower intervals, which are open-ended. Thus, for example, additional lower bins were added for the inflation and growth density forecasts in 2009.
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We consider forecasts at three horizons that are included on most survey dates: one-year, two-year, and five-year. The one-and two-year forecasts have rolling horizons, where the rolling one-year horizon refers to the month (for inflation and unemployment) or quarter (for growth) one year ahead of the latest available observation at the time of the survey.
The rolling two-year horizon refers to the month or quarter two years ahead of the latest available observation. For surveys on the third and fourth quarter of the year, the five-year horizon refers to five calendar years ahead, while on the first and second quarter of the year, the five-year horizon refers to four calendar years ahead.
Uncertainty Measurement
We use the density forecasts to construct a measure U x ith of ex ante, subjective uncertainty for each forecaster i, variable x, and horizon h in quarter t, defined as the variance of the density forecast. We estimate the variance and the mean of each forecaster's density 1 In the first quarter of 2009, many forecasters assigned high probability-sometimes even 100%-to the lowest bin for growth, corresponding to growth rates less than -1%. As a result, measured uncertainty in this period is artificially low, so we omit 2009Q1 growth uncertainty from subsequent analysis. In the second quarter, bins for growth rates of less than -6%, -6% to -5.5%, ..., -1.5% to -1% were added.
forecasts both parametrically and non-parametrically. Our parametric estimates come from fitting (via maximum likelihood) a generalized beta distribution to the density forecast, with supports determined by the individual forecast values. Liu and Sheng (2018) show that this distributional setting, which is highly flexible, performs best in terms of goodness of fit in mimicking the empirical histograms in the data, which can be asymmetric or irregular.
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Alternatively, following D'Amico and Orphanides (2008), we compute the variance of each density forecast nonparametrically by assuming that the probability is concentrated at the midpoint of each bin.
3 Our parametric and non-parametric uncertainty estimates are extremely similar, with correlation coefficients above 0.99. Therefore, in all subsequent analysis, we use the parametric variance estimate as our measure of uncertainty at the individual forecaster level. We also consider aggregate uncertaintyŪ 
Disagreement Measurement
Let F Disagreement D x th is defined as the cross-sectional variance of forecasts for variable x at horizon h. Note that this could refer to the heterogeneity of point forecasts or of the density means across forecasters. Since both measures are very similar (with correlation coefficients 2 The four distribution settings that Liu and Sheng compare include the normal distribution, as used by Giordani and Soderlind (2003) , the generalized beta distribution with no parameter constraint, the generalized beta distribution with supports determined by individual forecast values, and a combination of beta and triangle distributions, as used by Engelberg et al. (2009) .
3 D'Amico and Orphanides show that estimates of uncertainty computed with the assumption of midpoint probability concentration are very similar if probability is assumed to be uniformly distributed across each bin or if a normal distribution is fitted to the density forecast. Therefore, estimates of uncertainty are not sensitive to this assumption. around 0.8 or 0.9 depending on variable and horizon), for consistency with the literature we use the variance of F x ith .
We also define an individual-level measure of disagreement, which is the absolute difference of forecaster i's point forecast at time t for variable x at horizon h from the cross-section mean:
where N t is the number of forecasts made for that variable and horizon at time t.
Revision Frequency and Mean Squared Error
We also use the point forecast in defining a respondent's revision frequency and mean squared error (MSE). A forecaster's revision frequency for variable x at horizon h is the share of periods in which she makes a nonzero revision to her point forecast for x at horizon h.
Estimating the MSE requires data on the realization of the variables being forecasted, which we obtain from Eurostat. More detailed information on these variables appears in Appendix Tables A.1 
Stylized Facts
In this section, we present four stylized facts from our empirical analysis of the term structures of uncertainty and disagreement.
(1) The term structure of uncertainty is linear. and 2-year uncertainty (the slope). Table 1 shows that aggregate uncertainty at the 5-year horizon is largely explained by the level and slope statistic, with R 2 around 0.9 for each variable. Table 2 shows a panel version of this regression, in which the dependent variable is 5-year uncertainty for forecaster i in quarter t. Columns (1) through (3) do not include time or forecaster fixed effects, while (4) through (6) do. Again, for all variables, the term structure of uncertainty is highly linear. In the similar spirit, Barrero et al. (2017) document that volatility curves are linear, or in other words, that a regression of long-run implied volatility on short-run volatility and the difference between short-and medium-run volatility has a high R 2 . Notes: ECB SPF data. Uncertainty is the variance of a beta distribution fitted to an individual's density forecast. We take the average of log uncertainty across forecasters at time t. (2) Uncertainty is distinct from disagreement. growth to return to around 1.8% in the long-run, though they disagreed.
The term structure of disagreement is not as linear as the term structure of uncertainty. In Table 3 , we regress 5-year disagreement on 1-year disagreement and the difference between 1-and 2-year disagreement, and the R 2 values are much lower: 0.39, 0.14, and 0.40 for inflation, growth, and unemployment, respectively. Table 4 shows results from an analogous panel regression, where the dependent variable is the log absolute difference of forecaster i's 5-year forecast at time t from the consensus forecast. As in Table 2 , columns (4) through (6) include fixed effects. But here, the R 2 values are much closer to zero.
Note, too, that the ex ante uncertainty measure is also distinct from mean squared error (ex post uncertainty), which also has a less linear term structure (see Appendix Figure A.2   and Table A. 3). For growth, for example, the one-year forecast made in 2008Q4 had the largest ex post error. The mean forecast was 1.2%, and the realization was -5.5%. For the longer horizon forecasts, of course, even earlier forecasts were associated with larger errors ex post due to the recession. But ex ante, forecasters were not particularly uncertain in
2008Q4. The mean variance of their density forecasts was 0.3. It was not until the recession was fully underway that ex ante uncertainty rose, and it remained elevated even after ex post uncertainty fell. (3) There is substantial heterogeneity across forecasters in both the level and term structure of uncertainty.
Individual forecasters differ in both their level and term structure of uncertainty. for consumers and professional forecasters, respectively. We corroborate this finding that an individual forecaster's uncertainty is persistent, and also show that the term structure of uncertainty is persistent. Following Patton and Timmermann (2010), for each quarter, we rank forecasters in order of uncertainty for each variable and horizon, then compute transition matrices for each quartile. If uncertainty is not persistent, all table entries should be approximately 25%, but if uncertainty is persistent, the diagonal entries should be greater than the off-diagonals. Tables 5, 6 , and 7 show these transition matrices for inflation, growth, and unemployment, respectively, for each forecast horizon. They also show transition matrices for quartiles for the slope of the term structure of uncertainty. In all cases, the diagonal entries are significantly greater than 25%. Hence, both the level and the slope of the term structure of uncertainty are persistent, though the persistence is greater for the level than for the slope. Also see Appendix Table A .4, which shows panel regressions summarizing the persistence of the level and term structure of uncertainty.
To investigate the forecaster characteristics associated with the level and term structure of uncertainty, we limit our sample to the 40 forecasters who make at least 25 density ) for each variable x ∈ {π, g, u}.
First, we note that both the mean level and the mean slope are correlated across variables.
That is, a forecaster with relatively high average inflation uncertainty also has relatively high average growth and unemployment uncertainty. And a forecaster with a relatively wide term structure of uncertainty for inflation is also likely to have a relatively wide term structure for growth and unemployment (Appendix Table A .5).
We test whether the level and slope of a respondent's term structure of uncertainty vary with the forecaster's mean squared errors, tendency to disagree, and revision frequency.
When considering cross-sectional differences in mean squared forecast errors, it is important to control for differences over time in the difficulty of forecasting (Clements, 2016 
Then forecaster i's adjusted MSE for variable x at horizon h is the mean across t of (ẽ x ith ) 2 .
The adjusted MSE can differ substantially from the unadjusted MSE, since there is so much time variation in the cross section MSE (see Figure A. 2). We consider analogous adjustments for log uncertainty, individual disagreement, and revision frequency. 4 However, for these, the adjusted and unadjusted variables are almost perfectly correlated (see Appendix Table A .6).
Thus, for simplicity, we use unadjusted log uncertainty, individual disagreement, and revision frequency. error, tendency to disagree, and revision frequency, each at the one-year and five-year horizon.
We omit the two-year horizon of the independent variables to avoid collinearity issues. For each of the 40 forecasters, we have three observations corresponding to their inflation, growth, and unemployment forecasts. We use a panel regression with between-effects estimator, since we are interested in explaining why different forecasters have different uncertainty term structures.
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The first three columns show that uncertainty at each horizon decreases with long-run disagreement and revision frequency, but increases with long-run MSE. Thus, those who update more frequently and dissent more at the long-run horizon tend to be more confident at all horizons. And those who face high ex ante uncertainty at varying horizons are most likely to make large ex post forecast errors in the long run (but not in the short run). For MSE and disagreement, these effects are stronger as the forecast horizon increases. Thus, as shown in column 4, the slope of the uncertainty term structure (i.e. the difference between two-year and one-year log uncertainty) decreases with short-run MSE and long-run disagreement.
Appendix Table A .7 presents specifications with three alternative dependent variables: the share of a respondent's forecasts for which two-year uncertainty exceeds one-year uncertainty, the share for which five-year exceeds one-year uncertainty, and a dummy variable indicating that the forecaster's five-year uncertainty exceeds one-year uncertainty in at least 90% of periods. Results are qualitatively consistent with column (4) of Table 8 . Most notably, short-run disagreement is positively associated and long-run disagreement negatively associated with having higher long-run than short-run uncertainty, implying that disagreement might be a key driver of the term structure of uncertainty. (4) Short-run uncertainty is countercyclical, but the difference between longrun and short-run uncertainty is procyclical.
Both the level and term structure of uncertainty display some notable time variations. Uncertainty is countercyclical, but the slope of the term structure is procyclical. That is, in periods of low growth, uncertainty rises, but moreso at the shorter horizon, so the term structure narrows. The level of uncertainty also rises, and the term structure narrows, when inflation is far from target. Uncertainty rises when there is high economic policy uncertainty (as measured by the Economic Policy Uncertainty Index for Europe from Baker et al.
(2016)), 6 , and the slope is unchanged or falls.
Each of these patterns can be seen in Appendix relation between aggregate log uncertainty or the slope of the uncertainty term structure with growth, the deviation of inflation from target, and the EPU. The level of uncertainty is most strongly correlated with the EPU. The correlation of the EPU with the slope of uncertainty is only statistically significant for inflation uncertainty. This is consistent with Binder's (2017) finding that the U.S. EPU is more strongly correlated with shorter-run than longer-run inflation uncertainty. For inflation and growth, more than for unemployment, the difference between 5-year and 1-year log uncertainty is strongly procyclical (see Figure   5 ). In particular, the lowest growth rates in the first two quarters of 2009 correspond to the narrowest term structure of growth uncertainty and the only time when aggregate 1-year growth uncertainty was greater than aggregate 5-year growth uncertainty.
These patterns also appear in the panel regressions with forecaster fixed effects in Table   9 . For inflation, growth, and unemployment, we regress log uncertainty at the short and long horizon on growth, the deviation of inflation from target, the EPU, and forecaster fixed effects. We also regress the difference between 2-year and 1-year log uncertainty, the difference between 5-year and 1-year log uncertainty, and a dummy variable indicating that 5-year uncertainty is greater than 1-year uncertainty, on the same variables. For all variables, uncertainty declines with growth and increases with |π − 2|, and both effects are greater at the shorter horizon. Uncertainty increases with the EPU, with similar effects at each horizon.
Column 4 shows that the slope decreases with |π − 2|, and for inflation and growth forecasts, the slope increases with g. These results clearly show that while the level of term structure of uncertainty is countercyclical, its slope is procyclical. Notes: Robust, standard errors in parentheses. *** p< 0.01, ** p< 0.05, * p< 0.10. Panel regressions with forecaster fixed effects. In columns 1 and 2, dependent variable is log uncertainty for the 1-year and 5-year horizon, respectively, for inflation, growth, or unemployment, as indicated. In columns 3 and 4, dependent variable is the difference between 2-year and 1-year log uncertainty or the difference between 5-year and 1-year log uncertainty. In column 5, dependent variable is a dummy variable indicating greater uncertainty at 5-year than at 1-year horizon. All regressions include a constant term. EPU is rescaled (divided by 100) for ease of presenting coefficients. 
Information Structure and Expectation Updating
Following Baker et al. (2017) , we use a model in which N agents forecast an m-dimensional stationary Markov signal process {π t } using noisy public and private signals. The observation process for agent i is
where {η t } and {ν t (i)} are the public and private noise and the matrix A (i) (B) corresponds to the private (public) manifestation of the signal. We assume that {η t } is serially uncorrelated and -to allow for time-varying uncertainty -has a stochastic covariance matrix Σ t . The private noises {ν t (i)} are serially uncorrelated with deterministic covariance matrix Σ (i) .
State Space Representation
We first consider the forecasters' Kalman filtering process in the case that Σ t , the parameters governing {π t }, and the matrices B and A (i) are known. Later, to introduce first-and secondmoment shocks, we will consider the unknown parameters case.
Suppose there exists a matrix G such that π t = G x t , where x t is a Markovian state vector x t with transition equation:
for t ≥ 1, with initial value x 0 . We assume the transition matrix Φ has eigenvalues less than one in magnitude and that the signal innovations { t } are uncorrelated with x 0 , so that t is uncorrelated with x t−1 for t ≥ 1. The innovations' common covariance matrix is denoted Σ . Let
so that combining (3) with π t = G x t yields the observation equation
Evidently, {δ t (i)} is heteroscedastic white noise, with covariance matrix S t given by
Note that the only data available to the ith agent is {y t (i)}, and so estimates of the signal are to be constructed on this basis, without reference to the data available to some other agent j. Together, equations (5) and (4) 
We define the following quantities: the forecast of the state vector is
and its mean square error matrix is
The residual is the data minus its forecast, namely e t (i) = y t (i) − y t|t−1 (i), and its mean square error matrix are the correct quantities given a stationary state vector. In the case of a VAR(p) signal process, this initial variance can be computed directly from the companion form. Then for 1 ≤ t ≤ T , we compute
Equation (9) gives a recursive formula for the Kalman gain, and its dependence on the heteroscedastic noise is clearly given through V t (i) in (8). Moreover, equations (10) and (11) tell us how to update our one-step ahead prediction and forecast error variance for the state vector. Again, because the Kalman gain depends upon the heteroscedastic variance Σ t , both the state vector forecast and its uncertainty will be impacted. In order to obtain (k + 1)-step ahead forecasts (k ≥ 0), we compute
Var
where
] and is further described below. So (12) provides an optimal estimate of the forecasted signal, given the presence of noise with time-varying volatility.
We require a flexible and broad specification for the signal and noise processes, and propose the VAR(p) class for the signal, where p is taken sufficiently large to approximate a generic signal. We parametrize this process such that stationarity is guaranteed, as described in Roy, McElroy and Linton (2017) ; the private noise has variance matrix Σ (i) , which can be parameterized as a member of the space of symmetric positive definite matrices. For the dynamics of the public signal, we describe Σ t as a stochastic volatility process. the Cholesky decomposition Σ t = B t Ω t B t , where B t is unit lower triangular and Ω t is diagonal. The diagonal entries of Ω t each follow an exponential random walk, and the B t = exp{C t }, where C t is a lower triangular with zeroes on the diagonal. Each lower triangular element of C t follows an independent random walk. This framework -of a VAR(p) signal with the exponential random walk model for volatility -can be tailored to the user's specification through the parameter settings, which determine the dispersion for the random walk increments in the volatility process.
7 Chiu, Leonard and Tsui (1996) modeled Σ t as the matrix exponential of a symmetric matrix A t (which can take negative values), whose vech was modeled as a VAR process. Uhlig (1997) modeled Σ t via a generalized Cholesky decomposition, wherein the diagonal factor followed a positive random walk model. A Wishart autoregressive process was studied in Gouriéroux, Jasiak and Sufana (2009).
Temporary and Permanent Shocks
A temporary shock at some time index τ can be generated by scaling the diagonal entries of a single Σ t by some a > 0, but without altering B t or Ω t , so that the effect is transitory:
This ensures that Σ τ has values multiplied by 1+a, but the corresponding shock η τ will not be large unless the random vector is generated from the right tail of the normal distribution. We proceed by generating m random variables Z independently from the marginal distribution (2)), and multiplying the corresponding vector ζ by Σ 1/2 τ to obtain η τ . This modification to η t and Σ t at time t = τ will be designated as temporary first-moment and second-moment shocks.
A permanent shock at some time index τ involves dilating Σ t in the same manner as the temporary shock, but with the effect lasting for all times t ≥ τ :
This second-moment shock is paired with a first-moment shock obtained by generating a temporary first-moment shock ζ at time t = τ in the manner described above, and for t > τ we draw an independent standard normal random vector υ t , and set η t = Σ 1/2 t (ζ + υ t ). Note that in this construction, ζ corresponds to an initial up-swing at time τ , which is persistent at later times t > τ .
A Framework for Expectation Formation
The key three ingredients of our framework are: (i) multi-step ahead forecasting, (ii) stochastic volatility, and (iii) Kalman filter updating. The ith agent (1 ≤ i ≤ N ) observes both public and private signals and makes the forecast through a signal extraction process. Given the data {y t (i)} for 1 ≤ t ≤ T , for each agent i, we obtain the (k + 1)-step ahead forecast (12); calculation of the uncertainty relies upon P t+1|t−k (i) in (13), which is a special case of the multi-step ahead error covariance
i.e., the covariance of forecast errors for the ith agent (k + 1 steps ahead) and the jth agent ( + 1 steps ahead). The following result provides a recursive algorithm for computing these covariances, based upon recursions for the one-step ahead error covariances
Note that setting j = i and = k we obtain
k,k (t), and furthermore Q
(ii)
Proposition 1 The covariance of one-step ahead prediction errors across agents, Q (ij) t+1|t , can be computed recursively by
with the initialization Q 
where k ≤ − 2 in the last case, and where the matrix products are computed with the lowest index matrix first, and multiplying on the right by matrices of higher index.
It is clear that Proposition 1 can be used to compute the mean squared error (MSE) of multi-step ahead forecast errors, and is a new result in the state space literature of interest in its own right. Beyond supplying the covariances needed to compute (13), the proposition also allows us to compute aggregate forecaster MSE. If we have interest in some linear composite of economic agents' results, say
for given weights w i , then the corresponding target is N i=1 w i π t+k+1 , which equals π t+k+1 when the weights sum to one. The variance of the discrepancy between π t+k+1|t and π t+k+1 is the forecast MSE, given by
To compute (18) recursively, for fixed k, we only need the first formula in Proposition 1, which in turn requires us to know Q (ij) t+1|t , and is calculated from (16). The disagreement across agents is defined as the sample variability of the forecasts across forecasters, i.e.,
This is easily computed from (12) and (17). To see this, we can show that
which expresses the (h+k +1)-step ahead dispersion in terms of (k +1)-step ahead dispersion (of the state vector).
Let the aggregate forecast uncertainty be defined as
which represents an average (across agents) of the variability in k-step ahead forecasting of the state vector. Then we have the following result.
Proposition 2 The covariance of prediction errors across one forecast horizon and multiple agents can be recursively computed via
Hence the aggregate forecast uncertainty satisfies
5 Simulation [TO BE DONE] 
Conclusion
It is well known that uncertainty rises in recessions, and did so especially in the Great
Recession. Less known is that the term structure of uncertainty also changes in recessions, becoming more narrow. We have documented the cyclicality and other properties of the term structure of uncertainty for European professional forecasters.
We have also built a model with noisy public and private information subject to shocks that can capture the key empirical properties of the term structure of uncertainty. 
Appendix A Tables and Figures
g i5 − ln U g i1 ln U u i5 − ln U u i1 ln U π i5 − ln U π i1 0.74 0.35 ln U g i5 − ln U g i1
0.27
Notes: Table shows the correlation across variables of the mean level and slope of the term structure of uncertainty for the 40 forecasters who made at least 25 forecasts of each variable and horizon. Notes: Robust, standard errors in parentheses. *** p< 0.01, ** p< 0.05, * p< 0.10. In column (1), the dependent variable is the share of forecasts for which forecaster i's uncertainty is greater at the 2-year than at the 1-year horizon. In column (2), the dependent variable is the share of forecasts for which forecaster i's uncertainty is greater at the 5-year than at the 1-year horizon. The column (3) dependent variable is a dummy variable indicating that forecaster i has greater uncertainty at the 5-year than at the 1-year horizon in at least 90% of periods. This dummy variable has mean 0.275. Sample includes the 40 forecasters who made at least 25 forecasts of each variable and horizon. The convention regarding the product symbols is as discussed in Proposition 1. Hence the multi-step ahead forecasting errors can be re-expressed as
when k ≤ − 2; when k = − 1 the simpler formula is
From these expressions, the formulas for R k, can now be deduced. The case R , is standard, whereas for R −1, indicates we should set k = − 1, and together with
we find R −1, has the stated expression. This uses the fact that x t+1− |t− (i) − x t+1− is uncorrelated with δ t− +1 (i), as well as t+1−n for 0 ≤ n ≤ − 1. Next, for k ≤ − 2 we compute R k, using (23) together with (22).
Proof of Proposition 2 Forecasting the state vector k + 1 steps ahead (k ≥ 0) is given by x t+k+1|t (i) = Φ k x t+1|t (i), and the corresponding forecast error is The two terms on the right hand side are uncorrelated with one another, and hence we obtain the relation (20). Next, setting h = 0 and using P t+k+1|t (i) = R
(ii) k,k (t+k) and summing against w i (which sum to one), we obtain the recursive relation for aggregate forecast uncertainty.
