Abstract. A Gelfand-Cetlin system is a completely integrable system defined on a partial flag manifold whose image is a rational convex polytope called a Gelfand-Cetlin polytope. Motivated by the study of Nishinou-Nohara-Ueda [NNU10] on the Floer theory of Gelfand-Cetlin systems, we provide a detailed description of topology of Gelfand-Cetlin fibers. In particular, we prove that any fiber over an interior point of a k-dimensional face of the Gelfand-Cetlin polytope is an isotropic submanifold and is diffeomorphic to (S 1 ) k × N for some smooth manifold N . We also prove that such N 's are exactly the vanishing cycles shrinking to points in the associated toric variety via the toric degeneration. We also devise an algorithm of reading off Lagrangian fibers from the combinatorics of the ladder diagram.
Introduction
A (complex) partial flag manifold of Lie type A can be defined as the co-adjoint orbit O λ of an element λ in the dual Lie algebra of the unitary group. The choice of λ determines a KirillovKostant-Souriau symplectic form ω λ , a U (n)-invariant Kähler form on O λ . The GelfandCetlin system Φ λ : (O λ , ω λ ) → R dim C O λ is a completely integrable system on the orbit O λ constructed by Guillemin and Sternberg [GS83] . The Gelfand-Cetlin system resembles a toric moment map in the sense that the image is a convex polytope ∆ λ and the fiber over every interior point of ∆ λ is a Lagrangian torus. One major difference from the toric moment map is that the map Φ λ is smooth over the interior of ∆ λ but only continuous up to the boundary of ∆ λ .
One notable feature of the Gelfand-Cetlin system Φ λ is that non-torus Lagrangian fibers may appear at some boundary strata of ∆ λ . Those non-torus Lagrangian fibers are particularly important to realize Strominger-Yau-Zaslow and homological mirror symmetry of partial flag varieties in full generality. The appearance of such non-torus Lagrangian fibers is responsible for the incompleteness of the Givental-Hori-Vafa mirror, the Floer theoretical SYZ mirror of the Lagrangian torus fibration Φ λ derived by [NNU10] , in order to study closed mirror symmetry. For instance, the Jacobian ring of the torus mirror sometimes has too small rank to compute the quantum cohomology ring. Moreover, some non-torus Lagrangian fibers are indeed non-zero objects in the Fukaya category. Partly because of lack of understanding of Lagrangian fibers in higher dimensional partial flag varieties, Floer theory of non-torus Lagrangians in only limited cases is understood, see [NU16, EL19] .
In this paper, motivated by those works, we study Lagrangian fibers of the Gelfand-Cetlin systems in details and classify all Lagrangian fibers some of which have their topological type not of tori. The first main result of the paper is stated as follows.
Theorem A (Theorem 4.12). Let Φ λ be the Gelfand-Cetlin system on the co-adjoint orbit (O λ , ω λ ) for λ ∈ u(n) * and let ∆ λ be the corresponding Gelfand-Cetlin polytope. For any point u ∈ ∆ λ , the fiber Φ −1 λ (u) is an isotropic submanifold of (O λ , ω λ ) and is the total space of an iterated bundle The process building up the iterated bundle in Theorem A is constructive and algorithmic. In the light of the work of the first named author with An and Kim [ACK18] , the face structure of the polytope ∆ λ can be described in terms of certain subgraphs of the ladder diagram corresponding to λ. Their description enables us to reveal the iterated bundle structures of fibers of Φ λ from the ladder diagram, responding to the face structure of ∆ λ . As a byproduct, we obtain a complete classification of Lagrangian fibers of Φ λ . The explicit process will be crucial for applications of the Gelfand-Cetlin systems to symplectic geometry and mirror symmetry.
Remark 1.1. There is a B or D-type analogue of Theorem A in [CK] . In this case, an even-dimensional sphere can appear as a factor of fibers in the iterated bundle described in Theorem A.
The second goal of this paper is to analyze how Gelfand-Cetlin fibers deform under the toric degeneration of a partial flag manifold to the toric variety associated with the polytope ∆ λ in [GL96, KM05] . To compute the disc potential in [FOOO09, CO06, FOOO10] , NishinouNohara-Ueda [NNU10] constructed a toric degeneration from the Gelfand-Cetlin system Φ λ to the toric moment map Φ. It leads to the following commutative diagram (1.1) (O λ , ω λ )
where φ is a contraction map from O λ onto X λ , cf. [Rua02, HK15] . Our second main theorem is stated as follows.
Theorem B (Theorem 6.9). Let u be a point lying on the relative interior of an r-dimensional face of the Gelfand-Cetlin polytope ∆ λ . Then every S 1 -factor appeared in any stage of the iterated bundle given in Theorem A comes out as a trivial factor and we get
where Y (u) is the iterated bundle obtained from the original bundle by removing all S 1 -factors. Moreover, the map φ : Φ −1 λ (u) → Φ −1 (u) is nothing but the projection T r × Y (u) → T r onto the first factor.
According to the work of Batyrev, Ciocan-Fontanine, Kim, and Van Straten [BCFKvS00] , the toric degeneration can be interpreted as a smoothing of conifold strata (via a part of conifold transition). Namely, through the map φ in (1.1), a partial flag manifold is deformed into a singular toric variety having conifold strata. Theorem B tells us how each fiber degenerates into a toric fiber. Every odd-dimensional sphere of dimension > 1 appeared in each stage of the iterated bundle {E • } contracts to a point, while each S 1 -factor persists.
Remark 1.2. The persistence of the S 1 -factors in type A can be highlighted by comparing the Gelfand-Cetlin systems of type B, D. Some S 1 -factor in the analogue of Theorem A might degenerate to a point, cf [CK] .
The following Table 1 summarizes our results in the present paper.
Gelfand-Cetlin fiber
Toric moment fiber over any point isotropic submanifold over any interior point Lagrangian torus over any point in the relative interior of a k-dim face f π 1 (fiber) = Z k , π 2 (fiber) = 0 (S 1 ) k × N f (S 1 ) k can be Lagrangian can not be Lagrangian Table 1 . Features of Gefand-Cetlin fibers and toric fibers
The present paper serves as the foundation for subsequent papers of the authors on the study of symplectic topology of Gelfand-Cetlin fibers and relevant Lagrangian Floer theory. In the second paper [CKOb] , using the description of Lagrangians faces in this article, we prove that non-torus Lagrangian fibers satisfying certain Bohr-Sommerfeld conditions cannot be displaced by any time-dependent Hamiltonian diffeomorphisms on monotone full flag manifolds. The third paper [CKOa] discusses the cotangent bundle of a homogeneous manifold which arises as a Gelfand-Cetlin Lagrangian fiber. Using [CKOb] , we produce monotone or non-displaceable Lagrangians therein. This paper is organized as follows. In Section 2, we review basic properties of GelfandCetlin systems. Section 3 discusses the face structure of a Gelfand-Cetlin polytope and describe it in terms of certain subgraphs of the ladder diagram associated with the polytope. Section 4 is devoted to introducing combinatorics of ladder diagrams that will be used to describe the Gelfand-Cetlin fibers and classify all Lagrangian faces. In Section 5, we provide the proof of Theorem A. Finally, the proof of Theorem B will be given in Section 6.
The material of the present paper is taken from Part I of our arXiv posting arXiv:1704.07213 which has been circulated since April 2017. Part II thereof forms the material of [CKOb] .
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Gelfand-Cetlin systems
In this section, we briefly overview Gelfand-Cetlin systems on partial flag manifolds.
For a given r ∈ N and an integer sequence such that (2.1) 0 = n 0 < n 1 < n 2 < · · · < n r < n r+1 = n, the partial flag manifold F(n 1 , · · · , n r ; n) is the space of nested sequences of complex vector subspaces whose dimensions are n 1 , · · · , n r , respectively. That is,
In particular, we call F(1, 2, · · · , n − 1; n) the full flag manifold and denoted by F(n).
The linear U (n)-action on C n induces a transitive U (n)-action on F(n 1 , · · · , n r ; n) and each flag has an isotropy subgroup isomorphic to
2.1. Description of F(n 1 , · · · , n r ; n) as a co-adjoint orbit of U (n)
Consider the conjugate action of U (n) on itself. The action fixes the identity matrix I n ∈ U (n), which induces the U (n)-action, called the adjoint action and denoted by Ad, on the Lie algebra u(n) := T In U (n). Note that u(n) is the set of (n × n) skew-Hermitian matrices
and the adjoint action can be written as
The co-adjoint action Ad * of U (n) is the action on the dual Lie algebra u(n) * induced by Ad, explicitly given by
Proposition 2.1 (p.51 in [Aud] ). Let H n = iu(n) ⊂ M n (C) be the set of (n × n) Hermitian matrices with the conjugate U (n)-action. Then there is a U (n)-equivariant R-vector space isomorphism φ : H n → u(n) * .
Henceforth, we always think of the co-adjoint action of U (n) on u(n) * as the conjugate U (n)-action on H n . Let λ = {λ 1 , · · · , λ n } be a non-increasing sequence of real numbers such that (2.4)
and let I λ = diag(λ 1 , · · · , λ n ) ∈ H n be the diagonal matrix whose i-th diagonal entry is λ i for i = 1, · · · , n. Then the isotropy subgroup of I λ is given by 
If we denote by O λ the U (n)-orbit of I λ , then we have
which is diffeomorphic to F(n 1 , · · · , n r ; n). We call O λ the co-adjoint orbit associated with eigenvalue pattern λ.
Remark 2.2. Any two similar matrices have the same eigenvalues with the same multiplicities and any Hermitian matrix is unitarily diagonalizable. Thus the co-adjoint orbit O λ is the set of all Hermitian matrices having the eigenvalue pattern λ respecting the multiplicities.
Symplectic structure on a co-adjoint orbit O λ
For any compact Lie group G with the Lie algebra g and for any dual element λ ∈ g * , there is a canonical G-invariant symplectic form ω λ , called the Kirillov-Kostant-Souriau symplectic form (or KKS form shortly), on the orbit O λ . Furthermore, O λ admits a unique G-invariant Kähler metric compatible with ω λ , and therefore (O λ , ω λ ) forms a Kähler manifold. We refer the reader to [Bry95, p.150 ] for more details.
The KKS form ω λ can be described more explicitly in the case where G = U (n) as below. For each h ∈ H n , we define a real-valued skew-symmetric bilinear form ω h on u(n) = iH n by
The closedness of ω λ then follows from the Jacobi identity on u(n), see [Aud, p.52] for more details.
Remark 2.3. The diffeomorphism type of O λ does not depend on the choice of λ but on k • 's (or n • 's). However, the symplectic form ω λ depends on the choice of λ. Indeed, assuming λ being integral, the choice of λ determines a projective embedding of O λ . For instance, two co-adjoint orbits O λ and O λ have k 1 = k 2 = 1 when λ = {1, −1} and λ = {1, 0} and both orbits are diffeomorphic to U (2)/ (U (1) × U (1)) ∼ = P 1 . However, the symplectic area of (O λ , ω λ ) and (O λ , ω λ ) are two and one, respectively. Any partial flag manifold is known to be a Fano manifold and hence it admits a monotone Kähler form. The following proposition gives a complete description of the monotonicity of ω λ .
Proposition 2.4 (p.653-654 in [NNU10] ). The symplectic form ω λ on O λ satisfies
if and only if
for some m ∈ R.
Completely integrable system on O λ
We adorn a co-adjoint orbit (O λ , ω λ ) with a completely integrable system, called the Gelfand-Cetlin system. We recall a standard definition of a completely integrable system. Definition 2.5. A completely integrable system on a 2n-dimensional symplectic manifold (M, ω) is an n-tuple of smooth functions
If Φ is a proper map, the Arnold-Liouville theorem states that for any regular value u ∈ R n of Φ the connected component of the preimage Φ −1 (u) is a Lagrangian torus. However, if u is a critical value, the fiber might not be a manifold in general.
Harada and Kaveh [HK15] proved that any smooth projective variety equips a completely integrable system whenever it admits a flat toric degeneration. (See Section 6 for more details.) However, the terminology "completely integrable system" used in [HK15] is a weakened version of Definition 2.5 in the following sense. Definition 2.6. A (continuous) completely integrable system on a 2n-dimensional symplectic manifold (M, ω) is a collection of n continuous functions
such that there exists an open dense subset U of M on which (1) each Φ i is smooth, (2) {Φ i , Φ j } = 0 for every 1 ≤ i, j ≤ n, and (3) dΦ 1 , · · · , dΦ n are linearly independent.
For any co-adjoint orbit (O λ , ω λ ), Guillemin and Sternberg [GS83] constructed a completely integrable system (in the sense of Definition 2.6)
called the Gelfand-Cetlin system on O λ (GC system for short) with respect to the KKS symplectic form ω λ . The GC system on O λ is in general continuous but not smooth. From now on, a completely integrable system will be meant to be a conitnuous completely integrable system in Definition 2.6 unless stated otherwise. We briefly recall the construction of the GC system on O λ as follows. (See also [NNU10, p.7-9].) Let n • 's and k • 's be given in (2.1) and (2.2), respectively, and let λ be a nonincreasing sequence satisfying (2.4). From (2.3), it follows that
is also a Hermitian matrix, the eigenvalues are all real. Let (2.5)
be an index set (where |I| = n(n+1) 2
). We then define the real-valued function
λ (x) is defined to be the i-th largest eigenvalue of x (i+j−1) . In particular, the eigenvalues of x (k) are arranged by
λ (x) in descending order. Collecting all Φ i,j λ 's for (i, j) ∈ I, we obtain Φ λ . Definition 2.7. Let λ be given in (2.4). The Gelfand-Cetlin system Φ λ associated with λ is defined by the collection of real-valued functions (2.6)
Remark 2.8. We label each component of Φ λ by multi-index (i, j) ∈ I such that Φ i,j λ corresponds to the lattice point (i, j) ∈ Z 2 in a ladder diagram in Definition 3.1. (See also Figure 9 .) Notice that the labeling of components of Φ λ used in [NNU10] is different from ours. Now, we consider the coordinate system of R n(n+1)/2
λ (x) for each (i, j) ∈ I, the min-max principle implies that the components u i,j 's satisfy the following pattern :
Note that by definition, Φ i,n+1−i λ ≡ λ i is a constant function for each i = 1, · · · , n. More generally, since λ n i−1 +1 = · · · = λ n i by our assumption (2.4), the min-max principle (2.8) implies that Φ
as the Gelfand-Cetlin system. By abuse of notation, the collection is still denoted by Φ λ . Guillemin and Sternberg [GS83] prove that Φ λ satisfies all properties given in Definition 2.6, and hence it is a completely integrable system on O λ
1
. We will not distinguish two notations (2.6) and (2.10) unless any confusion arises.
Definition 2.9. The Gelfand-Cetlin polytope 2 ∆ λ (or GC polytope for short) is the collection of points (u i,j ) satisfying (2.8).
Proposition 2.10 ( [GS83] ). The Gelfand-Cetlin polytope ∆ λ coincides with the image of O λ under Φ λ .
Smoothness of Φ λ
Let λ be given in (2.4) and let Φ λ be the GC system on (O λ , ω λ ). In general, Φ λ is not smooth on the whole O λ . However, the following proposition due to Guillemin-Sternberg states that Φ λ is smooth on O λ almost everywhere. 
In 
Ladder diagram and its face structure
In order to visualize a GC polytope, it is convenient to use an alternative description of its face structure in terms of certain graphs in the ladder diagram provided by the first named author with An and Kim in [ACK18] . The goal of this section is to review their description of the face structure.
We begin by the definition of a ladder diagram. Let λ = {λ 1 , · · · , λ n } be given in (2.4). Then λ uniquely determines n • 's and k • 's in (2.1) and (2.2), respectively. (1) its vertex set is Z 2 ⊂ R 2 and (2) each vertex (a, b) ∈ Z 2 connects to exactly four vertices (a, b ± 1) and (a ± 1, b). The ladder diagram Γ(n 1 , · · · , n r ; n) is defined as the induced subgraph of Γ Z 2 that is formed from the set V Γ(n 1 ,··· ,nr;n) of vertices given by
As λ determines n • 's, we simply denote Γ(n 1 , · · · , n r ; n) by Γ λ . We call Γ λ the ladder diagram associated with λ. We call the vertex of Γ λ located at (0, 0) the origin. Also, we call v ∈ V Γ a top vertex if v is a farthest vertex from the origin with respect to the taxicab metric. Equivalently, a vertex v = (a, b) ∈ V Γ is a top vertex if a + b = n. • A subgraph γ of Γ λ is called a face of Γ λ if (1) γ contains all top vertices of Γ λ , (2) γ can be represented by a union of positive paths.
• For two faces γ and γ of Γ λ , γ is said to be a face of γ if γ ⊂ γ .
• The dimension of a face γ is defined by dim γ := rank Z H 1 (γ; Z), regarding γ as a 1-dimensional CW-complex. In other words, dim γ is the number of minimal cycles in γ.
It is straightforward from Definition 3.3 that for any two faces γ and γ of Γ λ , γ ∪ γ is also a face of Γ λ , which is the smallest face containing γ and γ . The following theorem tells us that the face structures of ∆ λ and Γ λ are equivalent. 
Example 3.5. Let λ = {λ 1 , λ 2 , λ 3 } with λ 1 > λ 2 > λ 3 . The co-adjoint orbit (O λ , ω λ ) is diffeomorphic to the full flag manifold F(3). Let Γ λ be the ladder diagram associated with λ as in Figure 3 . Here, the blue dots are top vertices and the purple dot is the origin of Γ λ . The zero, one, two, and three-dimensional faces of Γ λ are respectively listed in Figure 4 , 5, 6, and 7. Here, v i denotes a vertex for i ∈ {1, · · · , 7}, e ij is the edge containing v i and v j , f I is the facet containing all v i 's for i ∈ I, and I 1234567 is the three dimensional face, i.e., the whole Γ λ .
Figure 4. The zero-dimensional faces of Γ λ .
e For our convenience, we describe each point in ∆ λ by using Γ λ with a filling, putting each component u i,j of the coordinate system (2.7) of R |I| = R n(n+1) 2 into the unit box (i,j) whose top-right vertex is (i, j). The GC pattern (2.8) implies that {u i,j } (i,j)∈I is (3.1)
(1) increasing along the columns of Γ λ and (2) decreasing along the rows of Γ λ .
Example 3.6. Let O λ F(3) be the co-adjoint orbit from Example 3.5. Recall that the pattern (2.8) consists of the following inequalities:
The ladder diagram Γ λ with a filling by the variables u i,j 's is as in Figure 9 .
Figure 9. The ladder diagram Γ λ with u i,j 's variables. Now, we briefly explain how the map Ψ in Theorem 3.4 is defined. For a given face γ of Γ λ , consider γ with a filling by the variables u i,j 's for (i, j) ∈ I. The image of γ under Ψ is the intersection of facets supported by the hyperplanes that are given by equating two adjacent variables u i,j 's not divided by any positive paths in γ.
Example 3.7. Suppose that λ = {4, 4, 3, 2, 1} and let γ be a face given as in Figure 10 . Then, the corresponding face Ψ(γ) in ∆ λ is defined by Ψ(γ) = ∆ λ ∩{u 2,1 = u 1,1 }∩{u 1,1 = u 1,2 }∩{u 2,2 = u 1,2 }∩{u 2,1 = u 2,2 }∩{u 2,2 = u 2,3 }∩{u 3,1 = 4}. 
Classification of Lagrangian fibers
Our first main theorem A states that every fiber of the GC system Φ λ is an isotropic submanifold of (O λ , ω λ ) and is the total space of certain iterated bundle
such that the fiber at each stage is either a point or a product of odd dimensional spheres.
In this section, we provide a combinatorial way of "reading off" the topology of the fiber of each projection map p i from the ladder diagram (Theorem 4.12). Furthermore, we classify all positions of Lagrangian fibers in the Gelfand-Cetlin polytope ∆ λ (Corollary 4.24). We first consider a 2n-dimensional compact symplectic toric manifold (M, ω) with a moment map Φ : M → R n . It is a smooth completely integrable system on M in the sense of Definition 2.5 and the Atiyah-Guillemin-Sternberg convexity theorem [Ati82, GS82] yields that the image ∆ := Φ(M ) is an n-dimensional convex polytope. It is well-known that for any k-dimensional face f of ∆ and a point u ∈f in its relative interiorf of f , the fiber Φ −1 (u) is a k-dimensional isotropic torus. In particular, a fiber Φ −1 (u) is Lagrangian if and only if u ∈∆. .
In contrast, in the GC system case the preimage of a point in the inteior of a k-th dimensional face of the GC polytope ∆ λ might have the dimension greater than k. In particular, Φ λ might admit a Lagrangian fiber over a point not contained in the interior of ∆ λ . λ (w 3 ) is a Lagrangian submanifold diffeomorphic to S 3 where the vertex w 3 is given in Figure 8 . See Example 3.8 in [NNU10] .
From now on, we tacitly identify faces of the ladder diagram Γ λ with faces of the GelfandCetlin polytope ∆ λ via the map Ψ in Theorem 3.4. For example, "a point r in a face γ" of Γ λ means a point r in the face Ψ(γ) = f γ of ∆ λ .
W -shaped blocks and M -shaped blocks
For each (a, b) ∈ Z 2 , let (a,b) be the simple closed region bounded by the unit square in R 2 whose vertices are lattice points in Z 2 and the top-right vertex is (a, b). The region (a,b) is simply said to be the box at (a, b).
Definition 4.4. For each integer k ≥ 1, the k-th W -shaped block denoted by W k , or simply the W k -block, is defined by
where the union is taken over all
A lattice point closest from the origin (with respect to the taxicab metric) in the W k -block is called a bottom vertex of W k .
The following figures illustrate W 1 , W 2 , and W 3 where the red dots in each figure indicate the vertices over which the union is taken in Definition 4.4. The purple dots are bottom vertices of each W -blocks.
Figure 11. W -shaped blocks For a given face γ of Γ λ , the set of edges of γ divides W k into several pieces of simple closed regions. See Figure 11 for example.
Definition 4.5. For the W k -block and a face γ of Γ λ , we denote by W k (γ) the W k -block with 'walls', where a wall is an edge of γ lying on the interior of the W k -block.
Example 4.6. In Example 3.5. consider the vertex v 3 of Γ λ given in Figure 4 . There is no edge of v 3 inside W 1 and hence we get W 1 (v 3 ) = W 1 with no walls. The W 2 -block is divided by v 3 into three pieces of simple closed regions so that W 2 (v 3 ) is W 2 with two walls indicated with red line segments in Figure 12 .
Next, we introduce the notion of M -shaped blocks.
Definition 4.7. For each positive integer k ≥ 1, a k-th M -shaped block denoted by M k , or simply an M k -block, is defined, up to translation in R 2 , by
where the union is taken over all (a, b)'s in (Z ≥1 ) 2 such that
, and
Figure 13. M -shaped blocks.
Remark 4.8. Note that M k can be obtained from W k by deleting two boxes (k+1,1) and (1,k+1) . The reader should keep in mind that each W -shaped block W k is located at the specific position, but M k is not since it is defined up to translation in R 2 .
For each divided simple closed region D in W k (γ), we assign a topological space to S k (D) by the following rule :
and D contains at least one bottom vertex of the W k -block, point otherwise.
We then put
where the product is taken over all simple closed regions in W k (γ) distinguished by walls coming from edges of γ. 
For k > 2, W k (v 3 ) has no walls and hence W k (v 3 ) consists of one simple closed region W k which is never an M -shaped block. Thus S k (v 3 ) = point for every positive integer k > 2.
Example 4.10. Let λ = {t, t, 0, 0} with any fixed t > 0. Then, the co-adjoint orbit O λ is the complex Grassmannian Gr(2, 4). Let γ be the one-dimensional face of Γ λ given by
As we see in the following figure, W 1 (γ) consists of one simple closed region that is not an M -shaped block. Thus we have S 1 (γ) = point.
On the other hand, W 2 (γ) has two walls (red line segments in the figure below) and is exactly the same as W 2 (v 3 ) in Example 4.9. So, we have S 2 (γ) = S 3 .
Finally, W 3 (γ) has two walls as below, and therefore there are three simple closed regions,
Since D 1 and D 3 are not M -shaped blocks, we have S 3 (D 1 ) = S 3 (D 3 ) = point. Also, since D 2 = M 1 and contains a botton vertex of W 3 , we have S 3 (D 2 ) = S 1 . Therefore, we obtain
For k > 3, W k (γ) consists only one simple closed region, the W k -block itself, and it is never an M -shaped block. Thus we have S k (γ) = point for k > 3.
Proposition 4.11. Let λ be a sequence of real numbers satisfying (2.4) and γ be a face of the ladder diagram
Proof. Note that dim γ is the number of minimal cycles in γ by Definition 3.3. Also, each minimal cycle σ in γ can be represented by the union of two shortest paths connecting the bottom-left vertex and the top-right vertex of σ. We denote by v σ the top-right vertex of σ. Note that vσ (blue-colored region in Figure 14) is contained in the simple closed region bounded by σ. Therefore, if we denote by Σ := {σ 1 , · · · , σ m } the set of minimal cycles in γ, then there is a one-to-one correspondence between Σ and {v σ i } 1≤i≤m .
On the other hand, observe that vσ is appeared as an M 1 -block in W i (γ) where
for each σ ∈ Σ. Also, every M 1 -block in W i (γ) for some i having a bottom vertex should be one of such vσ 's. Consequently, there is a one-to-one correspondence between Σ and M 1 -blocks having bottom vertices in W i (γ) for i ≥ 1. Since |Σ| = dim γ by definition, this completes the proof.
Figure 14. Correspondence between minimal cycles and M 1 -blocks Now, we state one of our main theorem which characterizes the topology of each fiber of Φ λ , where the proof will be given in Section 5.
Theorem 4.12. Let λ = {λ 1 , · · · , λ n } be a non-increasing sequence of real numbers satisfying (2.4). Let γ be a face of Γ λ and f γ = Ψ(γ) be the corresponding face of ∆ λ described in Theorem 3.4. For any point u in the relative interior of f γ , the fiber Φ −1 λ (u) is an isotropic submanifold of (O λ , ω λ ) and is the total space of an iterated bundle
Remark 4.13. As a consequence of the description, every Gelfand-Cetlin fiber is a smooth submanifold. In [Lan18] , We remark that Lane proved the smoothness of fibers of completely integrable systems constructed by Thimm's trick.
We illustrate Theorem 4.12 by the following examples.
Example 4.14. Let λ be given in Example 3.5. We apply Theorem 4.12 to compute the fiber Φ Figure 15 shows that S 1 (v i ) = pt for every i = 1, · · · , 7 since each W 1 (v i ) does not contain any M -shaped block containing a bottom vertex of W 1 , that is, the origin (0, 0). Also, we can easily check that S 2 (v i ) = point unless i = 3. When i = 3, there is one M -shaped block M 2 inside W 2 (v 3 ) containing a bottom vertex of W 2 . Thus we have
, by Theorem 4.12, we obtain
Example 4.15. Again, we consider Example 3.5 and compute the fibers over the points in the relative interior of some higher dimensional face of ∆ λ as follows. Consider the edge e = e 12 in Figure 5 and let u ∈e 12 . By Theorem 4.12, Φ −1 λ (u) is an S 2 (e 12 )-bundle over S 1 (e 12 ) so that it is diffeomorphic to S 1 . See the figure below. For any other edge e of Γ λ , we can show that Φ −1 λ (u) ∼ = S 1 for every point u ∈e in a similar way.
For a two-dimensional face of Γ λ , we first consider the face f 1345 of ∆ λ described in Figure  6 . Again by Theorem 4.12, we have Φ −1 λ (u) ∼ = T 2 , an S 2 (f 1345 )-bundle over S 1 (f 1345 ), for every point u ∈f 1345 . See the figure below. Similarly, we obtain Φ −1 λ (u) ∼ = T 2 for every interior point u of any two-dimensional face of ∆ λ .
Finally, consider I 1234567 , the improper face of ∆ λ . Then Theorem 4.12 tells us that Φ −1 λ (u) is an S 1 × S 1 -bundle over S 1 for every interior point u of Γ λ . In fact, the Liouville-Arnold theorem implies that the bundle is trivial, i.e., Φ −1 λ (u) is a torus T 3 for every u ∈∆ λ , see also Theorem 6.9.
Consequently, a Lagrangian fiber of the GC system on (O λ , ω λ ) is diffeomorphic to either T 3 (a fiber over an interior point of ∆ λ ) or S 3 (a fiber over v 3 ). Other fibers are isotropic but not Lagrangian submanifolds of (O λ , ω λ ) for dimensional reasons. 
Classification of Lagrangian faces
Recall that Theorem 4.12 implies that a face γ is Lagrangian if and only if the GC fiber over an interior point of γ is of dimension 1 2 dim R O λ . Therefore to determine whether γ is Lagrangian or not, it suffices to check that
In this section, we present an efficient way of checking whether a given face of Γ λ is Lagrangian or not by using so called "L-shaped blocks". 
where the union is taken over all (a, b)'s in Z 2 such that
Figure 17. L-shaped blocks Remark 4.18. Note that GC patterns described in (2.8) are linearly ordered on any of W -shaped, M -shaped, and L-shaped blocks in the direction from the right or bottom most block to the left or top most block.
Definition 4.19. Let γ be a face of Γ λ . For a given positive integer k ∈ Z ≥1 and a lattice point (p, q) ∈ Z 2 , we say that L k (p, q) is rigid in γ if (1) the interior of L k (p, q) does not contain an edge of γ and (2) the rightmost edge and the top edge of L k (p, q) should be edges of γ.
Example 4.20. Let us consider Γ = Γ(2, 5; 7) and consider a face γ given as follows.
Γ γ
In this example, there are exactly four rigid L k -blocks :
, and L 1 (5, 2).
We can check that any other L-blocks are not rigid. For instance, L 3 (2, 1) is not rigid since its interior contains an edge of γ.
wall Also, L 2 (2, 2) is not rigid because its rightmost edge is not an edge of γ so that it violates the condition (2) in Definition 4.19.
The following lemma follows from the min-max principle of GC pattern (2.8), or more specifically from (3.1).
Then there are no edges of γ in the interior of Q k (a, b).
and it has no edge of γ in its interior so that there is nothing to prove. Now, assume that k ≥ 2 and suppose that there is an edge e = [v 0 v 1 ] of γ contained in the interior of Q k (a, b). Then, without loss of generality, we may assume that
By Definition 3.3, there exists a positive path δ contained in γ passing through v 0 . Then δ should pass through the interior of L k (a, b) since δ is a shortest path from the origin of Γ λ and v 0 , which intersects the interior of L k (a, b). This contradicts the rigidity (1) in Definition 4.19. 
be the set of all rigid L-shaped blocks in γ. Then, for any point u in the relative interior of the face
where
Proof. By Theorem 4.12, it is enough to show that
as defined in (4.2). Let D be a simple closed region in W k (γ). Suppose that D contains a bottom vertex of W k and D = M j (a, b) for some j ≥ 1 where M j (a, b) denotes the j-th M -shaped block whose top-left vertex is (a, b). Then there are two edges e 1 and e 2 , top-left-horizontal one and bottom-right-vertical one, of γ on the boundary of M j as we see below. By the min-max
principle, we see that there is no edge of γ in the interior of (1) For an interior point u of f γ , the fiber Φ
The set of rigid L-shaped blocks in γ covers the whole Γ λ .
Also, we have the following corollary which follows from Corollary 4.24. Observe that any faces of Γ λ do not admit rigid L k -blocks of k > 2. Also, note that there are three Lagrangian faces γ 1 , γ 2 and γ 3 of Γ λ which have only one rigid L 2 -block as follows.
: rigid L 1 -block Finally, there is exactly one Lagrangian face γ 4 which has two rigid L 2 -blocks as below.
Thus there are exactly four proper Lagrangian faces γ 1 , γ 2 , γ 3 and γ 4 of Γ λ .
Example 4.27. Let λ = {3, 2, 1, 0}. Then the co-adjoint orbit O λ is the full flag manifold F(4) and the corresponding ladder diagram Γ λ is as follows.
We can easily see that any face of Γ λ does not have a rigid L k -block for k ≥ 3. On the other hand, there are exactly three Lagrangian faces of Γ λ containing one rigid L 2 -block as below.
Finally, it is not hard to see that there is no Lagrangian face that contains more than one L 2 -block. Thus γ 1 , γ 2 , and γ 3 are the only proper Lagrangian faces of Γ λ .
Iterated bundle structures on Gelfand-Cetlin fibers
In this section, for each point u in a GC polytope ∆ λ , we will construct the iterated bundle E • described in Theorem A whose total space is the fiber Φ −1 λ (u). Using this construction, we complete the proof of Theorem 4.12 by showing that each Φ −1 λ (u) is an isotropic submanifold of (O λ , ω λ ).
For each ≥ 1, we denote by H the set of × Hermitian matrices and by sp(x) the spectrum of x. For a fixed integer k ≥ 1, consider sequences a = (a 1 , · · · , a k+1 ) and
is a subset of O a where x (k) denotes the (k × k) leading principal submatrix of x. It naturally comes with the projection map , b) be the k-th W -shaped block W k together with walls defined by the equalities of a i 's and b j 's as in Figure 18 . By comparing the divided regions by the walls on W k (a, b) with M -shaped blocks as in (4.2), we define a topological space S k (a, b), which is either a single point or a product space of odd dimensional spheres.
. . . 
(2) For a = (5, 4, 2) and b = (4, 4), 
Proposition 5.2. With the notations above, ρ k+1 :
Before starting the proof of Proposition 5.2, we introduce some notations and prove lemmas. We denote by A k+1 (a, b) the subset of A k+1 (a, b) whose k × k leading principal submatrix is the diagonal matrix I b . So, a matrix in A k+1 (a, b) is of the form
has the eigenvalues a = {a 1 , · · · , a k+1 }, the (k + 1, k + 1)-entry of Z (a,b) (z) has to be constant
by computing the trace of Z (a,b) (z). The characteristic polynomial of Z (a,b) (z) is expressed as
whose zeros are x = a 1 , · · · , a k+1 by our assumption. By inserting x = a 1 , · · · , a k+1 into (5.2), we obtain the system of (k + 1) equations of real coefficients, which are linear with respect
The following lemma implies that the solution space is never empty as long as (a, b) obeys (5.1).
Lemma 5.3 (Lemma 3.5 in [NNU10] ). Let a 1 , b 1 , · · · , a k , b k , and a k+1 be real numbers satisfying (5.1). Then there exists z 1 , . . . , z k ∈ C and z k+1 ∈ R such that 
has eigenvalues a 1 , . . . , a k+1 .
Lemma 5.4. Suppose in addition that a 1 , b 1 , · · · , a k , b k , and a k+1 in Lemma 5.3 are all distinct. Then there exist positive numbers δ 1 , · · · , δ k such that
Proof. We first note that if |z j | 2 = 0 for some j, then the equation (5.2) (with respect to x) has a solution x = b j . This implies that b j ∈ {a 1 , · · · , a k+1 }, which contradicts to our assumption that a i 's and b j 's are all distinct. Thus, it is enough to show existence and uniqueness of a solution (|z 1 | 2 , · · · , |z k | 2 ) of the system of linear equations in (5.2).
The existence immediately follows from Lemma 5.3. Let
be one of solutions of (5.2) so that A k+1 (a, b) contains a real k-torus
2) is a system of non-homogeneous linear equations with respect to the variables |z 1 | 2 , · · · , |z k | 2 , the set
is an affine subspace of R k . Therefore, dim R A k+1 (a, b) = k if and only if the equations (5.2) has a unique solution (
More precisely, for each element y ∈ O b , there exists a unitary matrix g y ∈ U (k) (depending on y) such that g y yg 
Now, we consider a sequence of real numbers c = {c 1 , · · · , c k−1 } such that
Restricting the fibration ρ k+1 to A k (b, c), we similary have an
Note that its total space is the collection of (k + 1) × (k + 1) Hermitian matrices such that the spectra, the spectra of the k × k leading principal submatrix and the spectra of the (k − 1) × (k − 1) leading principal submatrix are a, b and c, respectively. By a similar way described as above, we see that
Proceeding this procedure inductively, we end up obtaining a tower of bundles such that the total space E is a generic fiber of the GC system of O a . Namely, E is the preimage of a point in the interior of the GC polytope ∆ a . By Proposition 2.11, E is a smooth manifold of dimension
On the other hand, by our construction, the dimension of E is the sum of dimensions of all fibers of ρ i 's for i = 2, · · · , k + 1 so that
This finishes the proof.
Note that Lemma 5.4 deals with the case where a j ∈ {b 1 , · · · , b k } for j = 1, · · · , k + 1. Now, let us consider the case where a j+1 ∈ {b 1 , · · · , b k } for some j ∈ {0, 1, · · · , k}. Denoting the multiplicity of a j+1 in a by , without loss of generality, we assume that a j > a j+1 = · · · = a j+ > a j+ +1 . Then either a j+1 = b j or a j+1 = b j+1 . For the first case, there are two possible cases:
For the second case, we also have two possible cases :
Note that only the case (2) above have more multiplicity of b's than a's, i.e., multiplicity + 1 and respectively: The cases (1) and (3) have the same multiplicities of both a and b while in the case (4) a has multiplicity and b has multiplicity − 1.
We start with the inequality (3) of (5.4).
Lemma 5.5 (case (3) of (5.4)).
Proof. Observe that each term of the equation (5.2)
is divisible by (x − b j+1 ) −1 by our assumption. In particular, the first term of the equation
we have g(b j+1 ) = g(a j+1 ) = 0 because x = a j+1 = b j+1 is a solution of (5.2) with multiplicity . It yields
we deduce that |z j+1 | 2 + · · · + |z j+ | 2 = 0 and hence z j+1 = · · · = z j+ = 0. 
is same as the equation det(xI − Z (a ,b ) (w)) = 0 where
Therefore, we obtain the following corollary.
Corollary 5.6. For sequences a = (a 1 , · · · , a k+1 ) and b = (b 1 , · · · , b k ) of real numbers obeying (5.1), suppose that there exist j, ∈ Z >0 such that
Setting a (respectively b ) to be the sequence of real numbers obtained by deleting
The following two lemmas below are about the cases of (4) in (5.4) and (1) of (5.3). Since they can be proven by using exactly same method of the proof of Lemma 5.5, we omit the proofs.
Lemma 5.7 (case (1) of (5.3)). Suppose that
and only if
• z j = · · · = z j+ −1 = 0, and
where a is obtained by deleting {a j+1 , · · · , a j+ } from a and
Lemma 5.8 (case (4) of (5.4)).
Finally, we consider the case (2) of (5.3).
Lemma 5.9 (case (2) of (5.3)). Suppose that
Then there exists a unique positive real number C j > 0 such that
Proof. By Lemma 5.5, 5.7, and 5.8, we may reduce a = {a 1 , · · · , a k+1 } and b = {b 1 , · · · , b k } to a = {a 1 , · · · , a r+1 }, and b = {b 1 , · · · , b r } for some r > 0 so that there are no subsequences of type (3), (4) of (5.4) or (1) of (5.3) in (a 1 ≥ b 1 ≥ · · · ≥ a r ≥ b r ≥ a r+1 ). Also, the above series of lemmas implies that A k+1 (a, b) is identified with A r+1 (a , b ) under the identification of w = (w 1 , · · · , w r ) with suitable subcoordinates (z i 1 , · · · , z ir ) of (z 1 , · · · , z k+1 ). Therefore, it is enough to prove Lemma 5.9 in the case where (a 1 , b 1 , · · · , a k , b k , a k+1 ) does not contain any pattern of type (3), (4) of (5.4) or (1) of (5.3).
We temporarily assume that
is the unique pattern of type (2) 
is a polynomial of degree (k − + 1) with respect to x. For the sake of simplicity, we denote by
Since our assumption says that 1
, the second part of g(x) can be written by
Thus Lemma 5.4 implies that there exist positive constants
In particular, we have
It remains to prove the case where (a 1 , b 1 , · · · , a k , b k , a k+1 ) contains more than one pattern of type (2) of (5.3). However, since all patterns of type (2) of (5.3) are disjoint from one another, we can apply the same argument to each pattern inductively. This completes the proof. Now, we are ready to prove Proposition 5.2. 
Proof of Proposition 5.2. For a given sequence a
is one of patterns of type (2) in (5.3) for some j, then it corresponds to a simple closed region which is an M -shaped block M +1 . In particular, we have
for a positive real number C j . Combining the series of Lemma 5.5, 5.7, 5.8, and 5.9, we see
Corollary 5.10. Let f be a face of the Gelfand-Cetlin polytope ∆ λ and γ be the face of the ladder diagram Γ λ corresponding to f . For any point u in the interior of f , the fiber Φ −1 λ (u) has an iterated bundle structure given by
. By applying Proposition 5.2 repeatedly and following the observation that S k (γ) = S k (a(k + 1), b(k + 1)), the fiber Φ −1 λ (u) admits the iterated bundle structure described in (5.7). Then the dimension formula immediately follows.
(5.7)
To complete the proof of Theorem 4.12, it remains to verify that Φ −1 λ (u) is an isotropic submanifold of (O λ , ω λ ) for every u ∈ ∆ λ . We first recall our notations as follows. For a fixed positive integer k > 1, let a = (a 1 , · · · , a k+1 ) and b = (b 1 , · · · , b k ) be sequences of real numbers satisfying (5.1) and let ρ k+1 :
Note that U (k) acts on A k+1 (a, b) as a subgroup of U (k + 1) via the embedding
Proof. Since any element x ∈ A k+1 (a, b) is conjugate to an element of the following form k+1 (a, b) ⊂ A k+1 (a, b) with respect to the U (k)-action, it is enough to show that the isotropy subgroup
Assume that b is given such that
for some r ≥ 1 provided with i 0 = 0 and i r = k. Then it is not hard to show that
by Lemma 5.5, 5.7, 5.8, and 5.9. In the latter case, U (k) I b -action is written as
which is equivalent to the standard linear U (k j )-action on the sphere S 2k j −1 ⊂ C k j of radius C j . Therefore, the action is transitive.
Lemma 5.12. For each x ∈ A k+1 (a, b) and any ξ, η ∈ T x A k+1 (a, b), we have
In particular, the vertical tangent space
Proof. Note that Lemma 5.11 implies that any tangent vector in
Therefore, we have
since all entries of the k + 1-th row and column of [(i k ) * (X), (i k ) * (Y )] are zeros so that the (k + 1, k + 1)-th entry of the matrix
. This completes the proof.
Proposition 5.13. For any u ∈ ∆ λ , the fiber Φ
Proof. Suppose that γ is a face of Γ λ such that the corresponding face f γ contains u in its interior. Let x ∈ Φ −1 λ (u) and let ξ, η ∈ T x Φ −1 λ (u). Then Corollary 5.10 says that Φ −1 λ (u) is the total space of an iterated bundle
For each integer k with 1 ≤ k ≤ n and 1 ≤ i ≤ k, let us define
and let a(k) := (a 1 (k), · · · , a k (k)). In particular, we have a(n) = λ = {λ 1 , · · · , λ n }. Then Lemma 5.12 implies that
Since p n−1 is the restriction of ρ n to S n−1 (γ) ⊂ A(a(n), a(n − 1)), both (ρ n ) * (ξ) and (ρ n ) * (η) are lying on
A(a(n − 1), a(n − 2)). Applying Lemma 5.12 inductively, we obtain
where the last equality follows from ρ 2 : A(a(2), a(1)) → {a 1 (1) = Φ 
Degenerations of fibers to tori
In this section, we describe how each fiber of a GC system degenerates to a torus fiber of a toric moment map.
Let λ be given in (2.8) and let f be a face of the GC polytope ∆ λ of dimension r. It is shown in Section 5 that a fiber Φ −1 λ (u) is the total space of an iterated bundle (6.1) Φ
where γ f is the face of Γ λ corresponding to f , see Corollary 5.10. The main theorem of this section further claims that every S 1 -factor appeared in each stage of the iterated bundle in (6.1) comes out as a trivial factor. Namely, letting S i (γ) be (S 1 ) m i ×Y i such that n−1 i=1 m i = r, the fiber is written as the product
where Y (u) is the total space of an iterated bundle whose fibers at stages are Y • 's, see Theorem 6.9. Indeed, Y (u) shrinks to a point through a toric degeneration, which illustrates how fibers degenerate into toric fibers. As an application, we can compute the fundamental group and the second homotopy group of Φ −1 λ (u), which will be crucially used in [CKOb] and [CKOa] .
Recall that for a given Kähler manifold (X, ω), a flat family π : X → C of algebraic varieties is called a toric degeneration (X, ω) if there exists an algebraic embedding i : X → P N × C such that
(1) the diagram
C commutes where q : P N × C → C is the projection to the second factor, (2) π −1 (C * ) is isomorphic to X × C * as a complex variety, and (3) For the product Kähler form ω := ω FS ⊕ ω std on P N × C where ω FS is some multiple of the Fubini-Study form on P N and ω std is the standard Kähler form on C,
• (X 1 , ω| X 1 ) is symplectomorphic to (X, ω), and • X 0 is a projective toric variety (in P N ) and ω| X 0 is a torus invariant Kähler form denoted by ω 0 where X t := π −1 (t) ∼ = i(π −1 (t)) ⊂ P N × {t} is a projective variety for every t ∈ C.
Let X sm ⊂ X be the smooth locus of X . The Hamiltonian vector field, denoted by V π , for the imaginary part Im(π) of π is defined on X sm . By the holomorphicity, π satisfies the Cauchy-Riemann equation which induces ∇Re(π) = − V π where ∇ denotes the gradient vector field with respect to a Kähler metric associated with ω. We call
the gradient-Hamiltonian vector field of π, see Ruan [Rua02] . Then the one-parameter subgroup generated by V π induces a symplectomorphism
and it is extended to a surjective continuous map φ : X → X 0 defined on the whole X, see Harada-Kaveh [HK15, Theorem A] for more details.
We may also consider a toric degeneration of a Kähler manifold "equipped with a completely integrable system" as follows. Consider a triple (X, ω, Θ) where Θ = (Θ α ) α∈I is a (continuous) completely integrable system on (X, ω) and I is the index set for Θ such that |I| = dim C X. We call π : X → C a toric degeneration of (X, ω, Θ) if π is a toric degeneration of (X, ω) and Θ = Φ • φ where Φ : X 0 → R |I| is the toric moment map on (X 0 , ω 0 ), see
The Hamiltonian vector field of each component Φ α of Φ (= {Φ α } α∈I ) is globally defined on X 0 , even though X 0 is singular, by the following reason. Note that X 0 ⊂ P N × {0} is a projective toric variety, which is the Zariski closure of the single (C * ) |I| -orbit on X 0 . The (C * ) |I| -action on X 0 extends to the linear Hamiltonian action on P N with respect to ω FS . We denote by (S 1 ) |I| the maximal compact subtorus of (C * ) |I| , by Φ = ( Φ α ) α∈I a moment map for the (S 1 ) |I| -action on P N , and by ξ α the fundamental vector field of Φ α on P N for each α ∈ I. Then each component Φ α coincides with the restriction of Φ α to X 0 . Since X 0 is T |I| -invariant, the trajectory of the flow of ξ α passing through any point of X 0 should be on X 0 . In other words, the restriction ξ α | X 0 should be tangent 3 to X 0 , and therefore the Hamiltonian vector field of Φ α is defined on the whole X 0 . Now, let V α be the open dense subset of X on which Θ α is smooth. Then the Hamiltonian vector field, denoted by ζ α , of Θ α is defined on V α . For any subset I ⊂ I, we let (6.5)
so that the Hamiltonian vector field of Θ α is defined on V I for every α ∈ I . If Θ α is a periodic Hamiltonian, i.e., if Θ α generates a circle action for every α ∈ I , then V I admits the T |I | -action generated by {ζ α } α∈I . Note that V I is open dense in X so that U ∩ V I is also open dense in X where U is in (6.3).
Lemma 6.1. For any α ∈ I and p ∈ V α , we have
for every t ∈ R.
Proof. Fix α ∈ I. From the fact that • φ * ω 0 = ω on U ∩ V α , and
so that φ * (ζ α ) = ξ α on U ∩ V α . Since U ∩ V α is open dense in V α and ξ α is defined on whole X 0 , the equality φ * (ζ α ) = ξ α holds on V α . This completes the proof by the uniqueness of a solution to a first-order differential equation.
Let I ⊂ I and suppose that Θ α is a periodic Hamiltonian on V I for every α ∈ I . Since Φ α is also a periodic Hamiltonian on X 0 , we deduce the following immediately from Lemma 6.1.
Corollary 6.2. Let I ⊂ I such that {Θ α } α∈I are periodic Hamiltonians on V I . Then φ is T |I | -equivariant on V I .
We will apply Corollary 6.2 to GC systems. Recall that for any λ given in (2.8), NishinouNohara-Ueda [NNU10] built a toric degeneration of the GC system Φ λ on (O λ , ω λ ). We briefly explain their construction of the toric degeneration of (O λ , ω λ , Φ λ ) and a continuous map φ : O λ → X 0 given in (6.3). (We also refer the reader to [KM05] or [NNU10] for more details.)
We begin with Kogan-Miller's toric degeneration in stage in [KM05] , an (n − 1)-parameter family F : X → C n−1 of projective varieties and it can be factored as
)−1 and ι is an algebraic embedding with a Kähler form ω on P × C n−1 such that
) is isomorphic to the toric variety X 0 whose moment map image is ∆ λ with the torus-invaraint Kähler form ω| F −1 (0,··· ,0) on X 0 . See [NNU10, Section 5 and Remark 5.2] for more details. Following [NNU10] , we denote the coordinates of C n−1 by (t 2 , · · · , t n ) and F −1 (1, · · · , 1, t = t k , 0, · · · , 0) by X k,t for 2 ≤ k ≤ n and t ∈ C. Then the set {X k,t } 2≤k≤n,t∈C can be regarded as a family of algebraic varieties in P via the embedding ι where X n,1 ⊂ P is the image of the Plücker embedding of O λ and X 2,0 ⊂ P is the toric variety X 0 associated with ∆ λ .
Let T n(n−1) 2 be the compact subtorus of (C * ) n(n−1) 2 ⊂ X 0 and we fix a decomposition
For each k = 1, · · · , n − 1, we denote the i-th coordinate of T k by τ i,j 4 where i + j = k + 1. Each S 1 -action on X 0 corresponding to τ i,j can be extended to the linear Hamiltonian S 1 -action on P and we denote a corresponding moment map by (6.7) Φ i,j : P → R.
On the other hand, P admits the Hamiltonian U (n)-action induced by the standard linear U (n)-action on C n with the moment map µ (n) : P → u(n) * . We also denote by
the moment map for each U (k)-action where U (k) is the subgroup of U (n) given by
i,j λ : P → R which assigns the i-th largest eigenvalue of µ (k) (p) for every p ∈ P .
Remark 6.3. If one follows the notations used in [NNU10, Section 5], then we may express as
i , i + j = k + 1. In general, a fiber of F in (6.6) is not invariant under neither the U (n)-action nor under the T 1 × T 2 × · · · × T n−1 -action on P , but X k,t is invariant under the U (k − 1) action and the T k × · · · × T n−1 action. Moreover, X k+1,0 = X k,1 admits both the U (k)-action and the T k × · · · × T n−1 action.
The following theorem states that the maps Φ i,j λ 's in (6.8) and Φ i,j 's in (6.7) defined on P induces a completely integrable system on X k,t and how the GC system Φ λ on X n,1 ∼ = O λ degenerates into the toric moment map Φ on X 2,0 = X 0 in stages. See also Section 5 and Section 7 of [NNU10] .
Theorem 6.4 (Theorem 6.1 in [NNU10] ). For every k ≥ 2 and t ∈ C, the map
is a completely integrable system on X k,t in the sense of Definition 2.6. Moreover, we have Φ
Note that Φ k,t 's are related to one another via the gradient-Hamiltonian flows introduced by Wei-Dong Ruan [Rua02] . For each m = 1, · · · , n − 1, let F m be the m-th component of F in (6.6) and let V m be the Hamiltonian vector field of the imaginary part of F m on the smooth locus X sm of X . Then the gradient-Hamiltonian vector field is defined by
The flow of V m , which we denote by φ m,t where t is a time parameter, preserves the fiberwise symplectic form and so φ m,t induces a symplectomorphism on an open subset of each fiber on which φ m,t is smooth. As a corollary, we have the following.
Corollary 6.5 (Corollary 7.3 in [NNU10] ). The gradient-Hamiltonian vector field V k gives a deformation of X k,t preserving the structure of completely integrable systems. In particular, we have the following commuting diagram for every t ≥ 0 :
By Corollary 6.5, we obtain a continuous map
where φ = φ 2,1 • · · · • φ n,1 and it satisfies Φ • φ = Φ λ . Note that
is a symplectomorphism. Now, we describe how each GC fiber degenerates into a torus along the toric degeneration described above. To do this, first we need to determine which component Φ i,j λ is smooth on the fiber Φ −1 λ (u) for each u ∈ ∆ λ . Let γ be an r-dimensional face of Γ λ and let f γ be the corresponding face of ∆ λ . Let We recall the following well-known fact on toric varieties. Let ∆ ⊂ R N ∼ = t * be a convex polytope of dimension N and let X ∆ be the corresponding projective toric variety where t is the Lie algebra of the maximal compact torus T N in (C * ) N ⊂ X 0 and t * is the dual of t. Let f be an r-dimensional face of ∆ and suppose that F 1 , · · · , F m are facets of ∆ such that f = ∩ m i=1 F i . Also let v i ∈ t be the inward primitive integral normal vector of
Lemma 6.7 (Exercise 12.4.7.(d) in [CLS11] ). Let ξ 1 , · · · , ξ r be primitive integral vectors in t which generates an r-dimensional subtorus T r of T N . Then the T r acts on
We then obtain the following.
Proposition 6.8. Let u ∈f γ and consider the T r -action on Φ −1
Proof. We first show that the T r -action is free on Φ −1 (u). For each (i, j) ∈ I λ 5 , we denote by hor , i,j and i+1,j are in the same simple region of γ for some (i, j) ∈ I λ . Then, it is not hard to see that
generates the full lattice Z N where N = dim ∆ λ . (See Figure 19 for example.) Therefore the T r -action generated by {Φ i,j } (i,j)∈I C(γ) on Φ −1 (f γ ) is free by Lemma 6.7, and hence the T r -action on each fiber Φ −1 (u) is free for every u ∈f γ . Since
is T r -equivariant by Corollary 6.2, we see that the T r -action on Φ −1 λ (u) is also free. To sum up, we can describe how each fiber of a GC system deforms into a torus fiber of a moment map of X 0 via a toric degeneration as follows. where S k (γ) is the fiber of p k : S k (γ) → S k−1 (γ) at the k-th stage defined in (4.2). Each S k (γ) can be factorized into S k (γ) = (S 1 ) r k × Y k where r k is the number of M 1 blocks in W k (γ) containing a bottom vertex of W k and Y k is either a point or a product of odd-dimensional spheres without any S 1 -factors. (See the proof of Proposition 5.2.) Then we claim that (1) there is a one-to-one correspondence between the S 1 -factors that appeared in each stage and the elements in I C(γ) , (2) (S 1 ) r k acts on S k (γ) fiberwise with respect to p k : S k (γ) → S k−1 (γ), and (3) the (S 1 ) r k -action on Φ −1 λ (u) ∼ = S n−1 (γ) generated by {Φ i,j λ } (i,j)∈I C(γ) ,i+j−1=k is an extension of the (S 1 ) r k -action on S k (γ) given in (2). The first statement (1) is straightforward since each (i, j) ∈ I C(γ) corresponds to an M 1 -block in W i+j−1 (γ) containing a bottom vertex of W i+j−1 so that each (i, j) ∈ I C(γ) assigns an S 1 -factor in S i+j−1 (γ). See Section 4.1. The third statement (3) Note that Φ i,k+1−i a is smooth and hence generates a circle action on O a whenever a i < b i < a i+1 , see Section 2.4. There are exactly r k such b i 's and we only need to prove that the torus action generated by those Φ i,k+1−i a 's (with a i < b i < a i+1 ) is fiberwise with respect to the projection p k .
For any smooth function f on O b and f = f • p k on O a , we denote by ξ f and ξ f the Hamiltonian vector fields for f and f , respectively. Then it satisfies (p k ) * ξ f = ξ f , i.e., dp k (ξ f )(x) = ξ f (p k (x)) for every x ∈ O b since (6.14)
where the second equality comes from Lemma 5.12. We apply this to Φ where S k (γ) = S k (γ)/(S 1 ) r k +···+r 1 and the (S 1 ) r k +···+r 1 -action is generated by {Φ As an application of Theorem 6.9, one can provide a more explicit description of GC fibers. As mentioned in Remark 4.16, an iterated bundle in Theorem 4.12 is not trivial in general. Theorem 6.9 guarantees that, in some case, the iterated bundle can be characterized explicitly.
Example 6.10. In the following examples, the topology of each GC fibers are computed explicitly.
(1) Let O λ F(6) be the co-adjoint orbit associated with λ = (5, 3, 1, −1, −3, −5). Consider the face γ 1 defined in Figure 20 . Then, one can see that there are seven S 1 -factors, which coincides with the number of minimal cycles in γ 1 , so that we have
where Y (u) ∼ = SU (3) by Remark 4.16. (2) Let λ = (3, 3, 3, −3, −3, −3). Then, the co-adjoint orbit O λ is Gr(3, 6). Consider the face γ 2 defined in Figure 20 . Similarly, one can easily check that the fiber over a point in the relative interior of γ 2 has three S 1 factors and we get
where Y (u) is an S 3 -bundle over S 3 , which should be homeomorphic to S 3 × S 3 , (see Steenrod [Ste99] ). Another application of Theorem 6.9 is to compute the first and the second homotopy groups of each Φ −1 λ (u) as follows. Let u ∈ ∆ λ and let f be the face of ∆ λ containing u in its relative interior. Also, let γ be the face of Γ λ corresponding to f . For each k = 1, · · · , n − 1, the fibration (6.13) induces the long exact sequence of homotopy groups given by (6.16) · · · → π 2 (S k (γ)) → π 2 (S k (γ)) → π 2 (S k−1 (γ)) → π 1 (S k (γ)) → π 1 (S k (γ)) → π 1 (S k−1 (γ)) → π 0 (S k (γ)) → · · · Proposition 6.11. Let u ∈ ∆ λ . Then the followings hold.
• π 2 (Φ −1 λ (u)) = 0.
• If u is a point in the relative interior of an r-dimensional face of ∆ λ , then
Proof. Since S k (γ) in (6.13) is a point or a product space of odd dimensional spheres, we have π 1 (S k (γ)) = π 2 (S k (γ)) = 0, and therefore π 2 (S k (γ)) ∼ = π 2 (S k−1 (γ)) for every k = 1, · · · , n − 1. Moreover, since π 2 (S 1 (γ)) = π 2 (S 1 (γ)) = 0, we get π 2 (S k (γ)) = 0 for every k by the induction on k. The second statement is deduced from Theorem 6.9, since S • (γ) is simply connected.
Corollary 6.12. For a point u ∈ ∆ λ , the fiber Φ −1 λ (u) is a Lagrangian torus if and only if u is an interior point of ∆ λ Proof. The "if" statement follows immediately from Theorem 6.9, and the "only if" part follows from Proposition 6.11.
