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Abstract. Solving time-harmonic wave propagation problems by iterative methods is a difficult
task, and over the last two decades, an important research effort has gone into developing precondi-
tioners for the simplest representative of such wave propagation problems, the Helmholtz equation.
A specific class of these new preconditioners are considered here. They were developed by researchers
with various backgrounds using formulations and notations that are very different, and all are among
the most promising preconditioners for the Helmholtz equation.
The goal of the present manuscript is to show that this class of preconditioners are based on a
common mathematical principle, and they can all be formulated in the context of domain decompo-
sition methods called optimized Schwarz methods. This common formulation allows us to explain in
detail how and why all these methods work. The domain decomposition formulation also allows us
to avoid technicalities in the implementation description we give of these recent methods.
The equivalence of these methods with optimized Schwarz methods translates at the discrete level
into equivalence with approximate block LU decomposition preconditioners, and we give in each case
the algebraic version, including a detailed description of the approximations used. While we chose
to use the Helmholtz equation for which these methods were developed, our notation is completely
general and the algorithms we give are written for an arbitrary second order elliptic operator. The
algebraic versions are even more general, assuming only a connectivity pattern in the discretization
matrix.
All these new methods studied here are based on sequential decompositions of the problem in
space into a sequence of subproblems, and they have in their optimal form the property to lead to
nilpotent iterations, like an exact block LU factorization. Using our domain decomposition formu-
lation, we finally present an algorithm for two dimensional decompositions, i.e. decompositions that
contain cross points, which is still nilpotent in its optimal form. Its approximation is currently an
active area of research, and it would have been difficult to discover such an algorithm without the
domain decomposition framework.
1. Introduction. Solving the Helmholtz equation numerically for moderate to
high wavenumbers is a difficult task, and very different from solving Laplace-like prob-
lems. This is for three main reasons: first, Helmholtz problems are often posed on
unbounded domains, which have to be artificially truncated to perform computations
on finite computers, or by using Green’s functions, see e.g. [22, 132]. Second, one
needs to have a much higher mesh resolution than what would be required to rep-
resent the solution because of the so called pollution effect [5, 105, 180]. And finally,
one has then to solve the resulting very large scale system of linear equations, for
which classical iterative methods are not suitable [55, 59]. Our focus here is on a
class of recently developed novel iterative solvers for the Helmholtz equation based
on sequential decompositions in space. Many research groups around the world have
focused on developing such solvers, and for practitioners, and even specialists, it is
not easy to keep up with these developments, and to grasp important novelties in
these methods. The main reason for this is that these new methods sometimes are
formulated at the continuous level, sometimes at the discrete level, sometimes using
integral formulations and sometimes volume discretizations, and the groups develop-
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ing these methods come from different backgrounds and use different motivations,
intuitions and notations when formulating their methods. Furthermore, most of these
new methods require absorbing boundary conditions or perfectly matched layers for
their formulation, which are ingredients that are not commonly encountered for clas-
sical iterative methods for Laplace-like problems.
The purpose of the present manuscript is to first describe in simple terms the
main underlying fundamental algorithms for the new class of methods based on se-
quential decompositions in space. At the continuous level, the underlying algorithms
are optimal and optimized Schwarz methods, and at the discrete level, the underlying
algorithms are exact and approximate block LU factorizations. This first, relatively
short part is giving the main insight needed to understand the new Helmholtz solvers
in a simplified and non-technical setting. In the second, main part, we then rigorously
show how this new class of Helmholtz solvers are tightly related. To do so, we intro-
duce a compact notation that allows us to formulate all these new techniques, and we
give for each one first the original formulation given by the authors, and then equiva-
lent formulations at the continuous and discrete level in the form of the fundamental
underlying algorithms, for which we can prove equivalence results. We hope that our
manuscript will help people working in this challenging area of numerical analysis to
rapidly understand this new class of algorithms and their potential.
2. Underlying Fundamental Algorithms. We start by explaining two fun-
damental algorithms which are very much related, one at the discrete level and one at
the continuous level. These algorithms are the key ingredient in all the recent iterative
methods proposed for the Helmholtz equation. Even though these algorithms can be
formulated for other partial differential equations and all our equivalence results still
hold, we use here first the Helmholtz equation in its simplest form to explain them,
namely
(1) (∆ + k2)u = f in Ω := (0, 1)× (0, 1),
with suitable boundary conditions to make the problem well posed1. Discretizing
Equation (1) using a standard five point finite difference discretization for the Lapla-
cian on an equidistant grid leads to the linear system of equations
(2)

D1 U1
L1 D2 U2
. . .
. . .
. . .
LJ−2 DJ−1 UJ−1
LJ−1 DJ


u1
u2
...
uJ−1
uJ
 =

f1
f2
...
fJ−1
fJ
 ,
where Dj = tridiag (
1
h2 ,− 4h2 + k2, 1h2 ) 2, Lj = Uj = diag ( 1h2 ). The block LU factor-
ization of the coefficient matrix in Equation (2) is given by
(3) A =

T1
L1 T2
. . .
. . .
LJ−2 TJ−1
LJ−1 TJ


I1 T
−1
1 U1
I2 T
−1
2 U2
. . .
. . .
IJ−1 T−1J−1UJ−1
IJ
 ,
1We use this simplest form of the Helmholtz equation only here at the beginning, and treat in
the main part the more complete formulation given in Equation (11).
2We assume here homogeneous Dirichlet boundary conditions and well-posedness for simplicity
at the beginning, see Section 4 for more information.
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where Tj ’s are the Schur complements
3 that satisfy the recurrence relation
(4) T1 = D1, Tj = Dj − Lj−1T−1j−1Uj−1 for j ≥ 2,
as one can see by simply multiplying the two factors in Equation (3) and compar-
ing with the original matrix in Equation (2). Using this factorization, we can solve
Equation (2) by first solving by forward substitution the block lower triangular system
(5)

T1
L1 T2
. . .
. . .
LJ−2 TJ−1
LJ−1 TJ


v1
v2
...
vJ−1
vJ
 =

f1
f2
...
fJ−1
fJ
 ,
and then solving by backward substitution the block upper triangular system
(6)

I1 T
−1
1 U1
I2 T
−1
2 U2
. . .
. . .
IJ−1 T−1J−1UJ−1
IJ


u1
u2
...
uJ−1
uJ
 =

v1
v2
...
vJ−1
vJ
 .
This shows that one forward sweep (forward substitution) and one backward sweep
(backward substitution) are enough to solve the linear system, and this is the funda-
mental underlying idea of the new ‘sweeping algorithms’ for the Helmholtz equation
mentioned in the title. This becomes a preconditioner, if the block LU factorization is
approximated by using approximate Schur complement matrices instead of the exact
ones. If we use the exact ones, then the iteration would converge in one step and thus
the iteration matrix is nilpotent of degree (or index) one. One can however already
see another one of the new algorithms here by taking a closer look at the forward sub-
stitution in Equation (5): solving the first equation, and substituting into the second
one, and the result obtained into the third one, and so on, we get
(7)
v1 = T
−1
1 f1,
v2 = T
−1
2 (f2 − L1v1) = T−12 (f2 − L1T−11 f1) =: T−12 f˜2,
v3 = T
−1
3 (f3 − L2v2) = T−13 (f3 − L2T−12 f˜2) =: T−13 f˜3,
...
...
...
where we introduced new source terms f˜2 := f2 − L1T−11 f1, f˜3 := f3 − L2T−12 f˜2,. . . to
make the solve for v2, v3, . . . look like the first solve for v1. These new source terms
contain a transferred source term from the previous line,
f˜j := fj − Lj−1T−1j−1 f˜j−1,
which is the feature that led to the so called ‘source transfer’ methods mentioned
in the title. Note that vJ = uJ , so after the forward substitution, the last set of
unknowns is already the exact solution, a property that will be used later by some
algorithms.
In the form we presented the block LU decomposition, the diagonal blocks only
contained one grid line of unknowns, but one could also collect several grid lines
into one block. This suggests to look at the problem at the continuous level, where
we decompose the domain into subdomains, as illustrated in Figure 1. For the first
3We also assume here for simplicity at the beginning that the Tj ’s are invertible.
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Fig. 1. Domain decompositions of the unit square: without or with overlap, and many subdomains
decomposition on the left, which would correspond to only two large diagonal blocks
at the discrete level, an optimal parallel Schwarz algorithm is given by the iterative
method (see [53,131]) for arbitrary initial guess u01, u
0
2,
(8)
(∆ + k2)un1 = f in Ω1,
∂n1u
n
1 + DtN1(u
n
1 ) = ∂n1u
n−1
2 + DtN1(u
n−1
2 ) on Γ,
(∆ + k2)un2 = f in Ω2,
∂n2u
n
2 + DtN2(u
n
2 ) = ∂n2u
n−1
1 + DtN2(u
n−1
1 ) on Γ,
where ∂nj denotes the outward normal derivative for subdomain Ωj , and DtNj is
the Dirichlet-to-Neumann operator taking Dirichlet interface data on the interface
Γ and returning the outward normal derivative of the corresponding solution of the
Helmholtz equation on the exterior of the subdomain Ωj . This algorithm converges
in two iterations, and thus the iteration operator is nilpotent of degree two, as one
can easily understand as follows: denoting by enj := u − unj the error at iteration n,
this error satisfies by linearity the same equation as unj , but with zero right hand side,
f = 0. Since after the first iteration, the error e1j satisfies the equation in subdomain
Ωj , its normal derivative at the interface will exactly be canceled by the Dirichlet-to-
Neumann operator result when evaluating the right hand side on the interface Γ for
the second iteration4. The error e2j then satisfies the equation in Ωj with homogeneous
data and thus by uniqueness is zero, the algorithm has converged.
The optimal parallel Schwarz algorithm in Equation (8) can also be run with
overlap, as indicated in Figure 1 in the middle, i.e.
(9)
(∆ + k2)un1 = f in Ω1,
∂n1u
n
1 + DtN1(u
n
1 ) = ∂n1u
n−1
2 + DtN1(u
n−1
2 ) on Γ12,
(∆ + k2)un2 = f in Ω2,
∂n2u
n
2 + DtN2(u
n
2 ) = ∂n2u
n−1
1 + DtN2(u
n−1
1 ) on Γ21.
The overlap has no influence on the two step convergence property of the optimal
parallel Schwarz method5. With J subdomains, as indicated in Figure 1 on the right,
4The right hand side on the interface is in fact an exact or transparent boundary condition for
the neighboring subdomain.
5This will be different if one uses approximations of the DtN operators, as we will see.
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the corresponding optimal parallel Schwarz algorithm
(10)
(∆ + k2)unj = f in Ωj ,
∂nju
n
j + DtNj(u
n
j ) = ∂nju
n−1
j+1 + DtNj(u
n−1
j+1 ) on Γj,j+1,
∂nju
n
j + DtNj(u
n
j ) = ∂nju
n−1
j−1 + DtNj(u
n−1
j−1 ) on Γj,j−1,
converges in J iterations [131], and thus the iteration operator is nilpotent of degree
J . At the discrete level, this result was also presented by F.-X. Roux at the IMACS
conference in 2001. If we however organize the solves in sweeps, starting on the left-
most subdomain and going to the rightmost subdomain and back, i.e. we sweep once
forward and once backward, the algorithm converges in one such double sweep, inde-
pendently of the number of subdomains J , and thus the sweeping iteration operator
becomes nilpotent of degree one. This algorithm is in fact the continuous analog of
the block LU factorization then, with just a small modification that the DtN trans-
mission condition on the right is replaced by the Dirichlet condition, as we will see
later in Section 7. Optimized Schwarz methods use approximations of the Dirichlet-
to-Neumann operator and thus the transparent boundary condition, in the same spirit
as approximate block LU factorizations use approximations to the Schur complement
matrices. Well known such approximations are absorbing boundary conditions (ABCs,
c.f. [49, 50,95,100]) and perfectly matched layers (PMLs, c.f. [13, 32,44,98]).
3. The Helmholtz equation. To be able to explain the details of recent iter-
ative solvers for the Helmholtz equation, we need to consider a slightly more general
Helmholtz equation than the simple model problem in Equation (1), namely
(11) Lu := −∇T (α∇u)− ω
2
κ
u = f in Ω, B u = g on ∂Ω,
where ω ∈ C, Ω ⊂ Rd, d = 2, 3, is a bounded Lipschitz domain, the coefficient matrix
α, the scalar field κ and the source f are all given complex-valued quantities varying
on Ω, and the unkown function u on Ω is to be sought. In addition to the truly physical
part, the domain Ω may contain also artificial layers, for example representing PMLs.
The boundary condition B u = g is piece-wise defined on ∂Ω = ΓD ∪ ΓR ∪ ΓV as
follows6:
u = gD, on ΓD,(12)
nT (α∇u) + p0u = gR, on ΓR,(13)
nT (α∇u) + q0u+ p1nT (α∇Su)−∇TS (q1ΠS(αn)u+ p2α∇Su) = gV , on ΓV ,(14)
where n is the unit outer normal vector, ∇S is the surface gradient, p0, p1, q1, p2 are
complex-valued functions, and ΠS is the orthogonal projection onto the tangential
plane of the surface. Besides acoustic waves, the Helmholtz Equation (11) is also
used to describe electromagnetics, where it can be derived from Maxwell’s equations,
see [132].
Example 1. In a typical geophysical application, Ω is a rectangle in R2 or a box
in R3, obtained from truncation of the free space problem. The original time domain
equation in free space is given by
1
c2
∂2u˜
∂t2
− ρ∇Tx
(
1
ρ
∇xu˜
)
= f˜ ,
6For simplicity, we assume either ΓV = ∅ or ΓR = ∅ and that ΓV has no edges and corners.
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where c is the wave speed and ρ is the mass density, both dependent only on space, u˜ is
the pressure, and f˜ is the space-time source term with compact support in Ωphy ⊂ Ω
at all time. Ωphy is the domain in which the solution is of interest. We make the
ansatz that f˜(x, t) is a superposition of the time-harmonic sources ρ(x)f(x, ω)e−iωt.
Then, for each ω, the corresponding mode u(x, ω)e−iωt satisfies
− ω
2
ρc2
u−∇Tx
(
1
ρ
∇xu
)
= f.
The time domain solution u˜(x, t) is the sum of the time-harmonic modes u(x, ω) over
all possible values of ω. Note that ω is the time frequency, k := ωc is called wavenumber,
and the wavelength is λ = 2pik . A certain boundary condition along infinity is imposed
to exclude energy incoming from infinity and to allow energy outgoing to infinity,
viewed from Ωphy.. An example is the Sommerfeld radiation condition (c.f. [152, p.
189]) in a homogeneous medium,
(15) lim
|x|→∞
|x| d−12 (∂|x|u− i ku) = 0.
Since we are interested in only the near-field solution (i.e. in Ωphy), the free space
model is truncated to Ωphy by imposing on ∂Ωphy artificial boundary conditions or
artificial layers, which leads to Equation (11).
Example 2. Some models have physical boundaries from special materials, which
leads directly to a boundary condition, e.g. Dirichlet for sound soft and Neumann
for sound hard matter in acoustics. As a simple model, one can consider a parallel
pipe open in one dimension and closed with walls in the other dimensions on which
Dirichlet, Neumann or artificial boundary conditions (layers) are imposed. We further
truncate the open dimension to obtain Equation (11). The truncated dimension is
typically still much larger than the other dimensions such as for optical waveguides,
see [124].
Example 3. An important class of models are the so-called scattering problems
which are posed on an unbounded domain exterior to obstacles delimited by physical
boundaries. A given incident wave then hits the obstacles and gets scattered. The sum
of the incident wave and the scattered wave gives the total wave field which satisfies
homogeneous Dirichlet, Neumann or impedance boundary conditions as shown in
Equations (12) and (13) on the physical boundaries. The scattered wave field satisfies
homogeneous Helmholtz equation and some condition along infinity. Usually, this is
the Sommerfeld radiation condition given in Equation (15) based on the assumption
that the medium is homogeneous outside a bounded region. The unbounded domain
is truncated to a bounded region near the obstacles which results in Equation (11).
Once the Dirichlet and Neumann traces of the solution are known on some surface,
the solution in the far-field, i.e. far away from the obstacles, can be recovered by
using a representation formula, see [132].
Remark 4. The algorithms to be discussed in this paper are applicable not only
to the model Equation (11) but also to more complicated cases as long as the partial
differential equation and the boundary conditions are defined locally in space such
that they make sense in subsets of Ω and ∂Ω. For instance, we can supplement
Equation (14) with edge and corner conditions, see [7], or use high-order absorbing
boundary conditions localized with auxiliary unknowns, see [34, 96], which can also
be viewed as semi-discretized PMLs, see [45, 91], and solve other partial differential
equations (see e.g. [128]). This will become clearer in the following sections.
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We will occasionally need the weak formulation of Equation (11) in appropriate
function spaces; see e.g. Lemma 10. Multiplying both sides of Equation (11) with the
complex conjugate of an arbitrary function v and integrating by parts in Ω, we find
formally ∫
Ω
(α∇u)T∇v¯ − ω
2
κ
uv¯ −
∫
∂Ω
nT (α∇u)v¯ =
∫
Ω
fv¯.
Substituting the boundary conditions from Equations (12)–(14) into the above equa-
tion leads us to the following weak formulation of Equation (11): find u− EgD ∈ V ,
such that
(16)
a(u,v)+b(u,v)=c(v), ∀v∈V,
a(u,v):=
∫
Ω
(α∇u)T∇v¯−ω2κ uv¯,
b(u,v):=
∫
ΓR∪ΓV p0uv¯+
∫
ΓV
p1n
T(α∇Su)v¯+
∫
ΓV
(q1ΠS(αn)u+p2α∇Su)T∇Sv¯,
c(v):=V ′〈f,v〉V +
H−
1
2
〈gR,v|ΓR〉H12+H−12〈gV ,v|ΓV 〉H12,
where EgD ∈ V is an extension of gD, and
V = {v ∈ H1(Ω) : v|ΓD = 0, v|ΓV ∈ H1(ΓV )}, ‖v‖V =
√
‖v‖2H1(Ω) + ‖v‖2H1(ΓV ).
The well-posedness of Equation (16) can be ensured by the following simultaneous
assumptions:
(i) α, ω
2
κ are uniformly bounded in Ω, and so are p0, p1, q1, p2 in their domains;
(ii) there exist constants C1, C2, C3 > 0 independent of u such that∣∣∣∣∫
Ω
(α∇u)T∇u¯+
∫
ΓV
p2(α∇Su)T∇Su¯+C2
∫
Ω
|u|2+C3
∫
ΓV∪ΓR
|u|2
∣∣∣∣≥C1‖u‖2V ;
(iii) a(u, u) + b(u, u) = 0 and gD ≡ 0 together imply u ≡ 0;
(iv) f ∈ V ′, gD ∈ H
1
2
00(ΓD), gR ∈ H−
1
2 (ΓR), gV ∈ H− 12 (ΓV ).
We refer the reader to [162] for the definitions of the function spaces and the well-
posedness which is based on the Lax-Milgram lemma and the Fredholm alternative.
4. Direct and iterative solvers. After discretization of Equation (11), we
obtain the linear system
(17) Au = f ,
where A is an N -by-N matrix, u is the solution to be sought and f is given.
Gaussian elimination is probably the oldest7 and the most fundamental solver for
linear algebraic systems like Equation (17). Its modern form consists in first comput-
ing the LU factorization A = RPLUQ with R a row scaling diagonal matrix, L (U)
being lower (upper) triangular and P (Q) being row (column) permutations, and then
solving Lv = P (R−1f) and U(Qu) = v. For a dense matrix A, e.g. from boundary
element or spectral discretizations, the factorization requires O(N3) flops and O(N2)
storage, and the triangular solves cost O(N2) flops. For a sparse matrix A, e.g. from
a low-order finite element discretization, one can benefit from the non-zero structure
of the entries of A by ordering the eliminations such that as few non-zeros as possible
are generated in L and U , because the number of non-zeros determines the storage
7Gaussian elimination can already be found in Chinese scripts [121]
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and time complexities of the triangular solves, see e.g. [40, 47]. Doing so on 2-D reg-
ular meshes, we need O(N 32 ) flops for a sparse factorization, and the L,U factors
one obtains have O(N logN) non-zeros, see [85,103]; on 3-D regular meshes, we need
O(N2) flops and get O(N4/3) non-zeros in L,U , see [40, p.143]. Significant progress
has been made on reducing the actual constants hidden in the asymptotic complexi-
ties, which is nowadays coded in widely-used software packages like UMFPACK
[39]
,
PARDISO
[148]
, SuperLU
[116]
and MUMPS
[2]
. The classical, factorization based di-
rect solvers aim at the exact solution and introduce no error in the algorithms other
than round-off errors due to finite precision arithmetic. They have been proved in
practice to be robust for various problems, and they are robust with respect to prob-
lem parameters. Moreover, they are very advantageous for multiple right hand sides
(r.h.s.), because the factorization can be reused for different r.h.s. just performing
triangular solves, which is much faster than the factorization stage.
The drawbacks of direct solvers are the superlinear complexities they have in
time and storage requirements, and also the important communication overhead in a
parallel environment both in the factorization and the triangular solution stages.
A recent trend of direct solvers is introducing low rank truncation of some off-
diagonal dense blocks arising in the process of factorization. This is accomplished
by H-matrix techniques [8–11, 92, 93], and related approaches [23, 87, 102, 125, 126,
168–171, 173]. The numerical low rank property depends on the Green’s function of
the underlying partial differential equation (PDE). In particular, for the Helmholtz
equation, the numerical rank can be shown to grow in specific geometric conditions
in 2-D only logarithmically with the wavenumber (see [51,126]). In general, however,
as indicated in [9, p. 157], the growth seems to be linear in the wavenumber. In [94],
the author says that there are two types of off-diagonal blocks, one type is small
and can be treated easily by H-matrix arithemetic, and the other type is large and
should better be treated by a multipole expansion; see [8] for more details. Recently,
[54] gave lower and upper bounds for the separability of Green’s function. Nearly
linear complexities for 2-D Helmholtz problems have been presented in e.g. [8, 87,
102, 125, 126, 168, 173], with fixed or increasing wavenumbers. For 3-D Helmholtz
problems, although considerable improvements over classical direct solvers have been
made using H-matrix techniques, the numerical experiments in [169, 171] show that
the time complexity of factorization tends to O(N5/3)∼O(N2) at high wavenumber
on proportionally refined meshes.
In contrast to direct solvers which deliver very accurate solutions in a finite num-
ber of operations, iterative solvers start from an initial guess and improve the accu-
racy successively by iteration. Iterative solvers have become a core area of research
in numerical analysis8. The central issue of designing an iterative solver is finding
an approximation of A−1 which is called preconditioner. In this sense, the direct
solvers with low-rank truncation mentioned in the previous paragraph can be used
as preconditioners; see e.g. [8, 51, 173]. The simplest way to use a preconditioner
M−1 ≈ A−1 is iterative refinement, also called Richardson iteration9 or deferred
correction: u ← u + M−1(f − Au). More advanced are Krylov subspace methods;
see [90, 143] for general introductions to iterative methods for linear systems. It is
8Trefethen [163]: “The name of the new game is iteration with preconditioning. Increasingly
often it is not optimal to try to solve a problem exactly in one pass; instead, solve it approximately,
then iterate”.
9The method Richardson proposed is much more sophisticated, including a relaxation parameter
that changes with each iteration and is chosen to lead to an optimized polynomial [141].
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particularly difficult to design a fast iterative solver for the Helmholtz equation; see
e.g. the review papers [3,55,59]. The main challenge is to accomplish O(N) time com-
plexity for increasing frequency ω of Equation (11) on appropriately refined meshes;
an easier goal is the linear complexity under mesh refinement for fixed frequency, be-
cause this does not add more propagating waves to the solution. To tackle the special
difficulties of the Helmholtz equation, many techniques have been developed and inte-
grated into three major frameworks: incomplete factorizations, (algebraic) multigrid
and domain decomposition. We will now briefly review some of these techniques.
The shifted-Laplace preconditioner M−1 , proposed in [58, 108], introduces an
imaginary shift  to the frequency ω or ω2 in the continuous problem given in Equa-
tion (11), and M is obtained from a discretization of the shifted operator. The
analyses in [33, 38, 59, 66, 165] exhibit altogether a gap between the requirements for
the shifted operator being close to the original operator and yet being cheap to solve.
In practice, O(ω2) imaginary shifts to ω2 are often used. In this case, it is easy to find
an iterative solver M˜−1 of O(N) complexity for M for any ω; but M deviates from
the original matrix A more and more as ω increases so that the iteration numbers for
the original system with the preconditioner M˜−1 also grow with ω and can be O(ω)
for the truncated free space problem or even O(ω2) in the case of a waveguide [33].
In the former case, we observed from numerical experiments in [14, 27, 37, 57, 89] for
2-D problems with N = O(ω2) the overall time complexity becomes O(N3/2), and
in [21,37,142] for 3-D problems with N = O(ω3) it seems to be O(N4/3). Even though
not optimal, for 3-D models and O(1) r.h.s. these iterative solvers can be faster than
a complete factorization.
To accelerate convergence of iterations, an important idea is identifying the slowly
convergent components of the errors, and the corresponding residuals, and projecting
them out from the iterates by solving the original problem restricted to the corre-
sponding subspace. This is called coarse correction or deflation. When these slowly
convergent coarse components are however based on a grid discretization, then for
the Helmholtz equation the coarse problem for projection needs to be fine enough,
typically of dimension O(ω2) in 2-D and O(ω3) in 3-D, to keep the convergence inde-
pendent of ω; see e.g. [20,115] for convergence theory with such rich coarse problems.
This excessive requirement manifests inadequacy of the basic iterations presumed in
O(N) time for oscillatory waves. Of course, the more time we allocate to the basic un-
derlying iteration, the smaller the coarse problem will be that we need to compensate
for inadequacies of the basic iteration. Another approach is to try to develop an effi-
cient solver for the coarse problem. For the shifted-Laplace preconditioner, multilevel
Krylov with multigrid deflation was studied in [56,150] and it was seen that the first
coarse level (with mesh size twice as coarse as the finest level) needs to be solved more
and more accurately to keep iteration numbers from growing as ω increases. Another
direction is to seek more efficient coarse problems. Those based on wave-ray or plane
waves that originated from [17, 159] in the context of multigrid have become popu-
lar in algebraic multigrid methods (see e.g. [134, 166]) and in domain decomposition
methods (see e.g. [16, 61, 81, 104]). Some recent developments include the bootstrap
trick [122] to discover the slowly convergent subspace, the local eigen-spaces [36] for
heterogeneous media, and improvement in stability of the coarse problems [25, 157].
Complex-symmetric least squares formulations [88, 122, 134], numerical-asymptotic
hybridization [136] and block Krylov methods for multiple r.h.s. [113] have also given
further insight in the search for a scalable Helmholtz solver.
When applying domain decomposition methods (see e.g. [42,63,114,139,151,162])
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to the Helmholtz equation, an immediate obstacle is using the usual Dirichlet or Neu-
mann boundary conditions on subdomain interfaces. In particular, taking a diagonal
block of A, one can not ensure that it is nonsingular. For example, in the unit square
(0, 1)2 with homogeneous Dirichlet boundary conditions, the negative Laplace opera-
tor −∆ = −∂xx − ∂yy has eigenvalues (n2 +m2)pi2 (n,m = 1, 2, ..), so the Helmholtz
operator −∆ − k2 is singular if k2 is equal to one of these eigenvalues. This will
not happen if a subdomain is sufficiently small, because the minimal eigenvalue will
then be larger than the given k2 ∈ R: for example, in the square (0, H)2, the min-
imal eigenvalue is 2pi2/H2, which can be made bigger than any given real number
k2 when H is sufficiently small. This strategy was adopted in [20, 61, 115], but the
coarse problems become then very large to maintain scalability with so many sub-
domains. Another natural treatment is regularization of subdomain problems with
absorbing boundary conditions (or layers), which helps verify assumption (iii) in Sec-
tion 3. For example, let ∆u + k2u = 0 in Ω (k ∈ R) and ∂nu + pu = 0 on ∂Ω,
we have
∫
Ω
|∇u|2 − k2|u|2 + ∫
∂Ω
p|u|2 = 0; if Im p 6= 0, we obtain ∂nu = u = 0 on
∂Ω which implies u ≡ 0 in Ω by the unique continuation property (see [172]). The
well-posedness of high-order ABCs can be found in e.g. [164]. Regularization with a
zeroth-order absorbing condition was first used by B. Despre´s in his thesis [41], and
later in e.g. [16, 18, 62]. Actually, one gets even more from this choice: compared
to the classical Schwarz method that uses Dirichlet transmission conditions, faster
convergence was observed. This can be understood in the ideal case with transpar-
ent transmission conditions as we have seen in Section 2 for the optimal Schwarz
method [53, 131] motivated by the numerical study in [97]. Based on this princi-
ple, optimized Schwarz methods (see e.g. [64] for an introduction, [67, 123, 138] for
analyses and [79, 80] for geometry-dependent optimization) leverage various approx-
imations i.e. absorbing transmission conditions or PMLs for fast convergence. For
Helmholtz problems, the second-order Taylor expansion was used in [43], square-root
based nonlocal conditions were studied in [35, 86], best approximations of zero- and
second-order were sought in [31,69,76,83,84,158], Pade´ approximants with complex-
shifted wavenumbers were used in [15], PMLs were first employed in [146, 161], and
recently some rational interpolants were tested in [109] for waveguide problems. For
a numerical comparison of low-order and high-order transmission conditions for the
overlapping Schwarz methods, we refer to [84].
Parallel to the development of optimized Schwarz methods, absorbing transmis-
sion conditions have also found use in the analytic incomplete LU (AILU) precondi-
tioner; see [77, 78]. The idea is based on the identification of the DtN based trans-
parent transmission condition with the Schur complements arising in the block LU
factorization we have seen in Section 2. An important improvement to the AILU
preconditioner has been made by the independent development in [52] using PML in-
stead of the second-order approximation used in [78]. This triggered more studies on
exploiting PML for the iterative solution of the Helmholtz equation in a forward and
backward sweeping fashion, see e.g. [29,30,60,110,137,155,167,177,178]. A recursive
version that solves the 2-D sub-problems in a 3-D domain recursively by decomposing
them into 1-D lines and sweeping can be found in [119], see also [176] for a similar
idea. A recursive sweeping algorithm with low-order ABCs was already proposed
earlier, see [1]. Another double sweep process that extends the Dirichlet-Neumann
alternating method [139] to many subdomains is proposed in [26]. In all these sweep-
ing methods, there is little parallelism across the block solves, since the blocks (or
subdomains) are passed through one by one, but in return an expensive coarse prob-
lem for connecting the blocks is avoided. Hence, the parallelism and the complexity
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within each block become crucial. In [137] for 3-D models, each block is kept quasi-2D
with fixed thickness, and a tailored parallel direct solver for the quasi-2D problems
is used. The sequential complexity was shown to be O(δ2N4/3) for the setup and
O(δN logN) for the solve, where δ = δ(k) is the thickness of the discrete PML on
one side of each block. Instead of PML, hierarchical matrix approximations can also
be used, see [6, 51]. More recently, in an effort to parallelize the sweeping precondi-
tioner, the authors of [118] proposed to decompose the source term into subdomains
and then to simulate its influence on the other subdomains by sweeping from that
subdomain towards the first and the last subdomain. The final approximation is then
obtained by adding the solutions corresponding to the different subdomain sources.
The sweeping methods have also been combined with a two-level method in [156], and
with the sparsifying preconditioner [174] for a volume integral reformulation of the
Helmholtz equation in [120,179].
The methods above based on approximation of transparent boundary conditions
are currently among the most promising iterative methods for the Helmholtz equation
and more general wave propagation phenomena. In the following sections, we will
explain how these methods were invented following various paths from very different
starting points, and give a formulation of each method in a common notation that
allows us to prove that each of these methods is in fact a special optimized Schwarz
method distinct only in transmission conditions, overlaps, and/or implementation.
A first such relation between the source transfer method and an optimized Schwarz
method was discovered in the proceedings paper [28], and futher relations were pointed
out in [82].
5. Notation. To make the analogy we have seen between the block LU fac-
torization and the optimal Schwarz algorithm mathematically rigorous, and then to
show precisely how all the new Helmholtz solvers are related to one another requires
a common notation that works for all formulations. This formulation must permit
at the same time the use of overlapping and non-overlapping blocks or subdomains,
Green’s function formulations and volume discretizations, and very general transmis-
sion conditions including absorbing boundary conditions and PML, and all this both
for continuous and discrete formulations. We introduce the reader to this notation in
this section, as we introduce the fundamental concepts common to all algorithms step
by step. The first steps learning the notation will be hard, but it will be rewarding to
be able to understand the details of all these new Helmholtz solvers and their tight
relation.
5.1. Domain decomposition. As we have seen, the algorithms are based on
a decomposition, and we introduce this decomposition for the original domain Ω on
which Equation (11) is posed. We decompose Ω into serially connected subdomains
Ωj , j = 1, . . . , J such that
(18) Ω = ∪Jj=1Ωj , Ωj ∩ Ωl = ∅ if |j − l| > 1.
To simplify the notation for the algorithms, we also introduce at each end an empty
subdomain, Ω0 = ΩJ+1 = ∅. We denote the overlap between the subdomains by
Oj := Ωj ∩ Ωj+1, j = 1, .., J − 1, the interfaces by Γj,j±1 := ∂Ωj ∩ ∂(Ωj±1 − Ωj),
j, j ± 1 ∈ {1, .., J}, and the non-overlapping region within each subdomain by Θj :=
Ωj − (Ωj−1 ∪Ωj+1), j = 1, .., J , as indicated in Figure 2. Note that this partition can
be considered either for the continuous domain or for the discretized domain. At the
discrete level, the domain decomposition is a partition of the d.o.f. u of Equation (17).
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Fig. 2. Non-overlapping and overlapping domain decomposition, • ∈ Θ∗, ◦ ∈ O∗, ♦ ∈ Γ∗,#.
Table 1
Meaning of the subscripted vector v∗
subscript ∗ meaning of the vector v∗
j〈〉 or j Ωj : all the d.o.f. on the j-th subdomain Ωj
j〈 left interface of Ωj : restriction of vj to the interface Γj,j−1
j〉 right interface of Ωj : restriction of vj to the interface Γj,j+1
j〈] left overlap of Ωj : restriction of vj to the overlap Ωj ∩ Ωj−1
j[〉 right overlap of Ωj : restriction of vj to the overlap Ωj ∩ Ωj+1
j] end of left overlap in Ωj : restriction of vj to Γj−1,j
j[ end of right overlap in Ωj : restriction of vj to Γj+1,j
j〈•〉 or j• interior unknowns of Ωj : after removing vj〈 and vj〉 from vj〈〉
j〈•] interior of left overlap of Ωj : after removing vj〈 and vj] from vj〈]
j[•〉 interior of right overlap of Ωj : after removing vj[ and vj〉 from vj[〉
j[•] interior without overlaps of Ωj : after removing vj〈] and vj[〉 from vj〈〉
∼j everything to the left of Ωj , i.e. all the d.o.f. in (∪j−1m=1Ωm)− Ωj
j∼ everything to the right of Ωj , i.e. all the d.o.f. in (∪Jm=j+1Ωm)− Ωj
Corresponding to that partition, we introduce the notion of index sets as shown in
Table 1, which we chose to simplify remembering them: for example, in the non-
overlapping case, we have for subdomain Ωj on the left boundary uj〈 = uj] = uj〈],
and similarly on the right boundary uj〉 = uj[ = uj[〉, and the unknowns interior to
subdomain Ωj are uj〈•〉 = uj[•], where a dot always means only the interior unknowns,
and we have equality because the overlap is empty. As another example, if Θj 6= ∅
in the overlapping case, we have uj〈•〉 =
[
uj〈•];uj];uj[•];uj[;uj[•〉
]
10. We denote by I#∗
10we use Matlab notation for concatenating column vectors vertically to avoid having to use the
transpose symbol T .
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the 0-1 restriction or extension matrix from the set of d.o.f. indicated by # to the
set indicated by ∗. For example, Ij−1j〈 is the restriction from Ωj−1 to Γj,j−1. For the
identity matrix I∗∗ we simply write I∗. A common restriction operator we will often
use is R∗ := I
1,..,J
∗ . Note that by vl and vj we do not mean in general the restriction
vl = Rlv and vj = Rjv of a common v, but that the components of vj correspond
to the d.o.f. on Ωj . Hence I
j
j[〉vj can be different from I
j+1
j+1〈]vj+1. Only for the exact
solution u and the r.h.s. f of Equation (17), we use uj and fj for Rju and Rjf . For
submatrices of A, we also use the subscripts j[ interchangeably with j + 1〈 because
they refer to the same index set in the global case, and similarly for j] and j − 1〉.
If Θj 6= ∅ for j = 1, .., J , we assume that Equation (17) has block tridiagonal struc-
ture11 when the vector of unknowns is partitioned as u = [u1[•];u1[〉; . . . ;uJ−1[〉;uJ[•]],
i.e.
(19)

A1[•] A1[•]1[〉
A1[〉1[•] A1[〉 A1[〉2[•]
. . .
. . .
. . .
AJ−1[〉J−1[•] AJ−1[〉 AJ−1[〉J[•]
AJ[•]J−1[〉 AJ[•]


u1[•]
u1[〉
...
uJ−1[〉
uJ[•]
 = f .
For overlapping decompositions (i.e. Oj 6= ∅), we can also partition the overlap,
uj[〉 =
[
uj[;uj[•〉;uj〉
]
, and similar to the block tridiagonal assumption, we assume
that there are no direct interactions between d.o.f. across the interfaces, e.g.
Aj[•〉j[•] = 0, Aj〉j[•] = 0, Aj[j+1[•] = 0, Aj[•〉j+1[•] = 0.
In the non-overlapping case we also use j〉 for j[〉, since the index sets 〉 and [〉 coincide
in that case, and the same holds for 〈 and 〈].
Remark 5. When Θ1,ΘJ 6= ∅, Θj = ∅ for j = 2, .., J − 1 and Oj 6= ∅ for j =
1, .., J − 1, we assume Equation (17) is block tridiagonal under the partition
u = [u1[•];u1[;u1[•〉;u1〉;u2[•〉;u2〉; . . . ;uJ−1〉;uJ[•]].
Then, all our subsequent discussions on Equation (19) can be adapted to this case
without essential difference. This case corresponds to what is called generous overlap
in domain decomposition, i.e. almost every subdomain consists of overlaps with neigh-
bors: Ωj = Oj−1∪Γj−1,j∪Oj and Γj+1,j = Γj−1,j for j = 2, .., J−1. For convenience,
we will also denote by O0 := Θ1 and OJ := ΘJ for later use in Subsection 8.1.
Remark 6. The algorithms we will discuss below also permit Aj[〉l[〉 6= 0 for |j−l| =
1, which can happen for example for spectral element discretizations with only one
spectral element over the entire subdomain width. We exclude however this situation
for simplicity in what follows.
Remark 7. The block tridiagonal form we assumed in Equation (19) is natural if
the d.o.f. in the overlap including the interfaces, Oj∪Γj+1,j∪Γj,j+1, are the same and
shared by Ωj and Ωj+1, i.e. the problem stems from a globally assembled problem.
In domain decomposition, non-matching grids are however also common, and we may
have two sets of d.o.f. in Oj ∪ Γj+1,j ∪ Γj,j+1, one set uj[〉 for Ωj and another set
11This holds naturally for classical finite difference and finite element discretizations which ap-
proximate derivatives by only looking at neighboring nodes.
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uj+1〈] for Ωj+1. In this case, when Oj 6= ∅, we may assume Equation (17) has the
form of the augmented system
A1[•] A1[•]1[〉
A1[〉1[•] A1[〉 A1[〉2〈] A1[〉2[•]
A2〈]1[•] A2〈]1[〉 A2〈] A2〈]2[•]
. . .
. . .
. . . AJ−1[〉J[•]
AJ〈]J−1[•] AJ〈]J−1[〉 AJ〈] AJ〈]J[•]
AJ[•]J〈] AJ[•]


u1[•]
u1[〉
u2〈]
...
uJ〈]
uJ[•]

= f ,
which would be block tridiagonal if we removed the boxed blocks. This form also arises
naturally from non-conforming discretizations in the overlaps and on the interfaces,
e.g. from certain discontinuous Galerkin methods (see e.g. [4]). It is possible to
generalize our discussions to this case, but we would not gain more insight and will
thus not do so here to avoid further complications in the notation.
5.2. Transmission conditions. We now present the three fundamental types
of transmission conditions used by the algorithms: Dirichlet, Neumann and gen-
eralized Robin conditions. For the Dirichlet condition, based on the assumptions
in Subsection 5.1, if we take the rows for uj• from Equation (17), we will find
Aj•uj• = fj•−Aj•j〈uj〈−Aj•j〉uj〉. We rewrite this as a linear system for uj with the
interface data uj〈 and uj〉 provided by the neighboring subdomains,
(20)
 Ij〈Aj•j〈 Aj• Aj•j〉
Ij〉
 uj〈uj•
uj〉
 =
 uj−1[fj•
uj+1]
 .
At the continuous level, this corresponds to Equation (11) localized to Ωj with Dirich-
let transmission conditions on the interfaces,
(21)
Luj = f in Ωj ,
B uj = g on ∂Ωj ∩ ∂Ω,
uj = uj−1 on Γj,j−1,
uj = uj+1 on Γj,j+1,
where ul := u|Ωl (l = j, j ± 1). As mentioned before, the subdomain problem in
Equation (21) might not be well-posed if we replace uj by vj and then try to solve
Equation (21) for vj . Similarly, the matrix in Equation (20) might not be invertible.
For the Neumann condition, we split the diagonal block of A corresponding to
the interface Γj,j−1 into two parts as it would arise naturally from the splitting of
the bilinear forms in Equation (16) in a conforming finite element method: Aj〈 =
A
〉
j〈 + A
〈
j〈, where A
〉
j〈 is the contribution from the left side of Γj,j−1 and A
〈
j〈 is the
contribution from the right side of Γj,j−1. The reader might wonder why we use the
superscript 〉 here (\rangle !) for the contribution from the left, and the superscript
〈 for the contribution from the right. The reason is that the contribution from the
right will be used on the left of the corresponding subdomain that uses it, and vice
versa, and based on the assumptions in Subsection 5.1, the rows from Equation (17)
14
for uj can then be written similar to the Dirichlet case in the form
(22)
 A
〈
j〈 Aj〈j•
Aj•j〈 Aj• Aj•j〉
Aj〉j• A
〉
j〉

 uj〈uj•
uj〉
 =
 fj〈 −Aj〈j−1[•]uj−1[•] −A
〉
j〈uj−1[
fj•
fj〉 −Aj〉j+1[•]uj+1[•] −A〈j〉uj+1]
 ,
and now the superscript looks very natural and easy to remember. Equation (22)
corresponds to Equation (11) localized to Ωj with Neumann transmission conditions
on the interfaces,
(23)
Luj = f in Ωj ,
B uj = g on ∂Ωj ∩ ∂Ω,
nTj (α∇uj) = nTj (α∇uj−1) on Γj,j−1,
nTj (α∇uj) = nTj (α∇uj+1) on Γj,j+1.
In particular, we note that the discretization of −nTj (α∇uj) on Γj,j−1 gives f 〈j〈 −
A
〈
j〈uj〈−Aj〈j•uj• and the discretization of nTj (α∇uj−1) on Γj,j−1 gives f 〉j〈 −A〉j〈uj−1[
−Aj〈j−1[•] uj−1[•], where fj〈 = f 〉j〈 + f 〈j〈 is again the splitting of the contribution from
the two sides of Γj,j−1. Note that as in the case of Dirichlet conditions, if we replace
uj by vj in Equation (23), the resulting subdomain problem might not be well-posed,
and the matrix in Equation (22) might not be invertible.
By generalized Robin transmission conditions, we mean the generalized linear
combination of Dirichlet and Neumann conditions, i.e.
(24) Q (nTj (α∇uj))+ Puj = Q (nTj (α∇ul))+ Pul on Γj,l,
where Q and P are linear, possibly non-local operators along Γj,l, l = j ± 1. At the
discrete level, this corresponds to a generalized linear combination of the interface
rows of Equation (20) and Equation (22), while the interior rows are unchanged, i.e.
(25)
 Q
〈
j〈A
〈
j〈 + P
〈
j〈 Q
〈
j〈Aj〈j•
Aj•j〈 Aj• Aj•j〉
Q
〉
j〉Aj〉j• Q
〉
j〉A
〉
j〉 + P
〉
j〉

 uj〈uj•
uj〉

=

Q
〈
j〈
(
fj〈 −Aj〈j−1[•]uj−1[•]
)
+
(
P
〈
j〈 −Q〈j〈A〉j〈
)
uj−1[)
fj•
Q
〉
j〉
(
fj〉 −Aj〉j+1[•]uj+1[•]
)
+
(
P
〉
j〉 −Q〉j〉A〈j〉
)
uj+1]
 .
If Q
〈
j〈 = Ij〈 and Q
〉
j〉 = Ij〉, we can also rewrite Equation (25) without the explicit
splitting of Aj〈 and Aj〉,
(26)

S˜
〈
j〈 Aj〈j•
Aj•j〈 Aj• Aj•j〉
Aj〉j• S˜
〉
j〉


uj〈
uj•
uj〉
 =

fj〈 −Aj〈j−1[•]uj−1[•] +
(
S˜
〈
j〈 −Aj〈
)
uj−1[
fj•
fj〉 −Aj〉j+1[•]uj+1[•] +
(
S˜
〉
j〉 −Aj〉
)
uj+1]
 ,
where S˜
〈
j〈 = A
〈
j〈 + P
〈
j〈 and S˜
〉
j〉 = A
〉
j〉 + P
〉
j〉. If we first specify S˜
〈
j〈 and S˜
〉
j〉, then it is
not necessary to introduce a splitting of Aj〈 and Aj〉 to use Equation (26).
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We now consider a special case of Equation (11): we assume that the data f
and g is supported only on Ωj and vanishes elsewhere. Suppose we are interested
in the solution of Equation (11) in Ωj only. Then it would be desirable to have a
problem equivalent to the original problem in Equation (11) but defined just on the
truncated domain Ωj . This can be done by setting a transparent boundary condition
on the truncation boundary ∂Ωj − ∂Ω and solving
(27)
Luj = f in Ωj ,
B uj = g on ∂Ωj ∩ ∂Ω,
nTj (α∇uj) + DtNjuj = 0 on ∂Ωj − ∂Ω,
where DtNj is a linear operator defined as follows:
Definition 8. The Dirichlet-to-Neumann (DtN) operator exterior to Ωj ⊂ Ω for
Equation (11) is
(28)
DtNj : d→ −nTj (α∇v), s.t. L v = 0 in Ω− Ωj ,
B v = 0 on ∂Ω− ∂Ωj ,
v = d on ∂Ωj − ∂Ω,
where nj is the unit outward normal vector of Ωj .
Remark 9. The DtN operator is an example of a Poincare´-Steklov operator refer-
ring to maps between different boundary data. According to [107, p. VI], this class
of operators was first studied by V. A. Steklov [154] and H. Poincare´ [135]. They are
also related to the Calderon projectors, see e.g. [132].
Lemma 10. Assume that f and g in Equation (11) vanish outside Ωj . If Equa-
tion (28) has a unique solution v ∈ H1(Ω − Ωj) for d ∈ H1/2(∂Ωj − ∂Ω) and Equa-
tion (11) has a unique solution u ∈ H1(Ω), then Equation (27) also has a unique
solution uj ∈ H1(Ωj), and uj = u|Ωj .
Proof. In Definition 8, we substitute uj |∂Ωj−∂Ω for d and combine it with Equa-
tion (27) to find
(29)
Luj = f in Ωj , Lv = 0 in Ω− Ωj ,
Buj = g on ∂Ωj ∩ ∂Ω, Bv = 0 on ∂Ω− ∂Ωj ,
nTj (α∇uj) = nTj (α∇v) on ∂Ωj − ∂Ω, v = uj on ∂Ωj − ∂Ω.
This coupled system for (uj , v) has at least one solution (u|Ωj , u|Ω−Ωj ). For unique-
ness, we set f := 0 and g := 0, and show that uj ≡ 0 if uj ∈ H1(Ωj): similar to
Equation (16), we test the PDE satisfied by uj and v separately with arbitrary w ∈ V ,
aj(uj , w) + bj(uj , w) =
∫
∂Ωj−∂Ω n
T
j (α∇uj)w¯,
acj(v, w) + b
c
j(v, w) =
∫
∂Ωj−∂Ω−nTj (α∇v)w¯,
where the bilinear forms aj and bj correspond to a and b in Equation (16) with the
integration domains restricted to Ωj , and similarly for a
c
j and b
c
j with the correspond-
ing restriction to Ω − Ωj . Adding the two equations above, and using the Neumann
transmission condition from Equation (29), the integral terms cancel and we obtain
aj(uj , w) + a
c
j(v, w) + bj(uj , w) + b
c
j(v, w) = 0.
Now we need to recombine these bilinear forms into the entire ones defined on the
original function space on Ω. Given uj ∈ H1(Ωj) and uj |∂Ωj−∂Ω ∈ H1/2, we have
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v ∈ H1(Ω− Ωj) by assumption. If we define u˜ := uj in Ωj and u˜ := v in Ω− Ωj , we
know that u˜ ∈ H1(Ω) because uj = v on ∂Ωj − ∂Ω from Equation (29). Hence we
found a u˜ ∈ H1(Ω) satisfying a(u˜, w) + b(u˜, w) = 0. By uniqueness of the solution of
Equation (11), we then conclude that u˜ ≡ 0.
The matrix analogue of the exact truncation is simply Gaussian elimination: if we
consider Equation (19) with f non-zero only in fj , then we can rewrite Equation (19)
as
(30)

A∼j A∼j,j〈
Aj〈,∼j Aj〈 Aj〈j•
Aj•j〈 Aj• Aj•j〉
Aj〉j• Aj〉 Aj〉,j∼
Aj∼,j〉 Aj∼


u∼j
uj〈
uj•
uj〉
uj∼
 =

0
fj〈
fj•
fj〉
0
 .
To get the truncated model for uj only, we eliminate u∼j and uj∼ and find
(31)
 S
〈
j〈 Aj〈j•
Aj•j〈 Aj• Aj•j〉
Aj〉j• S
〉
j〉

 uj〈uj•
uj〉
 =
 fj〈fj•
fj〉
 ,
where S
〈
j〈 = Aj〈 − Aj〈,∼jA−1∼jA∼j,j〈 and S〉j〉 = Aj〉 − Aj〉,j∼A−1j∼Aj∼,j〉 are known as
Schur complements, which are usually dense matrices. Similar to Lemma 10, we have
Lemma 11. If in Equation (30) the coefficient matrix and the diagonal blocks
A∼j , Aj∼ are invertible, then Equation (31) is uniquely solvable and its solution is
part of the solution of Equation (30).
Remark 12. If j = 1, then there is no uj〈, and similarly if j = J , then there is
no uj〉, so the corresponding rows and columns in Equation (30) and Equation (31)
should be deleted. In this case, Lemma 11 still holds. From now on, we will treat
j = 1 and j = J like the other j’s, and just assume that the non-existent blocks are
deleted.
Recalling the splitting Aj〈 = A
〉
j〈 + A
〈
j〈, we can interpret Equation (31) as con-
taining generalized Robin boundary conditions similar to Equation (25) by writing
S
〈
j〈 = A
〈
j〈 + P
〈
j〈 and S
〉
j〉 = A
〉
j〉 + P
〉
j〉 with
(32) P
〈
j〈 := A
〉
j〈 −Aj〈,∼jA−1∼jA∼j,j〈, P 〉j〉 := A〈j〉 −Aj〉,j∼A−1j∼Aj∼,j〉.
Comparing Equation (27) and Equation (31), both for the exact truncation, we find
P
〈
j〈 should be the analogue of the Dirichlet-to-Neumann operator DtNj restricted to
its input argument on Γj,j−1. We can also observe directly from Equation (32) that P
〈
j〈
acts on Dirichlet data vj〈 by −A∼j,j〈 (negative sign for moving to the r.h.s.), solves
for v∼j in the exterior by A−1∼j and then evaluates the Neumann data by A
〉
j〈vj〈 +
Aj〈,∼jv∼j .
Remark 13. PML is a popular technique to approximate the transparent bound-
ary condition, and it is appropriate to make a connection here between the practical
implementation of PML and our present discussion. The PML technique replaces the
original problem exterior to Ωj by a modified one on another exterior domain Ω
pml
j
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surrounding Ωj along the truncation boundary ∂Ωj − ∂Ω. A DtN operator for the
modified problem in Ωpmlj can be defined as
12
(33)
DtNpmlj : (d1, d2)→−nTj (α˜∇v) on (Γj,j−1,Γj,j+1),
s.t. L˜ v = 0 in Ωpmlj ,
B˜ v = 0 on ∂Ωpmlj − ∂Ωj ,
v = d1 on Γj,j−1 ⊂ (∂Ωpmlj ∩ ∂Ωj),
v = d2 on Γj,j+1 ⊂ (∂Ωpmlj ∩ ∂Ωj),
where L˜ := −∇T α˜∇− ω2/κ˜. Then an approximate transparent boundary condition
can be used in the case stated in Lemma 10 to obtain u˜j ≈ uj :
(34)
L u˜j = f in Ωj ,
B u˜j = g on ∂Ωj ∩ ∂Ω,
nTj (α∇u˜j) + DtNpmlj u˜j = 0 on ∂Ωj − ∂Ω.
To actually solve Equation (34), as we did in the proof of Lemma 10, we substitute
with Equation (33) and compose a problem defined on Ω˜j := Ωj ∪ Ωpmlj ,
L˜ u˜j = f˜ in Ω˜j ,
B˜ u˜j = g˜ on ∂Ω˜j ,
where L˜ = L in Ωj , B˜ = B on ∂Ωj ∩ ∂Ω and f˜ , g˜ are the zero extensions of f , g.
Remark 14. At the matrix level, the PML technique corresponds to replacing
Equation (30) with
(35)

A˜∼j A˜∼j,j〈
A˜j〈,∼j A˜j〈 Aj〈j•
Aj•j〈 Aj• Aj•j〉
Aj〉j• A˜j〉 A˜j〉,j∼
A˜j∼,j〉 A˜j∼


u˜∼j
uj〈
uj•
uj〉
u˜j∼
 =

0
fj〈
fj•
fj〉
0
 ,
where the entries with tildes (except A˜j〈 and A˜j〉) are typically of much smaller
dimension than the original ones. The Schur complemented system of Equation (35),
intended to approximate Equation (31), is
(36)
 S˜
〈
j〈 Aj〈j•
Aj•j〈 Aj• Aj•j〉
Aj〉j• S˜
〉
j〉

 uj〈uj•
uj〉
 =
 fj〈fj•
fj〉
 ,
where S˜
〈
j〈 := A˜j〈 − A˜j〈,j∼A˜−1j∼A˜j∼,j〈 and S˜〉j〉 := A˜j〉 − A˜j〉,j∼A˜−1j∼A˜j∼,j〉. As before,
we see that P˜
〈
j〈 := S˜
〈
j〈 −A〈j〈 is the matrix version of the PML–DtN operator DtNpmlj
restricted to its input argument on Γj,j−1. For implementation, one usually does not
solve Equation (36) directly, one solves instead Equation (35).
12In our setting, except for j = 1, J , Ωpmlj has two disconnected parts – one on the left side of
Γj,j−1 and one on the right side of Γj,j+1. So DtNpmlj is block diagonal in the sense that n
T
j (α˜∇v)
on Γj,j−1 depends only on d1, and on Γj,j+1 only on d2.
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5.3. Green’s function. We have prepared the reader for the new Helmholtz
solvers so far only based on the concept of domain decomposition and transmission
conditions. There are however also formulations of these new Helmholtz solvers based
on Green’s functions, which we introduce next. By definition, a fundamental solution
G(x,y) of the partial differential operatorM is a solution of the PDE in a domain Y
without consideration of boundary conditions,
MyG(x,y) = δ(y − x), ∀x ∈ X ⊆ Y,
whereMy is the operatorM acting on the y variable, and δ(y−x) is the Dirac delta
function representing a point source and satisfying
∫
Y
δ(y − x)v(y) dy = v(x). Let
u be a solution of Lu = f in Y, see Equation (11) without boundary condition, and
M := −∇T (αT∇·)− ω2κ . Using integration by parts, we have formally for x ∈ X−∂Y
(37) u(x)=
∫
Y
G(x,y)f(y)dy+
∫
∂Y
nTy(α∇u(y))G(x,y)−nTy
(
αT∇yG(x,y)
)
u(y)dσ(y),
which is a representation formula for the solution, and the three summands are called
volume potential, single layer potential and double layer potential; see [132]. A justifi-
cation of Equation (37) involves existence, regularity and singularity of the fundamen-
tal solution and the solution, which can be found in the literature if α, κ, f and ∂X
are bounded and smooth; see e.g. [140,145]. We note that the r.h.s. of Equation (37)
uses both Neumann and Dirichlet traces of u while usually a well-posed boundary
condition only tells us one of them or a generalized linear combination of them. For
example, let u = 0 on ∂Y. To get a usable representation, we can require G also to
satisfy G(x,y) = 0 for y ∈ ∂Y , x ∈X. Then, the single layer and the double layer
potentials in Equation (37) vanish, and we get the simple representation formula
(38) u(x) =
∫
Y
G(x,y)f(y) dy.
We call a fundamental solution satisfying a homogeneous boundary condition Green’s
function. People however sometimes use the two terms in an exchangeable way.
Remark 15. If u satisfies an inhomogeneous boundary condition Bu|∂Y = g, we
can lift (extend) the boundary data into Y , i.e. find a function v on Y such that
Bv|∂Y = g, and subtract it from u so that the boundary condition becomes homo-
geneous for the new unknown u˜ := u − v. (We will see this trick is useful also for
the implementation of the transmission condition in Equation (24).) For the Green’s
function G, we impose BTyG(x,y) = 0 where BT corresponds to B but with α replaced
by αT .
Remark 16. Another convention is to define the Green’s function G(x,y) through
LxG(x,y) = δ(x − y) equipped with homogeneous boundary conditions as for u.
Then, Equation (38) can be obtained by the superposition principle. Similarly, we
may define H(x,y) through LyH(x,y) = δ(y−x). We then have H(y,x) = G(x,y).
Furthermore, if α = αT , we have G(x,y) = G(y,x).
We now point out an analogy between Equation (38) and the solution u = A−1f
of Equation (17). For a particular value of x, u(x) in Equation (38) corresponds to a
particular (say, the m-th) entry of u, and G(x,y) corresponds then also to the m-th
row of A−1, and the integral in Equation (38) becomes the inner product of the row of
A−1 with f . Similarly, for a particular y, G(x,y) corresponds to a particular column of
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A−1. We now take a closer look again at the Schur complement S〈j〈 in Equation (31),
which is essentially derived from the 2-by-2 block matrix by Gaussian elimination,
(39)
[
A∼j A∼j,j〈
Aj〈,∼j Aj〈
]
=
[
I∼j
Aj〈,∼jA
−1
∼j Ij〈
][
A∼j A∼j,j〈
S
〈
j〈
]
.
Taking the inverse of both sides, we find[
A∼j A∼j,j〈
Aj〈,∼j Aj〈
]−1
=
[
A∼j A∼j,j〈
S
〈
j〈
]−1 [
I∼j
−Aj〈,∼jA−1∼j Ij〈
]
=
[
I∼j −A−1∼jA∼j,j〈
I
〈
j〈
][
A−1∼j
S
〈
j〈
−1
][
I∼j
−Aj〈,∼jA−1∼j Ij〈
]
=
[
∗ ∗
∗ S〈j〈
−1
]
,
where we omit the terms marked by ∗. Recalling the analogy between the matrix
inverse and the Green’s function, we can identify S
〈
j〈
−1
as a diagonal part of the
Green’s function G(x,y). Here, G satisfies for x,y ∈ Ω+h∼j
MyG(x,y) = δ(y − x) in Ω+h∼j ,
BTyG(x,y) = 0 on ∂Ω ∩ ∂Ω+h∼j ,
G(x,y) = 0 on Γ+hj,j−1,
where Ω+h∼j is the domain covering the left part of Ω−Ωj but with one grid layer further
into Ωj , and Γ
+h
j,j−1 is the interface of Ω
+h
∼j in Ωj . We see that S
〈
j〈
−1
corresponds to
G(x,y) with x,y both restricted to Γj,j−1. This identification was first given in [51,52].
6. Optimized Schwarz methods. If we have uj = u|Ωj , j = 1, .., J with u
the solution of Equation (11), we must have consistency: a) uj and ul matching
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on Ωj ∩ Ωl, and b) the original equations are satisfied in neighborhoods of interfaces
∂Ωj ∩ Ωl, for all j 6= l, j, l ∈ {1, .., J}. Conversely, if uj , j = 1, .., J solves Equa-
tion (11) restricted to Ωj , then a) and b) together imply uj = u|Ωj . For second-order
elliptic PDEs like Equation (11), b) is equivalent to say the Neumann traces nTα∇uj ,
nTα∇ul match14 on ∂Ωj ∩ Ωl for all j, l ∈ {1, .., J}. Hence, when {Ωj}Jj=1 are non-
overlapping, a) and b) reduce to both Dirichlet and Neumann (or any other equivalent
pair of) traces to match on every interface. If the subdomains {Ωj}Jj=1 overlap, a) and
b) as a whole can be further condensed as: a’) one transmission condition (matching
one of Dirichlet/Neumann/generalized Robin traces) on every interface, and b’) the
transmission conditions ensure uj = ul on Ωj ∩ Ωl if uj and ul both solve the orig-
inal equations restricted to overlaps. Therefore, no matter the decomposition being
overlapping or non-overlapping, the original problem can be rewritten as a system of
subdomain problems coupled through transmission conditions on interfaces; c.f. [139].
Schwarz methods split the coupling between subdomains by taking the interface
data from the already available iterates and solve subdomain problems to get the new
iterate15. Historically the first Schwarz method was the alternating Schwarz method
13Usually, ‘match’ means ‘coincide’. But there are exceptions, e.g. the original problem can
enforce a jump of the solution across a surface, or at discrete level non-conforming discretization is
used in overlaps and interfaces.
14We assume all surface/line/point sources on the interface have been split and incorporated into
subdomain problems.
15Our description is applicable also to single-trace methods such as BDD, FETI and FETI-H which
are based on non-overlapping decompositions and use the same data for neighboring subdomains on
each interface. In contrast, for Schwarz methods each subdomain is equipped with its own interface
data which is provided by (but not used by) the other subdomains.
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introduced by Schwarz himself [149], where one subdomain is solved at a time, and
then the newest data is passed on to the neighboring subdomains. This is analogous
to the Gauss-Seidel iteration in linear algebra. More than a century later, Lions
introduced the so called parallel Schwarz method [117], where each subdomain solves
its local problem at the same time, and data is only exchanged afterward. This is
analogous to the Jacobi iteration in linear algebra. In the alternating Schwarz method
in the presence of many subdomains, one also needs to specify an ordering, and for
the Helmholtz solvers we are interested in here with the decomposition into a one
dimensional sequence of subdomains, the particular ordering of sweeping from the
first subdomain to the last one and then back, like in the symmetrized Gauss-Seidel
iteration in linear algebra, is important, and we call these ‘double sweep’ methods.
One also has to decide on which unknowns to write the iteration: one can choose
subdomain approximations (for the equivalent coupled system), global approximations
(for the original problem), interface data, and residuals. We explain now in detail
these formulations and their relations.
6.1. Subdomain transmission form of Schwarz methods. In this formula-
tion, the iterates represent approximate solutions on the subdomains. The correspond-
ing double sweep optimized Schwarz method (DOSM) was first proposed in [127,128].
Based on the decomposition defined in Equation (18), we state the DOSM in Algo-
rithm 1 at the PDE level for Equation (11) and in Algorithm 2 at the matrix level
Algorithm 1 DOSM in the subdomain transmission form at the PDE level
Given the last iterate
{
u
(n−1)
j in Ωj , j = 1, .., J
}
, solve successively for j = 1, .., J−1,
Lu(n−
1
2
)
j = f in Ωj ,
B u(n−
1
2
)
j = g on ∂Ω ∩ ∂Ωj ,
Q〈j
(
nTj α∇u(n−
1
2
)
j
)
+ P〈ju
(n− 1
2
)
j =Q〈j
(
nTj α∇u(n−
1
2
)
j−1
)
+ P〈ju
(n− 1
2
)
j−1 on Γj,j−1,
Q〉j
(
nTj α∇u(n−
1
2
)
j
)
+ P〉ju
(n− 1
2
)
j =Q〉j
(
nTj α∇u(n−1)j+1
)
+ P〉ju(n−1)j+1 on Γj,j+1,
where Q〈j , P〈j and Q〈j , P〈j are some possibly non-local operators on the interfaces
Γj,j−1 and Γj,j+1, and nj is the unit outward normal vector of Ωj . We call this
process the forward sweep.
Then, the backward sweep consists in solving successively for j = J, .., 1,
Lu(n)j = f in Ωj ,
B u(n)j = g on ∂Ω ∩ ∂Ωj ,
Q〈j
(
nTj α∇u(n)j
)
+ P〈ju(n)j =Q〈j
(
nTj α∇u(n−
1
2
)
j−1
)
+ P〈ju
(n− 1
2
)
j−1 on Γj,j−1,
Q〉j
(
nTj α∇u(n)j
)
+ P〉ju(n)j =Q〉j
(
nTj α∇u(n)j+1
)
+ P〉ju(n)j+1 on Γj,j+1.
for Equation (19). Note that the transmission conditions on the interfaces can be
changed in the process, e.g. from the forward sweep to the backward sweep or from
one iteration to the next. Note also that in the double sweep, the subproblem on the
last subdomain ΩJ is solved only once. If the transmission conditions on Γ1,2 are the
same in the forward and the backward sweeps, we find the same problem on Ω1 is
solved in the backward sweep of the current iteration and in the forward sweep of the
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Algorithm 2 DOSM in the subdomain transmission form at the matrix level
Given the last iterate {u(n−1)j , j = 1, .., J}, solve successively for j = 1, .., J − 1,
Q
〈
j〈A
〈
j〈 + P
〈
j〈 Q
〈
j〈Aj〈j•
Aj•j〈 Aj• Aj•j〉
Q
〉
j〉Aj〉j• Q
〉
j〉A
〉
j〉 + P
〉
j〉


u
(n− 1
2
)
j〈
u
(n− 1
2
)
j•
u
(n− 1
2
)
j〉

=

Q
〈
j〈
(
fj〈 −Aj〈j−1[•]u(n−
1
2
)
j−1[•]
)
+
(
P
〈
j〈 −Q〈j〈A〉j〈
)
u
(n− 1
2
)
j−1[
fj•
Q
〉
j〉
(
fj〉 −Aj〉j+1[•]u(n−1)j+1[•]
)
+
(
P
〉
j〉 −Q〉j〉A〈j〉
)
u
(n−1)
j+1]
 ,
which constitutes the forward sweep.
Then perform the backward sweep: solve successively for j = J, .., 1, Q
〈
j〈A
〈
j〈 + P
〈
j〈 Q
〈
j〈Aj〈j•
Aj•j〈 Aj• Aj•j〉
Q
〉
j〉Aj〉j• Q
〉
j〉A
〉
j〉 + P
〉
j〉

 u
(n)
j〈
u
(n)
j•
u
(n)
j〉

=

Q
〈
j〈
(
fj〈 −Aj〈j−1[•]u(n−
1
2
)
j−1[•]
)
+
(
P
〈
j〈 −Q〈j〈A〉j〈
)
u
(n− 1
2
)
j−1[
fj•
Q
〉
j〉
(
fj〉 −Aj〉j+1[•]u(n)j+1[•]
)
+
(
P
〉
j〉 −Q〉j〉A〈j〉
)
u
(n)
j+1]
 .
If Q
〈
j〈 = I and Q
〉
j〉 = I, one can rewrite the subproblems like in Equation (26).
next iteration, so one can also solve it only once.
For the parallel optimized Schwarz method (POSM), where all subdomains are
solved simultaneously and data is exchanged afterward, it was shown in [131] that if
optimal transmission conditions based on the DtN operators are used, then the algo-
rithm converges in a finite number of steps, equal to the number of subdomains, and
thus the iteration operator is nilpotent of degree equal to the number of subdomains.
We present now an optimal choice for DOSM, where the operators Q〉j and P〉j can
still be arbitrary, as long as the subdomain problems are well-posed.
Theorem 17. If in the forward and the backward sweeps Q〈j is the identity, P〈j =
DtN
〈
j := DtNj |Γj,j−1 is well-defined for j = 2, .., J as in Definition 8, and the original
problem in Equation (11) and the subdomain problems in Algorithm 1 are uniquely
solvable, then Algorithm 1 converges in one double sweep for an arbitrary initial guess,
and u
(1)
j = u|Ωj , j = 1, .., J with u the solution of Equation (11). This means that the
iteration operator of DOSM is nilpotent of degree one.
Proof. We note that the subdomain problems in Algorithm 1 are satisfied by the
solution u. By linearity, it is thus sufficient to prove u
(1)
j ≡ 0 when f ≡ 0 and g ≡ 0.
We first consider u
( 12 )
2 which satisfies the transmission condition
(40) nT2 α∇u(
1
2 )
2 + DtN
〈
2u
( 12 )
2 = n
T
2 α∇u(
1
2 )
1 + DtN
〈
2u
( 12 )
1 on Γ2,1.
Since Lu( 12 )1 = 0 in Ω1 ⊃ Ω∼2, Bu(
1
2 )
1 = 0 on (∂Ω ∩ ∂Ω1) ⊃ (∂Ω ∩ ∂Ω∼2), from
Definition 8 we have DtN
〈
2u
( 12 )
1 = −nT2 α∇u(
1
2 )
1 . Substituting this into Equation (40)
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we obtain
nT2 α∇u(
1
2 )
2 + DtN
〈
2u
( 12 )
2 = 0 on Γ2,1.
Now assuming that
(41) nTj α∇u(
1
2 )
j + DtN
〈
ju
( 12 )
j = 0 on Γj,j−1,
we will show that this also holds for j+1 instead of j. In fact, by the assumption that
DtN
〈
j+1 is well-defined, we have a unique solution v∼j+1 of the problem
Lv∼j+1 = 0 in Ω∼j+1,
Bv∼j+1 = 0 on ∂Ω ∩ ∂Ω∼j+1,
v∼j+1 = u
( 12 )
j on Γj+1,j .
By Lemma 10, we have from Equation (41) that u
( 12 )
j = v∼j+1 in Ωj ∩Ω∼j+1. There-
fore, DtN
〈
j+1u
( 12 )
j = −nTj+1α∇v∼j+1 = −nTj+1α∇u(
1
2 )
j on Γj+1,j . Substituting this into
the transmission condition for u
( 12 )
j+1 we find
nTj+1α∇u(
1
2 )
j+1 + DtN
〈
j+1u
( 12 )
j+1 = 0 on Γj+1,j .
By induction, Equation (41) holds for all j = 2, .., J − 1 and also j = J except that
we write u
(1)
J instead of u
( 12 )
J . By Lemma 10, and recalling that f ≡ 0 and g ≡ 0, we
obtain u
(1)
J = u|ΩJ ≡ 0. Now assuming that
(42) u
(1)
j+1 ≡ 0 in Ωj+1,
we have to show that uj ≡ 0 in Ωj . This follows directly from Equation (42) and
Equation (41), which imply that all the data in the problem for u
(1)
j vanish, and by
the assumption that the subdomain problem is uniquely solvable.
We also have the equivalent result of convergence in one step for the discrete case:
Theorem 18. If in the forward and the backward sweeps Q
〈
j〈 = Ij〈, P
〈
j〈 =
A
〉
j〈 − Aj〈,∼jA−1∼jA∼j,j〈 is well-defined, for j = 2, .., J, and the original problem in
Equation (19) and the subdomain problems in Algorithm 2 are uniquely solvable, then
Algorithm 2 converges in one step and u
(1)
j = Rju with u the solution of Equa-
tion (19). This means the iteration matrix of DOSM is nilpotent of degree one.
Proof. First, the subdomain problems are consistent, i.e. neglecting the iteration
numbers and substituting uj = Rju, we find the equations are satisfied by u. Hence,
by considering the errors, we only need to show that u
(1)
j = 0 if f = 0. In the problem
for u
( 12 )
2 , the r.h.s. corresponding to Γ2,1 becomes
−A2〈1[•]u(
1
2 )
1[•] −A2〈1[•]A−11[•] A1[•]2〈u
( 12 )
1[ = −A2〈1[•]
(
u
( 12 )
1[•] −A−11[•] A1[•]2〈u
( 12 )
1[
)
= 0,
since u
( 12 )
1 satisfies A1[•]u
( 12 )
1[•] +A1[•]2〈u
( 12 )
1[ = 0. In other words, we have for j = 2,
(43) S
〈
j〈u
( 12 )
j〈 +Aj〈j•u
( 12 )
j• = 0.
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Assuming Equation (43) holds for one j in {2, .., J − 1}, we will show it will also hold
for j+ 1 instead of j. In the theorem we are proving, we have assumed that A∼j+1 is
invertible, so we can introduce v∼j+1 := [v∼j ;vj−1[〉;vj[•]] as the solution of A∼j A∼j,j−1[〉Aj−1[〉∼j Aj−1[〉 Aj−1[〉j[•]
Aj[•]j−1[〉 Aj[•]

 v∼jvj−1[〉
vj[•]
 =
 00
−A∼j+1,j+1〈u(
1
2 )
j[
 .
By Gaussian elimination, we have[
S
〈
j−1[〉 Aj−1[〉j[•]
Aj[•]j−1[〉 Aj[•]
][
vj−1[〉
vj[•]
]
=
[
0
−A∼j+1,j+1〈u(
1
2 )
j[
]
,
which is also satisfied by the restriction of u
( 12 )
j because of Equation (43), f ≡ 0
and Algorithm 2. By Lemma 11, we have that vj−1[〉 = u
( 12 )
j〈] and vj[•] = u
( 12 )
j[•] . In
Algorithm 2, the r.h.s. for u
( 12 )
j+1〈 then becomes
−Aj+1〈j[•]u(
1
2 )
j[•] −Aj+1〈,∼j+1A−1∼j+1A∼j+1,j+1〈u
( 12 )
j[
= −Aj+1〈j[•]u(
1
2 )
j[•] +Aj+1〈,∼j+1v∼j+1
= −Aj+1〈j[•]u(
1
2 )
j[•] +Aj+1〈j[•]vj[•]
= −Aj+1〈j[•]u(
1
2 )
j[•] +Aj+1〈j[•]u
( 12 )
j[•] = 0.
Now we know Equation (43) holds for j = 2, .., J − 1 and j = J except that we write
u
(1)
J instead of u
( 12 )
J , and we see that the r.h.s. for u
(1)
J vanishes, so u
(1)
J = 0. In the
backward sweep, the r.h.s. on Γj,j−1 for u
(1)
j is by Algorithm 2 the same as for u
( 12 )
j
and hence is zero by Equation (43), and the r.h.s. on Γj,j+1 vanishes, given u
(1)
j+1 = 0.
By induction, we thus conclude that u
(1)
j = 0, j = 1, .., J.
Algorithm 1 and Algorithm 2 use the subdomain approximations as iterates. If we
want to have a global approximation for the original problem as a final result, we can
just glue subdomain approximations after stopping the iteration. This can be done
by setting u(n) :=
∑J
j=1 Ej(φju(n)j ) at the PDE level and u(n) =
∑J
j=1R
T
j Φju
(n)
j at
the matrix level, where Ej is the extension by zero from Ωj to Ω, and φj is a weighting
function and correspondingly Φj a diagonal matrix. For consistency, when u
(n)
j = u|Ωj
with u the solution of the original problem, we want u(n) = u, or
∑J
j=1 Ej(φju|Ωj ) =∑J
j=1(Ejφj)u = u. To ensure this for arbitrary data of Equation (11), we must have∑J
j=1 Ejφj ≡ 1. At the matrix level, we must have
∑J
j=1R
T
j ΦjRj = I. In particular,
for a non-overlapping decomposition, we must have φj ≡ 1 in Ωj .
6.2. Global deferred correction form of Schwarz methods. If we want to
use global approximations as iterates, i.e. input the last iterate u(n−1) to DOSM and
get u(n) as output, we need to be very careful with the weighting functions introduced
in the last paragraph. This is because Algorithm 1 relies essentially on the interface
data, and when inputting u(n−1) instead of {u(n−1)j }, we must ensure that the values
of {u(n−1)j } necessary for the evaluation of the interface data in Algorithm 1 can still
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be found in u(n−1). We thus need a variant of Algorithm 1 that generates the iterate
u(n) without storing u
(n−1)
j , just storing u
(n−1), and satisfying u(n) =
∑J
j=1 Ejφju(n)j ,
given that this relation holds for n = 0. The result of this algorithm should be identical
to the glued result from the iterates {u(n)j } generated by Algorithm 1. The equivalence
of the new variant to Algorithm 1 and Algorithm 2 at the discrete level is important,
because then Theorem 17, and Theorem 18 at the discrete level will also hold for
the variant. We present the DOSM version with global approximations as iterates in
Algorithm 3 at the continuous level, and in Algorithm 4 for the discrete case. For the
Algorithm 3 DOSM in the global deferred correction form at the PDE level
Given the last iterate u(n−1), solve successively for j = 1, .., J − 1,
L v(n−
1
2
)
j = f − Lu(n−1+
j−1
2J−1 ) in Ωj ,
B v(n−
1
2
)
j = g on ∂Ω ∩ ∂Ωj ,
Q〈j
(
nTj α∇v(n−
1
2
)
j
)
+ P〈jv
(n− 1
2
)
j = 0 on Γj,j−1,
Q〉j
(
nTj α∇v(n−
1
2
)
j
)
+ P〉jv
(n− 1
2
)
j = 0 on Γj,j+1,
and each solve is followed by u(n−1+
j
2J−1 ) ← u(n−1+ j−12J−1 ) + Ej(φjv(n−
1
2 )
j ) with Ejφj
forming a non-overlapping partition of unity of Ω, i.e. φj = 1 in its support contained
in Ωj , (Ejφj)(Elφl) ≡ 0 for j 6= l and
∑J
j=1 Ejφj ≡ 1 in Ω.
Then, in the backward sweep solve successively for j = J, .., 1,
L v(n)j = f − Lu(n−1+
2J−j−1
2J−1 ) in Ωj ,
B v(n)j = g on ∂Ω ∩ ∂Ωj ,
Q〈j
(
nTj α∇v(n)j
)
+ P〈jv(n)j = 0 on Γj,j−1,
Q〉j
(
nTj α∇v(n)j
)
+ P〉jv(n)j = 0 on Γj,j+1,
and each solve is followed by u(n−1+
2J−j
2J−1 ) ← u(n−1+ 2J−j−12J−1 ) + Ej(φjv(n)j ).
parallel form of the algorithms, i.e. POSM, the situation is even more delicate and has
been studied at length in [48, 153]. For example, the well known preconditioner [46],
called the additive Schwarz method (AS), is designed to be symmetric but then loses
the equivalence to POSM. AS can also not be used as a standalone iterative method,
since it is not convergent, for a discussion, see [48,65].
Remark 19. Algorithm 3 and Algorithm 4 require the weighting functions to take
values either 0 or 1, and to constitute a partition of unity. The resulting way of
gluing subdomain approximations into a global approximation was introduced in [19]
under the name restricted additive Schwarz method (RAS), and made the method
equivalent to the underlying parallel Schwarz method, but at the price of sacrificing
symmetry. The restricted weighting never adds two subdomain approximations at the
same location so that the current subdomain approximation can be subtracted and
updated through a correction. One can then use a global deferred correction at every
substep. One could also evaluate the global residual at the beginning of the n-th
iteration and do the gluing and the global correction at the end of the n-th iteration,
while carrying out the intermediate substeps in the subdomain transmission form or a
local deferred correction form (see Subsection 8.1). Then, weighting functions from the
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Algorithm 4 DOSM in the global deferred correction form at the matrix level
Given the last iterate u(n−1), solve successively for j = 1, .., J − 1, (note that vj
changes with n)
(44) Q
〈
j〈A
〈
j〈 + P
〈
j〈 Q
〈
j〈Aj〈j•
Aj•j〈 Aj• Aj•j〉
Q
〉
j〉Aj〉j• Q
〉
j〉A
〉
j〉 + P
〉
j〉

 vj〈vj•
vj〉
 =
 Q
〈
j〈
Ij•
Q
〉
j〉
Rj (f −Au(n−1+ j−12J−1 )) ,
and each solve is followed by
(45) u(n−1+
j
2J−1 ) ← u(n−1+ j−12J−1 ) +RTj Φjvj
with the constraints: Φj is a diagonal matrix with its diagonal ones on Θj ∪ Γj+1,j
and zeros on Γj,j−1, (RTj Φj)Rj(R
T
l Φl) = 0 as j 6= l and
∑J
j=1R
T
j ΦjRj = I1,..,J .
Then solve successively for j = J, .., 1, Q〈j〈A〈j〈 + P 〈j〈 Q〈j〈Aj〈j•Aj•j〈 Aj• Aj•j〉
Q
〉
j〉Aj〉j• Q
〉
j〉A
〉
j〉 + P
〉
j〉
 vj〈vj•
vj〉
 =
 Q〈j〈Ij•
Q
〉
j〉
Rj (f −Au(n−1+ 2J−j−12J−1 )) ,
and each solve is followed by u(n−1+
j
2J−1 ) ← u(n−1+ j−12J−1 ) + RTj Φjvj . This time the
diagonal matrix Φj has diagonal values ones on Θj ∪ Γj−1,j and zeros on Γj,j+1, and
the last two constraints are the same as before.
backward sweep of Algorithm 4 without the restricted constraint (RTj Φj)Rj(R
T
l Φl) =
0 could be used for gluing the global correction.
Remark 20. Algorithm 3 (Algorithm 4) uses a restricted extension Ejφj (RTj Φj)
of the local approximations, but a full restriction ·|Ωj (Rj) of the global residuals.
A variant of each algorithm can be obtained by using a restricted restriction ·|Ωjφj
(ΦjRj) of the global residuals but a full extension Ej (RTj ) of the local approximations.
For example, in Algorithm 4, Φj could be moved from the right of R
T
j in Equation (45)
to the left of Rj in Equation (44). This idea was first introduced in [19] to transform
RAS into the additive Schwarz method with harmonic extension (ASH), and later
adopted and studied in [112] for optimized Schwarz methods with overlap. In [112], a
close relation was proved between the iterates of optimized ASH and POSM. Moreover,
the harmonic extension variant of Algorithm 3 and Algorithm 4 can be shown to
converge in one step under the assumptions of Theorem 17 and Theorem 18. When
the coefficient matrices of the original problem and the subproblems are complex
symmetric (i.e. AT = A), then RAS and ASH lead to preconditioned systems that
are the transpose of each other, and hence they have the same spectra.
Theorem 21. Suppose the subproblems in Algorithm 3 are well-posed. For an
overlapping decomposition, if φj of Algorithm 3 satisfies also n
T
j α∇φj = 0 on Γj±1,j ,
j = 1, .., J, then Algorithm 3 is equivalent to Algorithm 1. That is, given u(0) =∑J
j=1 Ej(φju(0)j ), the iterates generated by the two algorithms satisfy for all n that
u(n) =
∑J
l=1 El(φlu(n)l ).
Proof. Suppose u(0) =
∑J
j=1 Ej(φju(0)j ) and the sequence u(∗) is generated by
Algorithm 3, and the sequence u
(∗)
j is generated by Algorithm 1. Assuming that
26
u(n−1+
j−1
2J−1 ) =
∑j−1
l=1 El(φlu
(n− 12 )
l ) +
∑J
l=j El(φlu(n−1)l ), we will show that the same
relation also holds for j + 1 instead of j. First, we have u(n−1+
j−1
2J−1 ) = u
(n− 12 )
j−1 on
Γj,j−1 because φj−1 = 1 in Θj−1 and φj is compactly supported in Ωj . Second, we
have nTj α∇u(n−1+
j−1
2J−1 ) = nTj α∇u(n−
1
2 )
j−1 on Γj,j−1 because φj−1 = 1 in Θj−1, φj is
compactly supported in Ωj , φj−1 is smooth and nTj α∇φj−1 = 0 on Γj,j−1. Combining
the two traces, we have that the transmission condition on Γj,j−1 in Algorithm 1 is
equivalent to
Q〈j
(
nTj α∇u(n−
1
2 )
j
)
+ P〈ju(n−
1
2 )
j = Q〈j
(
nTj α∇u(n−1+
j−1
2J−1 )
)
+ P〈ju(n−1+
j−1
2J−1 ).
By the same argument, the other transmission condition in the forward sweep can
also be rewritten using u(n−1+
j−1
2J−1 ). We introduce v˜j := u
(n− 12 )
j −u(n−1+
j−1
2J−1 )|Ωj and
we find from Algorithm 1 that v˜j solves the forward sweeping problem of Algorithm 3.
Hence, v
(n− 12 )
j = v˜j = u
(n− 12 )
j − u(n−1+
j−1
2J−1 )|Ωj . By this equation, Algorithm 3 and
our assumptions, we obtain
u(n−1+
j
2J−1 ) = u(n−1+
j−1
2J−1 ) + Ej(φjv(n−
1
2 )
j )
= (1− Ejφj)u(n−1+
j−1
2J−1 ) + Ej(φju(n−
1
2 )
j )
=
∑
s 6=j Esφs
(∑j−1
l=1 El(φlu
(n− 12 )
l ) +
∑J
l=j El(φlu(n−1)l )
)
+ Ej(φju(n−
1
2 )
j )
=
∑j
l=1 El(φlu
(n− 12 )
l ) +
∑J
l=j+1 El(φlu(n−1)l ).
By induction, we know this holds for all j = 1, .., J − 1. Similarly, we can prove for
the backward sweep
u(n−1+
2J−j
2J−1 ) =
j−1∑
l=1
El(φlu(n−
1
2 )
l ) +
J∑
l=j
El(φlu(n)l ), for all j = J, .., 1.
In particular, u(n) =
∑J
l=1 El(φlu(n)l ), and the result follows by induction.
Remark 22. The assumption that nTj α∇φj = 0 on Γj±1,j was first introduced
in [29]. We think this assumption can be removed from Theorem 21. In the matrix
version (see Theorem 23) we find no counterpart of this assumption. For the same
reason, we think that Theorem 21 also holds for non-overlapping decompositions.
There are however some difficulties for the justification at the PDE level: as noted
in [155], “u(∗) is generally discontinuous at the interface Γj,j−1, which results in a
most singular residual, and the restriction of the residual to the subdomain Ωj is not
well defined”.
Theorem 23. If the subproblems in Algorithm 4 are well-posed, Algorithm 4 is
equivalent to Algorithm 2. That is, given u(0) =
∑J
j=1R
T
j Φju
(0)
j , the iterates gener-
ated by the two algorithms satisfy u(n) =
∑J
l=1R
T
l Φlu
(n)
l for all n.
Proof. Suppose u(0) =
∑J
j=1R
T
j Φju
(0)
j and the iterates u
(∗) are generated by
Algorithm 4, and the iterates u∗j , j = 1, .., J by Algorithm 2. Assuming that
(46) u(n−1+
j−1
2J−1 ) =
j−1∑
l=1
RTl Φlu
(n− 12 )
l +
J∑
l=j
RTl Φlu
(n−1)
l ,
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we will show that the same relation also holds for j+1 instead of j. By Equation (46)
and the constraints on Φl, we have
Rj〈u
(n−1+ j−12J−1 ) = u(n−
1
2 )
j−1[ , Rj−1[•]u
(n−1+ j−12J−1 ) = u(n−
1
2 )
j−1[•] ,
Rj〉u
(n−1+ j−12J−1 ) = u(n−1)j+1] , Rj+1[•]u
(n−1+ j−12J−1 ) = u(n−1)j+1[•] .
Substituting these into the forward sweep problem in Algorithm 2, we find u
(n− 12 )
j −
Rju
(n−1+ j−12J−1 ) solves the forward sweep problem of Algorithm 4, i.e. vj = u
(n− 12 )
j −
Rju
(n−1+ j−12J−1 ). Substituting this into the update relation of Algorithm 4 and using
the constraints on Φl, we obtain
u(n−1+
j
2J−1 ) = (I −RTj ΦjRj)u(n−1+
j−1
2J−1 ) +RTj Φju
(n− 12 )
j
=
∑
s6=j R
T
s ΦsRs
(∑j−1
l=1 R
T
l Φlu
(n− 12 )
l +
∑J
l=j R
T
l Φlu
(n−1)
l
)
+RTj Φju
(n− 12 )
j
=
∑j
l=1R
T
l Φlu
(n− 12 )
l +
∑J
l=j+1R
T
l Φlu
(n−1)
l .
By induction, we know this holds for all j = 1, .., J−1. Similarly, the backward sweep
gives
u(n−1+
2J−j
2J−1 ) =
j−1∑
l=1
RTl Φlu
(n− 12 )
l +
J∑
l=j
RTl Φlu
(n)
l , for all j = J, .., 1.
In particular, we have u(n) =
∑J
l=1R
T
l Φlu
(n)
l , and the result follows by induction.
Remark 24. DOSM can be used also as a preconditioner for the original problem.
The DOSM preconditioner as a linear operator acts on a given r.h.s. and outputs an
approximate solution by one or multiple steps of the DOSM iteration with zero initial
guess. As we showed above, choosing an appropriate gluing scheme is very important
for the preconditioned Richardson iteration u(l) = u(l−1) + M−1(f − Au(l−1)) to be
equivalent to the DOSM in the subdomain transmission form. If we use the precondi-
tioner with a Krylov method, e.g. GMRES, the convergence can not be slower than
the Richardson iteration. Hence, the equivalence tells us that if the optimal DOSM
from Theorem 18 is used as a preconditioner for a Krylov method, the latter also
converges in one step. This is not the case for the gluing scheme of AS which uses for
the weights all ones on each subdomain. An advantage of using DOSM as a precon-
ditioner is also that even if one uses inexact subdomain solves, i.e. M˜−1 ≈M−1, the
global consistency is retained, i.e. the converged iterate is always the solution of the
original problem, while the plain DOSM iterates have a consistency error.
Remark 25. From the subdomain transmission form (Algorithm 1 or Algorithm 2)
to the deferred correction form (Algorithm 3 or Algorithm 4), we see that the inter-
face conditions are becoming homogeneous and the evaluation of the r.h.s. becomes
unrelated to the transmission operators P,Q or P,Q. This can be an advantage when
the action of those operators is expensive. For example, the PML technique (see Re-
mark 13) leads to the choice Q = I, P = DtNpmlj on Γj,j±1. In this case, the action of
P involves solving a problem in Ωpmlj which one might want to avoid. In the deferred
correction form, the action of P is not required for the evaluation of the r.h.s., but P
still appears acting on the unknown function in the interface condition
nTj α∇vj + DtNpmlj vj = 0 on Γj,j±1,
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where we omitted the superscripts for simplicity. For the implementation, one usually
unfolds the PML–DtN operator and composes a bigger problem defined in Ωj ∪Ωpmlj
as explained in Remark 13. The first use of PML in a Schwarz method is due to
Toselli (see [161]) who seemed to use the full extension including the PML regions
for updating the global iterates, so that his algorithm deviates from OSM and may
be interpreted as an overlapping Schwarz method with the PML equations used in
the overlap. This resembles in the overlap the shifted-Laplace based Schwarz method
recently proposed and studied in [89].
Remark 26. There are many other ways of implementing the PML transmission
conditions. One was proposed in [146,147]. First, we rewrite the condition as
nTj α∇uj + DtNpmlj (uj − uj−1) = nTj α∇uj−1 on Γj,j−1.
Then, we unfold DtNpmlj and compose a coupled problem in Ωj ∪ Ωpmlj as follows:
Luj = f in Ωj ,
Buj = g on ∂Ωj ∩ ∂Ω,
nTj α∇uj − nTj α∇v = nTj α∇uj−1 on ∂Ωj − ∂Ω,
L˜v = 0 in Ωpmlj ,
B˜v = 0 on ∂Ωpmlj − ∂Ωj ,
v − uj =−uj−1 on ∂Ωpmlj − ∂Ω.
A straightforward discretization requires two sets of d.o.f. on the interfaces Γj,j±1,
one for uj and the other for v. In this way, we need only to solve one coupled problem
in Ωj ∪Ωpmlj and we avoid to solve an extra problem in Ωpmlj . We can further remove
the Dirichlet jump from the coupled problem by extending (lifting) uj−1 from the
interfaces into Ωpmlj . Let the extended function be u˜
j,pml
j−1 . We change the unknown in
the PML to v˜ := v + u˜j,pmlj−1 so that the coupled problem for (uj , v˜) enforces no jump
of Dirichlet traces across the interfaces.
6.3. Substructured form of Schwarz methods. The substructured form of
OSM consists in taking interface data as iterates (unknowns)16. These iterates are
substantially smaller than the volume iterates and thus can save memory and flops
for Krylov subspace methods. This form was first introduced in [130] for one-way
domain decompositions like Figure 2. In particular, for Helmholtz problems, it was
used in [31, 76]. Later, the substructured form was generalized to the case of do-
main decompositions with cross-points (points shared by three or more subdomains),
see e.g. [12,62,73,81,123] for various approaches (some are called FETI-2LM). Here,
we consider only the sequential one-way domain decomposition from Figure 2. The
substructured form of DOSM is given in Algorithm 5 at the PDE level, and in Algo-
rithm 6 at the matrix level. Theorem 27 and Theorem 28 give the equivalence of
the substructured formulations to the formulations with subdomain iterates. Their
proofs are simple and we thus omit them here.
Theorem 27. Algorithm 5 is equivalent to Algorithm 1. That is, given λ
(0)
j〉 =
Q〉j
(
nTj α∇u(0)j
)
+ P〉ju(0)j , the iterates generated by the two algorithms satisfy λ(n)j〉 =
16If exact subdomain solvers are used, the glued global approximation has compact residual for
the original problem near interfaces. Making use of this property leads to yet another substructured
form; see Algorithm 12 later in Subsection 8.2.
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Algorithm 5 DOSM in the substructured form at the PDE level
Given the last iterate λ
(n−1)
〉 =
{
λ
(n−1)
j〉 on Γj,j+1, j = 1, .., J − 1
}
, solve successively
for j = 1, .., J − 1,
Lu(n−
1
2
)
j = f in Ωj ,
B u(n−
1
2
)
j = g on ∂Ω ∩ ∂Ωj ,
Q〈j
(
nTj α∇u(n−
1
2
)
j
)
+ P〈ju
(n− 1
2
)
j = λ
(n)
j〈 on Γj,j−1,
Q〉j
(
nTj α∇u(n−
1
2
)
j
)
+ P〉ju
(n− 1
2
)
j = λ
(n−1)
j〉 on Γj,j+1,
and each solve is followed by λ
(n)
j+1〈 ← Q〈j+1
(
nTj+1α∇u(n−
1
2 )
j
)
+ P〈j+1u(n−
1
2 )
j .
Then solve successively for j = J, .., 1,
Lu(n)j = f in Ωj ,
B u(n)j = g on ∂Ω ∩ ∂Ωj ,
Q〈j
(
nTj α∇u(n)j
)
+ P〈ju(n)j = λ(n)j〈 on Γj,j−1,
Q〉j
(
nTj α∇u(n)j
)
+ P〉ju(n)j = λ(n)j〉 on Γj,j+1,
and each solve is followed by λ
(n)
j−1〉 ← Q〉j−1
(
nTj−1α∇u(n)j
)
+ P〉j−1u(n)j .
We obtain λ
(n)
〉 ←
{
λ
(n)
j〉 on Γj,j+1, j = 1, .., J − 1
}
.
Q〉j
(
nTj α∇u(n)j
)
+ P〉ju(n)j .
Theorem 28. Algorithm 6 is equivalent to Algorithm 2. That is, given λ
(0)
j〉 =
(Q
〉
j〉A
〉
j〉+P
〉
j〉)u
(0)
j〉 +Q
〉
j〉Aj〉j•u
(0)
j• −Q〉j〉f 〉j〉, the iterates generated by the two algorithms
satisfy λ
(n)
j〉 = (Q
〉
j〉A
〉
j〉 + P
〉
j〉)u
(n)
j〉 +Q
〉
j〉Aj〉j•u
(n)
j• −Q〉j〉f 〉j〉.
To explain how to use Krylov acceleration for the substructured formulations,
we denote by λ
(n)
〈 :=
{
λ
(n)
j〈 , j = 2, .., J
}
. The forward and backwards sweeps of
Algorithm 5 define a linear forward map F〈 and backward map F〉 such that λ(n)〈 =
F〈(λ(n−1)〉 , f, g) and λ(n)〉 = F〉(λ(n)〈 , f, g). The corresponding fixed point equation
λ〉 = F〉(F〈(λ〉, f, g), f, g) can be rewritten as a linear system,
(I − F〉(F〈(·, 0, 0), 0, 0))λ〉 = F〉(F〈(0, f, g), f, g),
which can now be solved by polynomial methods e.g. Chebyshev iterations and/or
Krylov methods.
Remark 29. If we look at each solve and the following update, we have a linear
map Fj+1〈 such that λ(n)j+1〈 = Fj+1〈(λ(n)j〈 , λ(n−1)j〉 , f, g) and Fj−1〉 such that λ(n)j−1〉 =
Fj−1〉(λ(n)j〈 , λ(n)j〉 , f, g). Considering the converged solution (i.e. removing the super-
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Algorithm 6 DOSM in the substructured form at the matrix level
Given the last iterate λ(n−1)〉 =
{
λ
(n−1)
j〉 , j = 1, .., J − 1
}
, solve successively for j =
1, .., J − 1, Q〈j〈A〈j〈 + P 〈j〈 Q〈j〈Aj〈j•Aj•j〈 Aj• Aj•j〉
Q
〉
j〉Aj〉j• Q
〉
j〉A
〉
j〉 + P
〉
j〉

 u
(n− 1
2
)
j〈
u
(n− 1
2
)
j•
u
(n− 1
2
)
j〉
 =
 Q〈j〈f 〈j〈 + λ(n)j〈fj•
Q
〉
j〉f
〉
j〉 + λ
(n−1)
j〉
 ,
and each solve is followed by
λ
(n)
j+1〈 ← Q〈j+1〈
(
f
〉
j+1〈 −Aj+1〈j[•]u
(n− 12 )
j[•]
)
+
(
P
〈
j+1〈 −Q〈j+1〈A〉j+1〈
)
u
(n− 12 )
j[ .
Note that it does not matter what splits fj〈 = f
〉
j〈 + f
〈
j〈 and fj〉 = f
〉
j〉 + f
〈
j〉 are used,
the only difference will be the definition of the interface data. For example, one can
use the simple splits f
〉
j〈 = 0 and f
〈
j〉 = 0.
Then solve successively for j = J, .., 1, Q〈j〈A〈j〈 + P 〈j〈 Q〈j〈Aj〈j•Aj•j〈 Aj• Aj•j〉
Q
〉
j〉Aj〉j• Q
〉
j〉A
〉
j〉 + P
〉
j〉
 u(n)j〈u(n)j•
u
(n)
j〉
 =
 Q〈j〈f 〈j〈 + λ(n)j〈fj•
Q
〉
j〉f
〉
j〉 + λ
(n)
j〉
 ,
and each solve is followed by
λ
(n)
j−1〉 ← Q〉j−1〉
(
f
〈
j−1〉 −Aj−1〉j[•]u(n)j[•]
)
+
(
P
〉
j−1〉 −Q〉j−1〉A〈j−1〉
)
u
(n)
j] .
We obtain λ(n)〉 =
{
λ
(n)
j〉 , j = 1, .., J − 1
}
.
scripts), we find the linear system
1 −b−1
−a−1 1 −b−2
. . .
. . .
. . .
−a−J−2 1 −b−J−1
−b+1 1 −a+1
−b+2 1
. . .
. . .
. . . −a+J−2
−b+J−1 1


λ2〈
λ3〈
...
λJ〈
λ1〉
λ2〉
...
λJ−1〉

=

g2〈
g3〈
...
gJ〈
g1〉
g2〉
...
gJ−1〉

,
where 1’s are the identity operators, a−j := Fj+2〈(·, 0, 0, 0), b−j := Fj+1〈(0, ·, 0, 0),
a+j := Fj+1〉(0, ·, 0, 0), b+j := Fj+1〉(·, 0, 0, 0) and g∗ = F∗(0, 0, f, g). If we regard the
above system as a 2-by-2 block system, the block Gauss-Seidel method (see Remark 39
for block Jacobi) leads to Algorithm 5 with each block solved exactly by forward or
backward substitution. The operators aj and bj can also be represented using Green’s
functions based on Equation (37), which we will see in more detail in Section 8.
7. AILU and sweeping preconditioners. We now explain the Analytic In-
complete LU (AILU) and sweeping preconditioners. To do so, we denote in Equa-
tion (19) by u1 := u1[•], f1 := f1[•], D1 := A1[•], L1 := [A1[〉1[•]; 0], U1 := [A1[•]1[〉, 0], and
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for j ≥ 2, uj := [uj−1[〉;uj[•]], fj := [fj−1[〉; fj[•]],
Dj :=
[
Aj−1[〉 Aj−1[〉j[•]
Aj[•]j−1[〉 Aj[•]
]
, Lj :=
[
0 Aj[〉j[•]
0 0
]
, Uj :=
[
0 0
Aj[•]j[〉 0
]
.
With this notation, Equation (19) becomes Equation (2). Then, based on the fac-
torization given in Equation (3), we can solve Equations (5) and (6) by forward and
backward substitution, which leads to Algorithm 7.
Algorithm 7 Block LU solve for the block tridiagonal system in Equation (2)
Compute Tj ’s according to Equation (4).
Forward sweep: solve successively the sub-problems
T1v1 = f1,
Tjvj = fj − Lj−1vj−1, j = 2, . . . , J.
Backward sweep: let uJ ← vJ ; solve successively the sub-problems
Tjuj = Tjvj − Ujuj+1, j = J − 1, . . . , 1.
Theorem 30. If Tj, j = 1, .., J are invertible, then Algorithm 7 is equivalent to
Algorithm 2 with a non-overlapping decomposition, zero initial guess and Q
〈
j〈 = Ij〈,
P
〈
j〈 = A
〉
j〈 − Aj〈,∼jA−1∼jA∼j,j〈, Q〉j〉 = 0, P 〉j〉 = Ij〉. That is, the iterates generated by
the two algorithms satisfy vj =
[
u
( 12 )
j〈 ;u
( 12 )
j[•]
]
and uj =
[
u
(1)
j〈 ;u
(1)
j[•]
]
.
Proof. We first show that the Tj ’s defined by Equation (4) satisfy for j ≥ 2,
(47) Tj = Dj − L˜j−1A−1∼j U˜j−1,
where L˜1 := L1, U˜1 := U1, L˜j−1 := [0, Lj−1] and U˜j−1 := [0;Uj−1] for j ≥ 3. The
case of j = 2 follows directly by definition. Assuming Equation (47) holds for one j,
we now show that it also holds for j + 1 instead of j. First, by Gaussian elimination
we have from Equation (47) that
A−1∼j+1 =
[
A∼j U˜j−1
L˜j−1 Dj
]−1
=
[ ∗ ∗
∗ T−1j
]
,
where ∗ represents terms not interesting to us. Therefore,
Dj+1 − L˜jA−1∼j+1U˜j = Dj+1 −
[
0 Lj
] [ ∗ ∗
∗ T−1j
] [
0
Uj
]
= Tj+1,
which is Equation (47) with j replaced by j + 1. By induction, Equation (47) holds
for all j ≥ 2. Note that we are considering a non-overlapping decomposition so we
can write
L˜j−1 =
[
Aj〈,∼j
0
]
, U˜j−1 =
[
A∼j,j〈 0
]
, Dj =
[
Aj〈 Aj〈j•
Aj•j〈 Aj•
]
.
Substituting the above equations into Equation (47), we obtain for j ≥ 2,
(48) Tj =
[
Aj〈 −Aj〈,∼jA−1∼jA∼j,j〈 Aj〈j•
Aj•j〈 Aj•
]
.
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Let the initial guess of Algorithm 2 be u
(0)
j = 0, j = 1, .., J . Substituting this and
the specified matrices P and Q into Algorithm 2, we find
(49)
[
A1• A1•1〉
0 I1〉
][
u
( 12 )
1•
u
( 12 )
1〉
]
=
[
f1•
0
]
.
By definition, we know T1 = D1 = A1[•] = A1• and f1 = f1•. Hence, from Equa-
tion (49), we have T1u
( 12 )
1• = f1, which is satisfied also by v1 of Algorithm 7. Since
T1 is invertible and from the fact that the decomposition is non-overlapping, we have
v1 = u
( 12 )
1• = u
( 12 )
1[•] . From Equation (49) and again using that the decomposition is
non-overlapping, we have u
( 12 )
1[ = u
( 12 )
1〉 = 0. Now assume that
17
(50) vj−1 =
[
u
( 12 )
j−1〈;u
( 12 )
j−1[•]
]
, u
( 12 )
j−1[ = 0,
with vj−1 obtained by Algorithm 7 and u
( 12 )
j−1 obtained by Algorithm 2. In the next
substep of Algorithm 2, we substitute the specified matrices P and Q, and the second
equation of Equation (50), to find
(51)

Aj〈 −Aj〈,∼jA−1∼jA∼j,j〈 Aj〈j• 0
Aj• Aj• Aj•j〉
0 0 Ij〉


u
( 12 )
j〈
u
( 12 )
j•
u
( 12 )
j〉
 =

fj〈 −Aj〈j−1[•]u(
1
2 )
j−1[•]
fj•
0
 .
By Equation (48), we know that the upper-left 2-by-2 block matrix in Equation (51)
equals Tj . From the first equation of Equation (50), we see that the first two rows of
the r.h.s. of Equation (51) equal f2 − L1v1. Given that Tj is invertible and that the
decomposition is non-overlapping, we have from Equation (51) and Algorithm 7
(52) vj =
[
u
( 12 )
j〈 ;u
( 12 )
j[•]
]
, u
( 12 )
j[ = 0.
Thus, by induction, Equation (52) holds for all j = 1, .., J − 1 and
uJ = vJ =
[
u
(1)
J〈 ;u
(1)
J[•]
]
.
In Algorithm 7 we substitute Tjvj from the forward sweep to the backward sweep and
we get the equivalent backward solve
Tjuj = fj − Lj−1vj−1 − Ujuj+1.
First, we note that the coefficient matrix Tj is the same as in the forward solve. Sec-
ond, compared to the forward solve, the present r.h.s. has an extra term −Ujuj+1
which corresponds to use the new Dirichlet data taken from the neighboring sub-
domain on the right. So Algorithm 7 and the specified case of Algorithm 2 remain
equivalent in their backward solves, and we have for j = J, .., 118
uj =
[
u
(1)
j〈 ;u
(1)
j[•]
]
.
Thus the equivalence of the two algorithms is proved.
17when j = 2, we need to remove the non-existent block
18when j = 1 we need to remove the non-existent block
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Fig. 3. Non-overlapping domain decomposition with empty interior, ♦ ∈ Γ∗,#.
Based on Theorem 30, the PDE analogue of Algorithm 7 can be stated as Al-
gorithm 1 with a non-overlapping decomposition, zero initial guess and Q〈j〈 = I,
P〈j〈 = DtN〈j , Q〉j〉 = 0, P〉j〉 = I. Next, we revisit the AILU and the sweeping precon-
ditioners. Based on Theorem 30, it is straightforward to get the following corollaries.
Corollary 31. The AILU preconditioner in [78] is equivalent to one step of
DOSM with a non-overlapping decomposition such that the subdomain interiors are
empty (i.e. Θj = ∅, see Figure 3), zero initial guess, and second-order absorbing
transmission conditions on the left interfaces and Dirichlet transmission conditions
on the right interfaces of subdomains.
Corollary 32. The sweeping preconditioners in [51, 52] are equivalent to one
step of DOSM with a non-overlapping decomposition such that the subdomain interiors
are empty (i.e. Θj = ∅, see Figure 3), zero initial guess, and PML or H-matrix
transmission conditions on the left interfaces and Dirichlet transmission conditions
on the right interfaces of subdomains.
Here we finish our discussions of the algorithms. Now we point out some analogy
between the LU factorization of the matrix from the discretization of ∂xx + ∂yy + k
2
and the formal analytic factorization of the differential operator,
(53) ∂xx + ∂yy + k
2 = (∂x − i
√
∂yy + k2)(∂x + i
√
∂yy + k2).
This analogy was first drawn in [77]. The factorization in Equation (53) represents a
reformulation of the two-way wave (Helmholtz) equation as two one-way wave equa-
tions. Hence, the original boundary value problem (BVP) given by the Helmholtz
Equation (11) can be solved in terms of certain initial value problems (IVPs) of the
one-way wave equations. The forward substitution of the lower triangular system and
the backward solution of the upper triangular system at the matrix level are related
to solving these IVPs. Such analytic factorizations have been studied by many re-
searchers, see e.g. [99, 124]. Next, we give a derivation of the factorization based on
a family of DtN operators, and explain its relation to Algorithm 1. We will do it for
the more general case with curved domains and curved interfaces.
We assume that the domain Ω can be described by the curvilinear coordinates,
Ω =
{
x ∈ Rd | x = (xl)dl=1, xl = xl(ξ1, .., ξd), ξ1 ∈ (a, b) ⊂ R, (ξ2, .., ξd) ∈ Y ⊂ Rd−1
}
,
with (
∂xj
∂ξl
) non-singular and xj sufficiently smooth in ξ. We may view Ω as a topo-
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logical cylinder with the axial variable ξ1. For s ∈ [a, b], we denote by
Ωs := {x ∈ Ω | xl = xl(ξ1, .., ξd), ξ1 ∈ (a, s), (ξ2, .., ξd) ∈ Y } ,
Γs := {x ∈ Ω | xl = xl(s, ξ2, .., ξd), (ξ2, .., ξd) ∈ Y } .
Let d = 2 for simplicity. In the curvilinear coordinates, the operator L of Equa-
tion (11) becomes
Lv=−
(
∂ξ1
∂x1
∂
∂ξ1
+
∂ξ2
∂x1
∂
∂ξ2
)(
β11
∂v
∂ξ1
+β12
∂v
∂ξ2
)
−
(
∂ξ1
∂x2
∂
∂ξ1
+
∂ξ2
∂x2
∂
∂ξ2
)(
β21
∂v
∂ξ1
+β22
∂v
∂ξ2
)
−ω
2
κ
v,
where βjl =
∑d
m=1 α
j
m
∂ξl
∂xm
and (αjl ) is the coefficient matrix α in Cartesian coordi-
nates. We assume that L can be rewritten in the form
Lv = γ3
{
∂
∂ξ1
(
γ1
∂v
∂ξ1
+ γ2
∂v
∂ξ2
+ γ0v
)
− L2v
}
,
with γj = γj(ξ1, ξ2), j = 1, 2, 3, γ3 and γ1 nowhere zero and L2 a partial differential
operator w.r.t. ξ2 only. This assumption can be verified if β
1
1 , β
2
1 are sufficiently
smooth or if ξ1 = x1, ξ2 = x2 and α
2
1 is sufficiently smooth. We define the operator-
valued function P(s) for s ∈ [a, b] as the s-dependent generalized DtN operator (we
assume the problem below is well-posed)
P(s) : d→ (γ1 ∂v∂ξ1 + γ2 ∂v∂ξ2 + γ0v)|Γs , s.t. L v = 0 in Ωs,
B v = 0 on ∂Ωs ∩ ∂Ω,
v = d on Γs.
Let us consider how P(s) changes with s. Let v be the solution in the definition of
P(s). We have for ∆s < 0,
γ1
∂v
∂ξ1
(s,ξ2)+γ2
∂v
∂ξ2
(s,ξ2)+γ0v(s,ξ2) =P(s)v(s,ξ2), ξ2∈Y,
γ1
∂v
∂ξ1
(s+∆s,ξ2)+γ2
∂v
∂ξ2
(s+∆s,ξ2)+γ0v(s+∆s,ξ2) =P(s+∆s)v(s+∆s,ξ2), ξ2∈Y.
Subtracting the two equations and dividing by ∆s, we get
1/∆s · {(γ1∂1v + γ2∂2v + γ0v)(s+ ∆s, ξ2)− (γ1∂1v + γ2∂2v + γ0v)(s, ξ2)}
= 1/∆s · {P(s+ ∆s)− P(s)}v(s+ ∆s, ξ2) + P(s){v(s+ ∆s, ξ2)− v(s, ξ2)}/∆s.
We assume that the difference quotients above converge as ∆s→ 0, and we find
(54)
∂
∂ξ1
(
γ1
∂v
∂ξ1
+ γ2
∂v
∂ξ2
+ γ0v
)
(s, ξ2) = P ′(s)v(s, ξ2) + P(s) ∂v
∂ξ1
(s, ξ2).
Using Lv = 0 and γ3 6= 0, we can find that L2(s, ξ2)v(s, ξ2) is equal to the left hand
side of Equation (54) and thus to the r.h.s. too. We further replace ∂v∂ξ1 (s, ξ2) with
the definition of P(s) to obtain
L2(s, ·)v(s, ·) = P ′(s)v(s, ·) + P(s)
{
γ−11 (s, ·) (P(s)− γ2(s, ·)∂2 − γ0(s, ·)) v(s, ·)
}
.
Removing v(s, ·) from the above equation, we obtain the differential Riccati equation
(55) P ′(s) = P(s){γ−11 (s, ·) (−P(s) + γ2(s, ·)∂2 + γ0(s, ·))}+ L2(s, ·).
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As mentioned in [101], Equation (55) can also be obtained from Equation (4) when
the width of the subdomain is equal to the mesh size and goes to zero. The initial
value P(a) for Equation (55) can be obtained from the boundary condition Bv = 0 on
Γa if the condition is not of Dirichlet type (we assume this in the following derivation;
otherwise, we should not use the DtN operator but the NtD operator for P). In
particular, if a = −∞ and there exists a′ ∈ R such that the problem in the definition
of P(s) is independent of s ≤ a′, then by letting P ′(s) = 0 we get from the differential
Riccati equation the algebraic Riccati equation
P(s){γ−11 (s, ·) (−P(s) + γ2(s, ·)∂2 + γ0(s, ·))}+ L2(s, ·) = 0, ∀s ≤ a′.
The solution of the algebraic Riccati equation at s = a′ gives us an initial value
P(a′) for the differential Riccati equation. In the following, we assume P has been
precomputed on [a, b].
We introduce w :=
(
γ1
∂u
∂ξ1
+ γ2
∂u
∂ξ2
+ γ0u
)
− Pu with u the solution of Equa-
tion (11). Again, by the definition of P, the initial value w(a, ·) can be acquired from
Bu = g on Γa. For example, if B = γ˜1 ∂∂ξ1 + γ˜2 ∂∂ξ2 + γ˜0 and v is from the definition of
P(a), i.e. v(a, ·) = u(a, ·), we have B(u− v) = γ˜1 ∂(u−v)∂ξ1 = g on Γa and
w(a, ·)=γ1∂(u−v)
∂ξ1
(a, ·)+γ2∂(u−v)
∂ξ2
(a, ·)+γ0(u−v)(a, ·)=γ1∂(u−v)
∂ξ1
(a, ·)=γ1γ˜−11 g.
We calculate the partial derivative of w,
∂w
∂ξ1
=
∂
∂ξ1
(
γ1
∂u
∂ξ1
+ γ2
∂u
∂ξ2
+ γ0u
)
− P ′u− P ∂u
∂ξ1
= γ−13 f + L2u− P ′u− P
∂u
∂ξ1
= γ−13 f + P{γ−11 (Pu− γ2∂2u− γ0u)} − P
∂u
∂ξ1
= γ−13 f − P{γ−11 w},(56)
where we successively used the partial differential equation satisfied by u, the differ-
ential Riccati equation of P, and the definition of w. So we have obtained an IVP
for w which is the analogue of the ‘L’ system of the LU factorization. The analytic
analogue of the ‘U’ system from which to recover u is simply the definition of w,
(57) γ1
∂u
∂ξ1
= w − γ2 ∂u
∂ξ2
− γ0u+ Pu.
The initial value for this system is set on Γb and can be sought again from the boundary
condition Bu = g and the one-way wave equation itself at ξ1 = b. We thus have as
the analytic analogue of the LU factorization
∂
∂ξ1
(
γ1
∂
∂ξ1
+ γ2
∂
∂ξ2
+ γ0
)
− L2 =
(
∂
∂ξ1
+ P{γ−11 ·}
)(
γ1
∂
∂ξ1
+ γ2
∂
∂ξ2
+ γ0 − P
)
,
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which can be verified for an arbitrary function v(ξ1, ξ2) as follows:(
∂
∂ξ1
+ P{γ−11 ·}
)(
γ1
∂
∂ξ1
+ γ2
∂
∂ξ2
+ γ0 − P
)
v
=
(
∂
∂ξ1
+ P{γ−11 ·}
)(
γ1
∂v
∂ξ1
+ γ2
∂v
∂ξ2
+ γ0v − Pv
)
=
∂
∂ξ1
(
γ1
∂v
∂ξ1
+ γ2
∂v
∂ξ2
+ γ0v
)
− ∂
∂ξ1
(Pv) + P ∂v
∂ξ1
+ P{γ−11 (γ2
∂v
∂ξ2
+ γ0v − Pv)}
=
∂
∂ξ1
(
γ1
∂v
∂ξ1
+ γ2
∂v
∂ξ2
+ γ0v
)
− L2v,
where to obtain the last identity we substituted the differential Riccati Equation (55).
Note that all the above derivation needs to be justified in appropriate function spaces,
for which we refer to e.g. [101].
Solving the IVP in Equation (56) is not the only way to get w. We can also solve
the original problem Equation (11) restricted to Ωs1 (s1 ≤ b) complemented with an
arbitrary boundary condition on Γs1 that guarantees well-posedness, which results in
u˜. From the proof of Theorem 17, we have w =
(
γ1
∂u˜
∂ξ1
+ γ2
∂u˜
∂ξ2
+ γ0u˜
)
−Pu˜ on Γt for
all t ∈ (a, s1]. Suppose w is known in Ωs1 , to get w in Ωs2 −Ωs1 for s2 > s1, we only
have to solve the original problem restricted to Ωs2−Ωs1 where u˜ satisfies the bound-
ary condition
(
γ1
∂u˜
∂ξ1
+ γ2
∂u˜
∂ξ2
+ γ0u˜
)
− Pu˜ = w on Γs1 and an arbitrary boundary
condition for well-posedness on Γs2 ; then, we have w =
(
γ1
∂u˜
∂ξ1
+ γ2
∂u˜
∂ξ2
+ γ0u˜
)
− Pu˜
on Γt for all t ∈ (a, s2]. This process continues forward until Γb and w is obtained
in Ω. Then, we solve Equation (11) restricted to Ωb − ΩsJ−1 for u with w providing
interface data on ΓsJ−1 . To find u further backward in ΩsJ−1 − ΩsJ−2 , we use again
w as interface data on ΓsJ−2 , while an arbitrary boundary condition on ΓsJ−1 , as
long as the resulting problem is well-posed, can be extracted from already known u
in Ωb−ΩsJ−1 . This process continues backward until Γa. The forward plus backward
processes constitute exactly Algorithm 1. In other words, we may view Algorithm 1
as a way of solving the IVPs for w and u in Equations (56) and (57).
8. Methods motivated by physics. We now present several algorithms moti-
vated by various intuitions from physics, and developed using Green’s function tech-
niques. We start with the special case we considered in Section 5, where the source
term vanished outside a subdomain Ωj , and we showed how to truncate the original
problem to Ωj to avoid discretizing the big domain Ω. To be able to use this as a
building block for a more general solver, we need two further ingredients: first, since
we are now not only interested in the near-field solution u in Ωj , but also the far-field
u in Ω−Ωj , we need to be able to map the near-field waves to the far-field. This is a
classical engineering problem, see e.g. [160, pp. 329–352]. Second, we may have also
sources outside Ωj which stimulate waves that come into Ωj . The question is then
how to incorporate the influence of these exterior sources on the local solution on the
subdomain Ωj .
In the rest of this section we assume that g = 0 in Equation (11) to simplify our
presentation. From the solution formula we have seen in Equation (38), namely
u(x) =
∫
Ω
G(x,y)f(y) dy,
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we see that if we restrict to x,y ∈ Ωj , then the corresponding diagonal part of
G(x,y) can be well approximated by a good truncation of the corresponding BVP to
Ωj . The second point raised in the last paragraph actually asks how to approximate
the off-diagonal parts of G(x,y) when x,y are in different subdomains. This is a core
problem studied in H-matrix and similar techniques, see the references mentioned
in Section 4, but a direct approximation of the off-diagonal parts of the Green’s
function is difficult for waves traveling long-distance in heterogeneous media. As
an alternative, one can first solve for the diagonal parts, i.e. the near-field waves
stimulated by the sources within each subdomain, and then propagate the waves
gradually subdomain by subdomain from near to far. This is possible because of
the so-called equivalence theorem in engineering, which states that if we enclose a
source by a surface, referred to as Huygens surface, then the stimulated waves in the
exterior can be determined from the waves on the Huygens surface, thought as new
equivalent sources that are called currents in engineering. For example, once we have
u1,1 := u,1|Ω1 with u,1(x) :=
∫
Ω1
G(x,y)f(y) dy, x ∈ Ω, we should be able to find
also u2,1 := u,1|Ω2 . In fact, u,1 solves the BVP
Lu,1 = f1 in Ω, Bu,1 = 0 on ∂Ω,
where f1 := E1(f |Ω1); so we deduce that u2,1 can be obtained from
(58)
Lu2,1 = 0 in Ω2,
Bu2,1 = 0 on ∂Ω ∩ ∂Ω2,
B〈2u2,1 = B〈2u1,1 on Γ2,1,
nT2 α∇u2,1 + DtN2u2,1 = 0 on Γ2,3,
where B〈2 is an arbitrary boundary operator so that the problem is well-posed, and we
assume DtN2 is well-defined. We see that the influence of f1 to the waves in Ω2 has
been transformed to an equivalent surface current B〈2u1,1. In summary, the near-field
waves u1,1 generate a surface current B〈2u1,1 from which one can recover the far-field
waves u2,1, as the equivalence theorem says.
Since in Ω2 we want also u2,2(x) =
∫
Ω2
G(x,y)f(y) dy, x ∈ Ω2, it is convenient
to add the source f2 directly in Equation (58), and to solve for (u2,1 + u2,2)(x) =
u2,1:2(x) :=
∫
Ω1∪Ω2 G(x,y)f(y) dy, x ∈ Ω2 at once from
(59)
Lu2,1:2 = f2 in Ω2,
Bu2,1:2 = 0 on ∂Ω ∩ ∂Ω2,
nT2 α∇u2,1:2 + DtN2u2,1:2 = nT2 α∇u1,1 + DtN2u1,1 on Γ2,1,
nT2 α∇u2,1:2 + DtN2u2,1:2 = 0 on Γ2,3,
where we specified B〈2 of Equation (58) as the transparent boundary operator to
simulate the waves generated by f2 without spurious reflections. Using Equation (37),
the solution of Equation (59) can be represented as
u2,1:2(x) =
∫
Ω2
G(x,y)f(y) dy +
∫
Γ2,1
G(x,y)λ2〈(y) dσ(y), x ∈ Ω2,
where λ2〈 := B〈2u1,1 = nT2 α∇u1,1 + DtN2u1,1. Now that u2,1:2 contains the influence
of both f1 and f2, this influence can be passed on to Ω3 through a transmission
condition on Γ3,2, and using a transparent transmission condition also permits to
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include then the influence of f3 locally in Ω3. This process continues until we obtain
uJ,1:J which is the exact solution of Equation (11) restricted to ΩJ i.e. uJ,1:J(x) =∫
Ω
G(x,y)f(y)dy, x ∈ ΩJ . Now that we have uj,1:j , j = 1, .., J and the interface
data λj+1〈 := B〈j+1uj,1:j = nTj+1α∇uj,1:j + DtNj+1uj,1:j , j = 1, .., J − 1, we want to
add the waves uj,j+1:J , stimulated by the sources on the right of Ωj , to uj,1:j to get
uj,1:J = uj,1:j + uj,j+1:J , the solution of the original BVP in Equation (11) restricted
to Ωj . We note that B〈j+1uj,1:J = B〈j+1uj,1:j = λj+1〈 because B〈j+1uj,j+1:J = 0 by
Lemma 10. That is, the waves from Ωj+1:J pass through Γj+1,j transparently. For
uJ−1,1:J , the other interface data B〉J−1uJ−1,1:J on ΓJ−1,J is available from the known
solution uJ,1:J . Therefore, uJ−1,1:J satisfies the BVP
(60)
LvJ−1 = fJ−1 in ΩJ−1,
BvJ−1 = 0 on ∂Ω ∩ ∂ΩJ−1,
nTJ−1α∇vJ−1 + DtNJ−1vJ−1 = λJ−1〈 on ΓJ−1,J−2,
B〉J−1vJ−1 = B〉J−1uJ,1:J on ΓJ−1,J ,
where all the data is known, and B〉J−1 is arbitrary as long as Equation (60) is well-
posed, and the first two equations are just taken from Equation (11). In other words,
Equation (60) is set up according to what the solution u of Equation (11) satisfies,
and the unique solvability of Equation (60) justifies that its solution can only be
vJ−1 = uJ−1,1:J = u|ΩJ−1 . After having uJ−1,1:J , the exact information can be
passed backward further through ΓJ−2,J−1. This process continues until we obtain
the exact solution in all the subdomains. We can also formulate this process using
the representation formula in Equation (37). For example, if λJ−1〉 := B〉J−1uJ,1:J =
nTJ−1α∇uJ,1:J + DtNJ−1uJ,1:J , then solving Equation (60) is equivalent to computing
for x ∈ ΩJ−1,
uJ−1,1:J(x)=
∫
ΩJ−1
G(x,y)f(y)dy+
∫
ΓJ−1,J−2
G(x,y)λJ−1〈(y)dσ(y)+
∫
ΓJ−1,J
G(x,y)λJ−1〉(y)dσ(y).
We have now presented the basic ideas digested from [29, 155, 177, 178], and have
again derived Algorithm 1. To propagate the waves based on physical insight, we
were forced here to use absorbing transmission conditions on Γj,j+1 in the forward
sweep. In the next subsections, we will explain in detail the different paths that led
to the invention of the new methods in [29,155,177,178]. We will see that these new
methods were derived in quite different forms, but it will become clear how closely
they are related to the algorithms discussed in Sections 6 and 7.
8.1. The source transfer method using equivalent volume sources. The
source transfer method from [29] is based on a decomposition of Ω into non-overlapping
and serially connected layers Oj , j = 0, .., J , which are combined into subdomains
Ωj := Oj−1 ∪ Γj ∪ Oj with Γj := ∂Oj−1 ∩ ∂Oj for j = 1, .., J . We have seen
this decomposition in Remark 5, and also assume here that the resulting system is
block tridiagonal, as in Remark 5. The key idea of the source transfer method is
the physical intuition that it is possible to transfer the sources before OJ into OJ−1
without changing the wave field in OJ . This is done layer by layer. First, the source
in O0 is transferred to O1 without changing the wave field to the right of O1, i.e. in
Oj , j = 2, .., J . In terms of the Green’s function, we need to find a map Ψ1 that
transfers f˜1〈•] := f |O0 to the source Ψ1(f˜1〈•]) defined in O1 such that∫
O0
G(x,y)f˜1〈•](y) dy =
∫
O1
G(x,y)Ψ1(f˜1〈•])(y) dy, ∀x ∈ Ol, l = 2, .., J.
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Then we define f˜2〈•] := f |O1 + Ψ1(f˜1〈•]). For j = 1, .., J − 2, we try to find a map Ψj+1
that transfers f˜j+1〈•] to the source Ψj+1(f˜j+1〈•]) in Oj+1 such that for l = j + 2, .., J
(61)
∫
Oj
G(x,y)f˜j+1〈•](y) dy =
∫
Oj+1
G(x,y)Ψj+1(f˜j+1〈•])(y) dy, ∀x ∈ Ol,
and define f˜j+2〈•] := f |Oj+1 + Ψj+1(f˜j+1〈•]). Eventually, we get f˜J〈•] and the wave field
in OJ of the original problem in Equation (11) is given by
uJ[•](x) =
∫
OJ
G(x,y)fJ[•](y) dy +
∫
OJ−1
G(x,y)f˜J〈•](y) dy, ∀x ∈ OJ .
Once uJ[•] is known, it leaves a Dirichlet trace on ΓJ which, together with the trans-
ferred source f˜J−1〈•] and the source in OJ−1, results in the wave field in OJ−1,
uJ−1[•〉(x) =
∫
OJ−1
GJ−1(x,y)fJ−1[•〉(y) dy +
∫
OJ−2
GJ−1(x,y)f˜J−1〈•](y) dy
+
∫
ΓJ
[
nTαT∇yGJ−1(x,y)
]
uJ[•](y) dσ(y), ∀x ∈ OJ−1,
where GJ−1 is the Green’s function in ΩJ−1 satisfying a transparent boundary con-
dition on ΓJ−2 and a homogeneous Dirichlet condition on ΓJ . This amounts to solve
a BVP in ΩJ−1 with Dirichlet boundary condition uJ−1 = uJ on ΓJ and the trans-
parent boundary condition on ΓJ−2. Afterwards, the wave field in OJ−1 can be again
extended backward to OJ−2. This process continues until we have obtained the wave
field in all the layers.
The authors of [29] emphasize that “the key step in the method is the source
transfer algorithm” which results in Equation (61). So how can one obtain the source
transfer functions Ψj+1 ? While the source transfer appeared very naturally in the
block LU factorization in Equation (7), it is a bit more involved to find Ψj+1 in the
present setting: the authors substitute the source f˜j+1〈•] in Oj with the generated
wave field vj+1 in Ωj+1 by using the PDE Lvj+1 = f˜j+1 in Ωj+1 (let f˜j+1 be the zero
extension of f˜j+1〈•] to Ωj+1). Substituting this and −ω
2
κ G(x,y) = ∇Ty (αT∇yG(x,y))
at x 6= y into the l.h.s. of Equation (61), they obtain for x ∈ Ol, l = j + 2, .., J,∫
Oj
G(x,y)f˜j+1〈•](y)dy=
∫
Oj
[−∇T(α∇vj+1(y))]G(x,y)+[∇Ty(αT∇yG(x,y))]vj+1(y)dy.
Integrating by parts and substituting the boundary conditions (transparent on Γj
relative to Oj for both vj+1 and G(x, ·) with x to the right of Oj+1) leads to
(62)
∫
Oj
G(x,y)f˜j+1〈•](y)dy=
∫
Γj+1
−[nTjα∇vj+1(y)]G(x,y)+[nTjαT∇yG(x,y)]vj+1(y)dσ(y).
The idea for transferring the source in Oj to Oj+1 consists in a secondary integration
by parts but from Γj+1 to Oj+1. This will involve another surface integral
(63)
∫
Γj+2
[
nTj+1α∇vj+1(y)
]
G(x,y)− [nTj+1αT∇yG(x,y)] vj+1(y) dσ(y).
Since Γj+2 is not a transparent boundary for G(x,y), y ∈ Oj+1, x ∈ Ol (l > j+1), the
above surface integral in general does not vanish. Note that, however, the information
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Fig. 4. Overlapping domain decomposition with contacting overlaps, ◦ ∈ O∗, ♦ ∈ Γ∗,#.
to be transferred is all from Γj+1, which is provided by the Dirichlet and Neumann
traces of vj+1; see Equation (62). So vj+1 can be modified in Oj+1 without changing
this information while letting the Dirichlet and Neumann traces on Γj+2 vanish to
get rid of Equation (63). The authors use a function βj+1 for this purpose, which
smoothly damps vj+1 from Γj+1 to Γj+2 such that
(64)
βj+1=1, (α
Tnj)
T∇βj+1=0 on Γj+1, βj+1=0, (αTnj)T∇βj+1=0 on Γj+2,
B(βj+1vj+1)=0 on ∂Oj+1∩∂Ω.
Otherwise, the precise shape of the function βj+1 has no influence on the algorithm.
Substituting βj+1vj+1 for vj+1 in the r.h.s. of Equation (62) and Equation (63) and
summing up, we find∫
Oj
G(x,y)f˜j+1〈•](y)dy=
∫
∂Oj+1
[
nTα∇(βj+1vj+1)(y)
]
G(x,y)−[nTαT∇yG(x,y)](βj+1vj+1)(y)dσ(y).
Integrating by parts for the r.h.s. and using MyG(x,y) = 0 in Oj+1 for x 6∈ Oj+1
yields the identity∫
Oj
G(x,y)f˜j+1〈•](y)dy=
∫
Oj+1
G(x,y)
{
∇T[α∇(βj+1vj+1)(y)]+ω
2
κ
βj+1vj+1(y)
}
dy.
The sum inside the above curly-braces is thus the source transfer function Ψj+1(f˜j+1〈•])
we were looking for, see Equation (61). We can now define the source transfer method,
see Algorithm 8 at the PDE level and Algorithm 9 at the matrix level. Despite the
quite different motivating ideas, these algorithms look very similar to Algorithm 3
and Algorithm 4. There is one difference though: in the forward sweep, the source
transfer methods do not use the source in the right overlap Oj for the subproblem
in Ωj . One can however regard Oj−1 as the physical subdomain, and consider Oj to
belong already to the PML region so that Oj ∪ Ωpmlj becomes the PML region for
Oj−1. Then the source transfer methods can be derived also directly as DOSMs in
the local deferred correction form, and we obtain the following equivalence results.
Theorem 33. Suppose the subproblems of the source transfer Algorithm 8 are
well-posed. Then Algorithm 8 is equivalent to the DOSM preconditioner shown in
Algorithm 1 in the specific case where each subdomain consists of two contacting
overlaps, see Figure 4, and using PML transmission conditions on the interfaces in
the forward sweep and Dirichlet instead of PML on the right interfaces in the backward
sweep; moreover, in the forward sweep the source terms in the right overlap of each
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Algorithm 8 Source transfer preconditioner at the PDE level ( [29, Algorithm
3.1-3.2])
Input the source f and g. Let f˜1 ← f in O0 and f˜1 ← 0 otherwise. Solve successively
for j = 1, .., J − 1,
L vj = f˜j in Ωj ,
B vj = g on ∂Ω ∩ ∂Ωj ,
nTj α∇vj + DtNpmlj vj = 0 on Γj,j−1,
nTj α∇vj + DtNpmlj vj = 0 on Γj,j+1,
where DtNpmlj is defined by the PML along Γj,j−1 and Γj,j+1 (see Remark 13 for
practical implementation), and after each solve we let f˜j+1 ← f −L(βjvj) in Oj and
f˜j+1 ← 0 otherwise, and βj satisfies Equation (64).
Let f˜j unchanged in Oj−1 but f˜j ← f in Oj . Solve in order of j = J, .., 1 the problem
L u˜j = f˜j in Ωj ,
B u˜j = g on ∂Ω ∩ ∂Ωj ,
nTj α∇u˜j + DtNpmlj u˜j = 0 on Γj,j−1,
u˜j = u˜j+1 on Γj,j+1.
Output the global approximation u˜← u˜j in Oj , j = 1, .., J and u˜← u˜1 in O0.
Algorithm 9 Source transfer preconditioner at the matrix level
Input the r.h.s. f . Let f˜1〈•] ← f1[•]. Solve successively for j = 1, .., J − 1,
S˜
〈
j〈 Aj〈j−1[•〉
Aj−1[•〉j〈 Aj−1[•〉 Aj−1[•〉j+1〈
Aj+1〈j−1[•〉 Aj+1〈 Aj+1〈j[•〉
Aj[•〉j+1〈 Aj[•〉 Aj[•〉j〉
Aj〉j} S˜
〉
j〉


vj〈
vj〈•]
vj[
vj[•〉
vj〉
 =

0
f˜j〈•]
fj+1〈
0
0
 ,
where S˜
〈
j〈 and S˜
〉
j〉 are defined by the PML (see Remark 14 for practical implementa-
tion), and after each solve we let f˜j+1〈•] ← fj[•〉 −Aj[•〉Ijj[•〉(Djvj)−Aj[•〉j+1〈Ijj+1〈(Djvj),
where Dj satisfies
(65) Ijj〉Dj = 0, Aj〉j[•〉I
j
j[•〉Dj = 0, I
j
j+1〈(Dj − Ij) = 0, Aj+1〈j[•〉Ijj[•〉(Dj − Ij) = 0.
Solve in order of j = J, .., 1 the following problem
S˜
〈
j〈 Aj〈j−1[•〉
Aj−1[•〉j〈 Aj−1[•〉 Aj−1[•〉j+1〈
Aj+1〈j−1[•〉 Aj+1〈 Aj+1〈j[•〉
Aj[•〉j+1〈 Aj[•〉 Aj[•〉j〉
0 Ij〉


u˜j〈
u˜j〈•]
u˜j]
u˜j[•〉
u˜j〉
 =

0
f˜j〈•]
fj+1〈
fj[•〉
u˜j+1]
 .
Output the global approximation u˜← u˜j in Oj , j = 1, .., J and u˜← u˜1 in O0.
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subdomain are put to zero, which turns the right overlap effectively into part of the
PML on the right of the subdomain.
Proof. We will prove several identities between the iterates generated by the two
algorithms. Since we are considering the algorithms as preconditioners, we use a zero
initial guess for Algorithm 1. We start from the iterate of Algorithm 1 for the specific
case stated in the theorem:
Lu( 12 )1 = fˆ1 in Ω1,
B u( 12 )1 = g on ∂Ω ∩ ∂Ω1,
nT1 α∇u(
1
2 )
1 + DtN
pml
1 u
( 12 )
1 = 0 on Γ1,2,
where fˆj = f in Oj−1 and fˆj = 0 otherwise, for j = 1, .., J − 1. This is exactly what
we solve for v1 in Algorithm 8. By uniqueness of the solution, we see that u
( 12 )
1 = v1.
Assuming now that u
( 12 )
j−1 = vj−1 in Oj−1, we will show that this relation also holds
for j replacing j − 1. In the j-th forward substep of Algorithm 1, we solve
(66)
Lu( 12 )j = fˆj in Ωj ,
B u( 12 )j = g on ∂Ω ∩ ∂Ωj ,
nTj α∇u(
1
2 )
j + DtN
pml
j u
( 12 )
j = n
T
j α∇u(
1
2 )
j−1 + DtN
pml
j u
( 12 )
j−1 on Γj,j−1,
nTj α∇u(
1
2 )
j + DtN
pml
j u
( 12 )
j = 0 on Γj,j+1.
We extend βj−1u
( 12 )
j−1 by zero into Oj , and substitute the correction u
( 12 )
j − βj−1u(
1
2 )
j−1
for u
( 12 )
j into Equation (66). Using Equation (64), we find that the BVP satisfied by
the correction term is
L
(
u
( 12 )
j − βj−1u(
1
2 )
j−1
)
= fˆj − L(βj−1u(
1
2 )
j−1) in Ωj ,
B
(
u
( 12 )
j − βj−1u(
1
2 )
j−1
)
= g on ∂Ω ∩ ∂Ωj ,(
nTj α∇+ DtNpmlj
)(
u
( 12 )
j − βj−1u(
1
2 )
j−1
)
= 0 on Γj,j−1,(
nTj α∇+ DtNpmlj
)(
u
( 12 )
j − βj−1u(
1
2 )
j−1
)
= 0 on Γj,j+1.
Since we assumed that u
( 12 )
j−1 = vj−1 in Oj−1 = Ωj ∩ Ωj−1, the above BVP is exactly
the same as the BVP for vj in Algorithm 8. By uniqueness of the solution, we thus
deduce that vj = u
( 12 )
j − βj−1u(
1
2 )
j−1 in Ωj , and in particular vj = u
( 12 )
j in Oj . By
induction, this last relation then holds for all j = 1, .., J − 1. In the backward sweep
of Algorithm 1, we solve the subdomain problem
Lu(1)j = f in Ωj ,
B u(1)j = g on ∂Ω ∩ ∂Ωj ,
nTj α∇u(1)j + DtNpmlj u(1)j = nTj α∇u(
1
2 )
j−1 + DtN
pml
j u
( 12 )
j−1 on Γj,j−1,
u
(1)
j = u
(1)
j+1 on Γj,j+1.
By the same argument as before, we can show that u˜j = u
(1)
j in Oj for j = J, .., 1 and
u˜1 = u
(1)
1 in O0.
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Theorem 34. Assume that the subproblems of the discrete source transfer Algo-
rithm 9 are well-posed. Then Algorithm 9 is equivalent to the discrete DOSM precon-
ditioner shown in Algorithm 2, in the specific case at the discrete level corresponding
to the case stated in Theorem 33 at the continous level.
Proof. In the specific case, and with zero initial guess for its use as a precondi-
tioner, Algorithm 2 first solves
A1[•] A1[•]2〈
A2〈1[•] A2〈 A2〈1[•〉
A1[•〉2〈 A1[•〉 A1[•〉1〉
A1〉1[•〉 S˜
〉
1〉


u
( 12 )
1[•]
u
( 12 )
1[
u
( 12 )
1[•〉
u
( 12 )
1〉
 =

f1[•]
f2〈
0
0
 ,
which is exactly the same problem for v1 in Algorithm 9; so u
( 12 )
1 = v1 by uniqueness
of the solution. Now assuming that
(67) u
( 12 )
j−1[•〉 = vj−1[•〉, u
( 12 )
j−1[ = vj−1[,
we will show these relations also hold for j + 1 replacing j. In the specific version of
Algorithm 2, u
( 12 )
j solves
S˜
〈
j〈 Aj〈j−1[•〉
Aj−1[•〉j〈 Aj−1[•〉 Aj−1[•〉j+1〈
Aj+1〈j−1[•〉 Aj+1〈 Aj+1〈j[•〉
Aj[•〉j+1〈 Aj[•〉 Aj[•〉j〉
Aj〉j[•〉 S˜j〉


u
(1
2
)
j〈
u
(1
2
)
j〈•]
u
(1
2
)
j[
u
(1
2
)
j[•〉
u
(1
2
)
j〉

=

fj〈+(S˜
〈
j〈−Aj〈)u
(1
2
)
j−1[−Aj〈j−2[•〉u
(1
2
)
j−1〈•]
fj〈•]
fj[
0
0

.
We can further rewrite the above system into the equivalent system
S˜
〈
j〈 Aj〈j−1[•〉
Aj−1[•〉j〈 Aj−1[•〉 Aj−1[•〉j+1〈
Aj+1〈j−1[•〉 Aj+1〈 Aj+1〈j[•〉
Aj[•〉j+1〈 Aj[•〉 Aj[•〉j〉
Aj〉j[•〉 S˜
〉
j〉


u
( 1
2
)
j〈 − Ij−1j〈 (Dj−1u
( 1
2
)
j−1)
u
( 1
2
)
j〈•] − Ij−1j−1[•〉(Dj−1u
( 1
2
)
j−1)
u
( 1
2
)
j[
u
( 1
2
)
j[•〉
u
( 1
2
)
j〉

=

0
fj−1[•〉 −Aj−1[•〉Ij−1j−1[•〉(Dj−1u
( 1
2
)
j−1)−Aj−1[•〉j〈Ij−1j〈 (Dj−1u
( 1
2
)
j−1)
fj+1〈
0
0
 ,
where for the first row we have used Ij−1j〈 (Dj−1u
( 12 )
j−1) = u
( 12 )
j−1[, Aj〈j−1[•〉I
j−1
j−1[•〉(Dj−1
u
( 12 )
j−1) = Aj〈j−1[•〉u
( 12 )
j−1[•〉 from Equation (65) and Aj〈j−2[•〉u
( 12 )
j−1〈•] + Aj〈u
( 12 )
j−1[ + Aj〈j−1[•〉
u
( 12 )
j−1[•〉 = fj〈 from the system for u
( 12 )
j−1. By Equation (67) this is exactly the same
problem for vj in Algorithm 9. By induction, we have u
( 12 )
j[•〉 = vj[•〉 and u
( 12 )
j[ = vj[
for all j = 1, .., J − 1. By similar arguments, we can also show that in the backward
sweep, u
(1)
j[•〉 = u˜j[•〉 and u
(1)
j[ = u˜j[ for all j = J, .., 2, and u
(1)
1 = u˜1.
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8.2. The method using single layer potentials. Stolk summarizes in [155]
the main ideas for the method based on single layer potentials as follows: “A new do-
main decomposition method is introduced for the heterogeneous 2-D and 3-D Helmholtz
equations. Transmission conditions based on the perfectly matched layer (PML) are
derived that avoid artificial reflections and match incoming and outgoing waves at the
subdomain interfaces”.
To motivate the method based on single layer potentials, we consider the free
space problem in a homogeneous medium. In this case, the source in each subdo-
main generates waves biased in two directions – forward and backward, which both
are outgoing relative to the subdomain. In each subdomain, we are interested in the
sum of the waves stimulated by all the sources, including the sources from the other
subdomains. We thus must account for the waves incoming from all the other subdo-
mains in each subdomain. The idea of the algorithm based on single layer potentials
is forward propagation and accumulation of the waves from the first subdomain to
the last one so that the waves in Ωj , 1 ≤ j ≤ J , have accounted for all the forward
going waves generated from the sources in Ωl for all l < j. Then, a similar procedure
can be carried out backward so that the waves in Ωj contain also the backward going
waves generated from the sources in Ωm for all m > j. The actual backward sweep
in [155] solves however for the correction from the residual.
To transfer the waves, the author in [155] states: “We have constructed new
transmission conditions [. . . ] These are designed to ensure that:
(i) the boundary conditions at the subdomain interfaces are non-reflecting;
(ii) if Ωj−1 and Ωj are neighboring subdomains, then the outgoing wave field
from Ωj−1 equals the incoming wave field in Ωj at the joint boundary and
vice versa.
This is achieved in a simple and accurate way using a PML boundary layer added to
the subdomains and single layer potentials.” As noted in [155], a related approach has
been studied in [146] that is also motivated by matching the incoming and outgoing
waves. There is, however, a difference in the concrete forms to achieve the matching;
see Remark 26 for a brief review of the form used in [146].
The representation of incoming waves is a well-studied topic in computational
electromagnetics; see [160, pp. 185–220]. The common idea is to represent the incom-
ing wave vj−1 from Ωj−1 to Ωj as an equivalent source term on the surface Γj,j−1.
In [155], the proposed equivalent source is 2δ(sj−1)nTj α∇vj−1; here sj−1 is a local
coordinate normal to Γj,j−1 and sj−1 = 0 corresponds to Γj,j−1, and δ(sj−1) here
represents a surface delta function. The author in [155] states19: “a short intuitive
explanation goes as follows. The term vj−1|Γj,j−1 exclusively contains forward going
waves because of the presence of a PML non-reflecting layer immediately to its right20.
The term 2δ(sj−1)nTj α∇vj−1 is meant to cause the same forward going wave field in
the field vj as in the field vj−1. [. . . ] the source generates waves propagating both
forwardly and backwardly in a symmetric fashion. The factor 2 is introduced so that
the forward propagating part equals vj−1 on Γj,j−1. The backward propagating part is
absorbed in the neighboring PML layer [along Γj,j−1 for Ωj].”
Let us take a closer look at the reasoning above: we want to extend the waves
vj−1 from Ωj−1 to Ωj . By Equation (37), we have for x ∈ Ωj ,
(68) vj−1(x)=
∫
Γj,j−1
(nTj α∇vj−1)(y)G(x,y)−nTj (y)
(
αT(y)∇yG(x,y)
)
vj−1(y)dσ(y).
19We replaced the original notation in the quote by the notation used in this manuscript.
20In fact, the PML is placed on the right of Γj−1,j for Ωj−1.
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The Green’s function G(x,y) represents the wave field at y ∈ Γj,j−1 stimulated by
a point source at x ∈ Ωj . For the free space problem in a homogeneous medium, if
two point sources at x and x′ are symmetric w.r.t. Γj,j−1, then the stimulated waves
generated by the individual point sources are also symmetric w.r.t. Γj,j−121. Hence,
(69)
∀x ∈ Ωj , x′ and x symmetric w.r.t. Γj,j−1, ∀y ∈ Γj,j−1 :
G(x,y) = G(x′,y), nTj (y)
(
αT (y)∇y(G(x,y) +G(x′,y))
)
= 0.
Since both vj−1 and G(x′, ·) satisfy homogeneous Helmholtz equations in Ωj and
represent outgoing waves to the right of Γj,j+1, by using Green’s identity we get∫
Γj,j−1
nTj (y)
(
αT(y)∇yG(x′,y)
)
vj−1(y)dσ(y)=
∫
Γj,j−1
nTj (y)(α∇vj−1(y))G(x′,y)dσ(y).
Substituting this and Equation (69) into Equation (68), we get the single layer po-
tential representation
vj−1(x) =
∫
Γj,j−1
2nTj (y)(α∇vj−1(y))G(x,y) dσ(y), x ∈ Ωj ,
which is equivalent to being stimulated by the surface source
vj−1(x) =
∫
Ωj
2δ(sj−1(y))nTj (y)(α∇vj−1(y))G(x,y) dy, x ∈ Ωj .
This, under the symmetry assumption Equation (69), justifies the equivalent source
proposed in [155]. One can also calculate the representation in closed form; c.f. [111].
The forward sweep in the method based on single layer potentials is performed up
to the last subdomain ΩJ . Then, a global approximation is defined by setting v := vj
in Ωj , j = 1, .., J (the subdomains are non-overlapping), and a deferred correction
problem will then be solved in the backward sweep. Note that v has in general jumps
across interfaces between subdomains, and the residual f˜ := f − Lu involves a very
singular distribution – the derivative of the surface delta function, δ′(sj−1). To avoid
the potential obscurity of deciding to which subdomain such a singular distribution
on an interface belongs, it is suggested in [155] to use for the backward sweep another
set of non-overlapping subdomains that contains these distribution residuals in the
interior of the subdomains. These residuals are then taken as new sources which
stimulate the correction wave field. A procedure similar to the forward sweep but
from the last subdomain to the first one is carried out to find an approximation
of the correction. Adding the correction to the wave field previously obtained with
the forward sweep gives a global approximate solution of the original problem, which
finalizes the definition of the preconditioner based on single layer potentials. Using two
sets of subdomains could potentially double the cost of factorization. This situation
can be avoided by the following trick from [155]: for the first set of subdomains the
PML along Γj,j+1 begins with using the original operator near Γj,j+1, and only after
a certain distance, say one mesh cell, it changes to the PML modified operator. The
second set of subdomains are defined by moving Γj,j+1 forward by one mesh cell, but
keeping the PML augmented region Ωj ∪ Ωpmlj the same as before (i.e. just moving
outward the interfaces that separate Ωj and Ω
pml
j so that Ωj gets bigger and Ω
pml
j
21This is like in the method of images for solving PDEs in a half space; c.f. [175].
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gets smaller). In this way, every subdomain matrix is unchanged from the forward
sweep to the backward sweep and the same factorization can be used.
We summarize the preconditioner based on single layer potentials in Algorithm 10
at the PDE level and in Algorithm 11 at the matrix level. For the matrix version, we
give two variants: the first one, originally presented in [155], is especially designed for
the 5-point (or 7-point in 3-D) finite difference scheme with u discretized at integer
grid points and the continuous interfaces located at half grid points. The second form
is motivated by finite element methods with the discrete interfaces superposed on
the continuous interfaces. While the first matrix form can be explained as a special
discretization of the PDE Algorithm 10, the second matrix form is equivalent (under
some assumptions) to the first matrix form, and unlike the PDE form the second
matrix form uses the same partition for the forward and the backward sweeps. Both
matrix forms do the extension and restriction like ASH does; see Remark 20.
Algorithm 10 Single layer potential preconditioner at the PDE level
Input the source terms f and g. Suppose the decomposition is non-overlapping.
Solve successively for j = 1, .., J ,
L vj = f + 2δ(sj−1)nTj α∇vj−1 in Ωj ,
B vj = g on ∂Ω ∩ ∂Ωj ,
nTj α∇vj + DtNpmlj vj = 0 on Γj,j−1,
nTj α∇vj + DtNpmlj vj = 0 on Γj,j+1,
where DtNpmlj is the PML–DtN operator along Γj,j−1 and Γj,j+1 (see Remark 13 for
practical implementation), sj−1 is a local coordinate normal to Γj,j−1 and sj−1 = 0
corresponds to Γj,j−1, and δ(sj−1) here represents a surface delta function. The PML
for Ωj along Γj,j+1 has a small starting zone between Γj,j+1 and Γ
h
j,j+1 where the
original operator L is used.
Let v ← vj in Ωj , j = 1, .., J and compute the residual f˜ ← f − Lv in Ω.
Denote by Ω˜j the resulting subdomain by moving forward the boundaries Γj,j+1 to
Γhj,j+1 and Γj,j−1 to Γ
h
j,j−1. In order of j = J − 1, .., 1, solve the problem
Lwj = f˜ + 2δ(sj)nTj α∇wj+1 in Ω˜j ,
Bwj = g on ∂Ω ∩ ∂Ω˜j ,
nTj α∇wj + DtNpmlj wj = 0 on Γhj,j−1,
nTj α∇wj + DtNpmlj wj = 0 on Γhj,j+1,
where the DtNpmlj on Γ
h
j,j+1 (Γ
h
j,j−1) uses the PML as the subset (superset) of the
PML for vj on Γj,j+1 (Γj,j−1) that starts later (earlier using the original operator).
Output u˜← v + wj in Ω˜j , j = 1, .., J − 1 and u˜← v in Ω˜J .
Theorem 35. Suppose the subproblems of Algorithm 10 are well-posed. If the
PML–DtN operators on the two sides of each interface are equal, i.e. DtNpmlj =
DtNpmlj+1 on Γj,j+1 and on Γ
h
j,j+1, then the single layer potential preconditioner as
shown in Algorithm 10 is equivalent to one iteration of Algorithm 1 with zero initial
guess, Q〈j = I, P〈j = DtNpmlj |Γhj,j−1 , Q
〉
j = I, P〉j = DtNpmlj |Γhj,j+1 and using the two
non-overlapping partitions as in Algorithm 10, one partition for the forward and the
other for the backward sweep.
Proof. By the zero initial guess and the specific conditions for Algorithm 1 in the
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Algorithm 11 Single layer potential preconditioner at the matrix level
Input the r.h.s. f . Suppose the Ωj ’s are non-overlapping. Choose one of the following
two forms (see Theorem 36 for their equivalence under certian conditions).
Form 1. Extend the non-overlapping subdomains one layer beyond each interface.
We indicate the extra d.o.f. beyond the left interfaces of the j-th subdomain by the
subscripts j〈〈 or j − 1[[, and similarly for j〉〉 or j + 1]].
Solve successively for j = 1, .., J ,
S˜
〈
j〈〈 Aj〈〈j〈
Aj〈j〈〈 Aj〈 Aj〈j•
Aj•j〈 Aj• Aj•j〉
Aj〉j• Aj〉 Aj〉j〉〉
Aj〉〉j〉 S˜
〉
j〉〉


vj〈〈
vj〈
vj•
vj〉
vj〉〉
 =

vj−1[[ +Aj〈〈j〈vj−1[
fj〈 −Aj〈j〈〈vj−1[[ − vj−1[
fj•
0
0
 ,
where S˜
〈
j〈〈 and S˜
〉
j〉〉 are the Schur complements from the PML (see Remark 14 for
practical implementation).
Let v←∑Jj=1RTj (Ij〈j Ijj〈 + Ij•j Ijj•)vj and compute f˜ ← f −Av. Let wJ ← 0.
In order of j = J − 1, .., 1, solve the correction problem
S˜
〈
j〈〈 Aj〈〈j〈
Aj〈j〈〈 Aj〈 Aj〈j•
Aj•j〈 Aj• Aj•j〉
Aj〉j• Aj〉 Aj〉j〉〉
Aj〉〉j〉 S˜
〉
j〉〉


wj〈〈
wj〈
wj•
wj〉
wj〉〉
 =

0
0
f˜j•
f˜j〉 −Aj〉j〉〉wj+1]] −wj+1]
wj+1]] +Aj〉〉j〉wj+1]
 .
Compute the output u˜← v +∑J−1j=1 RTj (Ij•j Ijj• + Ij〉j Ijj〉)wj .
Form 2. Solve successively for j = 1, ..J , S˜〈j〈 Aj〈j•Aj•j〈 Aj• Aj•j〉
Aj〉j• S˜
〉
j〉
 vj〈vj•
vj〉
 =
 fj〈 − 2Aj〈j−1•vj−1• −Aj〈vj−1[fj•
0
 ,
where S˜
〈
j〈 and S˜
〉
j〉 are the Schur complements from the PML (see Remark 14 for
practical implementation).
Let v←∑Jj=1RTj (Ij〈j Ijj〈 + Ij•j Ijj•)vj and compute f˜ ← f −Av. Let wJ ← 0.
In order of j = J − 1, .., 1, solve the correction problem S˜〈j〈 A〈j•Aj•j〈 Aj• Aj•j〉
Aj〉j• S˜
〉
j〉
 wj〈wj•
wj〉
 =
 0f˜j•
f˜j〉 − 2Aj〉j+1•wj+1• −Aj〉wj+1]
 .
Compute the output u˜← v +∑J−1j=1 RTj (Ij•j Ijj• + Ij〉j Ijj〉)wj .
theorem, the (j−1)-st subproblem of Algorithm 1 imposes the following condition on
Γj−1,j = Γj,j−1, since the partition is non-overlapping:
nTj−1α∇vj−1 + DtNpmlj−1vj−1 = 0.
Note that nj = −nj−1 on Γj,j−1. Substituting these and the assumption DtNpmlj =
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DtNpmlj−1 into the transmission condition on Γj,j−1 of the j-th subproblem, we find
nTj α∇vj + DtNpmlj vj = 2nTj α∇vj−1,
which imposes a Neumann jump between Ωj and the PML on the other side of Γj,j−1.
We recover the forward sweep of Algorithm 10 by moving the Neumann jump to the
r.h.s. of the PDE as a surface source. Between the forward and the backward sweep,
Algorithm 10 takes the residual f˜ and introduces overlaps of the old subdomains used
in forward sweep and the new subdomains used in backward sweep. This gives the
deferred correction form as in Algorithm 3 but mixed with the single layer potential
on Γhj,j+1 too. Then, we can conclude by adapting the proof of Theorem 21 and the
same arguments as in the forward sweep.
Theorem 36. Let Algorithm 4 use Q
〈
j〈 = Ij〈, Q
〉
j〉 = Ij〉, P
〈
j〈 = S˜
〈
j〈 − A〈j〈,
P
〉
j〉 = S˜
〉
j〉 − A〉j〉, and let the initial guess be zero. The following statements about
Algorithm 11 then hold:
1◦ Suppose the subproblems of the first form of Algorithm 11 are well-posed and
S˜
〈
j〈〈, S˜
〉
j〉〉 are invertible. Let S˜
〈
j〈 := Aj〈 − Aj〈j〈〈
(
S˜
〈
j〈〈
)−1
Aj〈〈j〈 and S˜
〉
j〉 :=
Aj〉 − Aj〉j〉〉
(
S˜
〉
j〉〉
)−1
Aj〉〉j〉. If Ij〈〈 = Ij〈 = −Aj〈j〈〈, S˜〈j〈〈 = S˜〉j−1〉 for j =
2, .., J , Ij〉〉 = Ij〉 = −Aj〉j〉〉, S˜〉j〉〉 = S˜〈j+1〈 for j = 1, .., J − 1 and Aj〈j−1• =
[Aj〈j〈〈, 0], then the first form of Algorithm 11 is equivalent to the harmonic
extension variant of Algorithm 4, see Remark 20.
2◦ Suppose the subproblems of the second form of Algorithm 11 are well-posed.
If S˜
〈
j〈 = S˜
〉
j−1〉 for j = 2, .., J and S˜
〉
j〉 = S˜
〈
j+1〈 for j = 1, .., J − 1, then the
second form of Algorithm 11 is equivalent to the harmonic extension variant
of Algorithm 4, see Remark 20.
Proof. We first prove claim 1◦. We eliminate the first and the last rows of the
j-th forward subproblem and substitute with the assumptions of 1◦ to obtain
(70)
 S˜
〈
j〈 Aj〈j•
Aj•j〈 Aj• Aj•j〉
Aj〉j• S˜
〉
j〉

 vj〈vj•
vj〉
=
 fj〈−Aj〈j〈〈vj−1[[+(S˜
〈
j〈−Aj〈)vj−1[+(S˜〈j〈〈)−1vj−1[[−vj−1[
fj•
0
.
It can be shown that the underlined expression on the right above vanishes: in fact,
the above subproblem is also used with j − 1 replacing j. In particular, the last row
of the (j − 1)-st subproblem reads
(71) Aj−1〉j−1•vj−1• + S˜
〉
j−1〉vj−1〉 = 0.
Recalling that j− 1〉 and j〈 correspond to the same d.o.f., because the decomposition
is non-overlapping, and the assumptions that Aj〈j−1• = [Aj〈j〈〈, 0], Aj〈j〈〈 = −Ij〈〈
and S˜
〉
j−1〉 = S˜
〈
j〈〈, we obtain from Equation (71) that S˜
〈
j〈〈vj−1[ = vj−1[[. This shows
that the underlined expression in Equation (70) is zero. Similar to Equation (26),
Equation (70) is almost the same subproblem used in Algorithm 1 but Equation (70)
puts zero on the last row of the r.h.s. which is a trait of the harmonic extension
variant. By reusing some arguments from the proof of Theorem 23, we can show the
equivalence to Algorithm 4 and conclude with claim 1◦.
To prove claim 2◦, the key is to show that the r.h.s. from the second form of
Algorithm 11 is the same as the r.h.s. from Algorithm 2 except that the former
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puts zeros on the right interfaces in the forward sweep, and the left interfaces in the
backward sweep. Similar to Equation (26), we may write the first row of the r.h.s.
from the forward sweep of Algorithm 2 as
fj〈 −Aj〈j−1•u(
1
2 )
j−1• + (S˜
〈
j〈 −Aj〈)u
( 12 )
j−1[.
Using the assumption that S˜
〈
j〈 = S˜
〉
j−1〉 and the last row (with zeroed r.h.s.) of the
(j − 1)-st subproblem similar to Equation (71), we see that the above expression is
equal to
fj〈 − 2Aj〈j−1•u(
1
2 )
j−1• −Aj〈u(
1
2 )
j−1[.
This is exactly the same as in the forward sweep of Algorithm 11. The remaining part
of the proof of claim 2◦ can now be done as in the proof of Theorem 23.
There is a final ingredient used in [155] based on the idea of right precondition-
ing. A preconditioner M−1 such as the one defined by Algorithm 11 can be used
either on the left or the right of the original operator A. For right preconditioning of
Equation (17), one first uses an iterative method like Krylov or Richardson to solve
AM−1r = f for r, and then obtains the solution u of Equation (17) by computing
u = M−1r. Let r(n) for n ≥ 0 be the iterates for r. Denote by v(n+1) := M−1r(n).
It can be shown that if r(0) = f − Au(0) and r(n) and u(n) are generated by the
Richardson iterations
r(n+1) = r(n) + f −AM−1r(n), u(n+1) = u(n) +M−1(f −Au(n)),
then we have the relation u(n) = v(n) + (I − M−1A)n−1u(0) for n ≥ 1. There is
also a relation between the GMRES iterates for the left and the right preconditioned
systems; see [144].
If one solves the restricted version of the original problem exactly in the interior of
the subdomains using a direct solver, and then glues the resulting local approximations
into a global approximation, then the global approximation has mostly a zero residual,
except where the residual is influenced by values of the global approximation from
different subdomains, see e.g. [71]. This is why in Algorithm 10, the intermediate
residual f˜ is concentrated in the neighborhood of the interfaces Γj,j−1, j ≥ 2, and
the output u˜ leaves the residual f − Lu˜ concentrated in the neighborhood of the
shifted interfaces Γhj,j−1, j ≥ 2. In Algorithm 11, a component of f˜ is non-zero only
if the corresponding row in the matrix A has at least one non-zero entry belonging
to a column associated with an interface d.o.f., and the residual left by the output
u˜ has also a similar sparsity. The sparsity of the residuals can be leveraged in the
right preconditioned system because the essential unknowns become the non-zero
components of the residual. This was studied in detail in [106] and was also suggested
by Stolk in [155] for the preconditioner based on single layer potentials. We summarize
the sparse residual algorithm in Algorithm 12 and justify it in Theorem 37. Note
that this substructured form can be adapted to all the preconditioners resulting in
sparse residuals, e.g. Algorithm 4. Compared to Algorithm 6, the reduced system in
Algorithm 12 is typically of twice size but free of applying the PML–DtN operators.
Theorem 37. If A and M−1 are invertible, then the substructured system in
Equation (72) is well-posed, and if in addition Equation (72) is solved exactly, then
the output u from Algorithm 12 is indeed the solution of Equation (17).
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Algorithm 12 Residual substructuring when most rows of I −AM−1 vanish
Construct the 0-1 matrix Rr such that (I −RTr Rr)(I −AM−1) = 0 and RrRTr = Ir.
Set an initial guess u(0) such that (I −RTr Rr)(f −Au(0)) = 0, e.g. u(0) ←M−1f .
Let hr ← Rr(f −Au(0)). Solve (approximately) the substructured system for rr:
(72) (RrAM
−1RTr )rr = hr.
Let u←M−1RTr rr + u(0) which is (approximately) the solution of Equation (17).
Proof. We first assume that Equation (72) has at least one solution. Hence,
RTr RrAM
−1RTr rr = R
T
r hr = R
T
r Rr(f −Au(0)) = f −Au(0),
where the last equality follows from the assumption on u(0). By the assumptions on
Rr, we also have
(I −RTr Rr)AM−1RTr rr = (I −RTr Rr)RTr rr = 0.
Summing the two identities above, we obtain
AM−1RTr rr = f −Au(0),
or Au = A(M−1RTr rr + u
(0)) = f ; that is, the output of Algorithm 12 is indeed
the solution of Equation (17). Now if hr = 0 then by the assumption on u
(0) we
have AM−1RTr rr = f − Au(0) = 0, which, since A and M−1 are invertible, implies
RTr rr = 0 and further rr = 0 using RrR
T
r = Ir. Hence, Equation (72) is well-posed.
8.3. Method of polarized traces using single and double layer poten-
tials. We have already seen that Equation (68) can be used to propagate the wave
field in Ωj−1 to Ωj . The only data we take from the previous subdomain are the Neu-
mann and Dirichlet traces on the interface Γj,j−1. The method of polarized traces
introduced in [178] iterates the Neumann and Dirichlet traces from neighboring sub-
domains in the substeps of the forward and backward sweeps, and upon completion
of a double sweep, a global approximation is constructed using the representation
formula Equation (37) in subdomains where the volume potentials have been pre-
computed before the sweeps22. We summarize the polarized traces preconditioner in
Algorithm 13 at the PDE level. The relation to Algorithm 1 is shown in Theorem 38.
Theorem 38. Suppose the subproblems used for the v0j in Algorithm 13 are well-
posed. Let {u( 12 )j }J−1j=1 and {u(1)j }Jj=1 be generated by Algorithm 1 with zero initial
guess, the Q be the identity and the P equal to the PML–DtN operators. Let u( 12 )J := 0
be defined on ΩJ . We have for Algorithm 13 λ
D
j〈 = u
( 12 )
j−1, λ
N
j〈 = n
T
j α∇u(
1
2 )
j−1 on Γj,j−1
and λDj〉 = u
(1)
j+1−u(
1
2 )
j+1 +v
0
j+1, λ
N
j〉 = n
T
j α∇(u(1)j+1−u(
1
2 )
j+1 +v
0
j+1) on Γj,j+1. Therefore,
vj = u
(1)
j in Ωj.
22In the full paper [177] that followed [178], a substructured system for the traces is first solved
instead of the original system. For brevity, we will describe only the global form preconditioner, from
which the corresponding substructured system is easy to derive.
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Algorithm 13 Polarized traces preconditioner at the PDE level ( [178, Algo-
rithm 1])
Input the source term f and assume for simplicity g = 0 in Equation (11).
Suppose Ω is decomposed into non-overlapping subdomains.
Independently for j = 1, .., J solve
L v0j = fj in Ωj ,
B v0j = g on ∂Ω ∩ ∂Ωj ,
nTj α∇v0j + DtNpmlj v0j = 0 on Γj,j−1,
nTj α∇v0j + DtNpmlj v0j = 0 on Γj,j+1,
where fj := f |Ωj , see Remark 13 for a practical implementation of the PML–DtN
operators. Denote by Gj(x,y) the Green’s function for the subproblem above. We
have v0j (x) =
∫
Ωj
Gj(x,y)f(y) dy for x ∈ Ωj .
Let λD1〈 ← 0, λN1〈 ← 0. Successively for j = 2, .., J compute for all x ∈ Γj,j−1,
λDj〈(x) ← (Sj〈λNj−1〈)(x)− (Dj〈λDj−1〈)(x) + v0j−1(x),
λNj〈(x) ← (D∗j〈λNj−1〈)(x)− (Nj〈λDj−1〈)(x) + (nTj α∇v0j−1)(x),
where the four surface potentials vanish for j = 2, and are given for j ≥ 3 by
(73)
(Sj〈w)(x) :=
∫
Γj−1,j−2
w(y)Gj−1(x,y)dσ(y),
(Dj〈w)(x) :=
∫
Γj−1,j−2
w(y)(nTj−1α
T )(y)∇yGj−1(x,y) dσ(y),
(D∗j〈w)(x) :=
∫
Γj−1,j−2
w(y)(nTj α)(x)∇xGj−1(x,y) dσ(y),
(Nj〈w)(x) :=
∫
Γj−1,j−2
w(y)(nTj α)(x)∇x
{
(nTj−1α
T )(y)∇yGj−1(x,y)
}
dσ(y).
Let λDJ〉 ← 0, λNJ〉 ← 0. Successively for j = J − 1, .., 1 compute for all x ∈ Γj,j+1,
λDj〉(x) ← (Sj〉λNj+1〉)(x)− (Dj〉λDj+1〉)(x) + v0j+1(x),
λNj〉(x) ← (D∗j〉λNj+1〉)(x)− (Nj〉λDj+1〉)(x) + (nTj α∇v0j+1)(x),
where the four surface potentials vanish for j = J − 1, and are given for j ≤ J − 2 by
(74)
(Sj〉w)(x) :=
∫
Γj+1,j+2
w(y)Gj+1(x,y)dσ(y),
(Dj〉w)(x) :=
∫
Γj+1,j+2
w(y)(nTj+1α
T )(y)∇yGj+1(x,y) dσ(y),
(D∗j〉w)(x) :=
∫
Γj+1,j+2
w(y)(nTj α)(x)∇xGj+1(x,y) dσ(y),
(Nj〉w)(x) :=
∫
Γj+1,j+2
w(y)(nTj α)(x)∇x
{
(nTj+1α
T )(y)∇yGj+1(x,y)
}
dσ(y).
Recover independently the subdomain solutions for x ∈ Ωj j = 1, .., J , by
(75)
vj(x)← v0j (x)+
∫
Γj,j−1
λNj〈(y)Gj(x,y)dσ(y)−
∫
Γj,j−1
λDj〈(y)(n
T
j α
T )(y)∇yGj(x,y)dσ(y)
+
∫
Γj,j+1
λNj〉(y)Gj(x,y) dσ(y)−
∫
Γj,j+1
λDj〉(y)(n
T
j α
T )(y)∇yGj(x,y) dσ(y).
Output the global approximation u˜← vj in Ωj , j = 1, .., J .
Proof. For simplicity, we consider only the case g = 0 in Equation (11). According
to Algorithm 1 and Algorithm 13, u
( 12 )
1 = v
0
1 in Ω1 and so
(76) λD2〈 = u
( 12 )
1 , λ
N
2〈 = n
T
2 α∇u(
1
2 )
1 on Γ2,1.
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From the algorithms, we also have for any fixed x ∈ Ωj , j = 2, .., J ,
(nTj α∇+ DtNpmlj )(u(
1
2 )
j − u(
1
2 )
j−1) = (n
T
j α
T∇+ DtNpml∗j )Gj(x, ·) = 0 on Γj,j−1,
(nTj α∇+ DtNpmlj )u(
1
2 )
j = (n
T
j α
T∇+ DtNpml∗j )Gj(x, ·) = 0 on Γj,j+1
where DtNpml∗j is similar to DtN
pml
j but using α
T instead of α. By the representation
formula in Equation (37) on Ωj ∪ Ωpmlj〉 , where Ωpmlj〉 is the PML region along Γj,j+1,
we have
u
( 12 )
j (x)=
∫
Ωj
f(y)Gj(x,y) dy+
∫
Γj,j−1
nTj α∇u(
1
2 )
j (y)Gj(x,y)−nTj αT∇yGj(x,y)u(
1
2 )
j (y) dσ(y)
=v0j (x) +
∫
Γj,j−1
(nTj α∇+ DtNpmlj )u(
1
2 )
j (y)Gj(x,y) dσ(y)(77)
=v0j (x) +
∫
Γj,j−1
(nTj α∇+ DtNpmlj )u(
1
2 )
j−1(y)Gj(x,y) dσ(y)(78)
=v0j (x) +
∫
Γj,j−1
Gj(x,y)n
T
j α∇u(
1
2 )
j−1(y)− u(
1
2 )
j−1(y)n
T
j α
T∇yGj(x,y) dσ(y),(79)
where no integrals show up on the other boundaries of Ωj∪Ωpmlj〉 because the boundary
conditions there are homogeneous. Equation (77) is obtained by substituting the PML
condition for Gj(x, ·) and using the following identity for any fixed x ∈ Ωj and any
trace v(y) (which can be proved by the definition of DtNpmlj )
(80)
∫
Γj,j−1
v(y)DtNpml∗j Gj(x,y) dσ(y) =
∫
Γj,j−1
Gj(x,y)DtN
pml
j v(y) dσ(y).
Equation (78) follows from the transmission conditions, and Equation (79) is obtained
by applying Equation (80) and substituting the PML condition for Gj(x, ·) again.
Assuming that
(81) λDj〈 = u
( 12 )
j−1, λ
N
j〈 = n
T
j α∇u(
1
2 )
j−1 on Γj,j−1,
we substitute them into Equation (79) and taking Dirichlet and Neumann traces of
u
( 12 )
j on x ∈ Γj+1,j , we find Equation (81) holds for j + 1 replacing j. By induction
based on Equation (76), we conclude that Equation (81) holds for all j = 2, .., J .
Inserting Equation (81) into Equation (77) yields (for j = J change the l.h.s. to u
(1)
J )
(82) u
( 12 )
j (x) = v
0
j (x) +
∫
Γj,j−1
Gj(x,y)λ
N
j〈(y)− λDj〈(y)nTj αT∇yGj(x,y) dσ(y).
In particular, we have u
(1)
J = vJ with vJ from Algorithm 13.
In the backward sweep of Algorithm 1, we denote by wj := u
(1)
j − u(
1
2 )
j + v
0
j ,
j = J−1, .., 1 and wJ := u(1)J . We find wj satisfies the PML conditions, homogeneous
on Γj,j−1 but inhomogeneous on Γj,j+1. By arguments similar to the last paragraph,
we can show for all j = J − 1, .., 1 that
λDj〉 = wj+1, λ
N
j〉 = n
T
j α∇wj+1 on Γj,j+1,
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and further
(83) wj(x) = v
0
j (x) +
∫
Γj,j+1
Gj(x,y)λ
N
j〉(y)− λDj〉(y)nTj αT∇yGj(x,y) dσ(y).
Combining Equation (82) and Equation (83), we conclude that u
(1)
j = vj with vj from
Algorithm 13.
Remark 39. Algorithm 13 includes a new technique not present in Algorithm 1.
First, note that the local solutions of the original problem can be represented as
sums of the left going and right going waves. Furthermore, the two parts can be
simulated independently of each other. That is, the backward sweep of Algorithm 13
can be performed in parallel to the forward sweep, whereas the backward sweep of
Algorithm 1 aims to simulate the total waves and thus needs to wait for the forward
sweep to finish. Algorithm 1 can be modified in the same spirit: just use the data
from the original problem for an initial solve on subdomains, zero the left interface
data in the backward sweep, add the approximations from the forward/backward
sweep and subtract that from the initial solve to get the total waves. Or for the
block 2-by-2 interface system in Remark 29 use block Jacobi instead of Gauss-Seidel.
Similar techniques were proposed in [137,156]. For Algorithm 13, the waves from the
forward/backward sweep have different polarized directions and they are propagated
through their Dirichlet and Neumann traces, which gives the name of the method.
Remark 40. In all the preceding sections, we did not discuss in detail solvers for
the subproblems. Typically, LU factorizations are precomputed before the iteration
starts, and they are then reused for the different r.h.s. in the iterative procedure.
Even for the substructured forms, the typical way is not to precompute the interface
operators explicitly, see Remark 29, but only to implement them as matrix actions
through the subdomain LU solves. The reason is two-fold: first, to build an interface
operator in a naive way, we need to solve as many times the subdomain problem as
the number of d.o.f. on the interface; second, the resulting matrix is dense and a naive
multiplication with a vector is not cheap. However, developments of low rank formats
of matrices such as H-matrices have greatly improved the situation. For example, for
the Laplace equation, the method in [87] reduces the building cost to O(N2−(2/d))
and the application cost to O(N1/2) in 2-D and O(N) in 3-D, and some tests for the
Helmholtz equation were also performed. In [177,178], low rank techniques are used for
building and applying the surface potentials in Equations (73)–(75) for Algorithm 13.
To bring Algorithm 13 to the matrix level, we first translate the representation
formula from Equation (37) into the matrix language. Suppose G is the matrix
analogue of the Green’s function, i.e.
(84)
 Ge Geb GeiGbe Gb Gbi
Gie Gib Gi
 Ae AebAbe Ab Abi
Aib Ai
 =
 Ie Ib
Ii
 ,
where the rows and columns with the subscripts containing e may all be empty. Let
u satisfy
(85)
[
A˜b Abi
Aib Ai
] [
ub
ui
]
=
[
fb + λb
fi
]
.
Then, we have the following representation formula for ui.
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Proposition 41. If Equation (84) holds, then Equation (85) implies
(86) ui = Gifi +Gibfb +Gibλ
N
b − {GibA(i)b +GiAib}ub,
where λNb := A
(i)
b ub +Abiui − fb and A(i)b is an arbitrary matrix of appropriate size.
Proof. Inserting the definition of λNb and the last row of Equation (85) into the
r.h.s. of Equation (86) we obtain
r.h.s. of Equation (86) = (GiAi +GibAbi)ui.
On the other hand, from Equation (84) we have GiAi +GibAbi = Ii which turns the
above equation into Equation (86).
From Equation (86), we can recognize [Gi, Gib], Gib and GibA
(i)
b + GiAib as the
volume, single layer and double layer potentials. We now give the matrix analogue23
of Algorithm 13 in Algorithm 14, and prove its equivalence to Algorithm 2 in Theo-
rem 42.
Theorem 42. Suppose the subproblems for the v0j in Algorithm 14 are well-posed.
Let {u( 12 )j }J−1j=1 and {u(1)j }Jj=1 be generated by Algorithm 2 with zero initial guess,
the Q be equal to the identity and the P be equal to the PML–DtN operators. Let
u
( 12 )
J := 0. We have for Algorithm 14 λ
D
j〈 = u
( 12 )
j−1[, λ
N
j〈 = −A〉j〈u
( 12 )
j−1[ − Aj〈j−1•u
( 12 )
j−1•
and λDj〉 = u
(1)
j+1]−u
( 12 )
j+1] +v
0
j+1], λ
N
j〉 = −A〈j〉(u(1)j+1]−u
( 12 )
j+1] +v
0
j+1])−Aj〉j+1•(u(1)j+1•−
u
( 12 )
j+1• + v
0
j+1•). Therefore, we have vj• = u
(1)
j• .
Proof. From the algorithms, we have u
( 12 )
1 = v
0
1 and so
(87) λD2〈 = u
( 12 )
1[ , λ
N
2〈 = −(A〉2〈u
( 12 )
1[ +A2〈1•u
( 12 )
1• ).
SinceG(j) is the inverse of the coefficient matrix of the j-th subproblem of Algorithm 2,
the solution can be represented as
(88)
[
u
( 12 )
j•
u
( 12 )
j〉
]
=
[
G
(j)
j•j〈 G
(j)
j• G
(j)
j•j〉
G
(j)
j〉j〈 G
(j)
j〉j• G
(j)
j〉
]
fj〈 + (S˜
〈
j〈 −Aj〈)u
( 12 )
j−1[ −Aj〈j−1•u
( 12 )
j−1•
fj•
fj〉
 .
We claim that the following identity holds:
(89)
[
u
( 12 )
j•
u
( 12 )
j〉
]
=
[
G
(j)
j•j〈 G
(j)
j• G
(j)
j•j〉
G
(j)
j〉j〈 G
(j)
j〉j• G
(j)
j〉
] fj〈fj•
fj〉
−[G(j)j•j〈
G
(j)
j〉j〈
]
(A
〉
j〈u
( 12 )
j−1[ +Aj〈j−1•u
( 12 )
j−1•)
−
{[
G
(j)
j•j〈
G
(j)
j〉j〈
]
A
〈
j〈 +
[
G
(j)
j• G
(j)
j•j〉
G
(j)
j〉j• G
(j)
j〉
][
Aj•j〈
0
]}
u
( 12 )
j−1[.
23In the full paper [177] that appeared after [178], the matrix form of Algorithm 13 is derived by
a first-order finite difference discretization of the Neumann derivatives. Then, λNj∗ is not introduced
but replaced with the d.o.f. immediately next to λDj∗ in Ωj . Since this difference is only minor, we
will not study this variant further here. A referee pointed out to us that our presentation here is
more close to [176, Appendix C].
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Algorithm 14 Polarized traces preconditioner at the matrix level
Input the r.h.s. f . Suppose the decomposition is non-overlapping.
Independently for j = 1, .., J solve S˜〈j〈 Aj〈j•Aj•j〈 Aj• Aj•j〉
Aj〉j• S˜
〉
j〉
 v0j〈v0j•
v0j〉
 =
 fj〈fj•
fj〉
 ,
where S˜
〈
j〈 and S˜
〉
j〉 are defined by the Schur complements of the PML exterior to Ωj
(see Remark 14 for practical implementation). Denote by G(j) the inverse of the above
coefficient matrix and let it be partitioned in the same way as the above coefficient
matrix, e.g., G
(j)
j•j〈 := I
j
j•G
(j)I
j〈
j . We can represent v
0
j = G
(j)[fj〈; fj•; fj〉].
Let λD1〈 ← 0 and λN1〈 ← 0. Compute successively for j = 2, .., J ,
λDj〈 ← Sj〈λNj−1〈 −Dj〈λDj−1〈 + v0j−1[,
λNj〈 ← D∗j〈λNj−1〈 −Nj〈λDj−1〈 − (A〉j〈v0j−1[ +Aj〈j−1•v0j−1•),
where the matrix potentials vanish for j = 2, and are given for j ≥ 3 by
Sj〈 :=G
(j−1)
j〈j−1〈, Dj〈:=G
(j−1)
j〈j−1〈A
〈
j−1〈+G
(j−1)
j〈j−1•Aj−1•j−1〈, D
∗
j〈:=−A〉j〈G(j−1)j〈j−1〈−Aj〈j−1•G(j−1)j−1•j−1〈,
Nj〈 :=−A〉j〈(G(j−1)j〈j−1〈A〈j−1〈+G(j−1)j〈j−1•Aj−1•j−1〈)−Aj〈j−1•(G(j−1)j−1•j−1〈A〈j−1〈+G(j−1)j−1•Aj−1•j−1〈).
Let λDJ〉 ← 0 and λNJ〉 ← 0. Compute successively for j = J − 1, .., 1,
λDj〉 ← Sj〉λNj+1〉 −Dj〉λDj+1〉 + v0j+1],
λNj〉 ← D∗j〉λNj+1〉 −Nj〉λDj+1〉 − (A〈j〉v0j+1] +Aj〉j+1•v0j+1•),
where the matrix potentials vanish for j = J − 1, and are given for j ≤ J − 2 by
Sj〉 :=G
(j+1)
j〉j+1〉, Dj〉:=G
(j+1)
j〉j+1〉A
〉
j+1〉+G
(j+1)
j〉j+1•Aj+1•j+1〉, D
∗
j〉:=−A〈j〉G(j+1)j〉j+1〉−Aj〉j+1•G(j+1)j+1•j+1〉,
Nj〉 :=−A〈j〉(G(j+1)j〉j+1〉A〉j+1〉+G(j+1)j〉j+1•Aj+1•j+1〉)−Aj〉j+1•(G(j+1)j+1•j+1〉A〉j+1〉+G(j+1)j+1•Aj+1•j+1〉).
Recover the subdomain solutions independently for j = 1, .., J ,
vj• ← G(j)j•j〈λNj〈 − (G(j)j•j〈A〈j〈 +G(j)j• Aj•j〈)λDj〈 +G(j)j•j〉λNj〉 − (G(j)j•j〉A〉j〉 +G(j)j• Aj•j〉)λDj〉 + v0j•.
Output u˜←∑Jj=1RTj (Ij〈j λDj〈 + Ij•j vj•).
In fact, the difference of the r.h.s. between Equation (88) and Equation (89) is{[
G
(j)
j•j〈 G
(j)
j•
G
(j)
j〉j〈 G
(j)
j〉j•
][
S˜
〈
j〈
Aj•j〈
]}
u
( 12 )
j−1[,
and the matrix in the braces vanishes because G(j) is the inverse of the coefficient
matrix of the subproblem for v0j of Algorithm 14. Assuming that
(90) λDj〈 = u
( 12 )
j−1[, λ
N
j〈 = −A〉j〈u
( 12 )
j−1[ −Aj〈j−1•u
( 12 )
j−1•,
we substitute Equation (90) into Equation (89), take the Dirichlet and Neumann
traces on Γj+1,j , and compare the results with the updating rules in Algorithm 14
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to see that Equation (90) also holds for j + 1 replacing j. By induction based on
Equation (87), we conclude that Equation (90) holds for all j = 2, .., J . Substituting
Equation (90) and v0j into Equation (89) yields (for j = J change the l.h.s. to u
(1)
J )
(91) u
( 12 )
j• = v
0
j• +G
(j)
j•j〈λ
N
j〈 −
(
G
(j)
j•j〈A
〈
j〈 +G
(j)
j• Aj•j〈
)
λDj〈.
In particular, we have u
(1)
J• = vJ• with vJ from Algorithm 14.
In the backward sweep of Algorithm 2, we denote by wj := u
(1)
j − u(
1
2 )
j + v
0
j ,
j = J − 1, .., 1 and wJ := u(1)J . By arguments similar to the last paragraph, we can
show for all j = J − 1, .., 1 that
λDj〉 = wj+1], λ
N
j〉 = −A〈j〉wj+1] −Aj〉j+1•wj+1•,
and further
(92) wj• = v0j• +G
(j)
j•j〉λ
N
j〉 −
(
G
(j)
j•j〉A
〉
j〉 +G
(j)
j• Aj•j〉
)
λDj〉.
Combining Equation (91) and Equation (92), we conclude that u
(1)
j• = vj•.
Remark 43. In Algorithm 14, the global approximation u˜ is different from u(1)
of Algorithm 4. In Algorithm 14, Rj〉u˜ = u
( 12 )
j〉 with u
( 12 )
j from Algorithm 2; while
Algorithm 4 takes Rj〉u(1) = u
(1)
j+1] with u
(1)
j+1 from Algorithm 2.
9. Optimal parallel Schwarz methods for arbitrary decompositions. All
the methods we discussed so far are only for a domain decomposition into a sequence
of subdomains, and the information is passed gradually from one subdomain to its
neighbor through the linear adjacency of the decomposition. The methods converge
after one double sweep if the appropriate DtN operators are used in the transmission
conditions between the subdomains. If the subdomain solves are performed in par-
allel, then the methods converge in a number of iterations that equals the number
of subdomains, as was first pointed out in [131], see also [129], and this result was
generalized in [133] to domain decompositions whose connectivity graph has no cy-
cles. Whether an optimal Schwarz method exists for an arbitrary decomposition had
been a question until the method was first created in [72]. The method converges in
two iterations and thus the iteration matrix is nilpotent of degree two; each iteration
exposes parallelism between the subdomains in solving the subproblems and after the
first iteration an all-to-all communication is invoked to transmit the interface data
between every pair of subdomains (even if they are not adjacent). Note that the
communication happens on the whole interfaces of the subdomains, e.g. Ωj will map
the data on the entire of ∂Ωj ∩Ω to the data on the entire of ∂Ωl ∩Ω and send them
to Ωl, see Figure 5.
The optimal algorithm in [72] was derived at the discrete level using linear algebra
techniques, and is thus valid for various types of discretized partial differential equa-
tions. We give here an equivalent formulation at the continuous level, to complete
the pair of discrete and continuous algorithms as we did for all the other methods
in this review. In the optimal algorithm from [72], Ωl needs to take into account all
the exterior sources as well as the interior source. Taking into account the interior
source requires to put a transparent boundary condition on ∂Ωl ∩ Ω, while the ex-
terior sources have to be taken into account with the data λl, :=
∑
j 6=l λl,j in the
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Fig. 5. Two subdomains in an arbitrary decomposition.
transmission condition on ∂Ωl ∩ Ω. Here, λl,j and λj,j are certain types of traces on
∂Ωl ∩Ω and ∂Ωj ∩Ω of the wave field stimulated by the source in Ωj . The map that
turns λj,j into λl,j is
(93)
Fl,j : λj,j → λl,j = (Blv)|∂Ωl∩Ω, s.t. L v = 0 in Ω− Ωj ,
B v = 0 on ∂Ω− ∂Ωj ,
Cjv = λj,j on ∂Ωj ∩ Ω,
where Cj is the trace operator corresponding to λj,j , and Bl is the trace operator
corresponding to λl,j . For convenience, we can take Bl := Tl, where Tl is a transparent
boundary operator for the truncation of Ω to Ωl, which allows us to simulate the waves
generated by λl, and the interior source together by the subproblem in Ωl. We may use
some approximation F˜l,j of the operator in Equation (93) to define a preconditioner,
which leads to the algorithm given in Algorithm 15.
Algorithm 15 Optimized Schwarz preconditioner using global transmission con-
ditions at the PDE level
Input the source terms f and g.
Suppose the decomposition is arbitrary such that ∪Jj=1Ωj = Ω.
Solve the following subproblems independently for j = 1, .., J ,
L v(
1
2
)
j = f in Ωj ,
B v(
1
2
)
j = g on ∂Ω ∩ ∂Ωj ,
Bjv(
1
2
)
j = 0 on ∂Ωj − ∂Ω,
where Bj is an approximation of a transparent boundary operator for truncation of
Ω to Ωj . Take the trace λj,j ← Cjv(
1
2 )
j on ∂Ωj − ∂Ω and map it to λl,j ← F˜l,jλj,j on
∂Ωl − ∂Ω for all l 6= j. Here, F˜l,j is an approximation of Fl,j in Equation (93).
Solve the following subproblems independently for j = 1, .., J ,
L v(1)j = f in Ωj ,
B v(1)j = g on ∂Ω ∩ ∂Ωj ,
Bjv(1)j =
∑
l 6=j λj,l on ∂Ωj − ∂Ω.
Output u˜←∑Jj=1 Ej(φjv(1)j ) with Ej the extension by zero to Ω, and ∑Jj=1 Ejφj = 1.
Theorem 44. If in Algorithm 15 F˜l,j = Fl,j is uniquely defined as in Equa-
tion (93) and Bj is an exact transparent boundary operator, then the preconditioner
given by Algorithm 15 is exact i.e. the output u˜ is the solution of Equation (11). This
means the iteration operator is nilpotent of degree two.
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Proof. The proof is straightforward by well-posedness and linearity.
As seen from Theorem 44, approximating Equation (93) is crucial for Algo-
rithm 15. Essentially, this consists in approximating the off-diagonal part of the
Green’s function corresponding to the two interfaces. But at the time of writing this
paper, no effort has been made toward a practical realization of Algorithm 15.
10. Numerical Experiments. The main goal of our manuscript is theoreti-
cal and formal, namely to show that there is a common principle behind the new
Helmholtz preconditioners based on sequential domain decomposition. Numerically,
impressive results have been shown for these algorithms in the literature, see for ex-
ample [30,52,110,137,155,177]. Nevertheless, it is interesting and fair for the readers
of this review to also see when these new algorithms get into difficulty. This moti-
vated us to add this section. A part of the results here have been submitted to the
proceedings of the 24th International Conference on Domain Decomposition Methods
held in Svalbard, Norway.
We consider the Helmholtz equation on the unit square
(94) (∆ + k(x)2)u = f, in Ω := (0, 1)2,
with suitable boundary conditions for well-posedness. We discretize Equation (94) by
the classical five-point finite difference method. We split the square sequentially in
the x direction into p = 4, 8, 16 equal strips representing the subdomains with vertical
interfaces. Each subdomain has its own constant wavenumber. For the case of four
subdomains, we use the wavenumbers
(95) k = [20 20 20 20] + α[0 20 10 − 10],
where α is a contrast parameter, and for larger p we just repeat this structure. The
mesh resolution we choose guarantees at least ten points per wavelength for this
experiment. We start with the case of a wave guide in the x direction, where we use
Robin or PMLs radiation conditions on the left and right, and homogeneous Dirichlet
conditions on top and bottom. We show in Figure 6 the real-part of the solution24 we
obtain in the four-layered medium with α = 1 stimulated by a point source at x = 2h,
y = 1−h2 in the top row, and below for the point source at x =
1
2 , y =
1−h
2 .
We are going to test the two fundamental algorithms mentioned already in Sec-
tion 2 – one based on the factorization and the other based on the non-overlapping
Schwarz method. As stated in Theorem 30, the factorization method has (approxi-
mate) DtN or Schur complement derived transmission conditions on the left interfaces
of subdomains, and Dirichlet conditions on the right. For the non-overlapping DOSM
(see Algorithm 3 and Algorithm 4), we use the version with (approximate) DtN de-
rived transmission conditions on both interfaces of each subdomain. For the case of a
constant medium, i.e. α = 0 in Equation (95), we use the exact DtN for Equation (94).
That is, we calculate the exact Schur complement for the discretized problem. For
α > 0, we approximate the DtN for Equation (94) by the exact DtN for the Helmholtz
equation in a modified medium: when calculating the exterior DtN on the left inter-
face of a subdomain, all the medium to the left of the subdomain is assumed to be
the identity extension of the medium in the left neighborhood of the subdomain25.
On the right interface of a subdomain we do the same. Of course, this approximation
24The Dirichlet boundary points are not plotted, but the PMLs are plotted.
25This is a common assumption that most of the ABC and PML techniques are based on.
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Fig. 6. Guided waves from a point source near the left boundary (first row) or near the center
(second row), with homogeneous Dirichlet conditions on the top and bottom and Robin (first column)
or PMLs (second column) on the left and right boundaries. The media have four layers separated
by vertical interfaces as in Equation (95) with α = 1.
has errors for the heterogeneous media, and we will see that these errors have a dra-
matic impact on the convergence of the algorithms, something which is not yet well
documented in the literature on these methods.
We test the two algorithms both as iterative solvers and as preconditioners for
GMRES for varying contrast parameter α and subdomain numbers. We do this both
for mesh size h = 1/64 and the contrast profile in Equation (95), and on a refined
mesh with h = 1/128, but also a profile with twice the size for the wavenumber, i.e.
(96) k = [40 40 40 40] + α[0 40 20 − 20],
so that we still have at least ten points per wavelength resolution. We show in Table 2
and Table 3 the number of iterations the methods took, where we stopped the iterative
version of the algorithms and GMRES when the residual was reduced by 1e− 6, and
we started with a zero initial guess of the solution u for a random source term f in the
physical domain Ω of Equation (94). In the PMLs outside Ω, both the initial guess
and the source term are set to zero. The three columns within each ’Iterative’ or
’GMRES’ column correspond to Robin, PMLs of thickness five times the mesh size
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Table 2
LU iteration numbers in the wave guide setting
p = 4 p = 8 p = 16
α Iterative GMRES Iterative GMRES Iterative GMRES
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0.001 4 3 3 3 3 3 5 3 3 4 3 3 6 3 3 4 3 3
0.005 6 4 4 5 3 4 12 5 5 7 4 4 13 5 4 8 5 5
0.01 8 5 4 5 4 4 16 6 5 8 5 5 38 7 7 11 6 6
0.05 - 8 6 8 6 5 - 17 12 16 7 8 - 12 26 22 9 10
0.1 32 10 11 10 7 6 - - - 18 11 11 - - - 26 14 15
1 - - - 20 19 19 - - - 45 38 38 - - - 86 63 62
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0.001 4 2 3 3 3 3 5 3 3 4 3 3 7 4 4 6 4 4
0.005 7 3 3 5 3 3 - 5 4 - 4 4 30 6 6 12 6 5
0.01 11 4 4 6 4 4 - 6 5 11 5 5 - 10 10 19 7 6
0.05 - - - 13 7 6 - - - 23 12 11 - - - 47 17 16
0.1 - 22 31 14 9 9 - - - 23 12 11 - - - 50 24 23
1 - - - 36 21 19 - - - 70 64 64 - - - - 95 90
Table 3
Schwarz iteration numbers in the wave guide setting
p = 4 p = 8 p = 16
α Iterative GMRES Iterative GMRES Iterative GMRES
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0.001 3 2 2 3 2 2 3 2 2 3 2 2 3 2 2 3 2 2
0.005 5 3 3 4 3 3 5 3 3 4 3 3 5 3 3 4 3 3
0.01 7 4 3 4 3 3 7 4 4 5 3 3 7 4 4 5 4 3
0.05 42 12 7 7 5 4 - 16 12 9 5 5 - 21 17 13 7 6
0.1 - - - 9 7 6 - - - 14 12 11 - - - 20 17 17
1 - - - 26 23 24 - - - 48 47 47 - - - 59 68 65
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0.001 3 2 3 3 2 2 3 2 3 3 2 2 3 2 3 3 2 2
0.005 5 3 4 4 3 3 6 3 4 5 3 3 7 3 4 5 4 3
0.01 8 4 6 5 4 4 12 4 6 6 4 4 30 5 6 7 5 4
0.05 - - - 10 7 6 - - - 16 11 10 - - - 22 16 16
0.1 - - - 13 11 9 - - - 19 14 13 - - - 32 22 22
1 - - - 43 40 38 - - - 79 77 77 - - - - - -
and PMLs of thickness ten times the mesh size on the left and right of the original
domain. The top parts are for the smaller wavenumber experiment in Equation (95),
and the bottom parts are for the larger wavenumber experiment in Equation (96).
We first see that for α = 0, i.e. in the constant wavenumber case, the factorization
is exact, both the iterative version and GMRES converge in one iteration step. As
soon as we have however a non-constant wavenumber, already for α = 0.001, the
factorization is not exact any more. Nevertheless the algorithms still converge well,
up to α = 0.01 in the smaller wavenumber case in the top parts of the tables, i.e. a
one percent variation in the wavenumber k. For larger contrast, the iterative version
of the algorithms can not be used any more, and GMRES deteriorates now rapidly,
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Fig. 7. Scattered waves from a point source near the left boundary (first row) or near the center
(second row), with Robin (first column) or PMLs (second column, bigger since the plot includes
the PML region) all around the square domain. The media have four layers separated by vertical
interfaces as in Equation (95) with α = 1.
for example if the contrast is at a factor of two, i.e. α = 1, GMRES iteration numbers
double when p goes from 4 to 8, the two algorithms are not robust any more. In
the higher wavenumber case in the bottom parts of the tables, they deteriorate even
more rapidly for higher contrast. We can also see comparing the last lines of the top
and bottom parts of the tables that doubling the wavenumber leads to a remarkable
growth of the iteration numbers with GMRES as soon as the contrast is large enough,
and GMRES failed to converge in less than hundred iterations at the bottom right.
We next perform the same set of experiments, but now using Robin or PML
conditions all around the original domain, see Figure 7, Table 4 and Table 5. We
see that the outer radiation conditions are better than the wave guide setting for
the two algorithms, they work now in the iterative version up to about a 10 percent
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Table 4
LU iteration numbers for a domain with Robin or PMLs all around
p = 4 p = 8 p = 16
α Iterative GMRES Iterative GMRES Iterative GMRES
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0.001 2 2 2 2 2 2 3 3 2 3 2 2 3 3 3 3 3 3
0.005 3 3 3 3 3 3 4 3 3 4 3 3 4 3 3 4 3 3
0.01 3 3 3 3 3 3 4 4 3 4 3 3 5 4 4 5 4 3
0.05 5 5 5 5 4 4 7 5 5 6 5 5 8 6 5 8 5 5
0.1 7 6 5 6 5 5 9 6 6 8 6 6 12 7 7 10 7 6
1 - 31 27 15 12 12 - - - 32 25 22 - - - 58 34 29
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0.001 3 2 2 3 2 2 3 2 2 3 2 2 3 3 3 3 3 3
0.005 3 3 3 3 3 3 4 3 3 4 3 3 5 3 3 5 3 3
0.01 4 3 3 4 3 3 5 3 3 5 3 3 6 4 4 6 4 4
0.05 6 4 4 6 4 4 10 5 5 8 5 5 14 6 6 11 6 6
0.1 8 5 5 7 5 5 13 6 6 10 6 6 14 8 7 12 8 7
1 - - 52 23 13 12 - - - 39 24 22 - - - 99 61 48
Table 5
Schwarz iteration numbers for a domain with Robin or PMLs all around
p = 4 p = 8 p = 16
α Iterative GMRES Iterative GMRES Iterative GMRES
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0.001 3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
0.005 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
0.01 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
0.05 5 4 4 4 4 4 5 5 4 4 4 4 5 5 4 4 4 4
0.1 6 5 5 5 5 4 6 6 5 5 5 5 7 6 5 6 5 5
1 - - - 23 33 37 - - - 35 44 44 - - - 41 43 48
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0.001 3 2 2 2 2 2 3 3 2 2 2 2 3 3 2 2 2 2
0.005 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
0.01 4 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
0.05 5 5 5 5 4 4 5 5 5 5 4 4 5 5 5 5 5 4
0.1 7 7 6 6 6 5 9 7 6 7 6 5 9 7 7 7 6 6
1 - - - 32 43 45 - - - 49 54 61 - - - 79 94 75
variation of the wavenumber in this specific experiment. As soon as however there is a
variation as large as a factor of two, the algorithms are not effective solvers any more,
the iterative versions diverge, and GMRES iteration numbers deteriorate when the
number of subdomains increases, and also when the wavenumber is doubled. One thus
has to be careful when claiming optimality of algorithms in this class of Helmholtz
preconditioners.
11. Conclusions. We have seen that for a large class of new Helmholtz solvers
the underlying mathematical technique is the same: the solvers are based on a nilpo-
tent iteration given by a double sweep in a sequential domain decomposition that
uses the exact Dirichlet-to-Neumann operators for transmission conditions at the in-
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terfaces. At the linear algebra level, the corresponding algorithm is based on an
exact block LU factorization of the matrix. From domain decomposition, it is known
that when the solves are performed in parallel, instead of in a sweeping fashion, the
method is still nilpotent, but convergence is then achieved in a number of iterations
corresponding to the number of subdomains [129, 131]. If the domain decomposition
is more general, such that the connectivity graph includes cycles and thus cross points
between subdomains are present, we have given an algorithm at the continuous level
based on the discrete algorithm in [72] that still is nilpotent. This algorithm requires
communication of every subdomain with every other one, and convergence is achieved
in two iterations. While there is currently no practical realization of this algorithm,
the fact that the algorithm converges in two iterations, independently of the number
of subdomains, suggests that a coarse space component is active in this optimal algo-
rithm. Coarse spaces leading to nilpotent iterations have first been described in the
lecture notes [68], and then in [70,71], with successful approximations in [74,75]. The
property of domain decomposition methods in general to be nilpotent has only very
recently been investigated in more detail, see [24]. None of the Helmholtz solvers we
described in this manuscript is using coarse space techniques at the time of writing,
which lets us expect that this area of research will remain very active over the coming
years.
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