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Abstract
SCANNER: Sequence Clustering of resource Access to find Nearest Neighbors
Neil Wong Hon Chan
Supervising Professor: Dr. Shanchieh Jay Yang
The Android operating system currently holds 83% of the smartphone market with more
than three million applications available on the leading applications (apps) stores. These
apps require a set of permissions on installation and the user has to trust that they behave as
expected. This can represent a risk to the user’s sensitive information and hence a critical
question is how can we track these apps and understand how they are behaving. The current
methods to characterize the behavior of applications focus on two types: 1) static analysis,
extracting information from the .dex files or the manifest.xml, and 2) dynamic analysis,
logging the system calls, control flow or processing sand-boxed execution traces. However,
there is a lack of work involving the use of sequential resource access to help reveal critical
behavior patterns and find similarly behaving applications.
This work presents SCANNER, a system to analyze the applications’ sequential accesses to the various resources on Android devices to cluster similarly behaving applications. We propose to use the Longest Common Subsequence (LCS) to describe the ordered
sequences and contrast it with the use of statistical access rates for characterizing application behaviors. Using these features, the applications are clustered to find the nearest
neighbors. A set of metrics is defined to quantify how well the neighbors resemble each
application and the compactness of the clusters. Our results show that the use of LCS features helps identify similarly behaving applications with resource access patterns that are
not necessarily identifiable by using the access rates alone.
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Chapter 1
Introduction
The smartphone market is currently dominated by the Android Operating System [1] and
in 2014 there was more than 1 billion smartphone activations [28]. However, compared to
this rapid growth in its user base and applications available, the Android operating system
has failed to provide users with adequate control and visibility over how their private information are being used by applications (apps). Indeed applications are now requesting more
and more permissions [4] which users have to agree to on installation in order to make use
of the core functionalities of the app. Users have to trust that these applications will behave
as expected [24, 16] and not use their private resources unpredictably. This can represent
a critical security risk for users as their private sensitive resource can be misused. Hence
there is a need to provide users with additional information concerning the behaviors of the
applications and how they are accessing the resources [26, 34, 4].
Various methods currently exist to analyze Android applications: 1) static code analysis [35, 46, 34, 45] involves parsing information from the application without running it
while 2) dynamic analysis [25, 40, 39, 44] involves the execution of the application. Wu
et al. present Droidmat [45] to extract static features and explain that the dynamic analysis
adds unnecessary overhead. However, the combination of both dynamic and static analysis
[10, 27] can provide more thorough information and validate the results obtained when performing static analysis alone. Thus to complement the current research done in this field,
we propose SCANNER to tackle a different aspect of application behavior characterization.

1

SCANNER looks into the sequential resource access of Android application as a possible
information source to create features that can be used to facilitate the analysis of Android
applications’ behaviors. That is, we want to understand how the apps are accessing the
resources over time and whether there are usage patterns that we can discover.
This work builds upon Panorama [50] to obtain the time based sequential resources
used by the Android applications and aims at providing a system that produces features to
describe the sequential behaviors of the applications. SCANNER analyzes the data off-line
and applies a machine learning clustering algorithm to find the nearest neighbors of the
target process. Overall the system is not limited to work only with Android resource access
and can be extended to handle other sequential data access.

1.1

Motivation

The motivation for this work arose from the need to provide users with more thorough information about the behavior of the applications running on their smartphones. These users
are often unaware of the security risks that are involved with the use of these apps and the
potential leakage of their private information [22]. Users face this dilemma where they
have to accept all the permissions on installation or the application will not work correctly
[7]. However, the app now has the permission to access these resources and can collect information and share them to third party sources [22]. This thesis’ research investigated the
limitations of current works in this field and found that there was not much research done
involving the sequential resource access of Android application. Examining the sequential
resource access could be an untapped source of information that could complement the
current methods available to characterize Android applications. However one of the main
question was what features to create from the sequential data and how to handle these heterogeneous features; indeed these features are not all ordinal and using their values directly
might not be the correct procedure to follow. Hence our goal was to create a system that
can analyze sequential data to find non trivial behavior patterns among the applications’
2

activities in comparison to the other applications.

1.2

Contributions

The results of this work showcased the use of different heterogeneous features, especially
the Longest Common Subsequence, to process sequential time based resources access of
processes. Using the features created by SCANNER as input to an unsupervised clustering
algorithm we were able to retrieve similarly behaving applications and produce resource
access patterns that were performed by the target applications. Hence we were able to
produce a feature set that can be used to group similarly behaving applications together
to learn more about their sequential behavior. In addition we presented different metrics
that can be used to describe the quality of the clusters that were produced by SCANNER.
The system and methodology applied for this particular use case could be extended to any
sequential time based events. SCANNER could be used to tackle attack tracks from the
Cyber-Security field or streaming data from various Network Traffic.

3

Chapter 2
Related Work
In this section we discuss the various analysis methods currently available and show why
additional methods need to be developed to characterize the Android applications’ behavior
especially looking into the sequential resource access. The main focus of recent research
in this field involved the analysis of Android applications in order to distinguish between
benign vs. malicious applications. Indeed, the Android operating system controls a large
share of the current smartphone market, is open-source and developers have access to its
development tools, making it the perfect target for malwares and other malicious applications [27, 35, 38, 29].

2.1

Current Systems and Frameworks

Recently Qualcomm has announced their new technology, “Qualcomm Snapdragon Smart
Protect” [32] to help boost the mobile security field. Qualcomm is making full use of their
new Snapdragon 820 processor to provide a real time, on device, machine learning detection system for zero day malware threats. Qualcomm is using its heterogeneous computing
to detect and classify any suspicious application behavior [33] before their signatures are
available. This real time on device application detection capability can thus improve a
user’s protection and allow them to have greater control over how their personal information is used.
Andrubis [27] is an automated analysis for Android applications that make use of both
4

static analysis and dynamic analysis to provide a complete system analysis. It is provided
as an application on the Google Play store but the analysis is not performed on the device.
The tool analyzes the Android Application Package (apk) files and the manifest, test the
functionality of the app and makes use of Taint tracking [13] to detect the leakage of resources. They also perform method tracing and system level analysis to complement their
overall detection analysis. Their system was used to analyze one million applications and
showed that the use of static analysis tool alone would not be enough to provide a good
indicator of malware or malicious activities. A combination of both static and dynamic
analysis produced detailed information that was then used to assign a score to the applications. Overall Andrubis did not perform any post processing on the applications’ data
they produced but the information could be used as the input to other system and help
distinguish malware from goodware.
Another work, Privacy Grade [26], focused on the privacy settings of users and how
they expect the applications to behave. They provided a new way to evaluate whether or
not an application should have access to a certain resource based on the user’s expectation
of the behavior of an application. They made use of crowdsourcing and surveys to gather
information about the user’s preference and presented a new method to evaluate mobile
applications privacy setting and assign a score to them. Indeed not all applications should
have access to all the permissions that they request and by identifying a set of privacy
profiles Sadeh et al. [34] wanted to simplify the way users interact with the privacy settings
of the applications. Using Androguard [12] they made use of static analysis to learn the
reason an application requested a particular permission; whether it was used for a core
functionality to work correctly or if it was requested to share information with third party
applications. This work complemented the current mobile app privacy research by relating
the user’s privacy preference to the privacy behavior of the application.
On the other hand, to automatically classify apps, various research [37, 45] parsed the
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Android market to collect information such as the list of permissions required, the application’s rating and the number of reviews to create a feature set that can be used to describe
the applications. Wei et al. [44] added multiple more layers of tracking by implementing
ProfileDroid, a system that monitors the (a) static, (b) user interaction, (c) operating system,
and (d) network behaviors of the app. ProfileDroid runs on the Android device itself and
creates the profile based on the information that it collected. Their system is very thorough
but again we can see that the sequential resource access of the apps was a feature that was
not examined.
One major issue in this field is the lack of openly available data tracking the actions
or resource accessed by the applications. Various frameworks exist to track and monitor
these actions [13, 50, 10] and use them to produce a dataset. Crowdroid’s [10] approach
to Android applications analysis was to make use of crowd sourcing to obtain traces of
applications’ behavior. By performing dynamic analysis and comparing the real world
data to synthetic malicious traces they were able to use these traces to distinguish between
malware and benign applications. Ultimately they showed that dynamic monitoring of the
system calls could help improve malicious application detection on the Android OS. They
also pointed out that performing information flow tracking, network analysis or API calls
analysis can be useful to learn about the behavior of applications.
Finally, the use of LCS is mentioned in “CHAracterization of relevant attributes using
cyber trajectory similarities” [5] to compare two attack tracks and find similarity in their
trajectory position [42]. They presented LCS as a resilient method to find similar cyber
attack tracks in the sequences of data [49]. Huang et al. showed that one of the advantages
of LCS was its ability to handle noise and outliers when finding the similarity between
two trajectories as it can allows some “mismatch of data point”. We will refer to this
mismatch of data point as being “gaps”, that is, a number of elements allowed in between
two matching set of data point later on.

6

2.1.1

Clustering

Hence most of these systems mentioned above create features to describe the characteristics
of Android application. In order to make sense out of these features you can either perform
1) supervised learning, when the labels and class of the data are known, or 2) unsupervised
learning when there are no labels available. In our case our features are unlabeled and thus
we looked into the following methods to cluster our features and extract information from
them.
Agglomerative Clustering

Hierarchical Agglomerative Clustering (HAC) is an unsupervised clustering method to
group objects based on various thresholds that separate the data into different levels [51].
This threshold can be defined to change the granularity of the clusters that are produced and
then create a tree like structure that can be used for visualization. The clusters are formed
using agglomerative algorithms where the data are first in their own singleton and based on
a linkage distance the closest objects are recursively merged together until all the objects
are linked together [2].
K-means Clustering

We decided to use a slightly modified version of k-means clustering to ensure that there are
k-clusters created for each of the processes in the dataset. The K-Means algorithm is a well
researched topic and is used in various applications for pattern recognition, classification
or clustering [17]. Applying K-means algorithm for clustering [9, 43] can be used to find
partitions among elements that minimizes a distance metric within the clusters. The original K-means algorithm works by first randomly choosing k initial means in the dataset,
2) the k clusters are then created by grouping all the datapoints to their closest k initial
means. In the third step the centroid of the clusters are the calculated and these becomes
the new means of the clusters. Steps 2 and 3 are repeated until there are no more deviation
7

when calculating the means. In this work, we used a variation of the K-means algorithm to
find the K-nearest neighbors (KNN) and used the Euclidean distance as the distance metric
that we want to minimize. Studies have shown that Euclidean distance is the best choice
if no prior knowledge about the distribution is known. We used the K-means to perform a
soft clustering [52], i.e., elements can be grouped in multiple clusters, to combine the processes that were the smallest distances from each other. We talk more about this clustering
algorithm later on.
Long short-term memory (LSTM)

Long short-term memory is another method that was proposed to tackle sequential data
[19]. LSTM is a recurrent neural network architecture that was first implemented by
Hochreiter and Schmidhuber [21] in 1997. However in order to use LSTM, the dataset
need to be labeled and a training, validation and testing sets are necessary. The LSTM is
able to handle long term dependencies between the objects and have been used to tackle
problems such as language modeling, translation, speech synthesis and audio analysis [19].
The idea behind LSTM is that a memory cell can keep track of its previous states and as
the input data flows, various “gates” are used to restrict and control the information that
are kept and emphasized [19]. Hence the use of LSTM circumvents the necessity of manually creating and finding the features needed to describe the sequential data access. The
LSTM generates the features and produces the classification directly by using the raw data
as input. Hence this method could be used to process the sequential resource access if the
ground truth was available (the clusters and the class of the applications). One limitation of
LSTM is that its latest architecture is relatively new and not widely used yet which could
represent a big obstacle, in addition the final output is simply a classification of the input
data and it does not provide the sequential patterns that were similar between process pairs.
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Chapter 3
SCANNER
In this section we present SCANNER, a system to analyze sequential resource access of
Android applications to find nearest neighbors. We describe the overall system design, the
methodology and the quantification metrics in the sections below.

3.1

SCANNER System

Figure 3.1: Overall System Design

The overall system design is shown in the Figure 3.1; the system consists of two main
portions: the Feature Creation and the Feature Processing blocks. At each stage a set of
output is produced, shown above in the double lines squares. We describe each block in
9

more details below.

3.2

SCANNER Data Input Format

The input data format to the SCANNER framework is a comma separated values file format
with the following required field names available: Application name, IP, Taint resources accessed and the time stamps. These fields do not necessarily need to appear in this particular
order as the system makes use of Python .csv modules that allows the data to be retrieved as
long as the field names are set up correctly. The system allows any number of resources for
the Taint Resources Accessed column to be defined and they simply need to be separated
by a “,”.
Application/Process name

IP

Taint Resources Accessed

TimeStamp

Table 3.1: The required field names for SCANNER

3.3

SCANNER Methodology

The SCANNER system allows us to parse the .csv file and the different information are
collected. The data is then processed and used to create the different features to describe the
data. The two types of features that we created were 1) the Longest Common Subsequence
(LCS) features that focus on the order at which the resources are accessed and 2) the stats
features that focus on examining the rates of resource access.

3.4

SCANNER Feature Creation

In this section we describe the two type of features created by SCANNER in more details,
1) the event based LCS and 2) the statistics feature. We also present two methods, the
10

sliding window and time window that is used to extend these features and restrict how they
are produced. We further divided the LCS features into an Event based and Time based
restriction while the stats feature was subdivided into minimum, maximum and average
rates. These new subdivisions are described in more details in the subsections below.
3.4.1

LCS Event Based Feature

Longest Common Subsequence (LCS)

The Longest Common Subsequence is usually apply to find the matching subsequence between two strings [8] and one implementation of this algorithm is the recursive approach.
Here the input of the algorithm is two processes’ resource accesses over time. The resources accessed within the processes P1 and P2 can be defined as r1 , r2 , · · · , rn for each
resource that they accessed during the data collection period.

The LCS can be defined in a recursive method as [42]:
LCS(P1 [i], P2 [j]) =


0



1 + LCS(P1 [i − 1], P2 [j − 1])



 max(LCS(P [i − 1], P [j]), LCS(P [i], P [j − 1]))
1
2
1
2

if i = 0 or j = 0
if i , j > 0 and P1 [i] == P2 [j]
Otherwise
(3.1)

From the LCS Algorithm (3.1) [14] above we can see that there is a lot of overlapping computation that is performed. This naive recursive approach has a worst case time
complexity of O(2n ) when the two processes have zero elements in common. On the other
hand using a Dynamic programming approach with Tabulation allows us to have a time
complexity of O(mn) where m is the length of the first process and n is the length of the
second process. We however have a space complexity of O(mn) as well.
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Hence we created the LCS Event based feature [5] described as the longest common
matching subsequence of resources accessed by two processes. Using LCS allowed us to
find the matching sequential patterns between two processes and still maintain the order
at which the resources were accessed. The main idea behind using LCS was that learning
more about the sequential resources accessed by a pair of processes could provide additional information about their behavior and how they were requesting the resources over
time.
We created a Python implementation of a C-dynamic programming version of LCS using tabulation [18]. In addition to having a time complexity of O(n2 ) the LCS algorithm
allowed us to find patterns that do not need to be contiguous. We defined the number of
elements between two matching patterns to be gaps. The max gap size allowed between
two similar resources between the pair of processes was w-2 where w was the current window size defined for the process comparison. Hence the gap property of LCS allowed our
algorithm to have some tolerance against noisy data or even data obfuscation, the process
where a user would perform random actions in order to hide its real goal.
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LCS Algorithm using Dynamic Programming and Tabulation [18]:
Algorithm 1 LCS Dynamic Programming with Tabulation
LCS(P1 , P2 ):
Create 2D Table of length P1 +1xP2 +1
for i in range(0, len(P1 )+1) do
for j in range(0, len(P2 )+1) do
if i == 0 or j == 0 then
Table[i][j] = 0
else if P1 [i-1] == P2 [j-1] then
Table[i][j] = 1 + Table[i-1][j-1]
else
Table[i][j] = max( Table[i-1][j], Table[i][j-1]
end if
end for
end for
return Table[len(P1 )][len(P2 )]

The tabulation method allows us to easily compute the length of the max LCS, we
can then recover the actual pattern in linear time using the algorithm below and moving
backward in the LCS length table.
Algorithm 2 Print LCS
Given a DP table of the different LCS length
r = length(P1 ), c = length(P2 )
while r > 0 and c > 0 do
if (P1 [r-1] == P2 [c-1]) then
result = str(P1 [r-1]) +”-” +result
r = r-1; c = c-1
else if Table[r-1][c] >Table[r][c-1]) then
r = r-1
else
c = c-1
end if
end while
return result
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Table 3.2: Example of the tabulated LCS method

For the example above in Table 3.2 the two processes have the following values:
P1 = [10, 30, 40, 20, 60, 80, 100]
P2 = [80, 10, 40, 90, 20, 100, 30]
The LCS found between these two processes is of size 4 and is [10, 40, 20, 100]. The highlighted cells in the table above shows the steps followed by the algorithm (2) starting from
the bottom right corner and going upwards in order to retrieve all the matching elements.
This has a time complexity of O(n).
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Figure 3.2: LCS visualization

Figure 3.2 shows a visual representation of what the LCS pattern that is recovered from
the two processes. We can see that the LCS algorithm was able to handle the gaps in
between the resources access and be able to recover the LCS pattern of length 4.
Hence for a given dataset we can compute all the pairwise max LCS between all the
pair of processes and create a similarity matrix to describe the whole dataset. The larger
the LCS length, the larger the similarity between the two processes. The similarity matrix
is a process vs. process matrix of the LCS length between each of the processes.
In addition the LCS property allowed us to detect time stretched resource access patterns
between two processes. That is, using LCS allowed us to detect patterns that occurred
within a small time interval in one process and retrieve it in a process where the time
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intervals between the resources were larger. Figure 3.3 shows an example of the time
stretching LCS that can be retrieved.

Figure 3.3: LCS Time Stretching pattern recovery

In this case the LCS that was retrieved between P1 and P2 was [40, 10, 60, 10] with a
max length of 4. We can clearly see that P2 occurred during time slot 0 to 3 units while P1
was stretched out and had the resources accessed over 0 to 8 unit time.
Normalized LCS

The extension of the LCS was to calculate the Normalized LCS [42, 5]. The normalized
LCS emphasizes the percentage of the process that produced the LCS instead of looking
only at the max LCS length.
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LCS Normalization example:
P1 = [10, 20, 30, 40, 50, 60, 70, 80]
P2 = [20, 30, 40, 90,100,110]
P3 = [20, 50, 70]
In this particular example the LCS(P1 ,P2 ) is [20, 30, 40] and the LCS(P1 ,P3 ) is [20, 50
,70] and both of them have a max length of 3. However using the equation (3.2) below,
their respective lcsNorm values are 3/6 and 3/3. Since a larger portion of process 3 is
contributing to the LCS, the lcsNorm(P1 ,P3 ) > lcsNorm(P1 ,P2 ) to express this behavior.

lcsN orm(P1 , P2 ) =

LCS(P1 , P2 )
min(|P1 |, |P2 |)

(3.2)

Hence the pair of processes P1 and P3 is assigned a higher value than the pair P1 and P2 to
show this property.
3.4.2

Sliding Window

We formally define the sliding window as a method used to restrict the length of the processes under consideration. A window size is defined for the sliding window and the window is moved along the resources accessed by the process. At each particular current window slot, only the number of resources defined by the window size was considered when
finding the LCS between the processes. The idea behind the sliding window was to be able
to restrict the length of the resources under consideration in order to remove noise and focus
on more important smaller sections of the process. Specifying a window size also helped
in reducing the overall process size and effectively breaking a larger process into smaller
sections that can be handled more easily; running SCANNER on very large process length
could slow down the computation time and use all the memory available. In addition, using
a sliding window allowed us to find all the possible sequences of resources versus dividing
the resource accesses into predefined chunks. Moreover finding similar patterns between
processes when using a specific window size was used could help us find more interesting
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patterns rather than looking at the overall process where too much repeated data can blur
or lessen the impact of some specific resource access.

Figure 3.4: Sliding window with size 4

Algorithm 3 Sequential Event Parsing Algorithm
if Window Size not valid then
Window Size = Smallest Process Size
end if
for Number of Consecutive Window Size Elements in Process 1 do
for Number of Consecutive Window Size Elements in Process 2 do
Run LCS on first Window Size portion of Process
Save Largest LCS
Move Sliding Window
end for
end for

By combining the LCS feature creation with the concept of a window size, we were then
able to build a more robust subsequence recognition between the processes. SCANNER
is able to restrict the length of resources under consideration and also allows the different
gaps in between two matching resource access. Given a sliding window of size, w, the max
gap size allowed between two similar resources between the two process is w-2.
Example:
P1 = [60, 50, 20, 10, 20, 30, 60]
P2 = [50, 100, 40, 70, 40, 70, 30]
Given a window size of 7, the max gap between two similar resources is 5.
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The max LCS between the two processes is [50-30] with a length of 2. In this particular
case we can see that the algorithm allowed a gap of 3 between 50 and 30 in P1 and a gap
of 5 between the two resources in P2 in order to find the longest pattern. [48]
3.4.3

LCS Time Based Feature

The Time based feature consists of finding the LCS between the pair of processes but
using the timestamps as the main focus to restrict the patterns that could be found. The
same concept behind the event based feature, i.e., the sliding window allowing different
size of gaps in between resources, is applied here. However, instead of only having a fixed
window size that slides along the processes’ resources, the number of resources in a current
slot also depends on the timestamps at which the resources were used. A time window, in
minutes, is defined as a parameter; the time window is the max length allowed between
the minimum timestamps in the current slot, called the start time and the final timestamps,
called the maxEndTime. The maxEndTime does not need to be an actual real timestamps
in the dataset.

maxEndT ime = startT ime + timeW indowSize

(3.3)

Example: Below are two processes showing the time at which their resources were accessed, t2 means a resource was used at time 2 units.
P1 = [t1, t6, t7, t8, t9, t10]
P2 = [t2, t4, t6, t8]
Given a time slot of :
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Figure 3.5: Example showing the time window setting with LCS

Figure 3.5 above is a visual representation of the resources accessed by the two processes over time; each dot represent a resource access by the respective process. Given a
time window of 4 units, the elements being considered in the first few iterations are:
Iteration 1 : start time = t1, end time = t5; P1 = [t1, t3] and P2 = [t2, t5]
Iteration 2 : start time = t2, end time = t6; P1 = [t3, t6] and P2 = [t2, t4, t6]
Iteration 3 : start time = t3, end time = t7; P1 = [t3, t6, t7] and P2 = [t5, t6]
..
.
Thus the number of resources being considered between the two processes in a current slot
depends on the start and end time for that particular slot. The resources at these particular
timestamps are then retrieved and used to find the LCS between the two processes.

The additional method that arose naturally from the window size and time window size
was to apply the two one after the other. That is, we can first apply the time window to
restrict the resource usage within a certain time period of each other and then we apply a
specific window size to further restrict the information that can be processed. By applying
these restrictions, the information that can be produced and retrieved can be “more” meaningful as they fit a very specific set of conditions that both processes agreed with. Hence
SCANNER allows the feature creation to be fined tune to fit the dataset that is being processed; the window size and the time window can be controlled and also used together to
detect specific patterns among the processes.
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3.4.4

Statistic Based Features

The first statistic feature that SCANNER looked into was the overall count at which the
resources were accessed during the overall data collection period. We use the algorithm
below to find the overall resources usage for all processes in the dataset.
Algorithm 4 Generating the overall resources usage for all processes
1:
2:
3:
4:
5:
6:

Given a table with all the processes in the dataset
for each rows in the dataset do
Parse the resources used by the process
Increment the resource count which is detected for the process
end for
return Table of process with their corresponding resource usage

The second statistic feature that was created was to examine the rates at which the
resources were being accessed in the dataset. Given a time window, the window size and
using the timestamps of the resources, the rates at which the processes accessed these
resources was calculated. Thus we created an array of resource rates for each resource in
the dataset. We formally defined the resource rate to be the total count of resource access
over the length of the time window. Thus we used a sliding window of a given length in
tandem and “slid” through the process’ track and calculated the rates of each resource for
every time window.

resourceRate(Px ) =

# time resource x was accessed in current slot
Length of Time Window

(3.4)

Once the resource rate for each time window was obtained, we then expanded our definition of resource rate to allow the creation of the following three subfeatures. We defined
MinRate to be the minimum rate for each resource during a specific time window during
the complete data collection time period; that is, we set the MinRate to be the smallest
rate of a particular resource during a certain time slot when compared to the whole lifespan of the data collected. Subsequently we defined MaxRate and AverageRate to be the
corresponding max rate and average rate of each resource over the whole time period.
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Example of the rates obtained for the BrowserHistory resource for the Browser application:

P1 = [40, 20, 70, 10, 100, 40, 40, 40, 40, 20, 70, 10, 100, 40, 20, 70, 10, 100, 40, 40, 40, 40, 20, 70, 10, 100,
20, 70, 10, 100].

P1 shows the raw data of the resources accessed by the com.android.browser application
over time. Looking at Figure 3.6 and using a time window of 30mins to calculate the rates
for the BrowserHistory(#40) resource. We can see that during the first 30mins this resource
was accessed 5 times. Hence the access rate for the first time slot is 5/30 = 0.167 for the
first time slot. The window is then slid to the resource access and use this as the initial
start time for the 30mins time window. Hence for the next time slot the resource #40 was
only accessed 4 times, hence the new rate is 4/30 = 0.133. The window is slid across the
timestamps until all the resources are covered and the overall rates calculated for each time
slot was [0.167, 0.133, 0.133, 0.133, 0.133, 0.133, 0.1, 0.067, 0.033, 0.133, 0.1, 0.1, 0.1, 0.1, 0.1, 0.067,
0.033, 0.033].

This is represented in the Figure 3.6.
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Figure 3.6: Stats rates for resource #40
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From the Figure 3.6 the following rates for the resource #40 for the process P1 :
min rate = 0.033, max rate = 0.167, avg rate = 0.102.
The min, max and avg rates were computed for all the resources accessed in Process P1
using the same method. An array of resources rates was then created for this particular
process. This procedure was repeated for all the processes in the dataset and a processes
vs. resources matrix was created.

3.5

SCANNER Feature Processing

Here we describe the feature processing methodology of the SCANNER system to handle
the features that were created from the dataset. Before we delve into the details, we define
the following equations that will be used in the sections below.
Euclidean Distance [43] =
E(a, b) =

p
(a1 − b1 )2 + (a2 − b2 )2 + · · · + (an − bn )2

(3.5)

This measure is used to show the dissimilarity between two processes. The Euclidean
distance was chosen as it can easily be extended to work with n number of resources for any
given process. It is also a simple distance measurement that provides a value that the user
can understand easily; a value of close to 0 means that the two processes are really close to
each other while a large value means they are more dissimilar. In our case, the Euclidean
distance provided a convenient measurement to represent the dissimilarity between two
processes based on their stats features.
Feature Standardization [36] =
ai =

ai − µ i
σi

(3.6)

Transforming the data such that each column of the matrix has a mean, µ, of zero and a
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standard deviation, σ, of one and i is the column number. The standardization does not
bind the values to be between 0 and 1.
Normalization [36] =
ai =

ai − amin
amax − amin

(3.7)

Scaling the matrix such that the numeric values in the columns are in the range of 0 to
1 by dividing by the norm.
Feature Processing Overall System

Figure 3.7: The Overall Flow for the Feature Processing

Figure 3.7 shows the overall feature processing of SCANNER .
3.5.1

LCS Similarity Matrix to Distance Matrix (LCS-E-D)

In order to change the LCS similarity matrix to a distance matrix, the equation (3.8) below
was used. The similarity matrix was converted to a distance matrix such that it was easier to
represent the similarity between two processes in terms of a distance value between 0 and 1
rather than based on the max LCS length between them. This measure provided a method
to quantify the “closeness” between one process and the other processes in the dataset; a

25

value close to 0 meant that the two processes had a large number of matching resources
between them and hence were more similar.
Distance metric =
d(a, b) =

1
s(a, b) + 1

(3.8)

The distance metric provided a measure of dissimilarity and had the following properties, where a, b and c are the different processes:
• d(a,b) == d(b,a)
• d(a,b) == 0 iff a == b
• d(a,b) ≤ d(a,c) + d(b,c)
The +1 was used to avoid the error with dividing by 0 since some processes can have 0
resource access in common. Where s() is the max LCS length between the process a and
b. All the LCS lengths between each pair of processes were converted to a distance value
and stored into a new process versus process distance matrix. The distance matrix was then
directly used in our K-means algorithm and produced the top nth closest elements based
on their distances from the target process. The smallest distances in the row of the target
process represented the processes that were closest to the it.
Algorithm 5 below summarizes the steps to follow to obtained the K-Nearest Neighbors
from the LCS feature.
Algorithm 5 Finding the KNN from the LCS Feature (LCS-E-D)
Convert the similarity LCS matrix to a distance matrix using (3.8)
2: Normalize the distance matrix using (3.7)
3: Use the normalized distance matrix to find the KNN
4: return K Nearest Neighbors
1:

3.5.2

LCS Distance Matrix as Feature (LCS-E-F)

An extension of using the LCS distance matrix to find the nearest neighbors was to use the
distance matrix as the feature representing the characteristics of the target process. That is
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we used the distances of the other processes from the target process to describe the behavior
of the target process. This distance matrix showed the dissimilarity of a target process
against all the other process and we used this information to now describe the behavior of
the target process. We then used this distance matrix and applied the Euclidean distance
equation to find the dissimilarity between the first row and all the other rows in the matrix.
We then use this new distance matrix to find the nearest neighbors.
The distance as feature KNN allowed us to cluster and group the processes that behave
similarly in comparison to all the other process in the dataset. The intuition was that this
could provide us with a different aspect of the behavior of a target process and allowed us
to group processes based on how dissimilar they were to all the other processes.
3.5.3

Statistics Similarity Matrix to Distance Matrix (stats-E-D)

The Statistics rates, i.e., the minimum, maximum and average rates, were concatenated
together to produce a feature set representing the rates for each process. We also added the
overall resources that was obtained using algorithm 4 to this process vs. stats matrix and
compared it to simply using the rates alone. The results showed that including the overall
resource count did not produce any difference when finding the nearest neighbors; more
information about this is provided in the Results section.
A feature normalize function shown in equation (3.6) was applied to standardize the
numerical values in the matrix such that the magnitude of some of the features were not
weighted too strongly. The column was standardized such that the mean of the entries was
0 and the standard deviation was 1. If the feature normalize function was not performed,
some of the features would not contribute at all to the clustering and would be hidden
under the larger magnitude of the other features. In other words, the larger magnitude
of some of the other features would cause the contribution of the smaller stats values to
be negligible to the overall clustering. Hence the standardization was performed to avoid
embellishing larger magnitude and avoid providing a false understanding of what the data
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was representing.
This combined process vs. resources matrix was then converted to a distance matrix
using the equation (3.5). This distance matrix consisted of a process vs. process matrix
of all the unique processes in the dataset. Finally the distance matrix was normalized
using equation (3.7) to rescale the range of the distances to be between 0 and 1. This
distance matrix contained the distances of each process against all the other processes with
0 representing the smallest possible distance between a pair of processes. This normalized
distance matrix was then directly used to find the k-nearest neighbors of a particular target
process based on which processes were the smallest distances from it. The steps described
above is summarized in Algorithm (6).
Algorithm 6 Finding the KNN from the stats features
1:
2:
3:
4:
5:
6:

Concatenate all stat features in a 2D matrix
Apply feature normalize to standardize the columns of the matrix using (3.6)
Convert the feature matrix to a distance matrix
Normalize the distance matrix using (3.7)
Use distance matrix to find the KNN
return K Nearest Neighbors

3.5.4

Statistics Distance Matrix as Feature (stats-E-F)

Again after processing the stats feature into a distance matrix, we also applied the same
concept of distance as feature described in the sections above to find the nearest neighbors.
We used the distances of all the other processes from a target process to describe the behavior of the target process. Thus we used this stats distance matrix as the input to the
KNN algorithm and then found the nearest neighbors based on how similar they were with
respect to all of the other processes.
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3.6

SCANNER Cluster Validation Metric

In this section we present various cluster quantification metrics that can be used to describe
the clusters and grouping that were produced. The aim of these metrics is to showcase and
present a way to quantify the quality of the clusters.
3.6.1

Resemblance to Neighbors LCS (R2NL)

The R2NL is a measure that describe the inverse of the max length of matching sequence of
resource access that was similar between the neighbors and the target process in a specific
cluster. Equation (3.10) shows the formula to calculate the R2NL for a cluster containing
n elements. It is based on the combined resemblance of the LCS of the neighbors and the
target process which is then converted to a distance value using equation (3.8). We defined
this combined resemblance as being the “union” of the LCS of the pair of processes in the
cluster. The definition of Union that we used is from the field of probability and is similar
to the method used to find the probability of the union of three or more sets [41].
The equation (3.9) below shows an example of the resemblance Union for a target
process P0 that has 3 nearest neighbors, P1 , P2 and P3 .
U nion(P0 , P1 , P2 , P3 ) =LCS(P0 , P1 ) + LCS(P0 , P2 ) + LCS(P0 , P3 )
− LCS(P0 , P1 , P2 ) − LCS(P0 , P1 , P3 ) − LCS(P0 , P2 , P3 )
+ LCS(P0 , P1 , P2 , P3 )
(3.9)
The algorithm (7) shows the procedure to follow to find the R2NL of a cluster of n
processes.
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Algorithm 7 Finding the LCS Union of the Cluster
1:
2:
3:
4:
5:
6:
7:

Given the K-NN and their LCS to the target process
Add the LCS length of the individual processes in cluster
Subtract the LCS length of the intersections of every pair of processes
Add the LCS length of the intersection of every set of three processes
Subtract the LCS length of the intersection of every set of four processes
Continue this process until the last LCS length is the LCS length of the intersection of the total
number of sets that we started with
return The LCS union

The R2NL is used to quantify whether the resources accessed by the target process were
also found in the neighbors in its cluster. The R2NL value emphasizes the quality of the
cluster based on the resources that all of them used with respect to the target process. If the
neighbors contained similar resources, then the combined LCS length will be larger and
subsequently this will produce a small R2NL value. The R2NL value ranges from 0, the
best group of neighbors were found, to 1, which showed the max dissimilarity between the
neighbors and the target process. A small R2NL value means that we can use the neighbors
to recover a large sequence of resources that were also found in the target process. Hence
this metric describes how similar the neighbors in the cluster were to the target process.

R2N L(P0 , · · · , PN ) =
3.6.2

1
U nion(P0 , · · · , PN ) + 1

(3.10)

Distance to Centroid Stats - D2CS

We formally describe D2CS as difference between the target process and a linear combination of its neighbors using the stats features to describe them. That is, we first find the
centroid of the neighbors based on the normalized standardized stats feature (min,max and
avg rates) and then find the Euclidean distance (3.5) of the target process from this centroid.
A low distance from the centroid mean the target process is close to its neighbors and hence
that the rate and the resources that they accessed were similar. When using this measurement the centroid does not necessarily need to be an actual element in the dataset; it is the
mean location of all the neighbors in the cluster, excluding the target process, based on their
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original stats feature matrix. The target process is excluded from the centroid calculation
such that it does not bias the location of the centroid. Using only the neighbors and finding
the centroid allowed the D2CS to provide a score that represented how the resources used
by the target process were similar to the set of neighbors produced.
The centroid of the cluster can be calculated using the equation (3.11) below:
centroid =

x1 + x2 + · · · + xk
k

(3.11)

In this particular equation, xi represent the feature vector of the ith process in the cluster
and is collected for all process 1, · · · , k in the cluster.
The distance measurement of the target process and its centroid can then be found using
the following equation:
DistanceF romCentroidj = E(xj , centroid)

(3.12)

Where 0 ≤ j ≤ n and n is the total number of unique processes in the dataset. The E() is
the Euclidean equation (3.5).
Algorithm 8 Finding the overall D2CS of the dataset
1:
2:
3:
4:
5:
6:
7:
8:

Given the KNN and the stats feature matrix for each process
for All processes in the data do
Stack original stats arrays of the k-nearest processes
Find the centroid of the stack using (3.11)
Find the D2CS of the target process from the cluster’s centroid using (3.5)
Save this distance
end for
return The mean of all distance

The D2CS score range from 0 to

√

n inclusive, where n is the number of distinct re-

sources in the dataset that are being tracked.
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3.6.3

C-Index (CI)

The C-Index [23, 11] is used as a metric to quantify the compactness of the cluster and
again describe how the target process behave in comparison to its nearest neighbors.
C=

S − Smin
Smax − Smin

(3.13)

Where S is the sum of distances over all pairs of processes from the same cluster. Given K,
the total number of pair distances in the cluster. Then Smin is the sum of K smallest pair
distances if all pairs of processes are considered within the whole dataset. Similarly Smax is
the sum of K largest pair distances in the whole dataset. A small value of C-index shows a
good clustering and that the target processes are more compact in this n-dimensions space.
In SCANNER we split the C-index into two sub categories based on the two main
feature that we created such as to handle this heterogeneous feature more thoroughly [47].
Given a set of Nearest Neighbors we computed the C-index based on the LCS distance
matrix to show the compactness of the neighbors given their common patterns. We then
computed the C-index based on the stats distance matrix to find the cluster’s validity based
on the stats feature.
Hence the nearest neighbors obtained using the LCS feature are expected to have a low
CI-LCS. If they also had a low CI-stats score, this provide us with additional information on
the quality of the cluster and that we should consider using this set of neighbors to describe
the target process.
Algorithm 9 summarizes the procedure to follow to find the two different C-index for
the processes.
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Figure 3.8: The C-index based on the LCS feature and on the Stats feature

Algorithm 9 Finding the overall C-index for each process
1:
2:
3:
4:
5:
6:
7:
8:

Given the KNN and the LCS and stats distance matrix
for All processes in the data do
Create a cluster of the KNN using the LCS and stats distances
Find the sum of all the pairs for the two clusters
Find the C-Index values using (3.13) for LCS and Stats respectively
Save the C-Index
end for
return The mean of all C-Index for LCS and Stats
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Chapter 4
Design of Experiment
In this section we describe the datasets used and the methods to parse the data and process
the information. We also discuss the results obtained using the cluster quantification metric
explained in Chapter 3.

4.1

Panorama Dataset

The Panorama dataset [50] was collected using a Nexus 4; data was collected in a passive
and active mode from the phone’s usage. A total of 14 resources were being monitored and
collected into a SQL database. The raw data was then saved into a .csv file to be inputed in
the SCANNER system.
We made use of the sequential resource accessed by the applications collected using
PANORAMA [50] to see whether SCANNER could create clusters that would help in
understanding the behaviors of the applications in more details.
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Table 4.1: Example of Panorama File Format
Process Name

com.facebook.katana

IP

69.171.245.49 (SSL)

Taint

Location, Address Book (ContactsProvider), GPS Location

Date

7/10/2014

Time

7:08:49 PM

Timestamp

7/10/2014,7:08:49 PM

Data

....

The fields of the different information collected by the Panorama framework are self
explanatory however the “Taint” category corresponded to the types of resources that were
accessed by the process and the “data” column was used to record the actions and other
information flow using the implemented listeners. SCANNER can handle any number of
taint resources as long as they were separated by a “,” in the .csv input file.
We used the PANORAMA dataset as the main focus for this thesis work due to the
various set of resources that the system tracked; the sequential resource access collected
by Panorama allowed us to show that the features created by SCANNER can describe the
sequential behavior of Android applications.
Note: The PANORAMA framework that we used will soon be outdated as the newest
Android 6.0 OS will have a new app permission manager [31] that provides users with
more control over the permission requirement of each application. Users will be able to
individually grant access to specific resources to an application and hence have more control over their private information; however denying an app of the permission request can
break the app and prevent access to the full functionality of the services provided by the
application.
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4.2

Phonelab Dataset

The PhoneLab is an open-access smartphone testbed located at the University of Buffalo[3,
30] and their goal is to improve the current methodology that is used to perform experiments
and collecting data regarding how people use their smartphone. The PhoneLab testbed
allows researchers to instrument and experiment with the Android platform directly and
learn how it works and evaluate new features. Researchers have the ability to modify the
platform but also have access to a large number of participants for data collection. The
PhoneLab platform provides instrumentation recording for the following tags: LocationMisc, Network-Misc, Network-Telephony, Network-Wifi, PackageManager-Misc, PowerBattery, Power-Screen, SQLite-Query, Usage-ProgressBar. Each of these tag is triggered
by a different of actions and a total of 25 actions are currently being monitored. An example
of the PhoneLab file format is shown in the Table 4.2.
Table 4.2: PhoneLab File Format
Device Identifier

7699f273...

UNIX Timestamp

1416261509970

Ordering

1416261509970.0

Date and Time

2014-11-17 21:58:29.970997

Process ID

769

Thread ID

1026

Log Level

I

Tag

Power-Battery-PhoneLab

Log Message

....

We looked into the PhoneLab data to confirm that the SCANNER methodology could be
used to handle different dataset and not only the one obtained from PANORAMA. For this
experiment we examined the data collected on one specific phone throughout one whole
day, this equated to 11205 different actions tracked. We created a Python data parser to go
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through the file and extracted the information that was required by the SCANNER system.
The PhoneLab dataset did not provide the application or the specific process that triggered
the instrumentation sensor, hence we concatenated the Process ID and Thread ID together
to be used as the unique process name. In this case the assumption was that if another action
had the same Process ID and Thread ID, these actions should have been performed by the
same application on the phone and hence belong to the same process name. The tags were
used as the resources accessed and the date and time were converted to the timestamps
format to fit all the required field names of Table 3.1 which were used as the input to
SCANNER .

4.3

Methodology

For both dataset we first created the features and then processed them as described in the
SCANNER methodology chapter. For both the LCS feature and stats feature we created
two different set with different constraints:
1. The Unrestricted features - the max time period of the dataset was used as the time
window and the lengths of the processes were used “as is” to find the LCS feature.
2. The Restricted features - A 30 mins time window was used to find the stats feature
and the minimum length of the pair of processes was used as the window size to find
the LCS feature.
The Unrestricted features had a “-U” added to name of their acronym to indicate this
difference. For example the LCS Event as Distance found without any restrictions would
be “LCS-E-D-U”, LCS normalized Event Distance as Feature would be “LCSn-E-F-U” etc.
For the creation of the unrestricted features in the PANORAMA dataset, a time window of
300mins was used while for the PhoneLab dataset a 1440mins time window was used. The
same 30mins time window was used for both dataset when finding the restricted features.
The goal of using the restricted set was to see if applying these constraints to the pattern
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length and time window would improve the clusters that were created. Applying the restriction was also used to prevent the issue where the computation of the features would be
stagnated due to one process’ length being too large.
The Table 4.3 shows the different features that were created from the dataset.
Table 4.3: Key for the Feature matrices used
Key

Name

stats-E-D

Min, Max and Average rates Event as Distance

stats-E-F

Min, Max and Average rates Event Distance as Feature

stats-Ov-E-D

Min, Max, Average rates and Overall resources usage Event as Distance

stats-Ov-E-F

Rates and Overall resources usage Event Distance as Feature

LCS-E-D

LCS Event as Distance

LCS-E-F

LCS Event Distance as Feature

LCSn-E-D

LCS Norm Event as Distance

LCSn-E-F

LCS Norm Event Distance as Feature

LCS-T-D

LCS Time as Distance

LCS-T-F

LCS Time Distance as Feature

LCSn-T-D

LCS Time Norm Event as Distance

LCSn-T-F

LCS Time Norm Event Distance as Feature

Each of these features was then used to obtained the three nearest neighbors and create
a cluster of nearest neighbors for all the applications in the dataset.

4.4

Results and Analysis

The figures below show the overall mean scores of all the processes that were obtained
using the features shown in Table 4.3. In order to distinguish the best features to use we
follow a systematic process to trim out the features. We initially compare the LCS Event
as Distance features, ı.e we compared the metrics of the LCS feature, the normalized LCS,
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the time and norm time LCS and their respective Unrestricted counterparts and chose the
one that created the best set of scores. We then performed the same set of experiment to
choose the best feature among the LCS Event distance as Feature and the stats feature and
stats Event distance as Feature. Figures 4.1 to 4.7 shows the overall scores and Figure 4.9
shows the final top 4 features.
The error bars in the figures below were produced by keeping the 90th percentile of
the cluster scores obtained from the dataset and then finding the standard deviation among
them. The 90th percentile was used to remove the outliers that would just bias the overall
error bars and not provide a good representation of the overall cluster. In addition the error
bar helped us differentiate between features that have really close overall scores. Indeed
when comparing two features, it would be more advantageous to use the one with the
smaller error bar as there was less deviation among the clusters that they produced.
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Figure 4.1: R2NL vs. D2CS and C-index using LCS Distance for the PANORAMA dataset
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Figure 4.2: Zoomed in R2NL vs. D2CS and C-index using LCS Distance for the PANORAMA
dataset
41

Figure 4.1 shows the average mean R2NL vs. D2CS and the C-index of the clusters
found when using the LCS Event as Distance. From the Figure 4.2 we can see that the
LCS-E-D-U and LCS-T-D-U are the same and overlaps each other in both the R2NL vs.
D2CS at around (0.79, 0.107) and the CI figure at (0.41, 0.06). It makes sense for these
two features to be the same because if we use the overall time window and a window size
the length of the process, we are ultimately looking at the same set of data and hence the
fact that they produced the same value validates the process through which these features
were created. The same goes for the LCSn-E-D-U and LCSn-T-D-U.
Finally from Figure 4.2 LCS-E-D-U was the feature that produced the best results for
the R2NL vs. D2CS but also for the C-index score. From the R2NL score we can see that
this feature enable us to recover an average LCS length of 8 between the neighbors and
the target process. In this case the reason we favored a lower CI-LCS than CI-stats was
because a lower CI-LCS meant that the neighbors had similar resource access pattern when
compared to the target process; thus we would be able to recover more interesting patterns
by emphasizing this metric.

42

Figure 4.3: R2NL vs. D2CS and C-index using LCS Event Distance as Feature for Panorama
Dataset
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Figure 4.4: Zoomed in Figures for the LCS Event Distance as Feature for Panorama Dataset
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In Figure 4.3 the LCS-E-F-U produced the best results in terms of R2NL and D2CS
among the Event distances used as feature. It produced R2NL scores of 0.1077 meaning
we were able to recover an average LCS length of 8.28 and a D2CS score of 1.2411 shows
that the clusters produced had neighbors that had rates that matched the target process. This
is confirmed by the low CI-LCS and CI-stats with respective 0.0650 and 0.4164 values.
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Figure 4.5: R2NL vs. D2CS and C-index using Stats Event as Distance for the PANORAMA dataset
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Figure 4.6: Zoomed in R2NL vs. D2CS and C-index using Stats Event as Distance for the
PANORAMA dataset
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Figure 4.7: R2NL vs. D2CS and C-index using Stats Event Distance as Feature for Panorama
Dataset
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Figure 4.8: Zoomed in R2NL vs. D2CS and C-index using Stats Event Distance as Feature for
Panorama Dataset
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From Figures 4.6 and 4.8 we can see that including the overall resource access count
in the stats features did not provide any additional information and did not improve the
results that were produced. They produced almost the same set of clusters and the R2NL
vs. D2CS and the C-index scores for the stats-E-F and the stats-Ov-E-F were really close
to each other. In this case for Figure 4.5 we can see that the stats-E-D-U was the feature
that provided the best overall scores while for Figure 4.7 the stats-E-F-U feature was the
best.
Hence from the Figures above we combined the features that produced the best results
and compare them in Table 4.4 below.4.9 shows the visualization of using the best features
to describe the clusters.
Table 4.4: The overall quality metrics for the best Unrestricted features in Panorama
Features

R2NL

D2CS

CI - LCS

CI - Stats

LCS-E-D-U

0.1077

0.7970

0.0650

0.4164

LCS-E-F-U

0.1100

0.6126

0.1270

0.3087

stats-E-D-U

0.1152

0.4619

0.1341

0.1592

stats-E-F-U

0.1138

0.5324

0.1784

0.2727

Table 4.5: The overall quality metrics for the best Restricted features in Panorama
Features

R2NL

D2CS

CI - LCS

CI - Stats

LCS-E-D

0.1081

1.2580

0.0719

0.4370

LCS-E-F

0.1106

0.9896

0.1307

0.3308

stats-E-D

0.1190

0.7121

0.1501

0.1562

stats-E-F

0.1167

0.8215

0.2009

0.2749
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Figure 4.9: Showing the features with the best R2NL vs. D2CS and C-index scores for Panorama
Dataset
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Figure 4.9 showed that the stats Event as Distance was the feature that produced the
best overall score for the PANORAMA dataset. One key result here was that the LCS
Event distance as Feature produce a better set of results in comparison to the LCS Event as
Distance; we are able to recover around the same average LCS length ( 8) per clusters but
it has a much lower D2CS score showing that the rates were more similar in these clusters.
Examining the three nearest neighbors created by these features in more details produced the Table 4.6 below. We can see that for some processes there is some overlap in the
nearest neighbors that are found. In this case Process 0 and Process 1 both have the same
set of nearest neighbors produced based on the LCS-E-D-U feature.
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Table 4.6: The Three NN for the Best Unrestricted Features from Panorama
Index
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

LCS-E-D-U
[5, 6, 7]
[5, 6, 7]
[1, 5, 6]
[0, 1, 2]
[0, 1, 2]
[8, 16, 24]
[5, 8, 12]
[5, 8, 16]
[26, 24, 16]
[5, 6, 7]
[8, 24, 16]
[5, 8, 16]
[5, 8, 16]
[0, 5, 6]
[5, 8, 11]
[0, 5, 6]
[8, 24, 5]
[8, 26, 29]
[0, 5, 6]
[20, 26, 0]
[26, 5, 8]
[8, 5, 16]
[5, 8, 11]
[5, 8, 24]
[8, 16, 26]
[0, 5, 6]
[8, 24, 16]
[8, 5, 21]
[0, 1, 2]
[8, 26, 24]

LCS-E-F-U
[9, 19, 20]
[2, 10, 15]
[1, 10, 15]
[28, 4, 13]
[28, 2, 13]
[16, 24, 8]
[7, 14, 27]
[6, 14, 27]
[24, 16, 5]
[20, 22, 0]
[1, 2, 15]
[27, 21, 12]
[23, 21, 5]
[18, 25, 15]
[27, 11, 6]
[19, 0, 9]
[24, 8, 5]
[29, 18, 13]
[13, 25, 15]
[0, 9, 20]
[22, 9, 14]
[12, 23, 5]
[20, 14, 9]
[12, 21, 5]
[8, 16, 5]
[13, 18, 15]
[24, 16, 8]
[11, 21, 12]
[4, 2, 13]
[17, 18, 13]

stats-E-D-U
[9, 22, 15]
[2, 4, 28]
[1, 4, 28]
[4, 28, 2]
[28, 2, 1]
[27, 16, 21]
[7, 11, 14]
[6, 11, 14]
[16, 5, 21]
[22, 15, 13]
[7, 1, 11]
[6, 14, 7]
[5, 7, 6]
[18, 25, 15]
[22, 9, 15]
[13, 18, 25]
[7, 6, 11]
[22, 14, 9]
[13, 25, 15]
[20, 15, 9]
[19, 22, 9]
[5, 27, 7]
[9, 14, 15]
[24, 27, 11]
[16, 7, 5]
[13, 18, 15]
[16, 5, 19]
[11, 6, 14]
[4, 2, 1]
[17, 5, 21]

stats-E-F-U
[12, 20, 26]
[2, 28, 4]
[1, 28, 4]
[0, 12, 26]
[28, 2, 1]
[16, 21, 27]
[7, 11, 14]
[6, 11, 14]
[26, 12, 24]
[22, 15, 13]
[16, 5, 1]
[6, 7, 14]
[0, 26, 3]
[25, 18, 15]
[22, 9, 15]
[25, 13, 18]
[5, 27, 10]
[10, 21, 19]
[25, 13, 15]
[27, 16, 10]
[19, 26, 17]
[5, 10, 16]
[9, 14, 15]
[29, 8, 3]
[26, 21, 5]
[18, 13, 15]
[24, 20, 8]
[7, 6, 11]
[4, 2, 1]
[12, 3, 8]

The table below shows the list of the three closest neighbors for each process using the
LCS Matrix and the LCS Norm.
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Table 4.7: Three Closest Neighbors for LCS features Unrestricted
Index
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

LCS-E-D
[5, 8, 11]
[10, 11, 14]
[1, 10, 11]
[0, 1, 2]
[0, 1, 2]
[8, 24, 16]
[7, 11, 12]
[6, 10, 12]
[24, 26, 16]
[5, 8, 12]
[16, 24, 8]
[16, 8, 24]
[16, 5, 8]
[0, 5, 6]
[16, 8, 24]
[0, 5, 6]
[24, 8, 5]
[26, 29, 24]
[0, 5, 6]
[20, 5, 8]
[5, 8, 11]
[8, 5, 16]
[5, 8, 12]
[5, 8, 24]
[8, 16, 26]
[0, 5, 6]
[8, 24, 16]
[24, 5, 8]
[0, 1, 2]
[26, 24, 5]

LCS-E-F
[9, 20, 22]
[2, 10, 13]
[1, 10, 4]
[28, 4, 2]
[28, 2, 1]
[23, 21, 26]
[7, 14, 27]
[6, 27, 14]
[12, 24, 16]
[22, 20, 0]
[1, 2, 15]
[16, 14, 12]
[8, 24, 27]
[25, 18, 15]
[11, 16, 6]
[19, 0, 9]
[11, 8, 12]
[29, 18, 13]
[25, 13, 15]
[9, 0, 20]
[22, 9, 0]
[23, 5, 26]
[20, 9, 21]
[21, 5, 26]
[27, 8, 12]
[13, 18, 15]
[5, 23, 21]
[24, 12, 8]
[4, 2, 1]
[17, 18, 13]
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LCSn-E-D
[4, 13, 15]
[2, 4, 10]
[1, 4, 10]
[0, 1, 2]
[0, 1, 2]
[4, 9, 13]
[4, 13, 15]
[4, 13, 15]
[4, 9, 13]
[4, 5, 8]
[1, 2, 4]
[2, 4, 13]
[4, 9, 13]
[0, 4, 5]
[4, 9, 13]
[0, 4, 5]
[4, 9, 13]
[26, 29, 13]
[0, 4, 5]
[4, 13, 15]
[4, 13, 18]
[4, 9, 13]
[4, 5, 8]
[4, 9, 13]
[4, 9, 13]
[0, 4, 5]
[4, 9, 13]
[4, 9, 13]
[0, 1, 2]
[26, 17, 24]

LCSn-E-F
[15, 18, 13]
[2, 10, 7]
[1, 10, 7]
[17, 29, 1]
[28, 11, 14]
[22, 24, 9]
[7, 11, 12]
[6, 28, 4]
[24, 16, 5]
[22, 15, 5]
[2, 1, 7]
[16, 14, 8]
[8, 24, 16]
[25, 18, 15]
[16, 8, 12]
[25, 13, 18]
[8, 14, 24]
[29, 26, 0]
[25, 13, 15]
[20, 15, 18]
[19, 13, 18]
[22, 9, 15]
[9, 5, 23]
[22, 9, 5]
[8, 5, 22]
[13, 18, 15]
[22, 9, 19]
[22, 9, 24]
[4, 11, 14]
[17, 26, 0]

Figure 4.10: Showing the cluster score for each process using the best features

55

Figure 4.11: Showing the cluster score for each process using the Restricted Features
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Figure 4.10 and 4.11 shows the detailed difference in the quality scores obtained when
restricting the features or not. In this case for the PANORAMA dataset, the unrestricted
features provided slightly better results.
Example1: Looking at the cluster for com.android.browser
Table 4.8: The 3 Nearest Neighbors and their quality metrics for Process (0)

Feature
LCS-E-D-U

LCS-E-F-U

stats-E-D-U

stats-E-F-U

(0) com.android.browser
Neighbors
R2NL
(5) com.android.vending
(6) com.buzzfeed.android
0.0476
(7) com.cnn.mobile.android.phone
(9) com.fifa.fifaapp.android
(19) com.nike.plusgps
0.0476
(20) com.nike.plusgps:remote
(9) com.fifa.fifaapp.android
(22) com.pandora.android
0.0476
(15) com.google.android.gsf.login
(12) com.google.android.gms
(20) com.nike.plusgps:remote
0.0476
(26) com.weather.Weather

D2CS

CI - LCS

CI - Stats

1.186

0.02747

0.3510

1.250

0.04790

0.4298

1.150

0.07558

0.2558

1.357

0.03369

0.6727

Table 4.9: The quality metrics using the Restricted Features for Process (0)

Feature
LCS-E-D

LCS-E-F

stats-E-D

stats-E-F

(0) com.android.browser
Neighbors
R2NL
(5) com.android.vending
(8) com.facebook.katana
0.0476
(11) com.google.android.gm
(9) com.fifa.fifaapp.android
(20) com.nike.plusgps:remote
0.0476
(22) com.pandora.android
(9) com.fifa.fifaapp.android
(13) com.google.android.gms.maps 0.0588
(15) com.google.android.gsf.login
(24) com.twitter.android
(27) com.zillow.android.zillowmap 0.0476
(16) com.google.process.gapps
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D2CS

CI - LCS

CI - Stats

1.396

0.02611

0.5402

1.169

0.04376

0.3537

1.151

0.14443

0.2539

1.356

0.51630

0.7383

For Table 4.8 the LCS-E-D had a lowest overall scores describing the clusters. The
R2NL scores were the same for all the clusters produced by the features since all the neighbors had a max LCS length of 20 with respect to the target process.
The LCS patterns recovered for the neighbors can be found in the appendix section.
Looking a Table 4.13 we can see that the R2NL values were all the same except for statsE-D-U since process 15 had a LCS length of 8 instead of the length of 20 for the other
neighbors.
Example2: Looking at the cluster for com.snapchat.android
Table 4.10: The 3 Nearest Neighbors and their metrics for Process (23)

Feature
LCS-E-D-U

LCS-E-F-U

stats-E-D-U

stats-E-F-U

(23) com.snapchat.android
Neighbors
R2NL
(5) com.android.vending
(8) com.facebook.katana
0.006622
(24) com.twitter.android
(12) com.google.android.gms
(21) com.notabasement.mangarock.
0.006666
android.mckinley
(5) com.android.vending
(24),com.twitter.android
(27),com.zillow.android.zillowmap 0.006622
(11) com.google.android.gm
(29) system
(8) com.facebook.katana
0.006666
(3) com.android.mms
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D2CS

CI - LCS

CI - Stats

1.908

0.00216

0.6686

1.979

0.00478

0.6752

1.813

0.00876

0.5672

2.055

0.50280

0.9470

Table 4.11: The quality metrics using the Restricted Features for Process (23)

Feature
LCS-E-D

LCS-E-F

stats-E-D

stats-E-F

(23) com.snapchat.android
Neighbors
R2NL
(5) com.android.vending
(8) com.facebook.katana
0.006622
(24) com.twitter.android
(21) com.notabasement.mangarock
.android.mckinley
0.006666
(5)com.android.vending
(26) com.weather.Weather
(24) com.twitter.android
(27) com.zillow.android.zillowmap 0.006666
(16) com.google.process.gapps
(29) system
(8) com.facebook.katana
0.006666
(3) com.android.mms

D2CS

CI - LCS

CI - Stats

1.8434

0.00207

0.6399

1.9364

0.00512

0.6185

1.8175

0.00671

0.5477

2.0450

0.50317

0.9242

Looking at Table 4.10 as well we can see that the stats-E-D-U produced the best combination of the quality metrics among the four features. This is also the case when looking
at Table 4.11, the stats-E-D created a set of nearest neighbors that produced the best results
for that particular process. Hence from the two examples we can see that the stats features
tend to produce slightly better scores than their LCS counterparts and that the Unrestricted
features produced slightly better scores than the Restricted features.
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Table 4.12: Overall scores for the Unrestricted features of the process(3)

Feature
LCS-E-D-U

LCS-E-F-U

stats-E-D-U

stats-E-F-U

(3) com.android.mms
Neighbors
R2NL
(0)com.android.browser
(1)com.android.dialer
1.0
(2)com.android.inputmethod.latin
(28) jp.naver.line.android
(4) com.android.phone
1.0
(13) com.google.android.gms.maps
(4) com.android.phone
(28) jp.naver.line.android
1.0
(2) com.android.inputmethod.latin
(0) com.android.browser
(12) com.google.android.gms
1.0
(26) com.weather.Weather

D2CS

CI - LCS

CI - Stats

1.2879

0.6309

0.4901

1.2291

0.7492

0.2682

1.2175

0.7492

0.2682

1.5013

0.5243

0.7806

Table 4.13: Overall scores for the restricted features of the process(3)

Feature
LCS-E-D-U

LCS-E-F-U

stats-E-D-U

stats-E-F-U

(3) com.android.mms
Neighbors
R2NL
(0)com.android.browser
(1)com.android.dialer
1.0
(2)com.android.inputmethod.latin
(28) jp.naver.line.android
(4) com.android.phone
1.0
(2) com.android.inputmethod.latin
(4) com.android.phone
(28) jp.naver.line.android
1.0
(2) com.android.inputmethod.latin
(0) com.android.browser
(12) com.google.android.gms
1.0
(29) system
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D2CS

CI - LCS

CI - Stats

1.2883

0.6309

0.4901

1.2175

0.7492

0.2682

1.2175

0.7492

0.2682

1.5058

0.5243

0.7806

Here we have an example where the R2NL score was the same for all the features;
the com.android.mms did not have any other processes in the dataset that accessed the
same resources. Hence the max R2NL score of 1 was produced meaning that none of the
neighbors had any resources in common with the target process.
Overall Trend for the PANORAMA dataset

Following these examples we can see that our intuition to use the LCS Event distance as
Feature to describe the behavior of the processes was good as it was able to produce an
overall lower score for the clusters that it produced. We note however that in some cases
they were slightly higher than the LCS-E-D scores. Indeed the LCS Event distance as
Feature helped to produce a set of clusters where the target process was on average closer
to the centroid in comparison to the LCS-E-D scores. However for this particular dataset
the LCS features did not outperform the stats features when comparing the clusters that they
produced. This showed that for this specific dataset using the stats features alone allowed us
to create clusters of applications that behaved similarly by simply looking at their resource
access rates. Looking at Table 4.4 to see the actual overall mean scores of the clusters
produced using the best features we can see that the LCS features were able to recover on
average a LCS length of 8.18 while the stats produced slightly smaller average LCS length
recovered from the cluster of 7.73. However the stats features were able to produce clusters
where the neighbors accessed the same resources and the rate at which they were accessed
were often similar to the target process in comparison to the LCS features.
PhoneLab Figures

Finally we performed the same set of methods to trim down the features and find the best
ones for the PhoneLab dataset. Following the steps stated above, we found out that the
LCS-E-D-U, LCS-E-F-U, stats-E-D-U and stats-E-D-U were the features that produced
the best cluster scores as shown in the figures below.
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Figure 4.12: R2NL vs. D2CS and C-index using LCS Distance for the PhoneLab dataset
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Figure 4.13: R2NL vs. D2CS and C-index using LCS Event Distance as Feature for PhoneLab
Dataset
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Figure 4.14: R2NL vs. D2CS and C-index using Stats Event as Distance for the PhoneLab dataset
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Figure 4.15: R2NL vs. D2CS and C-index using Stats Event Distance as Feature for PhoneLab
Dataset
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Figure 4.16: Showing the features with the best R2NL vs. D2CS and C-index scores for PhoneLab
Dataset
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Table 4.14: The overall quality metrics for the best Unrestricted features in PhoneLab
Features

R2NL

D2CS

CI - LCS

CI - Stats

LCS-E-D-U

0.2526

0.3221

0.2432

0.1244

LCS-E-F-U

0.2526

0.2815

0.2681

0.1426

stats-E-D-U

0.2541

0.2222

0.2654

0.0611

stats-E-F-U

0.3199

0.2770

0.3098

0.1284

Table 4.15: The overall quality metrics for the best Restricted features in PhoneLab
Features

R2NL

D2CS

CI - LCS

CI - Stats

LCS-E-D

0.2526

0.3365

0.2432

0.1313

LCS-E-F

0.2526

0.3000

0.2681

0.1504

stats-E-D

0.2716

0.2298

0.2662

0.0625

stats-E-F

0.3043

0.2800

0.3233

0.1359

From the results in Tables 4.14 and 4.15 we can see that the average LCS pattern that
could be recovered was two or three in length. There were more variations in the different resources that the processes accessed in this particular dataset in comparison to the
Panorama dataset. Since most clusters could only recover on average a LCS of length three,
it shows that the neighbors did not have many sequential resource access that matched the
target process.
The D2CS scores for the PhoneLab dataset was smaller than the Panorama dataset,
however in this case we cannot do a direct comparison as the number of distinct resources
was 14 in PANORAMA versus 10 in the PhoneLab dataset. Nonetheless an average score
ranging between 0.2 to 0.33 when using the different features shows that the rates of the
neighbors were similar to that of the target process keeping in mind that the max D2CS
√
score would be 10 in this case.
The C-index scores for the PhoneLab dataset was smaller, ranging from 0.06 to 0.15
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versus , than the Panorama dataset, ranging from 0.15 to 0.42 showing that the neighbors
in the clusters that were created were usually the best ones. The large c-index score of
the Panorama dataset could also be explained by the fact that their was an outlier in the
dataset and that not all the neighbors in the clusters were good. On the other hand this
shows that the processes in the PhoneLab dataset usually had at least 3 neighbors that had
similar characteristics when compared to the overall dataset hence creating a cluster that
was compact.

4.5

Limitations

The results that were produced using the unlabeled dataset were inconclusive in showing
whether the features generated by SCANNER would produce better results than the current
state of the art systems. Since no ground truth was available we did not focus on validating
the clusters that were produced but instead showcased SCANNER’s ability to create clusters of applications having similar overall behavior. SCANNER presented a way to parse
features out of sequential data and use them to produce clusters where the neighbors had
similar resource access as the target process.
In the paragraph below we describe some of the limitations of the SCANNER system: it
only collected the max LCS length between the pair of processes when creating the similarity matrix; more work needs to be done to understand whether the additional patterns that
were ignored could provide more meaningful information. Moreover the newest Android
OS v6.0 is completely different from the version 4.3 that PANORAMA used to create the
dataset, thus trends that were analyzed in this work might be outdated soon. In addition a
simple K-means clustering algorithm was used to perform soft clustering and find the nearest neighbors and making use of different unsupervised algorithm could provide additional
results. Finally the SCANNER system does not work in real time and the processing and
examination of the results are performed off-device.
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Chapter 5
Conclusion and Future Work

5.1

Conclusion

The main contribution of this thesis was to provide a methodology to handle sequential
resource access and produce heterogeneous features that can be used to describe these time
based actions. In comparison to previous works that have focused on extracting static
features and dynamic system traces, we presented SCANNER as a system that can create
event and time based features from sequential actions to describe the applications. Using
SCANNER we showed that the Longest Common Subsequence could be used to detect
sequential patterns among the pair of processes and help present a more thorough analysis
of the application’s behavior by maintaining the order at which the resources were accessed.
We performed a comparative assessment between LCS and stats based features and between the event and time based features to understand which features were more valuable.
For the PANORAMA dataset we saw that both the stats features and LCS features performed relatively well and were able to cluster various applications that performed similar
resource access over time. Finding the K-NN with the features created using SCANNER,
we were able to group similarly behaving applications together but also retrieve non trivial
patterns from the neighbors to learn more about the behavior of the target process. By using SCANNER we were able to use these features to gather additional information about
the applications and learn about their similarities to other processes in the dataset. Indeed
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by using the quantification metrics such as R2NL and D2CS we were able to distinguish
between the best features and choose the ones that produced clusters with the longest common matching subsequence and were the most similar based on the rates at which they
accessed the resources. Overall SCANNER presented a methodology to handle sequential
based actions and can be used to recover similar sequence of resource access between different applications. SCANNER provides a procedure to create features that can be used to
describe unlabeled actions and cluster them together. Thus SCANNER can be used to complement the current systems to provide additional information about the overall behavior
of Android applications.

5.2

Future Work

Various extensions of SCANNER can be implemented to either improve or completely
revamp the way sequential information are processed. The first modification could be to
incorporate the notion of frequent pattern mining [20] when creating the LCS similarity
matrix such that we are not focusing only on the max LCS length between the pair of processes. In addition, a different weighting system could be implemented to find the centroid
of the neighbors in the cluster rather than using a linear combination of their stats feature.
Moreover a different method such as Variable Length Markov Model [15] could be applied
to handle the sequential properties of the resource access and then compare the clusters
that were produced to the ones obtained using LCS. A testing framework could be implemented to automatically find the optimal window size, time window and cluster size to use
for a particular dataset. A different set of unsupervised learning algorithm such as Support Vector Clustering [6] could also be used with the features created from SCANNER to
quantitatively evaluate which algorithms work best with these sequential features. Finally,
applying SCANNER to different dataset and finding the overall improvement/deterioration
in the results obtained when compared to the results obtained using 1) features from static
analysis, 2) features from dynamic analysis and 3) features from a combination of static
70

and dynamic analysis.
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Tables and Additional Information
Table A.1: The processes and their corresponding Android applications for PANORAMA dataset
Index
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

Process Name
com.android.browser
com.android.dialer
com.android.inputmethod.latin
com.android.mms
com.android.phone
com.android.vending
com.buzzfeed.android
com.cnn.mobile.android.phone
com.facebook.katana
com.fifa.fifaapp.android
com.google.android.apps.googlevoice
com.google.android.gm
com.google.android.gms
com.google.android.gms.maps
com.google.android.googlequicksearchbox:search
com.google.android.gsf.login
com.google.process.gapps
com.google.process.location
com.lslk.sleepbot
com.nike.plusgps
com.nike.plusgps:remote
com.notabasement.mangarock.android.mckinley
com.pandora.android
com.snapchat.android
com.twitter.android
com.twitter.android:MediaService
com.weather.Weather
com.zillow.android.zillowmap
jp.naver.line.android
system
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Application Name
AOSP Browser
AOSP Dialer
AOSP Google Keyboard
SMS from Android 4.1
AOSP Phone Contact
Google Play Store
BuzzFeed
CNN Breaking US & World News
Facebook
Fifa
Google Voice
Gmail
Google Play Services
Google Maps
Google Search
Google Services Framework
Google App Devices
Google Location process
Sleepbot
Nike+ Running
Nike+ Running
Manga Rock
Pandora
Snapchat
Twitter
Twitter
The Weather Channel
Zillow
LINE
AOSP System

Table A.2: Enum used to represent the resources collected
Enum
0
10
20
30
40
50
60
70
80
90
100

Resource Name
accelerometer
AddressBook(ContactsProvider)
ip
SMS
browserhistory
camera
PhoneNumber
Location
ICCID(SIMcardidentifier)
IMEI
GPSLocation
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lcs Array
0 - [30, 2, 2, 0, 1, 20, 16, 16, 20, 16, 10, 20, 20, 4, 20, 8, 20, 8, 4, 14, 20, 20, 20, 20, 20, 4, 20, 20, 1, 10]
1 - [2, 12, 7, 0, 1, 3, 6, 6, 6, 3, 12, 10, 6, 1, 8, 2, 8, 0, 1, 3, 3, 3, 3, 3, 5, 1, 3, 5, 1, 0]
2 - [2, 7, 7, 0, 1, 2, 4, 4, 4, 2, 7, 7, 4, 1, 6, 2, 6, 0, 1, 2, 2, 2, 2, 2, 3, 1, 2, 3, 1, 0]
3 - [0, 0, 0, 6, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
4 - [1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0]
5 - [20, 3, 2, 0, 1, 284, 50, 58, 281, 24, 75, 73, 132, 4, 41, 8, 277, 42, 4, 16, 28, 127, 32, 149, 280, 4, 189, 72, 1, 134]
6 - [16, 6, 4, 0, 1, 50, 76, 69, 52, 18, 51, 58, 58, 4, 32, 8, 54, 10, 4, 14, 22, 50, 22, 50, 52, 4, 34, 53, 1, 12]
7 - [16, 6, 4, 0, 1, 58, 69, 92, 59, 18, 65, 64, 65, 4, 34, 8, 61, 10, 4, 14, 20, 58, 22, 57, 62, 4, 35, 58, 1, 12]
8 - [20, 6, 4, 0, 1, 281, 52, 59, 811, 24, 77, 75, 132, 4, 43, 8, 364, 43, 4, 16, 28, 131, 32, 149, 459, 4, 452, 72, 1, 134]
9 - [16, 3, 2, 0, 1, 24, 18, 18, 24, 24, 12, 23, 24, 4, 24, 8, 24, 9, 4, 16, 20, 24, 24, 24, 24, 4, 24, 24, 1, 12]
10 - [10, 12, 7, 0, 1, 75, 51, 65, 77, 12, 191, 52, 66, 2, 28, 4, 80, 0, 2, 8, 14, 57, 16, 64, 78, 2, 37, 45, 1, 0]
11 - [20, 10, 7, 0, 1, 73, 58, 64, 75, 23, 52, 88, 72, 4, 40, 8, 78, 21, 4, 16, 28, 73, 29, 72, 74, 4, 57, 65, 1, 34]
12 - [20, 6, 4, 0, 1, 132, 58, 65, 132, 24, 66, 72, 144, 4, 41, 8, 133, 34, 4, 16, 28, 118, 32, 129, 132, 4, 92, 72, 1, 63]
13 - [4, 1, 1, 0, 1, 4, 4, 4, 4, 4, 2, 4, 4, 4, 4, 4, 4, 2, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 1, 2]
14 - [20, 8, 6, 0, 1, 41, 32, 34, 43, 24, 28, 40, 41, 4, 47, 8, 44, 14, 4, 16, 28, 41, 31, 41, 42, 4, 36, 42, 1, 19]
15 - [8, 2, 2, 0, 1, 8, 8, 8, 8, 8, 4, 8, 8, 4, 8, 8, 8, 3, 4, 8, 7, 8, 8, 8, 8, 4, 8, 8, 1, 4]
16 - [20, 8, 6, 0, 1, 277, 54, 61, 364, 24, 80, 78, 133, 4, 44, 8, 371, 42, 4, 16, 28, 127, 32, 148, 365, 4, 237, 72, 1, 130]
17 - [8, 0, 0, 0, 0, 42, 10, 10, 43, 9, 0, 21, 34, 2, 14, 3, 42, 151, 2, 6, 11, 34, 11, 40, 44, 2, 108, 20, 0, 77]
18 - [4, 1, 1, 0, 1, 4, 4, 4, 4, 4, 2, 4, 4, 4, 4, 4, 4, 2, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 1, 2]
19 - [14, 3, 2, 0, 1, 16, 14, 14, 16, 16, 8, 16, 16, 4, 16, 8, 16, 6, 4, 19, 18, 16, 16, 16, 16, 4, 16, 16, 1, 8]
20 - [20, 3, 2, 0, 1, 28, 22, 20, 28, 20, 14, 28, 28, 4, 28, 7, 28, 11, 4, 18, 36, 28, 26, 28, 28, 4, 28, 28, 1, 14]
21 - [20, 3, 2, 0, 1, 127, 50, 58, 131, 24, 57, 73, 118, 4, 41, 8, 127, 34, 4, 16, 28, 148, 32, 125, 127, 4, 92, 72, 1, 63]
22 - [20, 3, 2, 0, 1, 32, 22, 22, 32, 24, 16, 29, 32, 4, 31, 8, 32, 11, 4, 16, 26, 32, 32, 32, 32, 4, 32, 32, 1, 16]
23 - [20, 3, 2, 0, 1, 149, 50, 57, 149, 24, 64, 72, 129, 4, 41, 8, 148, 40, 4, 16, 28, 125, 32, 167, 149, 4, 109, 71, 1, 74]
24 - [20, 5, 3, 0, 1, 280, 52, 62, 459, 24, 78, 74, 132, 4, 42, 8, 365, 44, 4, 16, 28, 127, 32, 149, 469, 4, 289, 74, 1, 135]
25 - [4, 1, 1, 0, 1, 4, 4, 4, 4, 4, 2, 4, 4, 4, 4, 4, 4, 2, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 1, 2]
26 - [20, 3, 2, 0, 1, 189, 34, 35, 452, 24, 37, 57, 92, 4, 36, 8, 237, 108, 4, 16, 28, 92, 32, 109, 289, 4, 752, 53, 1, 185]
27 - [20, 5, 3, 0, 1, 72, 53, 58, 72, 24, 45, 65, 72, 4, 42, 8, 72, 20, 4, 16, 28, 72, 32, 71, 74, 4, 53, 82, 1, 31]
28 - [1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0]
29 - [10, 0, 0, 0, 0, 134, 12, 12, 134, 12, 0, 34, 63, 2, 19, 4, 130, 77, 2, 8, 14, 63, 16, 74, 135, 2, 185, 31, 0, 267]
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example 1: Neighbors obtained using Unrestricted Features
com.android.browser = [40, 20, 70, 10, 100, 40, 40, 40, 40, 20, 70, 10, 100, 40, 20, 70, 10, 100, 40, 40, 40,
40, 20, 70, 10, 100, 20, 70, 10, 100]
LCS-E-D-U:
com.android.vending 5 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
com.buzzfeed.android 6 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
com.cnn.mobile.android.phone 7 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10100’)
LCS-E-F-U:
com.fifa.fifaapp.android 9 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
com.nike.plusgps 19 - (16, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
com.nike.plusgps:remote 20 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
stats-E-D-U:
com.fifa.fifaapp.android 9 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
com.pandora.android 22 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
com.google.android.gsf.login 15 - (8, ’20-70-10-100-20-70-10-100’)
stats-E-F-U:
com.google.android.gms 12 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
com.nike.plusgps:remote 20 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
com.weather.Weather 26 - (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
Neighbors obtained using Restricted Window size and 30mins Time window Features
com.android.browser = [40, 20, 70, 10, 100, 40, 40, 40, 40, 20, 70, 10, 100, 40, 20, 70, 10, 100, 40, 40, 40,
40, 20, 70, 10, 100, 20, 70, 10, 100]
LCS-E-D-U:
(5) com.android.vending (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
(8) com.facebook.katana (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
(11) com.google.android.gm (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
LCS-E-F-U:
(9) com.fifa.fifaapp.android (16, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
(20) com.nike.plusgps:remote (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
(22) com.pandora.android (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
stats-E-D-U:
(9) com.fifa.fifaapp.android (16, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
(13) com.google.android.gms.maps (4, ’20-70-10-100’)
(15) com.google.android.gsf.login (8, ’20-70-10-100-20-70-10-100’)
stats-E-F-U:
(12) com.google.android.gms (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
(26) com.weather.Weather (20, ’20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100-20-70-10-100’)
(3) com.android.mms (0, ”)
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