The basis for learning in ANS's is then described, and compared with classical machine learning. While similar in some ways, ANS learning deviates from tradition in its dependence on the modification of individual _eigh_a to bring about changes in a knowledge representation distributed across connections in a network.
Introduction
Neural networks, parallel distributed processing, and connectlonist models --which we shall collectively refer to as Artificial Neural Syatema or ANS's --represent some of the most active research areas in artificial intelligence (AI) and cognitive science today. The recent excitement is due to the promising qualities artificial neural systems exhibit in addressing challenging questions of intelligence. For instance, characteristic of an ANS is its distribution of knowledge across a network of units. Since these units act in some ways as evaluators of locally competing hypotheses, the computational strengths of ANS's can be exploited in the solution of a broad array of simultaneous constraint satisfaction problems. ANS's have shown promising results for a number of these problems, including content a_idreuable memory, pattern recognition and association, category formation, speech production, and global optimisation (see ). In addition, the distribution of knowledge across a matrix of individual processing units leads to a natural kind of fault tolerance.
Since the failure or loss of small portions of the network does not significantly alter overall system performance, ANS's tend to degrade gracefully. The inherent parallelism of distributed representations make ANS's ideal candidates for implementation on new parallel hardware architectures. Moreover, as crude approximations to biological neural systems, ANS's contribute to a new paradigm for dialogue among many of the disciplines of cognitive science.
But perhaps the most interesting quality, and the central topic of this paper, is the way in which learning is effectively accomplished in ANS's through simple, low-level On the other hand, ANS's exhibit interesting and useful learning capabilities. Generalizations "spontaneously" emerge through an ANS's exposure to, and processing of, input patterns. In multi-layered ANS's, these generalizations result in the construction of "new terms" for internal representations, thereby suggesting solutions to the problem of constructive induction (Rendell 1986). The generalisations that occur in some ANS's are remarkably similar to the results of learning in humans, displaying many of the same strengths and weaknesses.
Further study of the emergent properties of ANS's may therefore lead to a better understanding of the process of human learning.
Finally, while ANS's have already demonstrated useful learning capabilities, the field is new and may yet hold even greater unexplored insights into computational intelligence and learning. This paper presents a general overview of learning within artificial neural systems.
It does not assume familiarity with the terminology or operation of ANS's. Instead, we begin with an introduction to a simple artificial neural unit (section 2.1) and describe the components of a basic network configuration (section 2.2). The unique representation of knowledge within ANS's has a direct bearing on the nature of learning, and we therefore introduce some representational concepts early, in section 2.2. With this background in mind, specific issues surrounding learning in ANS's are examined.
First, we contrast learning in ANS's with learning as it is viewed in traditionai AI domains (section 3.1). We then separately consider the questions of 1) the learnability of a function within a network architecture, and 2) learnabUity given a specific learning rule.
Looking first at the representational capabilities, we demonstrate some constraints imposed by the selection of different network architectures (section 4). Three general classes of learning rules are then introduced, and the capabilities and limitations of specific rules are considered (section 5). This paper strives to provide an introduction and overview of issues important to practical learning within ANS's.
For a more formal analysis of computability and complexity issues see 
Art|flelal Neural Systems
The distinguishing feature of Artificial Neural Systems is the use of many simple but highly interconnected parallel processing units. These units are, to varying degrees, based on the and what it is able to learn with respect to a given learning rule. In this section we will review the basic function of a simple neural unit and discuss how collections of them are organized into networks.
In addition, the manner in which knowledge is represented within a network is described.
(The statements made in this section are generalizations of typical A_NS's and are not intended to be universally applicable to all network designs.)
An Artlflelal Neural Unit
The principal component of an ANS is its processing unit (see Fig. I ). Input signals come into a unit along weighted connections, or "synapses," from neighboring units, and excite (in the case of positive links) or inhibit (for negative links) the unit's "firing" activity. The magnitude of a weight determines how strongly the output of one unit will influence another unit's activity: the larger the absolute weight between two units the greater is the efficacy of the connection, and the stronger the influence.
Typically, the weighted contributions from all inputs are summed to determine an activation isle[ for that unit:
Inputs from units 1 through n are summed together along weighted connections, w, to produce an activatlon value. That activation value is then typlcally thresholded to produce an output value for the unit.
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where at is the level of activation of the ith unit, w. k the weight from unit / to unit i, and oi is the output signal from unit j. While this value represents the unit's "activation,"
it is not usuany the same as the unit's output signal, or. Generally o_ is calculated by applying a non-linear output function, such as the simple step function:°i = if a t <_ P where P is the threshold value at which the unit turns "on. Figure 3 shows examples of a totally connected network and two networks with restricted architectures.
The architecture of an ANS defines the structure used for knowledge representation and processing. Different architectures impose different biases on the functions that can be represented within the network.
As will become evident, knowledge representation In an ANS is quite different from traditional AI approaches. Two forms of knowledge representation can be identified within neural w/stems: 1) the state vector of unit activations, and 2) the representation of the mapping function encoded in the weights. We will consider each of these in detail since they play an important role in our later discussions of learning. 
|. Learning Issues
We now turn to the issue of learning. Aa stem in the introduction, we have chosen to view the general problem of learning as the process of acquiring a function that maps input vectors (stimuli) to output vectors (responses).
To learn this mapping function, a learning system receives a set of training events from which it constructs an internal representation of the function. Considered at this level, learning in ANS's is no different from learning in more traditional system.
In fact, ANS's can be effectively viewed within the context of traditional machine learning paradigm, as is done in section 3.1. The similarities between ANS's and traditional approaches, however, do not carry through to lower levels of analysis where the details of representation and learning become significant.
Section 3.2 considers the importance of the relationship between representation
and learning within ANS's.
|.1. Contrast to Traditional Machine Learning
Machine learning has traditionally been taxonomized into rote learning, learning from example (supervised learning), and unsupervised learning (Michalski et 4/. 1983). Learning in ANS's can be viewed from this same general perspective.
One class of networks, for example, is designed to memorize specific patterns which are later recalled when either the same or a closely related input is presented to the system. Content addressable memories, such as those found in the Hopfield Network (Hopfield 1982) or some of the modek by (Kohonen 1984), exemplify this form of rote-like learning. 1 In contrast, many networks learn from examples to map input patterns into a different set of associated output patterns. During learning, a network of this type is typically provided with an input pattern to which it responds by computing its best guess of the desired output.
A teacher then provides the system with the correct output pattern, allowing the system to adjust the weights between units, if necessary, to bring its internal representation closer to the desired result. Although learning in ANS's can be abstractly viewed from this traditional perspective, there are significant differences as to how learning is performed when compared with other machine learning systems.
The main distinctions concern two issues at the heart of any learning problem: the choice of the problem's representation, and the selection or development of a specific learning procedure.
In traditional machine learning, symbolic representations such as first-order predicate calculus, decision trees, version spaces, schema, etc., are used almost universally to represent knowledge-level information (lVfichaiski et 61. 1983). These representations are the structures upon which the learning procedures directly operate, modifying them to reflect the results of classification.
The learning algorithms employed by various systems are designed around and often critically depend upon the underlying representation chosen for the problem. This situation is the same for ANS's: the learning algorithms are specific to the chosen representation.
The representations used in ANS's, however, are quite different from anything typically found in traditional machine learning. The distribution of knowledge across weighted connections, as described above, is a distinguishing quality of ANS's, and it necessitates a unique approach to learning. 2 More specifically, learning in ANS's is realised through the modification of the connection weights according to a chosen [earn_ag ru/e. Before reviewing some of the different learning rules, we will first look more closely at the relationship between representation and learning in ANS's.
The issue ofrepresentati0n
versus learning in ANS's can be reduced to the following two considerations: 1) the representational capability of the network architecture being used, and 2) the capacity for learning within that architecture given a specific learning rule. T_e first of these concerns whether the architecture of a particular ANS design is capable of representing the function Which is to be learned.
Some 
Representstlonsl Cspsbllltlw
Representational capability and learnkbiUty are concerns central to the problem of learning in ANS's.
In this section we wlil consider the issue of representation within ANS's. Section 5 will focus on the detalis of learning.
For our analysis of representational capabilities it will be conveulent to identify two basic classes of ANS architectures m auto-associative networks and hetero-associative networks.
We will look at the representational capabilities of these classes s The claim that the repremmtafiou within ANS's are distributed across weizhts do_ not mean that they cannot represent more abstract symbolic structures such u trees and schema (see Touretsky 1986). The claim here is that the level at which the lenrninz methods operate is fundamentally di_erent between cls_.sical machine learning sad ANS's. . 3a ). The major distinguishing quality of this class of networks is that the input, output, and state vectors are all one and the same, i.e., every unit of the network participates in the representation of both input and output data (Hinton 1986). This design characteristic means the input and output vectors must be of the same length, and are usually chosen from the samedomain.
Often in these cases the networks are totally connected and the weighted links between units may be bidirectional.
Units may also be connected to themselves, providing direct "feedback" and thereby allowing a unit's current state to affect its next state. 3 Indirect feedback is prominent in auto-associative networks, occurring wherever a cycle exists in the network, as is trivially the case for bidirectional connections.
Computation or processing in an auto-assoclative network is initiated by instantiating an input pattern across the network units, and then, as described earlier, allowing the system to iteratively calculate unit activation levels, and propagate outputs through the net until it settles into a final output state. The output states are the memories stored in the system through learning. During settling, the input patterns are "attracted" to the closest memory state. 4 An an,I. ogy is often drawn between this settling process and the search for a minimum in an energy function. Imagine, for example, an energy surface superimposed over the feature space. Each event or point in the space is associated with a specific energy value. The memories represented in the auto-associative network correspond to minima in this energy surface (see Fig. 4 ). Due to the nature of the settling procedure, processing of the network causes the system to fall from its initial state into the closest energy "well." Figure 5a .
To achieve greater representational
and functional capability requires the addition of hidden uni_.
As described above, hidden units are isolated from the external world in that they do not directly participate in the system's input or output. An ANS with hidden units usually have at least two layers of connecting weights: one layer of weights connecting the input to the hidden units, the other from the hidden to the output units (see Fig. 3@ Fig. 5c ) (Lippmann 1987).
Summary of Representational Capabllitles
What the above analysis shows is that the choice of a particular ANS architecture may result in inherent biases or constraints that restrict the class of representable functions.
In the most general neural network, where every unit is connected to every other unit, there are no inherent representational biases, other than the obvious limits imposed by the finite number of units in the network.
But while a completely connected ANS can mimic the architecture of any partially connected network having the same number of units (i.e., by selectively assigning connective links to zero weights), efl|ciency and learnability considerations often disfavor this most general approach, especially in large networks.
Consequently, the network architectures chosen for practical systems frequently restrict the connections between units. By eliminating potential connections, however, the resulting architecture may be unable to represent certain function classes. Provided the network design permits the representation of the problem's mapping function, a restricted architecture can in many cases improve performance and learning.
Learning Rules
Even ifa particular ANS architecture has the theoreticcapability to model the desiredfunction,there remains the questionof whether the learningrulethat isused willbe ableto produce the appropriaterepresentation. Since long-term representations are distributed acrossthe In the following sections we will examine each class of learning rules in turn. Where possible, limitations and biases imposed by specifc rules will be identifed. Unlike some of the precise representational statements made in the preceding sections, similar constraints imposed by the learning rules have not been identified in all cases. In place of Strict learnability claims, we will often instead use examples of specific learning rules to convey the genera] capabilities of a class of rules. The examples used below are chosen to be representative of the classes of rules in demonstrating their characteristic limitations. Space unfortunately does not permit an exhaustive review of all the significant learning rules.
Co_elstlonai Rules
The inspiration for many A_S learning rules can be traced to the early work of Donald Hebb (1949). Hebb's research on learning in biological systems resulted in the postulate that the efficacy of synapses between two neural units increases when the firing activity between them is correlated.
The hnpl]cation is that the connection from unit A to unit B is strengthened whenever the firing of unit A contributes to the firing of unit B. This rule can be defined formally as:
where Awti is the change in the connective weight from unit j to unit i, and oi and oi are the output levels of the respective units. Notice that the only information alTecting the weight change is "local," m it is derived solely from the levels of activity of the connected units, and not from any knowledge of the global performance of the system. Most A_S learning rules use informstion about the correlated (or anti-correlated) activity of connected units, but what makes a rule fit into the class of correlational rules is that these activities are the only basis for weight changes.
In addition to Hebb's postulate, other correlational learning rules have been proposed for learning in ANS's. One such rule, sometimes termed anti-Hebbian, states that if a unit's firing is followed by a lack of activity at a second unit to which the first unit's signal is being projected, then the connection strength between those two units is diminished (Levy & Desmond 1985) . where o, and o_ are the activation values of individual units i and 3". 6
Using this rule, several memory states can be stored at the same time in the same network. During recall the network is allowed to settle from its initial state into a final resting state which will be the memory closest to the initial state, as described in section 2.3. The number of memory states allowed in a Hopfieid Network before severe degradation of recall occurs is less than .15N, where N is the total number of units in the network (Hopfieid 1982) . If the memory states represented by vectors are orthogonal, then each individual memory will be perfectly recallable, provided the memory capacity is not exceeded.
In practical situations, however, the desired states to be memorized are almost never orthogonal, resulting in a significant decrease in storage capacity.
This limitation on the number and types of memories which can be stored is a result of using a correlational learning rule. Since learning in this case is an additive process, the storage of more than one memory creates additional, unintentional memory states resulting from the linear superpositioning of the stored states. _Vhen the memory capacity is exceeded these "spurious states" dominate, and the recall of valid memories degrades significantly. But even when the absolute memory capacity is not exceeded, recall can be significantly influenced by spurious states when memories are very similar or nearly linearly dependent.
In general, the greater the number of states learned and the less linearly independent they are, the less accurate will be their recall.
Error-Correcting Rules
The ). The general approach in these rules is to let the network produce its own output in response to some input stimulus, after which an external teacher presents the system with the correct or desired result. If the network's response is correct, no weights need be changed (although some systems might use this information to further strengthen the correct result).
If there is an error in the network's output, then the difference between the desired and the achieved output can be used to guide the modification of weights appropriately. Since these methods strive to reach a global solution to the problem of representing the function by taking small steps in the direction of greatest local improvement, they are equivalent to a gradient descent search through the space of possible representations.
The problems with learning rules that perform a gradient descent search will be considered at the end of this section, after we first describe some specific examples.
g.2.1. The Pereeptron
A simple example of an error-correcting rule is the perceptron convergence procedure (Rosenblatt 1962). This learning scheme is as following: 1) if the output of a unit is correct, nothing changes; 2) if its output is "on" when it should have been "off," then the weights from o More complicated learning rules have been propoud which improve the storage and recall capacities of Hopfleld-like networks. These rules, however, typically deviate from the correlational cls_ of learning rules and often require that the memory states be presented -11 at once in batch mode (Denker 1986).
in Artificial Neural Systems Matheus & Hohensee "on" input units are decreased by a fixed amount; 3) if the output was "off_' when it should have been "on," then the weights from "on" input units are increased by a fixed amount. According to the perceptron convergence theorem (Minsky _ Papert 1969), this learning rule is guaranteed to converge to a correct representation, if and only if the desired function is linearly separable. Recall that an ANS with a single layer of weights is restricted to linearly separable functions, so this constraint is inherent to the architecture of the network and not the learning rule itself.
The Delta Learning Rule
The delta learnin0 rule modifies the pereeptron learning procedure slightly (Widrow & Hoff 1960; Rumelhart et aL 1986). The general technique is the same as with perceptrons: the weight of a connection is increased or decreased according to which change will bring the unit's response closer to the desired value. In the delta rule, however, the magnitude of this change varies according to the degree of discrepancy between the desired and achieved states. Formally, the rule defines the change in weight between two units as follows:
where q is a global parameter controlling the rate of learning, and 6_ represents the difference between the desired value of the ith unit and its actual value:
This approach has an advantage over the perceptron learning rule in that the magnitude of the change is proportional to the degree of error. 7 Thus, for small errors that occur when the representation is almost correct, only minor changes are made; for larger errors, which presumably indicate significant misrepresentations, the weight changes are correspondingly greater. This rule, like the perceptron convergence procedure, is also guaranteed to converge to a solution if one exists, s Unfortunately, the delta rule only works for networks without hidden units, and The genera/izeJ de/ta rule is an extension to the delta learning rule which overcomes the credit assignment problem and enables effective learning in multi-layered networks. This rule, devised by Rumelhart, Hinton, and Williams (Rumelhart et _ 1986), works by "propagating" errors back from the output units through to the internal hidden units. The credit assignment problem is solved by calculating the error of an individual hidden unit as the proportional summation (relative to the weights) of the errors of the units it feeds into. Thus, by working backwards from the observed errors in the output units, the errors of the underlying layers of hidden units can be calculated recursively.
The updating of weights follows according to the standard delta rule:
= 6,o I.
In the generalized case, however, the value of 61 di_ers depending upon the type of unit. For output units, 6_ is similar to the 6i of the standard rule, differing only by a factor of the derivative of the activation function.
(For this reason the generalized delta rule requires that the system use an activation function that has a continuous finite derivative.) Hidden units, however, are handled in a more complicated manner involving both the derivative of the activation function and the summation of the _'s from the next higher level units, multiplied by the respective weights. Formally:
where/_(net_)
is the derivative of the activation function with respect to its total input, net_, and the 6i's are the errors of the units receiving input from the ith unit. This recursive function of 6's is implemented in practice by first calculating activation values as described above, computing the changes to output units, and then using the output units' 6's to calculate the error values for the next lower level of hidden units, and so on for all units.
The generalized
delta learning rule is a significant achievement because it provides an effective method for learning in multi-layered networks. This rule has been successfully used to learn non-linearly separable functions such as XOR, parity, and symmetry. Impressive results have also been realized in the NETtalk system (Sejnowskl _ Rosenberg 1986) which learns to read English text aloud, l_ETtalk begins with no prior knowledge of word pronunciation and gradually learns to read words of text verbally through exposure to free speech and words in a dictionary. One disadvantage with this rule (as with other gradient descent models) is that it does not scale well: what works well for a relatively small number of units, becomes exponentially expensive as the number of connections increases beyond a few hundred.
Furthermore, the generalized delta rule requires additional space to record the states of all units during the settling of the network, as well as storage for all of the _'s used during the back propagation of error. We will return to these issues in section 5.2.5.
The Boltsmann Machine
An alternative to the generalized delta learning rule is found in the Boltzmann Machine (Hinton et aL 1984) represented as an input/output vector pair, is presented to the system and the external units are "clamped" (i.e., held in their initial states). The hidden units of the network are allowed to settle to equilibrium through simulated annealing, and then statistics are collected on how often pairs of units are both "on" over a given number of cycles. The system is then allowed to run freely, "unelamped,"
and again statistics of correlated activity are recorded at equilibrium. The two statistical values for each pair of units are subtracted and the resulting sign of this number is used to either increment or decrement the pair's (symmetric) weights by a fixed amount.°This process is repeated several times on a representative set of events. Following training, when the system is later presented with an input vector, the Boltzmann Machine reproduces the most likely output response based on its generalized internal representation of tl_e world.
The Boltzmann
Machine learning rule provides an effective method for learning the weights of hidden units and as such, is capable of learning complex, noniinearly separable mapping functions. A major criticism of the Boltsmann learning rule (and of simulated annealing processes in general) is that it is extremely slow. An inherent requirement in the simulated annealing process is that the "cooling" of the system as it settles into equilibrium must take place slowly, otherwise it is liable to become caught in local minima.
In addition, the Boltzmann learning procedure is basically a gradient descent method and thus, like other systems employing gr_Uent descent, requires exposure to a considerable number of examples in order for it to learn the desired relationships.
For even a relatively simple problem such as a 4-unit to 4--unit decoder (8 units and may instead encounter and become stuck in local minima (maxima), ravines (ridges), etc. An ANS learning rule baaed on these methods might therefore render it impossible for the system to learn a function which it is fully capable of representing within its network architecture.
In general, error-correcting rules work well only on problems in which the representation space is relatively smooth and free of local minima. If a network initially encounters a "bad" set of training examples, it could be led off into some undesirable part of the representational space from which it might never return. Together, these negative qualities have the potential for making an error-correcting learning rule ineffective or impractical for some problem. Whether a given learning problem can be solved with one of these rules is an issue often resolved only through experimentation.
6.$, Unsupervised Learning
The third form of learning in ANS's involves self-organisation in a completely unsupervised environment. In this category of learning rules, the focus is not on how actual unit outputs match against externally determined desired outputs, but rather on adapting weights to reflect the distribution of observed events. The "competitive learning" scheme proposed by Rumelhart and Zipser (1986) offers one approach toward this end.
In this model, units of the network are arranged in predetermined "pools," in which the response by the units to input patterns is initially random.
As patterns are presented, units within the pool are allowed to compete for the right to respond.
That unit which responds strongest to the pattern is designated the winner. The weights of the network are then adjusted such that the response by the winner is reinforced, making it even more likely to identify with that particular quality of the input in the future. The result of this kind of competitive learning is that over time, individual units evolve into distinct feature detectors which can be used to classify the set of input patterns.
g.S.1. Self-Organlsing Feature Maps
The "self--organizing feature maps" of Kohonen (1986) demonstrate a similar form of unsupervised learning.
Kohonen's goal was to provide some insight into how sensory pathways, terminating in the cerebral cortex of the brain, often topologically map aspects of physical stimuli. Although this can be explained in part by the predetermined axonai growth patterns that are genetically encoded, it appears that some of this organization arises dynamically from learning itself. Kohonen provided one possible explanation by proposing learning rules which promote just this type of topologically-directed self-organisation. In his model, weights of the network gradually come to represent qualities or "features" of the input stream, in such a way that topolog/cally dose un/ts w/thln the network respond sim/lar|y to shnflar input examples. In addition, response by the network as a whole is spread out in a way which most effectively covers the probability distribution of the feature space. These "feature maps _' can best be explained by an example.
In the Kohonen model, a layer of input units is totally connected to a higher layer of output units. Each output unit is assigned a weight vector, W, that corresponds to the weights from the input vector to that unit. This vector represents the point in the feature space to which the unit is best "tuned,"
i.e., most sensitive to input. An input vector that is identical or close to a unit's weight vector w/ll excite that unit in proportion to its simi/arity. The unit with minimum distanceisselectedas the winner, and itsweight vectorismodified to make the unit more sensitive to the input vector O. Associatedwith each output unit is a "neighborhood" of nearby units definedby a radiusthat slowlydecreasesin sizeover time. When a unit wins the competitionand has itsweights modified,the weight vectorsof units in the immediate neighborhood are similarlymodified,drawing them closerto the input pattern as well. I°More formally,the weight modificationruleisas follows:
where/V, isthe winning unit'sneighborhood having radius c.
The resultof thislearningruleisthat over time, specific output unitswithin the network learn to respond to particular qualities of the input stream. In addition,neighboringunits are alsopulledtoward a similarresponse,causing unitsof the network to becoming topologically ordered with respectto featuresin the input stream. Thus, unsupervisedlearningsystems of this type do not learn in the senseof findinga representation of a particular mapping function. Instead,the intentionof thesesystems isto clusterthe event space into regionsof high input activity, and assignunitsto respond selectively to these regions.Promise for thisapproach appears greatestin the development of hierarchical systems consisting of severallayersof competitive clusters (Rumelhart eta[.1986).
The Hedonlstle Neuron
The unsupervised learning schemes can be implemented using only local information about the activities of individual units. This isaccomplished by using a combination of excitatoryand inhibitoryconnectionsbetween output units (Kohonen 1984) . In a sense,each unit can be viewed as seeking to maximize itsown activity.This localization of purpose isthe basisforthe notion of the _hedonistic _ neuron (Klopf 1982). Klopf su_ests the best approach to learningmay be through the use of "self-interested" units seekingto satisfy themselves. In recentexperiments, Klopf (1986)has shown how a "drive-reinforcement _ model of learningforindividual units can reproduce the classic S-shaped learningcurve. Pursuing relatedideas, Barto and Sutton (1985) have shown that practical short-and long-term learningcan be achievedthrough the use of simple "goal-seeking _ units.Their systems demonstrate learningremarkably similarto classical conditioningobserved in animals. 
5.S.S. Summary of Unsupervised Learning Rules
It is difficult to make general comments on the types of problems that can be solved with unsupervised learning rules, such as the ones made for the other two classes of rules. One observation is that for the system to produce useful clusters it is necessary that the features describing the input space be appropriately selected; otherwise useful clusters may not exist in the event space. But this is a problem that holds for any learning rule, and the intention of unsupervised learning schemes is merely to identify regularity wherever it exists. Learning rules that use a measure of the difference between input and weight vectors, such as competitive learning, behave similarly to gradient descent search; they are thus plagued by many of the same problems as hill climbing.
In particular, the changes made to the weights in these cases must be small, otherwise the units may jump around sporadically in the feature space. Small steps imply the need for large training sets, which in practice may amount to thousands of input examples.
Kohonen and others attempt to solve this problem by beginning with large readjustment increments and gradually decreasing them with experience. The problem of local minima does not appear be as severe in these systems.
At least part of the reason can be attributed to there being no "correct" solution to which these systems are expected to converge.
6.
This paper reviewed several issues confronting learning in artificial neural systems.
In particular, we examined two central concerns, the nature of learnable representations within ANS's designs, and the different forms of learning rules used to encode representations within the connective weights of a network. The choice of a network's architecture imposes certain inherent biases which bear directly on the kinds of functions that can ultimately be represented within the network.
The 
