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a b s t r a c t
A ﬁnite difference technique for solving the FENE-CR (Finite Extendable Non-linear Elastic – Chilcott and
Rallison) closure constitutive model in complex ﬂows has been developed and tested. The governing
equations are solved using a Marker-and-Cell type method on a staggered grid. The momentum equation
is integrated employing an implicit method while the FENE-CR constitutive equation is approximated by
a second-order Runge–Kutta scheme. To demonstrate that the numerical technique can cope with com-
plex ﬂows governed by the FENE-CR model, three ﬂow problems were analysed: the fully-developed
channel ﬂow, the 2D cross-slot ﬂow and the impacting drop problem. The analytic solution for fully-
developed channel ﬂow of FENE-CR ﬂuids with a solvent viscosity is also presented for validation
purposes. This ﬂow problem is used to verify the numerical method and to quantify its accuracy by com-
paring numerical results of fully-developed channel ﬂow with the analytic solution. The second ﬂow is
employed to assess whether the numerical methodology is capable of capturing the purely-elastic insta-
bilities predicted in the literature for 2D cross-slot conﬁned ﬂows. Additionally, the complex free surface
ﬂow corresponding to the ﬁlling of a 2D cross geometry has also been investigated. The last problem con-
cerns the ﬂow dynamics of a FENE-CR ﬂuid drop impacting on a rigid surface, which allows the assess-
ment of the capability of the model to deal with free surfaces. The effects of varying the Reynolds
number, the Weissenberg number and the ﬁnite extensibility of the polymer molecules ðL2Þ on the result-
ing ﬂow patterns are analysed.
 2013 Elsevier B.V. All rights reserved.
1. Introduction
Problems involving deformation of viscoelastic ﬂuids in com-
plex ﬂow conﬁgurations are important in many applications,
including ink-jet printing devices, extrusion ﬂows, ﬁlament
stretching, contraction ﬂows and cross-slot ﬂows. Therefore, there
is an industrial interest in accurately predicting complex ﬂows, and
a variety of numerical techniques for simulating viscoelastic ﬂuid
ﬂows have been proposed over the years by many researchers.
Among the differential constitutive models studied, the Oldroyd-
B, Upper-Convected Maxwell (UCM), Phan–Thien–Tanner (PTT),
eXtended Pom–Pom (XPP), FENE-CR, FENE-P and Giesekus models
have been investigated (e.g. see [1–7]). The problems investigated
include the jet buckling and impacting drop [1–9], extrudate swell
[9,10], cross-slot ﬂow [5,11–14], contraction ﬂows [4], among
others.
In this work, we are concerned with two-dimensional (2D)
numerical simulations of viscoelastic ﬂows described by the
FENE-CR constitutive equation with a Newtonian solvent contribu-
tion. We deal speciﬁcally with three benchmark problems: fully-
developed ﬂow in a channel [15–17], ﬂow in a cross-slot geometry
[11–14] and the impacting drop problem [1–3,6–8]. The cross-slot
geometry has been employed for extensional rheology measure-
ments and, more recently, to investigate purely-elastic ﬂow
instabilities of viscoelastic ﬂuids. Gardner et al. [18] presented
experimental results showing the onset of an elastic instability in
the cross-slot ﬂow problem. Arratia et al. [19] turned back to this
problem and reported two different types of elastic instabilities
in a microﬂuidic cross-slot geometry. In the ﬁrst instability the
ﬂow became deformed and asymmetric, but remained steady and
a second instability, characterized by the transition to an unsteady
ﬂow with non-periodic ﬂuctuations, was observed at higher strain
rates. Poole et al. [13] used a numerical technique to solve the UCM
constitutive equation and successfully predicted the steady
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asymmetry under creeping ﬂow conditions resulting from the ﬁrst
instability. They also showed that inertia reduces the magnitude of
the asymmetry and promotes ﬂow stability, while at Reynolds
numbers ðReÞ of Re ¼ 0:01 and 0.1 the ﬂow dynamics was essen-
tially similar to that found under creeping ﬂow conditions. More
recently, Rocha et al. [14] extended the previous studies using inﬁ-
nitely extensionable models (UCM and Oldroyd-B ﬂuids) to ﬁnite
extendable non-linear elastic models (FENE-P and FENE-CR mod-
els) and provided quantitative data for ﬂows in planar cross-slot
geometries with sharp and rounded corners. The effects of ﬁnite
extensibility of the model dumbbell, Weissenberg number ðWiÞ
and concentration of polymer solution on the ﬂow were numeri-
cally analysed. The loss of ﬂow symmetry caused by the instability
in the cross-slot geometry was identiﬁed recently by Wilson [20]
as one open problem in the mathematical modeling of the ﬂow
of non-Newtonian ﬂuids. According to Wilson [20], numerical
and analytical works addressing predictions of the corresponding
linear instability beyond the bifurcation point are scarce. There-
fore, it is worth to study further this problem both numerically
and theoretically. In this work, we examine the ﬁrst kind of insta-
bility employing a different numerical technique from that used by
Rocha et al. [14] and we also investigate whether our method can
qualitatively and quantitatively predict the same ﬂow instabilities.
Furthermore, in order to demonstrate the ability of the numerical
code to solve viscoelastic free surface ﬂows, we solve the ﬁlling
of the cross-slot geometry, which involves the progression of a free
surface boundary.
In the context of viscoelastic free surface ﬂows, the impacting
drop problem has been studied by a number of researchers.
Numerical simulations of the impacting drop problem using the ﬁ-
nite difference method (FDM) and the front-tracking technique
were presented by Tomé et al. [2] and Oishi et al. [7]. In the former,
the authors investigated the viscoelastic behavior of the Oldroyd-B
model while the latter analysed the inﬂuence of the various rheo-
logical parameters that characterize the XPP ﬂuid. By using the
smoothed particle hydrodynamics (SPH) methodology, Fang et al.
[3] and Raﬁee et al. [6] studied this free surface ﬂow numerically
using an Oldroyd-B ﬂuid. Recently, Jiang et al. [8] compared FDM
and SPH methods applied to simulate an Oldroyd-B drop impact
and spreading on a rigid wall, while Jiang et al. [1] simulated the
viscoelastic drop impact of a XPP ﬂuid using an improved SPH
method.
In this work, we present a ﬁnite difference technique for simu-
lating two-dimensional ﬂows described by the FENE-CR model
with a Newtonian solvent contribution and apply the methodology
to investigate the cross-slot ﬂow and the drop impact problems.
Firstly, to verify the numerical technique, an analytic solution for
fully-developed channel ﬂow is derived and used to conﬁrm the
correctness and accuracy of the numerical code employed to solve
fully-developed ﬂow. In the ﬁrst application, by assuming low Re
ﬂow conditions, a range of L2 and Wi values is studied for ﬁve
meshes with different reﬁnement levels. Secondly, varying Re
and Wi, we investigated the inﬂuence of the extensibility parame-
ter L2 on the spreading of a FENE-CR ﬂuid drop. Although other
codes have been developed to solve these problems, detailed
numerical studies, considering, for example, reﬁned meshes and
the inﬂuence of the rheological parameters that characterize the
FENE-CR model, have received relatively little attention. Therefore,
we expect that the results of this paper can be used not only to test
numerical methods but also to beneﬁt the understanding of rheo-
logical behavior on the cross-slot ﬂow and the drop impact
problems.
The remaining of this paper is organized as follows: in Section 2,
the governing equations, boundary conditions and details of the
numerical method are presented. Section 3 provides a veriﬁcation
of the methodology by simulating viscoelastic free surface ﬂows in
a channel and in Section 4, numerical results obtained in the sim-
ulation of planar cross-slot and impacting drop problems are pre-
sented and discussed. Conclusions are summarized in Section 5.
The derivation of the analytic solution for fully-developed ﬂow of
FENE-CR ﬂuid with a Newtonian solvent contribution is detailed
in Appendix A.
2. Mathematical formulation
The system of dimensionless equations representing isother-
mal, incompressible, viscoelastic ﬂows governed by the FENE-CR
constitutive equation can be described as:
r  u ¼ 0; ð1Þ
@u
@t
¼ r  ðuuÞ  rpþ b
Re
r2uþr  sþ 1
Fr2
g; ð2Þ
s ¼ ð1 bÞ
ReWi
f ðtrðAÞÞðA IÞ; ð3Þ
@A
@t
¼ r  ðuAÞ þ A  ruþ ðruÞT  A 1
Wi
f ðtrðAÞÞðA IÞ; ð4Þ
where t is the time, u is the velocity vector, p is the pressure, g is the
gravitational ﬁeld, and s and A are the extra-stress and conforma-
tion tensors, respectively. The dimensionless quantities Fr ¼ Uﬃﬃﬃﬃ
gH
p ,
Re ¼ qUHg0 ;Wi ¼ k
U
H are the Froude, the Reynolds and the Weiss-
enberg numbers, respectively, where H and U denote characteristic
length and velocity scalings for each problem, g and q are the accel-
eration of gravity and ﬂuid density, respectively, and k is the ﬂuid
relaxation time. The amount of Newtonian solvent is controlled
by the dimensionless solvent viscosity coefﬁcient, b ¼ gSg0, where
g0 ¼ gS þ gP denotes the total shear viscosity; gS and gP represent
the Newtonian solvent and polymeric viscosities, respectively. The
function f depends on the trace of A, according to
f ðtrðAÞÞ ¼ L
2
L2  trðAÞ : ð5Þ
We note that the non-Newtonian extra-stress tensor and the
pressure were normalized as s ¼ s=qU2 and p ¼ p=qU2, where
the variables with a star are in dimensional form (most authors
alternatively use the form s ¼ s=ðg0U=HÞ and p ¼ p=ðg0U=HÞ).
To obtain a solution of the previous system of equations, it is
necessary to specify appropriate initial and boundary conditions,
which are described in the next section.
2.1. Initial and boundary conditions
We consider two-dimensional ﬂows in a Cartesian coordinate
system. The initial conditions for velocity and conformation tensor
are u ¼ 0 and A ¼ I, respectively.
On rigid boundaries, the no-slip condition ðu ¼ 0Þ is employed
for the momentum equation and for the constitutive equation
the conformation tensor A is calculated directly from Eq. (4) simi-
larly as was done in [22] for the polymer stress. The non-Newto-
nian tensor s is updated from Eq. (3).
At inlets, the normal velocity component is speciﬁed and the
tangential velocity component is set to zero. On exits, the homoge-
neous Neumann condition is applied. The conformation tensor at
the inlet is always consistent with the imposed velocity proﬁle:
if the velocity u is assumed uniform, then the conformation tensor
is set as A ¼ I; when a fully-developed parabolic velocity proﬁle is
used, the analytic expressions for the fully-developed components
of the conformation tensor A are applied (see Appendix A).
On the ﬂuid free surface, it is necessary to impose special
boundary conditions for the velocity and pressure ﬁelds. We shall
consider unsteady free-surface ﬂows of a ﬂuid moving into a
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passive atmosphere (which wemay take to be at zero relative pres-
sure). In the absence of surface tension effects, the normal and tan-
gential components of the total stress must be continuous across
any free surface, so that on such a surface (see [21])
n  r  nT ¼ 0 and m  r  nT ¼ 0: ð6Þ
The total stress tensor is given by
r ¼ pIþ sS þ s; ð7Þ
where sS ¼ 2bReD is the Newtonian solvent contribution tensor and
D ¼ 12 ½ruþ ðruÞT  is the rate of deformation tensor.
In Eq. (6), n represents a unit vector normal and external to the
surface, andm is a unit vector tangent to the free surface. In the 2D
ﬂows investigated here it sufﬁces to consider the two components
n ¼ ðnx; nyÞ and m ¼ ðny; nxÞ in which case the stress conditions
(6) can be written as
p ¼ b 2
Re
@u
@x
n2x þ
@u
@y
þ @v
@x
 
nxny þ @v
@y
n2y
 
þ sxxn2x þ 2sxynxny
þ syyn2y ; ð8Þ
b
Re
2
@u
@x
 @v
@y
 
nxny þ @u
@y
þ @v
@x
 
n2y  n2x
  
þ ðsxx  syyÞnxny
þ sxy n2y  n2x
 
¼ 0: ð9Þ
2.2. Details of the numerical method
The governing Eqs. (1)–(3) are solved by a MAC ﬁnite-difference
method using the strategy of Oishi et al. [22], which combines the
projection method with an implicit technique for the treatment of
the pressure ﬁeld on free surfaces. The GENSMAC (GENeralized
Simpliﬁed Marker-And-Cell) [23] methodology is used to solve
the momentum and the mass conservation equations on a stag-
gered grid. More details about the classiﬁcation of cells and dis-
cretization of the equations at the free surface can be found in [23].
The numerical method applied in this work is an adaptation of
the algorithm proposed in [22] for solving viscoelastic free surface
ﬂows. In that paper, the authors employed the rheological equation
formulated in terms of the extra-stress tensor for solving XPP ﬂuid
ﬂows. Therefore, the methodology described in [22] will serve as a
basis to implement the FENE-CR model represented in terms of the
conformation tensor constitutive equation.
Firstly, we assume that at time t ¼ tn the variables uðx; tnÞ ¼
uðnÞ; pðx; tnÞ ¼ pðnÞ, sðx; tnÞ ¼ sðnÞ;Aðx; tnÞ ¼ AðnÞ and the markers’
positions xðtnÞ ¼ xðnÞ are known. To update the solutions of these
variables at t ¼ tn þ dt, the following steps are solved:
Step 1: Obtain provisional values for the conformation A and
extra-stress s tensors. For this purpose, the constitutive Eq. (4) is
discretized using the second-order accuracy Runge–Kutta (RK21)
method. Note that Eq. (4) can be written in the form
@A
@t
¼ Fðu;AÞ; ð10Þ
where
Fðu;AÞ ¼ r  ðuAÞ þ ½A  ruþ ðruÞT  A  1
Wi
f ðtrðAÞÞ½A I:
ð11Þ
Now, by using the explicit forward Euler discretization in Eq. (10),
we can compute the intermediate conformation tensor ﬁeld eAðnþ1Þ
by
Fig. 1. Deﬁnition of the computational domain for 2D channel ﬂow.
Fig. 2. Numerical results obtained at time t ¼ 3:5 on mesh M50. Proﬁles of the following variables: (a) u, (b) Axx , (c) Axy and (d) Ayy .
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eAðnþ1Þ ¼ AðnÞ þ dtFðuðnÞ;AðnÞÞ: ð12Þ
Once eAðnþ1Þ is known, we calculate an intermediate non-Newtonian
tensor ~sðnþ1Þ from Eq. (3), namely
~sðnþ1Þ ¼ ð1 bÞ
ReWi
f ðtrðeAðnþ1ÞÞÞ½eAðnþ1Þ  I: ð13Þ
Step 2: Calculate a provisional velocity ﬁeld ~uðnþ1Þ. Following
the ideas behind the projection method (see in [22]) to decouple
the Navier–Stokes equations, the provisional velocity ﬁeld ~uðnþ1Þ
is obtained from Eq. (2). In this work we employ an implicit time
discretization to calculate ~uðnþ1Þ, i.e.,
~uðnþ1Þ
dt
 b
Re
r2~uðnþ1Þ ¼ u
ðnÞ
dt
r  ðuuÞðnÞ  rpðnÞ þ r  ~sðnþ1Þ
þ 1
Fr2
g; ð14Þ
where the boundary conditions for ~uðnþ1Þ are the same as those for
the ﬁnal velocity uðnþ1Þ, to be determined below, and pðnÞ is an
approximation to pðnþ1Þ.
Step 3: Solve the Poisson equation for the potential function w:
it can be shown that the velocity ﬁeld ~uðnþ1Þ possesses the correct
vorticity at time tnþ1 but it does not necessarily satisfy mass
conservation [24]. Therefore, there exists a potential function w
such that uðnþ1Þ ¼ ~uðnþ1Þ  rwðnþ1Þ where, by enforcing continuity,
r2wðnþ1Þ ¼ r  ~uðnþ1Þ: ð15Þ
The boundary conditions required for solving this Poisson equation
are the homogeneous Neumann conditions for rigid walls and in-
ﬂows, while homogeneous Dirichlet conditions are applied at out-
ﬂows. In order to maintain the stability of the numerical scheme
applied to low Reynolds free surface ﬂows, the implicit formulation
proposed in [22] that derives equations for wðnþ1Þ on the free surface,
is employed. In generic form, these equations can be summarized as
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Fig. 3. Numerical and analytic solutions obtained at the middle of the channel of FENE-CR ﬂuid ﬂow using Re ¼ 0:2;Wi ¼ 0:4; b ¼ 0:3 and L2 ¼ 100: (a) u, (b) Axx and (c) Axy at
time t ¼ 50 in the location x ¼ 5H. The solid lines correspond to the exact solutions while the numerical solutions on meshes M30 and M50 are represented by symbols.
Table 1
Relative errors calculated at the middle of the channel (x ¼ 5) for each mesh
employed.
Meshes EðuÞ EðAxxÞ EðAxyÞ
M20 1.513e03 5.483e03 3.339e03
M30 6.753e04 2.443e03 1.468e03
M40 3.817e04 1.376e03 8.373e04
M50 2.445e04 8.814e04 5.360e04
0.00025
0.0005
0.001
0.002
0.004
1/50 1/40 1/30 1/20
Fig. 4. Variation of the relative l2-norm with mesh size (log–log scales) and lines of
slope 2 illustrating second-order convergence of the numerical method.
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wðnþ1Þ
dt
 2b
Re
@2wðnþ1Þ
@y2
 !
n2x þ
@2wðnþ1Þ
@x2
 !
n2y  2
@2wðnþ1Þ
@x@y
 !
nxny
" #
¼ 2b
Re
 @~v
ðnþ1Þ
@y
 
n2x 
@~uðnþ1Þ
@x
 
n2y þ
@~uðnþ1Þ
@y
þ @~v
ðnþ1Þ
@x
 
nxny
 
þ ð~sxxÞðnþ1Þn2x þ 2ð~sxyÞðnþ1Þnxny þ ð~syyÞðnþ1Þn2y
h i
 pðnÞ: ð16Þ
The combination of Eqs. (15) and (16) leads to a large non-symmet-
ric linear system which can be solved efﬁciently by the bi-conjugate
gradient method (see in [22]).
Step 4: Compute the ﬁnal velocity ﬁeld from equation:
uðnþ1Þ ¼ ~uðnþ1Þ  rwðnþ1Þ; ð17Þ
which is deduced from the projection method [22].
Step 5: Compute the ﬁnal pressure ﬁeld by solving the following
equation:
pðnþ1Þ ¼ pðnÞ þ w
ðnþ1Þ
dt
: ð18Þ
Step 6: Calculate the ﬁnal tensors Aðnþ1Þ and sðnþ1Þ. In the second
stage of the RK21 scheme, the ﬁnal conformation tensor Aðnþ1Þ is
obtained by solving
(a) (b)
Fig. 5. Cross-slot geometry: (a) Division of the ﬂow domain in blocks I, II, III, IV and V. (b) Scheme of ﬂow rates Q ;Q1 and Q2.
Table 2
Number of cells employed in each block of meshes M1 and M2 (cross-slot).
Meshes/Blocks I II III IV V
M1ðdh ¼ 1=25Þ 125 25 25 25 25 125 25 125 125 25
M2ðdh ¼ 1=50Þ 250 50 50 50 50 250 50 250 250 50
-4
-3
-2
-1
 0
 1
-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
Fig. 6. Velocity gradient proﬁle for Newtonian ﬂuid ﬂow along the centerline
2 6 x 6 2; y ¼ 0. Comparison between our numerical solution and the results
presented in [14].
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-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
(a) (b)
Fig. 7. Numerical simulation of cross-slot ﬂow of a FENE-CR ﬂuid with Re ¼ 0:01;Wi ¼ 0:2; L2 ¼ 200 and b ¼ 0:1: (a) velocity proﬁle juj for 1 6 x 6 þ1; y ¼ 0 and (b) mesh
reﬁnement results of the proﬁle of the velocity gradient along the centerline 2 6 x 6 þ2; y ¼ 0.
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Aðnþ1Þ ¼ AðnÞ þ dt
2
½FðuðnÞ;AðnÞÞ þ Fðuðnþ1Þ; eAðnþ1ÞÞ; ð19Þ
where eAðnþ1Þ has been calculated from Eq. (12). Finally, we can up-
date the ﬁnal values for the non-Newtonian tensor sðnþ1Þ using (3),
namely,
sðnþ1Þ ¼ ð1 bÞ
ReWi
f ðtrðAðnþ1ÞÞÞ½Aðnþ1Þ  I: ð20Þ
Step 7: Update the markers positions. The last step in the algo-
rithm is to move the markers to their new positions. This is per-
formed by solving
dx
dt
¼ u; ð21Þ
for each particle using the second-order RK21 scheme that is de-
scribed in detail in Oishi et al. [7].
3. Veriﬁcation of the code: simulation of fully developed
channel ﬂow
To verify the correctness of the implementation of the numeri-
cal method proposed in this work, the ﬁlling of a two-dimensional
channel (as shown in Fig. 1) was simulated. The simulation started
with an empty channel. The ﬂuid was injected at the entrance of
the channel which was gradually ﬁlled. At the beginning, there
was a moving free surface toward the channel exit.
At the channel entrance, the analytic proﬁles for the streamwise
velocity uðyÞ and the components of the conformation tensor A
were imposed according to Eqs. (A.1), (A.4) and (A.6) (see Appendix
A). The following data were used: Re ¼ 0:2, Wi ¼ 0:4; b ¼ 0:3 and
L2 ¼ 100. We simulated this problem using four uniform meshes:
M20 : 20 200 cells ðdh ¼ 1=20Þ;M30 : 30 300 cells ðdh ¼ 1
=30Þ;M40 : 40 400 cells ðdh ¼ 1=40Þ and M50 : 50 500 cells
ðdh ¼ 1=50Þ. To illustrate the behavior of the FENE-CR ﬂuid in the
Table 3
Bifurcation values obtained for the ﬂow of a FENE-CR ﬂuid in a cross-slot geometry
with mesh M2 using b ¼ 0:1 and Re ¼ 0:01 for various values of Wi: column (a)
L2 ¼ 100 and (b) L2 ¼ 200 (critical conditions are indicated in bold).
(a) L2 ¼ 100 (b) L2 ¼ 200
Wi jDQ j Wi jDQ j
0.00 0.000 0.00 0.000
0.35 0.001 0.30 0.000
0.40 0.007 0.38 0.059
0.41 0.028 0.39 0.258
0.42 0.229 0.40 0.378
0.43 0.351 0.41 0.462
0.455 0.526 0.45 0.663
0.46 0.551 0.50 0.787
0.60 0.839 0.60 0.894
0.70 0.894 0.70 0.934
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7
Fig. 8. Variation of asymmetry parameter DQ for different values ofWi: comparison
with the results presented by Rocha et al. [14] for the FENE-CR model.
Fig. 9. Zoomed view of the streamlines in the cross-slot (mesh M2) for Re ¼ 0:01 and various values of Wi: (a) Newtonian ﬂuid, Wi ¼ 0, (b) Wi ¼ 0:4, (c) Wi ¼ 0:42, and (d)
Wi ¼ 0:6. FENE-CR model with L2 ¼ 100 and b ¼ 0:1.
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channel ﬂow problem, Fig. 2 displays the contours of the stream-
wise velocity u and of the components of the conformation tensor
A at the dimensionless time t ¼ tðU=HÞ ¼ 3:5 obtained on mesh
M50. We point out that at time t ¼ 3:5 the channel is still being
ﬁlled and the contours are not parallel which shows the transient
state of the ﬂow. At time t ¼ 50, the channel is completely ﬁlled
and the contour lines are all parallel indicating that steady state
ﬂow has been reached (not shown here for conciseness).
In order to assess the accuracy of our code, a convergence study
for the variables u;Axx and Axy was performed at the middle of the
channel ðx ¼ 5HÞ. The results obtained on the four meshes were
compared with the corresponding analytic solutions. For clarity,
only the results obtained on meshes M30 and M50 are displayed
in Fig. 3 where it can be observed that the numerical solutions
are in very good agreement with the analytic solutions.
The convergence of the numerical method was computed by
using the Euclidean norms (l2-norm) of the relative errors ðEðÞÞ be-
tween the analytic and numerical solutions on each mesh. The re-
sults displayed in Table 1 and Fig. 4 exhibit the variation of the
errors with mesh size. It can be seen that the errors decrease with
second-order accuracy (corresponding to the slope of the lines
shown). These results conﬁrm the second-order accuracy of the
numerical method for solving the FENE-CR model for two-dimen-
sional channel ﬂows.
4. Numerical results for complex ﬂows
In this section, the FENE-CR solver developed in this work is
applied to investigate two-dimensional complex ﬂows. Results ob-
tained in the numerical simulation of the ﬁlling of the 2D cross-slot
set-up by a FENE-CR ﬂuid and the spreading of a FENE-CR droplet
impacting on a rigid plate are presented. The meshes used in the
following sections were uniform with spacing dx ¼ dy ¼ dh.
4.1. Planar cross-slot problem
The cross-slot ﬂow is an important benchmark problem that has
been used to investigate purely-elastic instabilities that can occur
in low Reynolds number ﬂows of viscoelastic ﬂuids in two and
three dimensions (see for example [11–14]). It is a conﬁguration
commonly employed when strong extensional ﬂows are desirable
such as in extensional viscosity measurements [25–27] and in sin-
gle molecule studies [28], among other applications. Rocha et al.
[14] provided quantitative numerical data for cross-slot ﬂows of
FENE-CR and FENE-P ﬂuids in planar cross-slot geometries with
sharp and rounded corners. They analysed the effects of ﬁnite
extensibility, Weissenberg number and solvent viscosity ratio
using a ﬁnite volume method.
In the present paper, we investigated whether the observed
ﬂow features reported by Rocha et al. [14] can be predicted by
our ﬁnite difference method. To this purpose, we simulated the
ﬂow of FENE-CR ﬂuids with a Newtonian solvent in a planar
cross-slot geometry and compared our results with those obtained
in [14]. We used Re ¼ 0:01 (here chosen as Re ¼ qUHg0 where H repre-
sents the width of the channel) and the ﬂow domain employed in
the computation is displayed in Fig. 5. In this geometry there are
two opposite inﬂows and two opposite outﬂows, as shown in
Fig. 5(b). On the inlets the analytic solutions for fully-developed
ﬂow for velocity and extra-stress components (see Eqs. (A.1),
(A.4) and (A.6) in Appendix A) were imposed while on the outﬂows
and rigid boundaries the conditions described in Section 2.1 were
assumed. All channels had the same width H while for the channel
lengths (represented by blocks I, III, IV, and V in Fig. 5(a)) the value
5H was used. The dimensions of the blocks shown in Fig. 5(a) are:
Block I: 5:5 6 x 6 0:5;0:5 6 y 6 0:5, Block II: 0:5 6 x; y
6 0:5, Block III: 0:5 6 x 6 0:5;5:5 6 y 6 0:5, Block IV: 0:5 6
x 6 0:5; 0:5 6 y 6 5:5 and Block V: 0:5 6 x 6 5:5;0:5 6 y 6 0:5.
The meshes used to simulate this problem are detailed in
Table 2.
We simulated ﬁrst the cross-slot ﬂow of a Newtonian ﬂuid on
meshes M1 and M2 (see Table 2) and Fig. 6 shows the good agree-
ment between the predicted velocity gradient @u=@x along the
y ¼ 0 centerline and the data of Rocha et al. [14].
For the FENE-CR model, we used the meshes M1 and M2 de-
scribed in Table 2 to simulate the ﬂow characterized by
Re ¼ 0:01,Wi ¼ 0:2; L2 ¼ 200; b ¼ 0:1. Fig. 7(a) displays the velocity
proﬁle juj for1 6 x 6 1 and y ¼ 0, while Fig. 7(b) shows the veloc-
ity gradient for 2 6 x 6 2 and y ¼ 0. Good agreement between
the solutions obtained on both meshes M1 and M2 is observed,
demonstrating the numerical convergence of the results.
To supply additional results on this problem, we performed a
quantitative comparison with the bifurcation data obtained by
the FENE-CR solver developed in this work using mesh M2 and
those presented by Rocha et al. [14] (see Table 3 and Fig. 8). The
bifurcation variable is the ﬂow rate imbalance DQ deﬁned as
DQ ¼ ðQ2  Q1Þ=Q where Q ¼ UH is the total ﬂow rate per unit
depth imposed at the two inlets which is split into the ﬂow rates
Q1 and Q2 at the center of the cross ﬂowing in the direction of
the upper and lower outlets (see Fig. 5b) [14]. If DQ ¼ 0 then
Q1 ¼ Q2 which corresponds to a symmetric ﬂow. Otherwise, if
Table 4
Deﬁnition of meshes M3;M4 and M5 (cross-slot).
Meshes/Blocks I II III IV V
M3; dh ¼ 1=30 150 30 30 30 30 150 30 150 150 30
M4; dh ¼ 1=40 200 40 40 40 40 200 40 200 200 40
M5; dh ¼ 1=60 300 60 60 60 60 300 60 300 300 60
Table 5
Bifurcation values (jDQ j) obtained for the ﬂow of a FENE-CR ﬂuid in a cross-slot
geometry on meshes M3, M4 and M5 for L2 ¼ 100. For comparison, the results
obtained on mesh M2 are also shown. Critical values are indicated in bold.
Wi M3 M4 M2 M5
0.10 0.0006 0.0003 0.0001 0.0002
0.20 0.0006 0.0002 0.0001 0.0002
0.30 0.0006 0.0001 0.0007 0.0007
0.35 0.0006 0.0016 0.0018 0.0016
0.40 0.0006 0.0133 0.0076 0.0020
0.41 0.00055 0.0595 0.0280 0.0030
0.42 0.2797 0.2447 0.2297 0.1994
0.43 0.3765 0.3602 0.3511 0.3306
0.46 0.5541 0.5527 0.5511 0.5495
0.50 0.6834 0.6885 0.6893 0.6885
0.60 0.8287 0.8371 0.8390 0.8373
Table 6
Flow asymmetry values obtained on mesh M2 for the free surface ﬂow of a FENE-CR
ﬂuid in a cross-slot geometry using b ¼ 0:1, Re ¼ 0:01 and various values of Wi for
L2 ¼ 100 and L2 ¼ 200. Comparison with the results obtained in conﬁned ﬂows
presented in Table 3.
(a) L2 ¼ 100 (b) L2 ¼ 200
Wi jDQ j-free
surface
jDQ j-
conﬁned
Wi jDQ j-free
surface
jDQ j-
conﬁned
0.00 0.000 0.000 0.00 0.000 0.000
0.35 0.000 0.001 0.30 0.000 0.000
0.40 0.006 0.007 0.38 0.055 0.059
0.41 0.017 0.028 0.39 0.257 0.258
0.42 0.229 0.229 0.40 0.374 0.378
0.43 0.350 0.351 0.41 0.463 0.462
0.455 0.524 0.526 0.45 0.662 0.663
0.46 0.549 0.551 0.50 0.791 0.787
0.60 0.845 0.839 0.60 0.909 0.894
0.70 0.887 0.894 0.70 0.931 0.934
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DQ > 0 this implies that Q2 > Q1 which indicates more ﬂuid com-
ing from the left ﬂowing down to the vertical channel. The maxi-
mum value for DQ is 1 ðQ1 ¼ 0Þ and the minimum is DQ ¼ 1
ðQ2 ¼ 0Þ. The results displayed in Table 3 and Fig. 8 show that
the ﬁnite difference solver developed in this work is capable of
capturing the ﬁrst instability, where the steady ﬂow transitions
to a steady asymmetric ﬂow. Although the bifurcation diagrams
are qualitatively similar to those of Rocha et al. [14], there is a
non-negligible difference in terms of the critical values. The pres-
ent simulations were carried out on a uniform mesh, whereas
those of Rocha et al. [14] were obtained by solving the governing
equations using a ﬁnite volume method on a non-uniform mesh
[14,30]. Speciﬁcally, in the present numerical methodology the
asymmetry appears at smaller values of Wi (Wi ¼ 0:42 for
L2 ¼ 100 andWi ¼ 0:39 for L2 ¼ 200) than those obtained by Rocha
et al. [14] (Wi ¼ 0:46 for L2 ¼ 100 and Wi ¼ 0:41 for L2 ¼ 200).
With regard to L2 ¼ 100, Fig. 9 shows that the streamlines are sym-
metric for Wi up to 0.4 (see Fig. 9(a), Fig. 9(b)) while a small in-
crease in the value of Wi (see Fig. 9(c)) causes the appearance of
a small asymmetry and forWi ¼ 0:6 the ﬂow is strongly asymmet-
ric (see Fig. 9(d)).
4.2. Convergence study of the cross-slot ﬂow through mesh reﬁnement
To verify the convergence of the numerical method, the cross-
slot problem was simulated on meshes M3;M4 and M5 deﬁned
in Table 4 and the critical values of Wi were calculated. The same
input data used in Section 4.1 were employed. The results of these
(a)
(b)
(c)
(d)
(e)
Fig. 10. Zoomed view of contour plots of syy for FENE-CR ﬂuids along time for: (a) Newtonian ﬂows (Wi ¼ 0), (b)Wi ¼ 0:3, (c)Wi ¼ 0:39, (d)Wi ¼ 0:45, and (e)Wi ¼ 0:6. There
are moving free surfaces inside the cross-slot channels until t  10.
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simulations are displayed in Table 5 where it can be seen that the
critical values encountered are basically the same for all the
meshes employed. These results conﬁrm those obtained using
meshesM1 andM2 presented in Table 3 and show the convergence
of the numerical technique with mesh reﬁnement applied to the
cross-slot ﬂow.
4.3. Numerical simulation of cross-slot ﬂow with free surfaces
To demonstrate the ability of the ﬁnite difference code to sim-
ulate free surface ﬂow instabilities, the cross-slot problem involv-
ing free surfaces was also investigated. The simulations started
with an empty cross-slot domain. The ﬂuid was injected through
Fig. 11. Numerical simulation of the impacting drop problem using the FENE-CR model with L2 ¼ 50 (Re ¼ 5:0;Wi ¼ 1:0; b ¼ 0:1; Fr ¼ 2:26) on mesh M2. Illustration of the
drop deformation and contours of the horizontal velocity for different dimensionless times: (a) t ¼ 1:0, (b) t ¼ 1:5, (c) t ¼ 2:0, (d) t ¼ 2:3, (e) t ¼ 3:0, (f) t ¼ 3:8, (g) t ¼ 4:0, and
(h) t ¼ 5:0.
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Fig. 12. Numerical predictions of the time evolution of the normalized width of the drop: comparison of FENE-CR model with L2 ¼ 2000 (present work) and the results
obtained with an Oldroyd-B ﬂuid ([3,7]) for Fr ¼ 2:26;Re ¼ 5;Wi ¼ 1:0 and b ¼ 0:1.
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the two entrances, where the analytic solutions for fully developed
ﬂow were imposed, and the cross channels were progressively
ﬁlled. At the front of the ﬂuid, the boundary conditions imposed
were the free surface stress conditions given by Eqs. (8) and (9).
The input data used for simulating the free surface cross-slot ﬂow
of the FENE-CR ﬂuid was the same data applied previously, namely,
Re ¼ 0:01; b ¼ 0:1, L2 ¼ f100;200g and mesh M2.
In these simulations, the ﬂuid crossed the outﬂows at approxi-
mately t ¼ 10 and henceforth the cross-slot channels were com-
pletely full of ﬂuid without any free surface. Table 6 displays the
values of DQ after steady state has been established. It is seen that
they are very close to those obtained in the computation of the
fully conﬁned ﬂow. Thus, the computation of the ﬁlling process
of the cross slot did not change the transitions found in the fully
conﬁned case in terms of the critical values of Wi and DQ.
These results are substantiated by Fig. 10 which displays con-
tour plots of syy for ﬂows with Wi ¼ f0;0:3;0:39;0:45;0:6g and
L2 ¼ 200. We can see that the Newtonian ﬂuid ﬂow and the
FENE-CR viscoelastic ﬂuid ﬂow at Wi ¼ 0:3 are symmetric; at
Wi ¼ 0:39 the ﬂow starts becoming asymmetric and the asymme-
try progressively increases with Wi. Even though the critical value
of Wi and DQ are the same for the conﬁned and free surface ﬂow
cases, there are some effects of the free surface on the transition
process. For instance, for Wi ¼ 0:6, the ﬂow becomes asymmetric
earlier in time than the ﬂow with Wi ¼ 0:45 (and 0:39) due to
the different stress history at and around the stagnation point.
Fig. 10 shows that at time t ¼ 9, the ﬂow corresponding to
Wi ¼ 0:6 is undergoing the elastic transition before the ﬂuid exits
the channel outlet whereas the lowerWi ﬂow becomes asymmetric
later when the ﬂuid has gone through the outﬂow so that there is
no free surface within the domain. These results are compatible
with the requirement that the higher the value of Wi, the smaller
the pertubation required to induce the instability.
To summarize, both the conﬁned and free surface ﬂows show
the same ﬂow transitions at essentially the same critical Wi value
and for higher Wi the asymmetry of the ﬁlling channel anticipates
in time the transition from symmetric to asymmetric ﬂow relative
to the fully conﬁned case.
4.4. Impacting drop problem
In this section we consider the impacting drop problem. We
analyse the time evolution of the shape of a drop of a FENE-CR li-
quid that is released from a distance H above a stationary plate.
We used the following data in the simulations: drop diameter
D ¼ 2 cm; initial velocity of the drop U ¼ 1:0 ms1; clearance be-
tween released point and plate H ¼ 4 cm and g = 9.81 ms2. We
deﬁne the Reynolds number as Re ¼ qUDg0 while the Weissenberg
number is adopted as Wi ¼ UkD . To demonstrate the convergence
of the numerical method the impact drop problem was simulated
using two meshes: mesh M1 with 156 156 cells (dh ¼ 0:025)
and mesh M2 with 312 312 cells (dh ¼ 0:0125).
The time evolution of the ﬂow produced by the FENE-CR drop is
displayed in Fig. 11 where we can observe three stages of the drop
evolution. The ﬁrst stage starts after the drop impacted the plate
and spreads out radially maintaining its concave shape (see
Fig. 11(b)–(d)); the second stage begins at time t ¼ 3 when, due
to elastic forces, the sign of the horizontal velocity of the drop is
inverted and the drop suffers a contraction and there is a formation
of a dome (see Fig. 11(e) and (f)). The third stage occurred within
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Fig. 13. Numerical simulation of drop impact with Fr ¼ 2:26,Wi ¼ 1:0 and b ¼ 0:1 using meshM1. Numerical predictions of the time evolution of the dimensionless width of
a FENE-CR ﬂuid drop: inﬂuence of Re and L2.
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Fig. 14. Numerical simulation of drop impact with Fr ¼ 2:26, Re ¼ 5:0 and b ¼ 0:1 using meshM1. Numerical predictions of time evolution of the dimensionless of the width
of a FENE-CR ﬂuid drop: inﬂuence of Wi and L2 on the drop width.
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the dome shaped drop, where the horizontal velocity changes
again its sign and the drop spreads radially (see Fig. 11(f)–(h)).
To compare with the results presented by Fang et al. [3] and
Oishi et al. [7] who used the Oldroyd-B model, the following
parameters were employed: Fr ¼ 2:26;Re ¼ 5;Wi ¼ 1:0, b ¼ 0:1.
In the FENE-CR equation, we set L2 ¼ 2000 which is a sufﬁciently
large value for the results obtained with the FENE-CR model to
approximate those from the Oldroyd-B model. In these simula-
tions, the dimensionless time-step used in meshes M1 and M2
were dt ¼ 2:0 104 and 1:0 104, respectively.
The variation of the dimensionless width of the viscoelastic
ﬂuid drop with the dimensionless time t ¼ tU=D is displayed in
Fig. 12. For comparison, the results obtained by Fang et al. [3]
and Oishi et al. [7] using the Oldroyd-B model are also shown in
Fig. 12. The FENE-CR solutions approximate the Oldroyd-B results
and agree very well with the data of Oishi et al. [7] and Fang
et al. [3]. Moreover, the numerical solutions obtained on the two
meshes are similar, which shows the convergence of the method
with mesh reﬁnement.
To provide further results on the impacting drop problem, we
investigated the inﬂuence of the ﬁnite extensibility parameter
and of the Reynolds number on the time evolution of the drop
width. We employed mesh M1 and Wi ¼ 1; b ¼ 0:1; Fr ¼ 2:26 and
performed simulations using Re ¼ 0:1, 1 and 5; for each value of
the Reynolds number, simulations with L2 ¼ 50 and 2000 were car-
ried out. The time evolution of the width of the drop is displayed in
Fig. 13, where it can be seen that for Re ¼ 1 and 5 the change in L2
produced similar results, thus the effect of L2 on the width of the
drop is not too pronounced; however, at the higher Re ¼ 10 case
it is clearly more intense. The combined inﬂuences of L2 and Wi
were also investigated and the corresponding results are shown
in Fig. 14 where it can be seen that for Wi ¼ 0:25 the change in
the value of L2 did not cause signiﬁcant variations in the width of
the drop due to the small viscoelastic effect at such low Wi. How-
ever, as theWeissenberg number increases the effect of L2 becomes
more evident, as expected due to the increase in the viscoelastic
behavior.
5. Conclusions
This work presented a ﬁnite difference technique for solving
two-dimensional complex ﬂows governed by the FENE-CR consti-
tutive equation. The analytic solution for fully-developed channel
ﬂow was presented and employed to assess the convergence with
mesh reﬁnement and accuracy of the numerical method developed
herein. The code was then applied to investigate ﬂuid instabilities
that can occur in cross-slot ﬂows in the context of conﬁned and
free surface ﬂows. The results obtained in these studies were com-
pared with the ﬁnite volume predictions of Rocha et al. [14] and
fair agreement between the two solutions was found. In spite of
using a completely different numerical method, we predicted the
same type of ﬂow instabilities as Rocha et al. [14] and the differ-
ence with our criticalWi number was modest. To demonstrate that
the numerical method developed in this work can deal with ﬂows
with complex moving free surfaces, the code was also applied to
the simulation of the spreading of a drop impacting on a rigid plate.
The time evolution of the drop width for a high value of L2 was
monitored and the results were compared with those given by
Fang et al. [3] and Oishi et al. [7] for the Oldroyd-B model. Mesh
reﬁnement was employed and it was shown that, by using a large
value for the extensibility parameter L2, the FENE-CR solutions
converged to the Oldroyd-B predictions of Oishi et al. [7]. The inﬂu-
ence of the extensibility parameter L2 on the spreading of the im-
pact drop for different Reynolds and Weissenberg numbers was
also examined, for L2 ¼ 50 and 2000. The results showed that for
low Re and small Wi, the predictions of the drop width with
L2 ¼ 50 and 2000 were similar. However, for higherWi the changes
in the width of the drop were more noticeable for varying L2
values.
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Appendix A
Consider the shear ﬂow of a FENE-CR ﬂuid between parallel
plates ð0:5 6 y 6 0:5Þ, as illustrated in Fig. 1.
For fully-developed ﬂow, the velocity proﬁle is the same as for a
Newtonian ﬂuid due to the constant shear viscosity of the FENE-CR
model:
uðyÞ ¼ 1:5ð1 4y2Þ: ðA:1Þ
The constitutive equation leads to the following variable com-
ponents of the conformation tensor (note that Ayy ¼ Azz ¼ 1 and
Axz ¼ Ayz ¼ 0),
2Wi
du
dy
Axy ¼ f ðtrðAÞÞ½Axx  1; ðA:2Þ
Wi
du
dy
¼ f ðtrðAÞÞAxy: ðA:3Þ
From Eq. (A.1) we obtain the proﬁle of the velocity gradient,
du
dy ¼ 12y. The ratio between Eqs. (A.2) and (A.3) allow us to obtain
the following relation involving Axx and Axy:
Axx ¼ 1þ 2ðAxyÞ2; ðA:4Þ
which can be substituted in Eq. (A.3) to yield
12Wi y ¼ L
2
L2  3 2ðAxyÞ2
Axy: ðA:5Þ
This quadratic equation can be easily solved to obtain the fully-
developed transverse proﬁle of Axy:
Axy ¼
L2 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
L4 þ 1152ðL2  3ÞWi2y2
q
48Wi y
: ðA:6Þ
The Axx component is now easily computed from Eq. (A.4). A
similar derivation based on the non-Newtonian stress tensor was
presented earlier in [29].
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