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HURWITZ THEORY OF ELLIPTIC ORBIFOLDS, II
PHILIP ENGEL
Abstract. An elliptic orbifold is the quotient of an elliptic curve by
a finite group. In 2001, Eskin and Okounkov proved that generating
functions for the number of branched covers of an elliptic curve with
specified ramification are quasimodular forms for SL2(Z). In 2006, they
generalized this theorem to the enumeration of branched covers of the
quotient of an elliptic curve by ±1, proving quasi-modularity for Γ1(2).
In 2017, the author generalized their work to the quotient of an elliptic
curve by 〈ζN 〉 for N = 3, 4, 6, proving quasimodularity for Γ1(N).
In these works, both Eskin-Okounkov and the author had to assume
that there was at least one orbifold point of order N over which there was
no ramification. Here we remove that assumption, with the caveat that
the generating functions are only quasimodular for Γ(N). We deduce
the following corollary: Let h6(~κ, q) be the generating function whose q
n
coefficient is the number of surface triangulations with 2n triangles, such
that the set of non-zero curvatures is κi. Here the curvature of a vertex
is six minus its valence. Then under the substitution q = e2piiτ , the
function h6(~κ, q) is a quasimodular form for Γ1(6) with weight bounded
in terms of ~κ. This statement in turn implies that the Masur-Veech
volume of any stratum of sextic differentials is polynomial in pi.
Introductory remarks
This work is a continuation of [5] from 2017, which proved a special case
of the main theorem here. Rather than significantly revise [5], I decided it
would be more useful to keep the precursor to this paper available, rather
than to hide its origins. In addition, it provides much more background. As
described in [5], the main application of Theorem 7.6 is that the generating
function for flat surfaces tiled by a unit equilateral triangle in a stratum
of sextic differentials lies in a ring of quasi-modular forms for Γ1(6). I
recommend starting with [5] first, if flat surfaces are your field of interest.
On the other hand, for those who are unconcerned with the enumeration of
tilings, this paper stands alone as the computation of the q-trace of certain
operators on the fermionic Fock space.
More precisely, we compute the trace of a product of vertex operators on
L⊗N , where L is the charge zero subspace of Fock space—a vector space with
a basis vλ indexed by partitions λ = {λ1 ≥ λ2 ≥ . . . }. Define the operators
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H and E0(z) on L by the actions
Hvλ = |λ|vλ
E0(z)vλ =
∑
i
eλi−i+
1
2 vλ.
Then, the trace that we compute is
trL⊗N
⊗
r mod N
(
qHE0(zr,1) . . . E0(zr,nr)Ψr
) ◦RN
where Ψr is a vertex operator with specified coefficients and RN is the oper-
ator which cyclically rotates the tensor factors of L⊗N . The resulting trace
is a contour integral of a function expressed in terms of Jacobi theta func-
tions of level Γ(N) in the z variables and q. We conclude that the Taylor
coefficients in the zr,i variables are quasimodular forms. Quasimodularity of
generating functions of triangulations follows from the N = 6 case, general-
izing the result in [6] to all genera.
7. Vertex operators associated to quotients and cores
Recalling the notations in Sections 3, 4, and 5 of [5]. Denote by V a
vector space with a basis indexed by half-integers
V := span {i : i ∈ 12 + Z}.
The half-infinite wedge or Fock space Λ∞/2V is the vector space spanned by
all formal symbols
i1 ∧ i2 ∧ i3 ∧ · · ·
such that ij > ij+1 and ij+1 = ij−1 for all j  0. See [9] for an introduction
to the half-infinite wedge. Define an inner product 〈·∣∣·〉 on Fock space by
declaring these symbols orthonormal. We call this basis the fermionic basis.
The charge C subspace is the subspan of symbols for which ij = −j+ 12 +C
for all j  0. The shift operator S on Fock space increases all ij by 1.
Then S sends the charge C subspace isomorphically to the charge C + 1
subspace. The charge zero subspace L has a basis indexed by partitions
λ = {λ1 ≥ λ2 ≥ λ3 ≥ . . . } of all integers:
vλ := λ1 − 1 + 12 ∧ λ2 − 2 + 12 ∧ λ3 − 3 + 12 ∧ · · · .
See Figure 1. There is a tensor product decomposition by charge
Λ∞/2V = L⊗ C[Z]
such that the fermionic basis can be written as vλ⊗C, the charge C subspace
is L⊗ C, and the shift acts by C 7→ C + 1 on the second tensor factor.
Define the energy operator H on Fock space by the action
H(vλ ⊗ C) = (|λ|+ 12C2) vλ ⊗ C.
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Figure 1. The Young diagram of a partition λ, transformed
into the associated half-infinite wedge vλ. We think of vλ as
an infinite sequence of beads on a string, with possible posi-
tions at the set of half-integers 12 + Z, ordered in decreasing
order left to right. All slots sufficiently far to the left are
empty, and all slots sufficiently far to the right are occupied.
Then the eigenspace of H
∣∣
L with eigenvalue n is spanned by vλ as λ ranges
over the partitions of n. Recall that the Heisenberg algebra is the Lie algebra
Ce⊕
⊕
n 6=0
Cαn
such that e is central and [αn, αm] = nδn,−me. Define an action of the
Heisenberg algebra on V by αn(i) = i− n. There is an induced Lie algebra
action on Fock space by
αn : i1 ∧ i2 ∧ i3 ∧ · · · 7→ i1 − n ∧ i2 ∧ i3 ∧ · · ·+
i1 ∧ i2 − n ∧ i3 ∧ · · ·+ . . .(1)
where the usual rules of a wedge product are used to rewrite the right-hand
side in terms of the basis of Fock space. Note that since ij+1 = ij − 1 for
all j  0, the righthand sum is in fact finite. Then αn and α−n are adjoint
with respect to 〈·|·〉 and preserve the charge. While e acts by zero on V , it
must act by the identity on Λ∞/2V for (1) to define a representation. We
say the representation on Fock space has central charge 1. A vertex operator
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is an expression of the form
ψ+(c) := exp
(∑
n>0
cn
αn
n
)
or ψ−(c) = exp
(∑
n<0
cn
αn
n
)
.
Strictly speaking, ψ−(c) does not act on Fock space, since applying it to a
basis vector gives an infinite linear combination. If we complete Fock space,
then for appropriate choices of constants {cn} the expressions converge.
Define an analytic function of z depending on a partition λ as follows:
e(λ, z) :=
∞∑
i=1
e(λi−i+
1
2
)z.(2)
Observe that since λi = 0 eventually, this function admits a meromorphic
continuation to all C via the geometric series formula. Then we may define
a function pk(λ) on partitions as the kth Taylor coefficient in the expansion
of e(λ, z) about z = 0:
e(λ, z) =
1
z
+
∑
k≥1
pk(λ)
zk
k!
.
The functions pk(λ) play an essential role in the Gromov-Witten or Hur-
witz theory of an elliptic curve, see Eskin-Okounkov [3] and Okounkov-
Pandharipande [8]. Following these references, we define an operator which
acts diagonally in the vλ basis of L by
E0(z)vλ = e(λ, z)vλ.
There is an expression for the action of E0 on L in terms of vertex operators,
see e.g. formula (33) of [4]:
E0(lnx) = 1
x1/2 − x−1/2 [y
0] exp
∑
n6=0
(xy)n − yn
n
αn
 .(3)
The N -quotients λr/N for r = 0, . . . , N − 1 of the partition λ are con-
structed as follows: Define the subset
Tr(λ) := {λi − i+ 12 : λi − i ≡ r mod N}.
Then wedge the elements of Tr(λ) together to produce an element (vλ)r ∈
Λ∞/2Vr where Vr is the subspace of V defined by
Vr := span {i : i ∈ 12 + r +NZ}.
Then there is a unique integer Cr(λ), which we call the r/N -charge of λ
such that the isomorphism Vr → V sending
i 7→ 1N (i− r − 12) + 12(4)
sends (vλ)r to a basis element of Fock space of charge Cr(λ). Shifting by
−Cr(λ) produces a basis vector vλr/N of L, which defines the rth quotient
partition λr/N . We say λ is N -decomposable if and only if the charges
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Cr(λ) = 0 for all r. Equivalently, the Young diagram of λ admits a de-
composition into N -rim hooks, also called N -ribbons, see Section 3 of [5] for
more details. More generally, if we remove as many N -ribbons as possible
from λ, the remainder is the N -core λmod N , which is determined uniquely
by the charges Cr(λ). These integers form a point in the AN−1-lattice
AN−1 :=
{
(C0, . . . , CN−1) ∈ ZN :
∑
Ci = 0
}
.
We may collect the inverses of the isomorphisms Vr → V from (4) into an
isomorphism Λ∞/2V → (Λ∞/2V )⊗N which breaks a half-infinite wedge into
the sub-wedges lying in a given congruence class mod N . Decomposing by
charge, we have an isomorphism
L⊗ C[Z]→ L⊗N ⊗ C[ZN ]
vλ ⊗ C 7→ ±(vλ0/N ⊗ · · · ⊗ vλN−1/N )⊗ (C0, . . . , CN−1)
(5)
such that
∑
Cr = C. We will clarify the sign later. We define an operator
Er/N0 (z) which can be thought of as only acting on the rth tensor factor in
a manner analogous to E0(z)
Er/N0 (z)vλ := e(λr/N, z)vλ.
Remark 7.1. It is possible to express Er/N0 (z) in terms of E0(z) by observing∑
j∈Tr(λ)
ejz =
1
N
∑
s (N)
ζ−(r+
1
2
)sE0(z + 2piisN )
= e
(
NCr+
2r+1−N
2
)
zEr/N0 (Nz),
but it is unnecessary to do so, as we will mostly work with the righthand
side of (5) as opposed to the lefthand side.
The operator qH on Fock space itself decomposes as a tensor product of
operators with respect to (5) as
qH = (qNH0 ⊗ · · · ⊗ qNHN−1) ⊗ qQ(C0, ..., CN−1)
where Q is the quadratic polynomial
Q(C0, . . . , CN−1) =
N ||~C||2
2
+
N−1∑
r=0
(
r + 1−N2
) · Cr.(6)
When restricted to L, the charge zero subspace, Q gives the formula for the
size of the N -core of a partition in terms of its charges [7].
Define shift operators Sr which act by Cr 7→ Cr + 1 and trivially on all
other r/N -charges. Then applying a composition of shift operators and
their inverses corresponds to changing the N -core of λ without changing its
quotients. In particular, define
Sη :=
∏
r mod N
SCr(η)r
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where η is some N -core. Thus if λmod N = η, the partition associated to
S−1η vλ is N -decomposable. Note that Sη and S−1η are adjoint isometries with
respect to 〈·∣∣·〉. Let RN be the rotation operator which cyclically rotates the
factors of the tensor decomposition (5), acting both on L⊗N and the charge
lattice ZN . Then, RN cyclically permutes the r/N -charges, so that
Cr(RN (η)) = Cr−1(η).
We now recall some definitions from [5]:
Definition 7.2. Let η be an N -core. The η-weight of a partition is
wN,η(λ) :=
 ±uη
〈1〉〈N − 1〉
〈0〉2 if λ
modN = η
0 otherwise.
Here 〈a〉 denotes the product of the hook lengths of λ congruent to a mod
N , and uη is the unique constant making wN,η(η) = 1. The sign is defined
so that Theorem 7.9 below is true.
In [5], we defined an enlargement of the algebra of shifted symmetric
functions to be the ring functions on partitions generated by the Taylor
coefficients of E0(z + 2piriN ). Here, we give a slightly different definition:
Definition 7.3. The cyclotomic enlargement of the algebra of shifted sym-
metric functions is the ring of functions on partitions
ΛN := C[pk(λr/N )].
Remark 7.4. This definition differs from that in [5], but not when one
restricts to the set of all λ with the same N -core—Definition 7.3 gives a ring
of functions which is insensitive to applying the shift operators Sr, unlike
the functions prk(λ) from [5].
Finally, we define the following generalization of the Bloch-Okounkov
bracket [1] (N = 1 and η = ∅) and the pillowcase bracket (N = 2 and
η = ∅) of Eskin-Okounkov [4].
Definition 7.5. Let η be an N -core. Let f be a function from the set of
partitions to C. Its η-bracket is
〈f〉wN,η :=
∑
λ f(λ)wN,η(λ)q
|λ|/N∑
λ wN,∅(λ)q|λ|/N
.
This definition also differs slightly from [5], where the exponent of q is
not divided by N . We may now state the main theorem of this paper:
Theorem 7.6. The image of 〈 · 〉wN,η : ΛN → C[[q1/N ]] lies in the ring of
quasimodular forms for Γ(N).
The relevance of this theorem lies in that fact that when N = 1, 2, 3, 4, 6
the brackets wt 〈f〉wN,η fully determine the Hurwitz theory of the elliptic
orbifold E/〈ζN 〉. For instance, as shown in Section 2 of [5] this theorem
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implies that generating functions of triangulations with fixed curvatures are
quasimodular forms.
Definition 7.7. The η-weighted n-point function is
FN,η
(
z1 . . . zn
r1 . . . rn
)
:=
〈
e(z1, λ
r1/N ) . . . e(zn, λ
rn/N )
〉
wN,η
.(7)
Remark 7.8. To prove Theorem 7.6, it suffices to show that the Taylor
coefficients [zk11 . . . z
kn
n ] of this function are quasimodular forms for Γ(N)—
this in turn implies that the η-bracket of any monomial in the pk(λ
r/N )’s is
quasimodular, and these form a C-basis for ΛN . The strategy (now common
for such questions) is to explicitly compute (7) by realizing it as the trace of
a product of operators on Fock space. We are nearly already able to do so,
as the Er/N0 (z) operators act diagonally in the fermionic basis of L, as does
qH/N . But we do not yet possess a vertex operator whose diagonal entry for
vλ is wN,η(λ). This main technical obstacle is resolved in Theorem 7.9.
Define an enlargement of the Heisenberg algebra action as follows. Let
α
r/N
n be the operator on Fock space induced by the following action on V :
αr/Nn (i) =
{
i−Nn if i− 12 ≡ r mod N
0 otherwise.
We now have the machinery to describe the N -core operators WN,η whose
diagonal entries are the η-weights:
Theorem 7.9. Let η be an N -core with charges Cr := Cr(η). Define
ψη :=exp
( ∑
n>0
r mod N
(Cr−1 − Cr)α
r/N
n
n
)
,
WN :=exp
 ∑
n∈Z\NZ
αn
n
 .
Define the operator
WN,η := Sη ◦ ψ−Tη ◦WN ◦ ψR−1N (η) ◦ S
−1
η .
Then we have
〈vλ
∣∣WN,η ∣∣ vλ〉 = wN,η(λ) :=
 ±uη
〈1〉〈N − 1〉
〈0〉2 if λ
modN = η
0 otherwise.
Here 〈a〉 denotes the product of the hook lengths of λ congruent to a mod N ,
and uη is the unique constant making wN,η(η) = 1.
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Proof. For the remainder of the proof, let vµ := S
−1
η vλ. The theorem is
equivalent to showing that wN,η(λ) = 〈vµ |ON,η | vµ〉 where
ON,η := exp
( ∑
n<0
r mod N
(Cr−1 − Cr)α
r/N
n
n
)
◦WN ◦ exp
( ∑
n>0
r mod N
(Cr − Cr+1)α
r/N
n
n
)
.
For any given µ, we may compute a matrix entry of ON,η by taking the
determinant of a minor of the matrix entries of ON,η acting on a truncation
V N` = span{i : |i| ≤ N`− 12}.
This step is justified because ON,η is a product of upper and lower unitri-
angular matrices. It is useful to re-index the basis vectors by setting
ei = i+
1
2 −N`
so that i ∈ {0, . . . , N`− 1}. On V N` the action of αn is
αn(ei) = α
n
1 (ei) =
{
i− n if i− n ≥ 0
0 otherwise
and the action of α
r/N
n is given by
αr/Nn (ei) = α
r/N
1 (ei) =
{
ei−Nn if i− 12 ≡ r mod N and i−Nn ≥ 0
0 otherwise.
We now compute the matrix entry 〈ei |ON,η | ej〉. We have
exp
( ∑
n>0
r mod N
(Cr − Cr+1)α
r/N
n
n
)
ej = exp
(∑
n>0
(Cj − Cj+1)α
j/N
n
n
)
ej
=
∑
k≥0
ej−Nk [yNk](1− yN )Cj+1−Cj
because exp
(∑
n>0
yNn
n
)
= (1 − yN )−1. We may similarly compute the
action of the leftmost term in ON,η on ei to conclude that
〈ei |ON,η | ej〉 = [xiyj ] (1− y
N )Cj+1−Cj
(1− xN )Ci−Ci−1
∑
k,l≥0
xkyl 〈ek |WN | el〉 .
The matrix entries of WN on V
N` were computed in [5] to be:∑
k,l≥0
xkyl 〈ek |WN | el〉 = 1
1− xy ·
1− x
(1− xN )1/N ·
(1− yN )1/N
1− y .
Expanding by the binomial theorem, we conclude that 〈ei |ON,η | ej〉 is
the [xiyj ] coefficient of∑
a,b,c≥0
(−1)a+b
(
Ci−1 − Ci − 1N
a
)(
Cj+1 − Cj + 1N
b
)
(xaN − xaN+c+1)ybN+c.
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Observe that 〈ei |ON,η | ej〉 = 0 unless either i ≡ 0 (N) or i ≡ j+ 1 (N). Let
bη(i) :=
i∏
r=1
{r +N(Ci − Ci−1)
∣∣ r ≡ 1 mod N}
{r ∣∣ r ≡ 0 mod N} and
cη(j) :=
j∏
r=1
{r +N(Cj − Cj+1)
∣∣ r ≡ −1 mod N}
{r ∣∣ r ≡ 0 mod N} .
Simple manipulations with binomial coefficients show that
〈ei |ON,η | ej〉 = bη(i)cη(j)
whenever i ≡ 0 (N) and j 6≡ −1 (N). We now compute the “interesting”
matrix entries for which i ≡ j + 1 (N). Let a = b iN c and b = b jN c and
assume for convenience that i 6≡ 0 and b > a. By applying the identity(
X
0
)( −X
b− a
)
+ · · ·+
(
X
a
)(−X
b
)
=
(
b+X
a
)(
a−X
b
)
to X = Ci−1 − Ci − 1N , we compute
〈ei |ON,η | ej〉 = (−1)a+b+1
(
b+X
a
)(
a−X
b
)
=
bη(i)cη(j)
NC[j] + j − i−NC[i]
.
Similar computations give the same answer when i ≡ 0 (N), j ≡ −1 (N).
Thus, we have computed all the entries:
〈ei |ON,η | ej〉
bη(i)cη(j)
=
 (NC[j] + j − i−NC[i])
−1 if i ≡ j + 1 (N)
1 if i ≡ 0, j 6≡ −1 (N)
0 otherwise.
(8)
We have that
〈vλ |WN,η | vλ〉 = 〈vµ |ON,η | vµ〉 = det 〈ei |ON,η | ej〉i, j∈{µk−k+N`}.
This minor of 〈ei |ON,η | ej〉 can be put into N ×N block form
∗ ∗ · · · ∗ ∗
∗ 0 · · · 0 0
0 ∗ · · · 0 0
...
...
...
...
0 0 · · · ∗ 0
(9)
by collecting the indices which lie in each congruence class mod N . More
precisely, the (r, s)-block is the matrix
〈eµi−i+`N |ON,η | eµj−j+`N 〉µj−j≡sµi−i≡r .
This requires reordering the rows and columns by the same permutation,
and does not change the determinant. Most blocks are zero according to
(8), whereas the (0, s)-blocks for s 6= N − 1 are all rank 1 matrices—up to
rescaling rows of the above matrix by bη(µi − i + `N) and the columns by
cη(µj − j + `N), these (0, s)-blocks will have all entries equal to 1 by (8).
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The width of the rth row of blocks of (9) is
nr := #{µi − i+ `N ≥ 0 : µi − i ≡ r mod N}.
We now apply an argument from [5] to show all nr are equal. We first
remark that for 0 ≤ r ≤ N − 2, the determinant of (9) vanishes unless
nr − 1 ≤ nr+1 ≤ nr.
The upper bound is immediate because the (r+ 1, r)-block is the only non-
zero entry in the (r+ 1)th row. On the other hand, the only other non-zero
entry in the rth column is the (0, r)-block, which has rank one. This gives
the lower bound. Similar logic applied to the (0, N − 1)-block implies that
nN−1 ≤ n0 ≤ nN−1 + 1.
Next, observe there is at most one r ∈ {0, . . . , N−2} such that nr > nr+1 as
otherwise the (0, N−1) block cannot have the correct proportions. Therefore
Nn0 ≥
∑
nr ≥ Nn0 − (N − 1).
Since nr = Cr(µ) + `, we have
∑
nr = N` is divisible by N . Therefore
〈vλ |WN,η | vλ〉 = 0 unless all blocks in (9) are square , i.e. Cr(µ) = 0 for all
r. Equivalently, λ must have N -core equal to η. This verifies the theorem
in the case where wN,η(λ) = 0.
If λmod N = η, the determinant is, up to sign, the product of the deter-
minants of the (r+ 1, r)-blocks. We apply the Cauchy determinant formula
det
(
1
xk − y`
)
=
∏
k<l(xk − x`)(y` − yk)∏
k,l(xk − y`)
to each block to conclude
〈vλ |WN,η | vλ〉 = ±
∏
i,j
bη(µi − i+N`)cη(µj − j +N`)·
{µj − µi + i− j ≡ 0 mod N}2
{µj − µi + i− j +NCµj−j −NCµi−i ≡ ±1 mod N}
.
(10)
Roughly, for each r ≡ ±1 mod N the number of times r appears in the
numerator will be the number of r-hooks of λ, whereas for each r ≡ 0 mod N
the number of times r appears in the denominator will be twice the number of
r-hooks. But this heuristic is not accurate for small r. We show this “error”
exactly accounts for the factor uη which appears in wN,η(λ). This requires an
interesting combinatorial argument which we relegate to Appendix A. 
We now return to the analysis of the η-weighted n-point function defined
in (7). It is convenient to change variables by setting xi = e
zi . Then by
Theorem 7.9 we have
FN,η
(
z1 . . . zn
r1 . . . rn
)
=
trL q
H/NEr1/N0 (lnx1) . . . Ern/N0 (lnxn)WN,η
trL qHWN
.
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For notational compactness, we write the above function as FN,η(z, r) where
z = (z1, . . . , zn) and r = (r1, . . . , rn). Since all operators but WN,η act
diagonally in the fermionic basis, the only contribution to the trace in the
numerator is from the subspace
L⊗N ⊗ (Cr(η))
which is spanned by the vλ for which λ
mod N = η. First, we move the
left-hand shift operator in
WN,η = Sη ◦ON,η ◦ S−1η
further left through the remaining operators, by the commutation relations
Er/N0 (lnx) ◦ Sη = Sη ◦ Er/N0 (lnx)
〈vλ | qH/N ◦ Sη = q|η|/N 〈vλ |Sη ◦ qH/N
assuming that λmod N = η. Having moved the shift operators to the extrem-
ities, we may remove them without changing the trace:
FN,η(z, r) = q
|η|/N trL q
H/NEr1/N0 (lnx1) . . . Ern/N0 (lnxn)ON,η
trL qHWN
.(11)
The only elements vλ which contribute to this trace are those for which
λ is N -decomposable. Under the isomorphism (5), they correspond to the
fermionic basis of the subspace with all r/N -charges equal to zero:
L⊗N = L⊗N ⊗ (0, . . . , 0).
Remark 7.10. We finally clarify the ambiguous sign in (5). Essentially, we
would like the operators α
r/N
n to act solely on the rth tensor factor on the
right side of (5) so that we may express
Er/N0 (z) = 1⊗ · · · ⊗ E0(z)⊗ · · · ⊗ 1
using the formula (3), but with α
r/N
n replacing αn. But the action of
1⊗ · · · ⊗ αn ⊗ · · · ⊗ 1(12)
and α
r/N
n do not agree if we always put a positive sign in (5)—applying α
r/N
n
to an element vλ gives a signed linear combination of partitions, whose signs
do in fact depend on more data than the quotient partition λr/N alone. But
we may choose a compatible collection of signs in the isomorphism (5) such
that the action of α
r/N
n on L agrees with the action of (12) on L⊗N . Such
a collection of signs can be constructed by taking a sequence of truncations
V [`] and applying the more pedestrian isomorphism
ΛkV [`] →
⊕
∑
ir=k
ΛirV [`]r
in a compatible manner as `→∞. Then the two actions agree.
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The operators α
r/N
n on L⊗N satisfy the commutation relations
[αr/Nn , α
s/N
m ] = nδn,−mδrs.
Having corrected signs, all of the operators in (11) are expressible terms of
the α
r/N
n with the lone exception of WN appearing in ON,η. Thus, it would
be advantageous to find an operator WN acting on L⊗N such that
〈vλ
∣∣WN ∣∣ vλ〉 = 〈vλ ∣∣WN ∣∣ vλ〉
for any N -decomposable λ. From the proof of Theorem 7.9, the only relevant
matrix entries of 〈ei
∣∣WN ∣∣ ej〉 in the computation of the the η-weight are
those for which i ≡ j + 1 mod N . Thus, we make the educated guess that
WN = (v0 ⊗ · · · ⊗ vN−1) ◦RN
with vi acting on the ith tensor factor of L⊗N . While the action of RN
simply rotates the factors of L⊗N , the manner in which it acts on the N -
decomposable subspace of L is more subtle—it sends
RN : i 7→
{
i+ 1 if i 6≡ −1 mod N
i+ 1−N if i ≡ −1 mod N.(13)
Assume r 6≡ 0 mod N . Consider the matrix entries (8) of WN lying in
the (r, r − 1)-block, i.e. those for which i ≡ r and j ≡ r − 1. By composing
with the isomorphisms Vr 7→ V and Vr−1 7→ V , then applying RN to j, we
can determine the desired matrix entries of the hypothetical operator vr:
〈ea
∣∣ vr ∣∣ eb〉 = b(Na+ 1)c(Nb)
N(b− a)− 1 =
(−1)a+b
N(b− a)− 1
(−1− 1N
a
)(−1 + 1N
b
)
.
Here a = bi/Nc and b = bj/Nc play the same role that they did in the proof
of the Theorem. When r ≡ 0 mod N , we have the unusual case in (13),
but the values of b(i) and c(j) are also unusual. We would like v0 to have
matrix entries
〈ea
∣∣ v0 ∣∣ eb〉 = b(Na)c(N(b+ 1)− 1)
N(b− a+ 1)− 1 .
Rephrasing, when r 6≡ 0, we would like to find an operator vr such that
Gr(x, y) :=
∑
a,b,≥0
〈ea
∣∣ vr ∣∣ eb〉xayb
satisfies the differential equation
(Ny∂y −Nx∂x − 1)Gr(x, y) = −(1− x)−1− 1N (1− y)−1+ 1N .
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There is a similar type of equation when r ≡ 0. Rather incredibly, these
equations have exact closed form solutions:
Gr(x, y) =
1
1− xy ·
(1− y)1/N
(1− x)1/N if r 6≡ 0
Gr(x, y) =
1
1− xy ·
(1− y)1/N−1
(1− x)1/N−1 if r ≡ 0.
This allows us to reverse engineer the operator WN :
Proposition 7.11. Define operators on L⊗N
vr :=exp
(∑
n6=0
(δr0 − 1N )
α
r/N
n
n
)
WN :=(v0 ⊗ · · · ⊗ vN−1) ◦RN .
Then, for any N -decomposable partition λ, we have
〈vλ
∣∣WN ∣∣ vλ〉 = 〈vλ0/N ⊗ · · · ⊗ vλN−1/N ∣∣WN ∣∣ vλ0/N ⊗ · · · ⊗ vλN−1/N 〉.
Remark 7.12. Proposition 7.11 sheds some light on the rather unusual
definition of WN,η—given an orthogonal operator such as WN on L, one
would normally expect to modify it by
WN → A−TWNA
but WN,η is not of this form. Rather, one side has been cyclically rotated.
But, replacing WN with WN , we may pull the operator RN through the
righthand side, and the result is
ON,η := ψ
−T
η ◦WN ◦ ψR−1N (η)
= exp
( ∑
n6=0
r mod N
(Cr−1(η)− Cr(η) + δr0 − 1N )
α
r/N
n
n
)
◦RN
=: Ψη ◦RN .
By Proposition 7.11 and Remark 7.12, we have re-expressed (11) as the
trace over the N -decomposable subspace:
q|η|/N
trL⊗N q
H/NEr1/N0 (lnx1) . . . Ern/N0 (lnxn)ΨηRN
trL⊗N q
HWN
.(14)
This is quite attractive, as it nearly decomposes as the trace of a tensor
product of operators, the only exception being the rotation operator RN .
Regardless, all operators, including the rotation, act nicely in the bosonic
basis of L⊗N , also indexed by N -tuples of partitions,
L⊗N =
⊗
r (N)
∞⊗
m=1
∞⊕
n=0
(
α
r/N
−m
)n
v∅ ⊗ · · · ⊗ v∅.
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Just as the boson-fermion correspondence for L was the key in computing
the n-point functions in [4, 5], the same is true here, for L⊗N . Because
of the rotation, the smallest tensor factors on which the operators in (14)
decompose are
(L⊗N )m :=
⊗
r (N)
∞⊕
n=0
(
α
r/N
−m
)n
v∅ ⊗ · · · ⊗ v∅.
Thus, we are led to consider:
Lemma 7.13. We have that
tr(L⊗N )m q
H/Nexp
(∑
r
Ar
α
r/N
−m
m
)
exp
(∑
r
Br
α
r/N
m
m
)
RN
is equal to
1
1− qNm exp
( N∑
s=1
qsm
m(1− qNm)
∑
r (N)
ArBr+s
)
.
Proof. First we rescale the bosonic basis to produce an orthonormal basis
of (L⊗N )m so that the trace may be computed as a sum of inner products:
|n〉 = |n0, . . . , nN−1〉 := 1√
m|n|n!
∏
r
(
αr/Nm
)nr
v∅ ⊗ · · · ⊗ v∅
where n! =
∏
nr! and |n| =
∑
nr. By the commutation relation, we directly
compute that the first quantity in the statement of the lemma equals∑
n
qm|n|
m|n|n!
∏
r (N)
∑
k≥0
Anr−kr B
nr−1−k
r
(
nr
k
)(
nr−1
k
)
k!.
We leave it as an exercise for the combinatorially-minded reader to verify
that this equals the second quantity in the statement of the lemma. (This
equality is non-trivial and was found using Mathematica.) 
To apply the lemma to the case at hand, we must normal-order the oper-
ator acting on (L⊗N )m, that is, move all the operators α
r/N
m with m > 0 to
the right of (14). Again by the commutation relation [α
r/N
m , α
s/N
−m ] = mδrs,
exp(Bαr/Nm ) exp(Aα
s/N
−m ) = exp(Aα
s/N
−m ) exp(Bα
r/N
m ) exp(ABmδrs).
Normal-ordering and taking the product of the traces from Lemma 7.13 over
all m gives the trace over L⊗N . See Appendix B for the resulting very large
formula, and some of the steps made to simplify it. Given a congruence
class r mod N , define the shifted theta function
ϑr(x, q) := (x
1/2 − x−1/2)δr0
∏
m≥1
(1− xqN(m−1)+[r])(1− x−1qN(m−1)+[−r])
(1− qN(m−1)+[r])(1− qN(m−1)+[−r])
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where [r] denotes the unique representative of r mod N such that 0 < r ≤ N .
Combining the terms at the end of Appendix B, we have:
Theorem 7.14. Let η be an N -core and define M(r) := Cr−1−Cr+δr0− 1N .
In the annular domain
q|yn| < |x1y1| < |y1| < · · · < |xnyn| < |yn| < 1(15)
where the trace (14) converges, the series expansion of the η-weighted n-point
function is
FN,η
(
z1 . . . zn
r1 . . . rn
)
= FN,η(∅)
∏
i
1
ϑ0(xi)
[y01 . . . y
0
n]
∏
i<j
ϑri−rj (xiyi/xjyj)ϑri−rj (yi/yj)
ϑri−rj (xiyi/yj)ϑri−rj (yi/xjyj)
·
∏
i,r
[
ϑr(xiyi)
ϑr(yi)
]M(ri−r)
.
(16)
We have suppressed the second variable q, which appears in all of the
above theta functions. We now investigate the modular properties of ϑr(x, q)
and FN,η(∅). Let Λ := 2piiZ⊕ 2piiτZ. We have the Taylor series expansions
− ln ϑr(e
z, q)
zδr0
=
∑
k≥1
E
r/N
k (q)
zk
k!
for r 6≡ 0 (N)
where E
r/N
k (q) is the level Γ1(N) Eisenstein series
E
r/N
k (q) = (k − 1)!
(−1)k
N
∑
s (N)
∑
λ∈Λ
ζ−rs
(z + 2pisiN )
k
=
∑
d∈Z\{0}
ζ−ds
( −N
2piid
)k
+
∑
n≥1
qn
∑
m|n
m≡r (N)
sgn(m)mk−1,
see [2]. Hence, the zk coefficient of ϑr(e
z, q) is a (quasi-)modular form of
weight k − δr0. By the computation from Appendix B,
FN,η(∅) =
q|η|/N
∏
m≥1
∏
r,s(1− qN(m−1)+[r−s])M(r)M(s)
trL qH/NWN
∏
m(1− qNm)
.
We may easily compute that trL q
H/NWN =
∏
m≥1(1−qm)−1/N . Separating
out the terms in M(r) that don’t depend on Cr, we have
FN,η(∅) = q|η|/N
∏
t (N)
(1− qN(m−1)+[t])D(t)
where we define the function D : Z/NZ→ Z by
D(t) := Ct−1 − Ct + C−t−1 − C−t +
∑
r (N)
(Cr−1 − Cr)(Cr−t−1 − Cr−t).
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Proposition 7.15. Let η be an N -core with charges Cr := Cr(η). The
function FN,η(∅) is a modular form for Γ(N) of weight
C−1 − C0 + 12
∑
r (N)
(Cr−1 − Cr)2.
Proof. First, we observe that D(t) = D(−t) and that D(t) is even whenever
t ≡ −t (N). Define the function
ft(q) := q
N(([t]/N)2−[t]/N+1/6)/2 ∏
m≥1
(1− qN(m−1)+[t])(1− qN(m−1)+[−t]).
Then by Corollaries 2 and 3 of [10], mildly generalized to allow t ≡ 0 (N),∏
0≤t≤bN
2
c
ft(q)
et
is a modular function for Γ(N) of weight e0 whenever the conditions∑
et ≡ 0 mod 12∑
tet ≡ 0 mod 2
are satisfied. Furthermore for odd N , the second condition is unnecessary.
Note that the first is satisfied for anyN -core η because
∑
et =
1
2
∑
D(t) = 0.
Some manipulations mod 2 verify the second condition for N even. Thus,
we have that FN,η(∅) is, up to some power of q, a modular function of weight
C−1 − C0 + 12
∑
r (N)
(Cr−1 − Cr)2.
We now note that the factor q|η|/N accounts exactly for the factors of q
appearing in ft(q). Equivalently
|η| = N24
∑
t
D(t)
(
[t]2
N2
− [t]N + 16
)
.
This can be explicitly verified using the formula (6), or by discrete integra-
tion. Finally, by the same argument as in Section 3.2.3 of [4], the growth
rate of the coefficients of FN,η(∅) is at most polynomial. Hence FN,η(∅) is in
fact of modular form for Γ(N), rather than just a modular function. 
Since FN,η(∅) and the Taylor coefficients of ϑr(ez, q) are quasimodular for
Γ(N), Theorem 7.6 follows by standard coefficient extraction techniques, see
e.g. Section 5 of [5] or Section 3 of [4].
Remark 7.16. In the author’s opinion, the moral of this rather complicated
computation is that the rotation operator RN acting on the tensor product
L⊗N is the key to understanding to the elliptic orbifold of order N , and
more generally, N -ic differentials (Σ, ω) on Riemann surfaces. Given such a
differential, there is a cyclic degree N cover of it pi : Σ˜→ Σ which trivializes
the 〈ζN 〉 monodromy of the flat metric. It feels intuitively obvious that RN
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is in some way related to the deck transformation of the map pi, but making
this connection mathematically rigorous is difficult.
Appendix A.
In this appendix, we complete the proof of Theorem 7.9 by showing that
the product (10) is equal to wN,η(λ). Suppose that r ≡ 1 mod N . The
number of times r appears in (10) is
#{i ∣∣ 0 ≤ r +NCµi−i−1 −NCµi−i ≤ µi − i+N`}
−#{(i, j) ∣∣ r = µj − µi + i− j +NCµj−j −NCµi−i}(17)
with a similar formula for r ≡ −1 mod N . Note that i and j are subject to
the conditions µk − k +N` ≥ 0 for k = i, j. We visualize the above counts
in terms of the jagged N -abacus, see Figure 2 for a definition. Note that
vµ = S
−1
η vλ results from shifting each mod N substring of vλ so that the
jagged line moves to the dotted line. Assume r is not too small. Then the
first term in (17) can be written as
#{i ∣∣NCµi−i−1 ≤ µi − i+N`+NCµi−i − r}.
Because Sηvµ = vλ, we have that
{λi − i} = {µi − i+NCµi−i}
so the first term of (17) exactly counts the beads λi − i+ 12 to the left of the
jagged line for which λi − i− r + 12 still lies on the left of the jagged line.
Figure 2. A plot of the values of λi − i + 12 for λ whose
r/5-charges are (C0, C1, C2, C3, C4) = (1, 0, 2,−2,−1). The
single solid line forms the edge of the jagged 5-abacus; we
choose it so that each string has the same number of beads
to the left, and all slots from the leftmost part of the jagged
edge to the right are filled.
Now we analyze the second term in (17). By the same substitution, it is
#
{
(i, j)
∣∣ r = λj − λi + i− j with λk − k +N` ≥ NCµk−k for k = i, j} .
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Equivalently, it is the number of pairs of beads, both to the left of the jagged
line, whose index differs by r. Subtracting the second term from the first
therefore counts the number of beads λi − i+ 12 to the left of the jagged line,
such λi − i− r + 12 is also to the left of the jagged line, but is unoccupied
by a bead. This is exactly the number of r-hooks of λ. The analysis of the
r ≡ −1 mod N terms is similar, and r ≡ 0 is still simpler, because all the
action takes place on a single string, and the shifts play no role.
The above argument fails for small r because we didn’t impose
0 ≤ r +NCµi−i −NCµi−i
in the first term of (17), and have furthermore ignored the fact that r can
be negative and still satisfy this bound. For instance, in Figure 1, consider
the bead λi − i+ 12 = −52 and suppose r = 6. Both −52 and −172 lie to
the left of the jagged line, but this term is not counted in (17) because
0 > 6 + 5 · 0− 5 · 2 = −4 and thus in vµ the difference in indices is negative.
In fact, no beads on the 3rd string will contribute for r = 6. On the other
hand, there is a contribution which counts towards r = −6 on the 4th string
coming from λi − i+ 12 = −172 because when shifted to vµ, the difference in
indices becomes positive.
These effects nearly cancel each other, but the 3rd string is missing six
terms for r = 6 whereas the 4th string only contributes an extra five r = −6
terms. This discrepancy is exactly the number of beads to the right of the
jagged line, such that decreasing the index by 6 lies to the left of the jagged
line, corresponding in this case to the beads −452 and −572 on the 3rd and 4th
strings. These discrepancies correspond exactly the 6-hooks of η = λmod 5.
The same argument applies in the general case in exactly the same way.
Hence by (10) we have
〈vλ |WN,η | vλ〉 =
±
∏
r≡±1
r#{r-hooks of λ}∏
r≡±1
r#{r-hooks of η}
∏
r≡0
(r2)#{r-hooks of λ}
= wN,η(λ).
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Appendix B.
In this appendix, we evaluate the operator trace (14) which gives the
η-weighted n-point function. By Lemma 7.11 this trace is:
FN,η(z, r) =
1
trL qH/NWN
∏
(x
1/2
i − x−1/2i )
∏
m≥1
1
1− qNm [y
0
1 . . . y
0
n]
∏
m≥1
∏
i<j
exp
(
− ((xiyi)
m − ymi )((xjyj)−m − y−mj )δri,rj
m
)
·
∏
m≥1
∏
i
exp
(
− ((xiyi)
m − ymi )(Cri−1 − Cri + δri,0 − 1N )
m
)
·
∏
m≥1
∏
i,j
exp
( −q[ri−rj ]m
m(1− qNm)((xiyi)
m − ymi )((xjyj)−m − y−mj )
)
·
∏
m≥1
∏
i,r
exp
( −q[ri−rr]m
m(1− qNm)((xiyi)
m − ymi )(Cr−1 − Cr + δr0 − 1N )
)
·
∏
m≥1
∏
i,r
exp
( −q[r−ri]m
m(1− qNm)((xiyi)
−m − y−mi )(Cr−1 − Cr + δr0 − 1N )
)
·
∏
m≥1
∏
r,s
exp
( −q[s−r]m
m(1− qNm)(Cr−1 − Cr + δr0 −
1
N )(Cs−1 − Cs + δs0 − 1N )
)
.
where [r] denotes the unique representative of the congruence class of r such
that 0 < [r] ≤ N . The second line of the formula comes from commuting the
Eri/N0 (zi) operators until they are normal-ordered. Similarly, the third line
comes from commuting the raising operators in Ψη past the Eri/N0 (zi) oper-
ators. The fourth line comes from the trace of the normal-ordered products
of Eri/N0 (zi). The fifth and sixth lines come from the trace of the normal-
ordered products of Ψη and Eri/N0 (zi) operators. Finally, the seventh line is
the contribution to the trace from Ψη with itself.
To simplify this truly gigantic formula, we use the identities
∏
m≥1
exp
(
± C
m
m
)
= (1− C)∓1
∏
m≥1
exp
( ±Cmqm
m(1− qm)
)
=
∏
m≥1
(1− Cqm)∓1.
Let M(r) := Cr−1 − Cr + δr0 − 1N . Then the trace is
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FN,η(z, r) =
1
trL qH/NWN
∏
(x
1/2
i − x−1/2i )
∏
m≥1
1
1− qNm [y
0
1 . . . y
0
n]
∏
i<j
ri=rj
(1− xiyi/xjyj)(1− yi/yj)
(1− xiyi/yj)(1− yi/xjyj) ·
∏
i
(
1− xiyi
1− yi
)M(ri)
·
∏
m≥1
∏
i,j
[
(1− (xiyi/xjyj)qN(m−1)+[ri−rj ])(1− (yi/yj)qN(m−1)+[ri−rj ])
(1− (xiyi/yj)qN(m−1)+[ri−rj ])(1− (yi/xjyj)qN(m−1)+[ri−rj ])
]
·
∏
m≥1
∏
i,r
[
1− xiyiqN(m−1)+[ri−r])
1− yiqN(m−1)+[ri−r]
]M(r)
·
∏
m≥1
∏
i,r
[
1− (1/xiyi)qN(m−1)+[r−ri]
1− (1/yi)qN(m−1)+[r−ri]
]M(r)
·
∏
m≥1
∏
r,s
(1− qN(m−1)+[r−s])M(r)M(s)
where each of the seven lines in the formula above correspond to the seven
lines on the previous page. These factors all combine into a product of
shifted theta functions in Theorem 7.14.
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