INTRODUCTION
ALTHOUGH TKE DEVELOPMENT OF MACROECONOMK MODELS has reached a stage where a number of models are now being used on a regular basis for forecasting purposes, many models do not appear to be capable as yet of producing accurate forecasts without the extensive use of constant-term adjustments and other "finetuning" procedures. ' Part of the need for constant-term adjustments in many models appears to be due to serial correlation of the error terms in the models. Adjusting the constant term in an equation to make the last estimated residual zero can be considered to be a crude way of accounting for serial corrlation. There are, of course, more formal ways of accounting for serial correlation than by adjusting constant terms, and when a more formal approach was taken for the model developed in [5] , the model appeared capable of generating good forecasts in a tnechanical way without the need for any constant-term adjustments or other line-tuning procedures.
In the estimation of the model in [5], account was taken of both simultaneous-equations bias and first-order serial correlation of t,be error terms, and the estimates of the serial correlation coefficients were used in the generation of the forecasts from the model. The results obtained in [5] thus indicate that considerable gain in forecasting accuracy may be achieved by the use of more advanced estimation techniques, but no formal comparison of the forecasting accuracy of alternative estimators was made in [S] . The purpose of this paper is to make such a comparison. Ten estimators are considered. Each estimator is first used to estimate the seven stochastic expenditure equations of the model developed in [S] . The reduced form of the model is then solved for each set of estimates, and withinsample predictions (both static and dynamic) of the endogenous variables of the model are generated over the sample period. The estimators are compared in terms of the accuracy of the within-sample predictions. Seven of the estimators account for first-order serial correlation of the error terms, three of the estima-262 RAY c. FMR tors also account for second-order serial correlation, three of the estimators are two-stage least squares estimators, three of the estimators are full-information maximum likelihood estimators, and one of the estimators attempts to account for the fact that values of the lagged endogenous variables are not known beyond the one-period-ahead forecast.
Parts of this study would not have been possible without the recent advances that have been made in numerical analysis and computer technology. Work by Goldfeld, Quandt, and Trotter [7] and others on nonlinear estimation techniques, for example, has greatly increased the feasibility of estimating equations that are nonlinear in coetIicients, and recent work by Chow [Z] and Chow and Fair [3] has increased the feasibility of estimating linear economic models by fullinformation maximum likelihood. Advances in computer technology have increased the feasibility of handling larger models and more complicated problems. For the work in this study, the technique described in Chow [Z] was used lo obtain the full-information maximum likelihood estimates under the assumption of no serial correlation, and the technique described in Chow and Fair [3] was used to obtain the full-information maximum likelihood estimates under the assumptions of first-and second-order serial correlation. The quadratic hill-climbing technique of Goldfeld, Quandt, and Trotter [7] was used to obtain the estimates that accounted for the fact that values of the lagged endogenous variables are not known beyond the one-period-ahead forecast.
It should be noted at the outset that this study is not a comparison of estimators in terms of the standard properties of unbiasedness, efficiency, and consistency.
Rather, this study is an attempt to determine, using an actual model of the United States economy, which estimators lead to the most accurate multiperiod predictions.
The methodology of the study is thus similar to that of Klein's study [9] , where four sets of estimates of the Klein-Goldberger model were compared in terms of the accuracy of the within-sample predictions from the model and in terms of the accuracy of one-year-ahead outside-sample predictions.
In the present study only within-sample predictions are considered.
This study is based on the premise that the basic properties of macroeconomic models are similar enough so that the conclusions obtained from the use of one model can be generalized to other models. The model used in this study is small, linear, and was designed primarily for short-run forecasting purposes. Three of the variables treated as exogenous in the model-an index of consumer sentiment, plant and equipment investment expectations, and housing starts-are really not exogenous beyond about the two-quarter-ahead predictions.
It is an open question as to how restrictive the linearity property is in allowing one to generalize the results of this study to nonlinear models, and it is also an open question as to whether different results would be obtained if one used a much larger and more disaggregated model that relied less heavily on exogenous expectational variables. Until more work and experimentation has been done on large-scale nonlinear models, the results in this paper are put forth as indicating what might be the case for such models.
The results do indicate that serious attempts should be made to estimate models by techniques other than simple ordinary least squares or two-stage least squares.
3.1. The general model. The general model to be estimated is
where Y is an h x T matrix of endogenous variables, X is k x T matrix of predetermined (both exogenous and lagged endogenous) variables, Uis an h x T matrix of error terms, and A and B are hx h and hx k coefficient matrices respectively. T is the number of observations.
The itch equation of the model will be written as
where yi is a 1 x T vector of values of fir, Y, is an hi x T matrix of endogenous variables (other than yi) included in the i-th equation, A', is a ki x T matrix of predetermined variables included in the i-th equation, ui is a 1 x Tvector of error terms, and Ai and B, are I x hi and 1 x ki vectors of coefficients corresponding to the relevant elements of A and B respectively.
The error terms in U are assumed to follow a second-order auto-regressive process?
where the R matrices are h x h co&&n t matrices, E is an h x 'T matrix of error terms, and the subscripts denote lagged values of the terms of U. The error terms in E are assumed to have zero expected values, to be contemporaneously correlated but not serially correlated, and to be uncorrelated in the limit with the predetermined, lagged predetermined, and lagged endogenous variables.
Ordinary leasr squares (OLS).
The first estimator considered is ordinary least squares applied to each equation of (2). Ordinary least squares does not, of course, produce consistent estimates of the coefficients of the model. The estimates are inconsistent both because of the correlation between II, and Y, in (2) and because of the correlation between ui and the lagged endogenous variables in Xi in (2).'
2.3: Two-stage least squnres (TSLS).
The second estimator considered is two-stage least squares applied to each equation of (2). Two-stage least squares produces consistent estimates if the error term u, in (2) is not serially correlated In practice, however, it is usually necessary to use only a subset of variables in Xas regressors or to use only certain linear combinations of all of the variables in .X as regressors. A necessary condition for TSLS to produce consistent estimates is that the included predetermined variables in the equation being estimated be in the set of regressors.
Otherwise there is no guarantee that TSLS will produce consistent estimates even if the error term is not serially correlated or if there are no lagged endogenous variables among the predetermined variables. 1 For the work below, therefore, the variables in X; were always included in the set of regressors when the ith equation of (2) was estimated by TSLS. The other regressors that were used will be discussed in Section 3.
2.4.
Ordinary least squares plus first-order serial correlation (OLSAUTOI). The third estimator considered accounts for first-order serial correlation of the error term u, in (2), but not for simultaneous-equations bias. The estimator is based on the assumption that the error term in each equation is first-order serially correlated:
which means that R") in (3) is assumed to be a diagonal matrix and R"' in (3) to be zero. Under this assumption, equations (2) and (4) can be combined to yield: Ignoring the fact that Y, and ei are correlated, equation (5) 
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and #*I is zero in (3). This estimator is discussed in [6] , where it is shown that the following variables must be included as regressors in the first-stage regressions in order to insure consistent estimates of equation (5): y,_, , Yi_l, Xi, and X. l_l. For the work below, these variables were always included in the set of regressors.
Any standard nonlinear technique can be used for the second-stage regression of equation (5). and the technique used in this study was the CochraneOrcutt technique.
Ordinary least squares plus jrst-and second-order serial correlation (OLSXUTO2).
The fifth estimator considered accounts for first-and secondorder serial correlation of the error term tii in (Z), but not for simultaneousequations bias. The estimator is based on the assumption that the error term in each equation is determined as:
which means that R(" and W' in (3) are assumed to be diagonal matrices. Under this assumption, equations (2) and (6) can be combined to yield:
Again, ignoring the fact that Yi and ej are correlated, equation (7) is a simple nonlinear equation in the coefficients ?I\', #, Ai, and Bi and can be estimated by a variety of techniques.
The Cochrane-Orcutt technique can be extended in an obvious nay to the second-order case, and the extended Cochrane-Orcutt technique was the one used in this study. The technique converged quite rapidly in almost all cases.
Two-stage least squares plus first-and second-order serial correlation (TSLSA UTOZ).
The sixth estimator considered is two-stage least squares applied to each equation of (7). This estimator is an extension of the estimator discussed in [6] to the second-order case and produces consistent estimates if R"' and JVz' are diagonal in (3). It is easy to show, following the analysis in [6] , that the following variables must be included as regressors in the first-stage regressions in order to insure consistent estimates of equation (7): yi_>, y,_>, Yi_, , Yi_*, Xi, Xi_, , and Xi_i. For the work below, these variables were always included in the set of regressors.
The nonlinear technique used for the second-stage regressions was the extension of the Cochrane-Orcutt technique to the second-order case.
Full-information maximum likelihood (FLWL).
The seventh estimator considered is full-information maximum likelihood applied to (l) , where R"' and R"' in (3) are assumed to be zero. This estimator takes into account the contemporaneous correlations of the error terms E in (3), and if R"' and R"' are zero in (3), it produces consistent and asymptotically etficient estimates.
Full-information maximum likelihood plus first-order serial correlation (FIMLAUTOI).
The eighth estimator considered is full-information maximum 266 RAY c. FAIR likelihood applied to (l) , where R (') in (3) is assumed to be a diagonal matrix and where R(*) in (3) is assumed to be zero. If R"' is diagonal and RC2' is zero in (3), this estimator produces consistent and asymptotically efficient estimates.
2.10. Full-information maximum likelihood plus jirst-and second-order serial correlation (FIMLAUT02).
The ninth estimator considered is full information maximum likelihood applied to (I), where R"' and R"' in (3) are assumed to be diagonal matrices. If R"' and R'*' are diagonal matrices, this estimator produces consistent and asymptotically efficient estimates.
A practical method of estimating the model (1) by full-information maximum likelihood under the assumption of no serial correlation has been developed by Chow [Z] . This method was extended in Chow and Fair [3] to cover the case of first-and higher-order auto-regressive properties of the err01 terms. This basic method was the one that was used to obtain the FIML, FIMLAUTOI, and FIMLAUTOZ estimates in the present study. For FIML there were 32 coefficients in A and B to be estimated simultaneously; for FIMLAUTOl there were 40 coefficients to be estimated simultaneously-33 coefficients in A and 5 and 7 coeificients in R"'; and for FIMLAUT02 there were 47 coefficients to be estimated simultaneously-33 coefficients in A and B, 7 coefficients in R"', and 7 coefficients in R'*'. The method worked quite well in these three cases, and in none of the cases were any problems of convergence encountered. The method even succeeded in converging when all of the imial coefficient values were set equal t* zero. Since equation (9) is nonlinear in the coefficients, the minimization of (10) requires that a nonlinear technique be used. In a similar manner. if one is interested in minimizing the three-period-ahead forecast error, then y,, can be solved in terms of Y,,_? and the exogenous n, variable and the resulting sum of squared errors minimized. This procedure can be followed for any n-period-ahead forecast error. For large values of n, of course, the equation .for y,, becomes somewhat cumbersome.
It is also necessary to have extra observations at the beginning of the sample period in order to use this procedure or else to shorten the sample size accordingly.
It also should be noted that even though the error term in equation (8) may not be serially correlated, the error term in equation (9) is likely to be serially correlated. This is not of direct concern for the DYN procedure, however, since the procedure is concerned only with minimizing the n-period-ahead forecast error and not with accounting for the particular properties that the error terms may have. The DYN procedure as just described is a single-equation procedure and has not accounted for the fact that other endogenous or lagged endogenous variables may be included as explanatory variables in equation (8). It is easy to solve the general model in (1) so that, for example, no one-period-lagged endogenous variables are included among the predetermined variables. This can be seen by rewriting (1) as
where X* includes only exogenous variables, and then solving for AY in terms of Y_1 and the exogenous variables:
The generalization of the DYN procedure to the estimation of (12) would be to estimate the coefficient matrices A, B*, and C by the method of generalized least squares as discussed in Chow [l] . The coefficients C and A-' in the error term would be ignored, and one would minimize 1 VV'l// AYY'AI. where V= AY + B*X* -CA-'5*X", -CA-'CY_>. Unfortun,ately, there appears to be no practical way to carry out this minimization, and so at the present time this approach does not appear to be particularly fruitful.
For the work below, therefore, the DYN procedure was merely used to estimate one equation at a time, with no account being taken of right-hand-side endogenous variables nor of legged endogenous variables other than the lagged dependent variable in the equation.
It should be stressed that the single-equation DYN procedure is tested here not with the idea that the procedure should be used in practice, but to see if further work on this type of an estimator is warranted.
If the results using the single-equation DYN procedure are good (it will be seen below that the results are in, fact quite good), then considerable gain in multi-period forecasting accu-
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The DYN procedure was actually used in this study to estimate each equation under the assumption of first-order serial correlation.
For the two-period-ahead estimates, for example, equation (5) was solved, as in equation (9), so that yi_, was not among the explanatory variables,' and tbe coefficients r$\', Ai, and B, were estimated by minimizing the sum of squared errors of this equation. Similarly, for the three-period-ahead estimates, equation (5) was solved so that y,_, and y,_% were not among the explanatory variables, and the coefficients rl:! A, Bi were estimated by minimizing the sum of squared errors of this equation. Four-and five-period-ahead estimates were obtained in a similar manner. Because of the high degree of first-order serial correlation in some of the equations, it seemed best to estimate each equation under the serial-correlation assumption. In practice, all the assumption of first-order serial correlation does is to increase the complexity of the nonlinear equation being estimated.R For the DYN estimates, the quadratic hill-climbing technique of Goldfeld, Quandt, and Trotter [7] was used. Even though the four-and five-quarter-ahead equations were quite nonlinear in the coefficients, no serious problems of any kind were encountered in minimizing the sum of squared errors of any of the equations.
It turned out to be quite inexpensive to estimate the model by the DYN procedure using the quadratic hill-climbing technique.
2.12. Conclusion. This concludes the discussion of the ten estimators. Other estimators could have been considered, but in order to limit the size and cost of this study, the above ten estimators were chosen as some of the more important ones to consider.
The performance of each of the estimators will, of course, depend on the characteristics of the data to which they are applied, and it is hoped that the results of this study will give an in,dication of the quantitative importance of each of the estimators when applied to the estimation of quarterly macroeconomic models of the United States economy.
'THE EIGHT-EQUATION MODEL
The model used for the tests in this study is the simultaneous part of the forecasting model developed in [S] . The model is quarterly and consists of eight equations-seven equations explaining seven components of current dollar GNP and a GNP identity.
The seven components are durable consumption, nondurable consumption, service consumption, plant and equipment investment,
7 Remember that 7,-l map be included in the Xi matrix in addition to its being included directly in the equation bonause of the serial-correlaiion assumption. 8 If Y,_~ is not in Xi in equation (5) (i.e., if YS_* enten as an explanatory variable in equation (5) only because of the serial-correlation assumption), then for the Tao-and four-period-ahead estimates, the estimate of rB' is not identified between r(" ,, and -r;)'.
In other words, the procedure determines only (rjj)P or (rj)')r and does not determine whether r$:' is positive or negative. In practice, the positive value war used if the OLSAUTOl estimate of r!i' was positive and negative if the OLSAUTOi estimate was negative.
Dependent Variable 1 1) CD CO"Sf.
2) CN
3) CS 4) IP Const.
5) IH CO"S,.
6) V-V-, C0,1st. Otherwise, the only variables added to the basic set of instruments for each equation were the ones necessary for consistency. " Some of the work in [6] indicates that the small sample properties of two-stage least squares estimators may be adversely atfected by the use of a large number of instrumental variables in the lint stage regressions, and thus an attempt was made in this study to keep the basic set of instrumental variables fairly small. The reaxm that G in Table 1 was used as I' rt should be noted when examining the additional instrumental variables used that, for erampie, D644 and D651 -I are the same variable and so are obviously not both included in the list of instruments.
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THE RESULTS
The coefiicient estimates.
The results of estimating the seven stochastic equations of the model are available from the author on request. First-order serial correlation tended to be fairly pronounced in most of the equations, whereas second-order serial correlation tended to be much less pronounced. The FIMLAUTOl and FIMLAUT02 estimates tended to differ from the other estimates more than the other estimates tended to differ from each other. The service-consumption equation was the equation in which the estimates differed the least from each other, and the inventory-investment equation was the equation in which the estimates differed the most from each other.
The within-sample predictions.
Given a set of estimates of the A, B, and R matrices in (1) and (2), one can solve for the reduced form for Y. From (1) and (3) the reduced form for Y is
For each of the sets of estimates, within-sample predictions of the eight endogenous variables in Y were generated for the 196011-1970111 period using (13) and the assumption that E is zero. One-through five-quarter-ahead predictions were generated, as well as one prediction over the whole sample period." For each variable, there were 42 one-quarter-ahead predictions generated, 41 twoquartet-ahead predictions, 40 three-quarter-ahead predictions, 39 four-quarterahead predictions, and 38 five-quarter-ahead predictions.
The one prediction over the whole sample period began in 196011 and consisted of 42 observations. For all of the predictions, generated values of the lagged endogenous variables were used after the one-quarter-ahead prediction." Two error tneasu~es were computed for each set of predictions:
the root mean square error in terms of levels, 13 For ihe DYN estimates, only TWO-through five-quarter-ahead predictions were generated since these were the only r&want predictions far the &mates.
'Rx two-quarter-ahead DYN estimates were used for the two-quarter-ahead predictions, the three-quarler-ahead DYN estimates were used for the three-quarter-ahead predictions, and so on. It should be noted that, for example. the wequarter-ahead predictions bawd on the two-quarter-ahead DYN estimates were not used as inputs for the three-quarter-ahead predictions. The latter were generated using only the three-quarter-ahead DYN estimates. 14 For the one-quarter-ahead prediction, unrestricted reduced-from estimates of each equation in (13) would by the property of least squares yield the smallest sum of squared errors for each equation. This is not necesariiy trnr for the two-quarter-ahead predictions and beyond, however, and in general unrestricted reduced-form estimation is not of much interest, since for models only slightly larger than the model considered in this study, there arc likely to be more rariabies on the right-hand-side of (13) than there are observations, which would make unrestricted reduced-farm estimation impossible. For the one-quarter-ahead prediction, RMSE and RMSEA are the same.
Tlx root mean square errors for the GNP variable are presented in Table 3 is better than TSLSAUTOZ except for the five-qunrter-ahead prediction;
OLSAUTOl is better than OLS except for the prediction over the whole sample period, TSLSAUTOl is better than TSLS except for the prediction over the whole sample period, and FlMLAUTOl is better than FIML except for the five-quarter-ahead prediction; OLSAUTOZ is always better than OLSAUTOI. TSLSAUTOZ is always better than TSLSAUTOI, and FIMLAUTOZ is better than FIMLAUTOl for the one-and two-quarter-ahead predictions. With respect to the quantitative importance of the various estimators, the gain in going from an ordinary least squares estimator to a two-stage least squares estimator appears to be less than the gain in going from a two-stage least squares estimator to G full-information maximum likelihood estimator, and the gain in going from an AUTO1 estimator to an AUTO2 estimator appears to be less than the gain in going from a no-serial-correlation estimator to an AUTO1 estimator. Also, the gain in going from OLS to TSLS appears to be less than the gain in going from OLS to OLSALJTOI, so that if one had a choice between TSLS and OLSAUTOI, but not TSLSAUTOI, then OLSAUTOl would appear to be the estimator to use. The gain in going from a no-serial-correlation estimator to an AUTO1 or AUTO2 estimator generally lessens as the period to be predicted mwes further away from the starting point. Finally, the gain in using the fullinformation maximum likelihood estimators or the DYN estimator appears to be quite large." 13 Klein, in his study [9] using the (annual) Klein-Goidberger model, compared the accuracy ofordinary least squares. two-stage least squares using four and eight principal components, and full-information maximum likelihood. None of the estimators accounted for serial correlaCon. Klein found that the full-information estimator gave on average slightly better results for For the RMSEA error measure in Table 3 , the results of the various estimators are clwx.
The OLS and TSLS estimators continue to perform poorly relative to the others, but for the other eight estimators the RMSEA results are quite close, and no one estimator can be considered as dominating all of the rest. The closeness of the RMSEA results can probably be explained by the fact that none of the estimators is explicitly designed to minimize the errors in terms of changes. The full-informati,on maximum likelihood estimators, for example, maximize the likelihood function in terms of the levels of the endogenous variables and not in terms of their changes.
It is thus not too surprising that the conclusions reached from examining the RMSE results do not carry over completely to the RMSEA results.
In Table 4 the root mean square errors for inventory investment are presented for each set of estimates.
Generally, the basic conclusions reached for the GNP results also hold for the inventory results, although the inventory results tend to be somewhat closer. It is interesting to note that for the RMSE results the full-
the one-period-ahead prediction, but considerably pwrer results for the prediction overthewhole period.
The results in the present study are thus much mwe optimistic than Klein's results regarding the gain that can bc achieved using full-information estimators. I have been informed. hoacver, that at lenst part of the paor results for the prediction over the whole sample period from the F&in-Goidberger model was due to a computing: error. as much for inventory investment as they did for GNP. This general pattern was true for the other six GNP components as well. The large gain from using the full-information maximum likelihood estimators comes in terms of predicting GNP and not in terms of predicting the individual components of GNP. This result can probably be explained by the fact that the Cull-information maximum likelihood estimators are the only estimators that take into account the covariance of the error terms in the Ematrix in (3). Since GNP is merely the sum of its individual components, one would expect that the full-information maximum likelihood estimators, by not merely minimizing the sum of the individual error variances, would perform best in terms of predicting GNP. There were no unusual features of the results for the other components of GNP, other than the one just cited about the full-information maximum likelihood estimators, and so these results will not be presented here.
Conclusion.
The results in this section indicate that considerable gain in forecasting accuracy can be achieved by the use of more advanced estimation techniques.
Certainly, accounting for first-order serial correlation is important, and even more gain appears possible by accounting for second-order serial correlation and by using a two-stage least squares technique as opposed to its ordinary least squares counterpart.
The results also indicate that considerable gain can be achieved by using full-information maximum likelihood estimators and by accounting for the fact that values of lagged endogenous variables are not known after the one-quarter-ahead forecast. Given the success of the singleequation DYN procedure and of the full-information maximum likelihood estimators, if practical ways can be found to implement full-information DYN procedures, a significant increase in forecasting accuracy may result.
As mentioned in the Introduction, the conclusions of this study are based heavily on the premise that the basic properties of macroeconomic models are similar and that the particular model used is a good representative of macroeconomic modeIs.16 To the extent that this premise is valid, the results give an indication of the relative usefulness of the various estimators for multi-period forecasting purposes. More work on larger models is needed, however, before too much Force should be put on the detailed conclusions of this study. Further work is also needed to see if any of the conclusions need modification when outside-sample predictions are considered. I7 In general, however, the results do indicate that considerable forecasting accuracy can be achieved by using more complicated techniques than simple ordinary least squares or two-stage least squares to estimate macroeconomic models. Because of the increased feasibility 16 The mot mean square errors presented in Table 3 are quite low relative to the results from previous models (see, for example, Evans, Haitovsky, and Treyz 141 or the results for the Klein-Goidberger modei in Klein 1911 , which in itself is encoursging but cannot be used in any rigorous way to argue ibat the present model is a good representative model. 1' Some preliminary work in comparing within-sample and outside-sampleprediciions can be found in L5, (Chapters 1 I-1311. of using mxe advanced estimation techniques, there is now less need for model builders to limit themselves to simpler techniques if mme advanced techniques lead to improved results.
