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Abstract
In light of the result by Wood that codes over every ﬁnite Frobenius ring satisfy a version of
the MacWilliams equivalence theorem, a proof for the converse is considered. A strategy is
proposed that would reduce the question to problems dealing only with matrices over ﬁnite
ﬁelds. Using this strategy, it is shown, among other things, that any left MacWilliams basic
ring is Frobenius. The results and techniques in the paper also apply to related problems
dealing with codes over modules.
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1. Introduction
The algebraic theory of error-correcting codes originally took place in the setting
of vector spaces over ﬁnite ﬁelds. However, the study of linear codes over ﬁnite rings
has become increasingly important beginning with the realization, some years ago,
that many important yet seemingly non-linear codes are actually equivalent to linear
codes over the ring of integers modulo four (cf. [2,8,15], etc.). Later on, Kuzmin et al.
[10] developed a theory of linear codes over modules over commutative ﬁnite rings.
Their results have been recently generalized by Greferath et al. [6] to codes over
modules over arbitrary (i.e. not necessarily commutative) rings. Basically, they
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propose that ring-theoretic coding theory should use a module as alphabet, rather
than the ring itself.
Motivated by these generalizations, it is reasonable to seek the natural bounds for
the study of codes over ﬁnite rings and modules. A natural parameter in this search
would be whether the essential components of the classical theory (results such as the
MacWilliams equivalence theorem or the MacWilliams identities) would still hold
for the codes over the chosen rings and modules. This paper focuses on an attempt to
characterize those ﬁnite rings and modules for which an appropriate extension of the
MacWilliams equivalence theorem holds.
Using character theoretic arguments, Wood proved that a suitable generalization
of the MacWilliams equivalence theorem holds for the larger family of ﬁnite
Frobenius rings. He proved that every equivalence among codes over ﬁnite
Frobenius rings can be realized via a monomial transformation (see [18] and the
related paper [17]). After that, Greferath and Schmidt [7] gave another proof, based
on combinatorial methods, for the same result. In addition and in the same paper,
Greferath and Schmidt gave an example of a quasi-Frobenius ring R and of two
equivalent codes over R whose equivalence is not induced by a monomial
transformation (cf. [7, Example 5.1]), thus ruling out the possibility of a
generalization of Wood’s result to ﬁnite quasi-Frobenius rings and suggesting the
possibility that the converse of Wood’s theorem may also hold. Namely, one
conjectures that if all equivalences of linear codes over a ﬁnite ring R are induced by
monomial transformations then the ring R must be Frobenius. In fact, in his paper
Wood also showed that, when the ﬁnite ring R is commutative, this is indeed the case
and the converse of his result also holds (cf. [18, Theorem 6.4]).
Recently, the authors have extended the converse of Wood’s theorem to include
local ﬁnite rings, homogeneous semilocal ﬁnite rings and rings that are direct sums of
homogeneous semilocal ﬁnite rings [3]. Our primary aim in this paper is to extend the
converse of Wood’s theorem in other directions. For example, we show that it holds
when the ﬁnite ring in question is a basic ring (about whose deﬁnition we are
reminded immediately prior to Deﬁnition 5). The techniques employed in [3] differ
signiﬁcantly from those employed here. The proofs in [3] are based on
characterizations of Frobenius rings in terms of the property of injectivity and its
generalizations. Our paper pivots, instead, around Nakayama’s original deﬁnition of
Frobenius and quasi-Frobenius rings (Remark 3) which, in light of a result of
Honold’s [9], reduces to comparisons between the frequency of occurrence of simple
modules in the right socle of the ring and in its residue ring modulo the Jacobson
radical. One thing that this paper and [3] have in common is that the results there
and those here independently imply that Wood’s converse holds for the commutative
ring case. In that sense, both [3] and this paper contain a generalization of [18,
Theorem 6.4].
As far as codes over modules are concerned, Greferath, Nechaev and Wisbauer
have shown that for any ﬁnite ring there exists a choice of alphabet (the Frobenius
bimodule) which guarantees that the equivalence of codes over it satisﬁes an
appropriate version of the MacWilliams equivalence theorem. Because a ring R is
Frobenius if and only if it is isomorphic to the Frobenius bimodule, the Greferath,
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Nechaev, Wisbauer ﬁnding generalizes the earlier positive result of Wood [18] (and
of Greferath and Schmidt [7]) mentioned above. It also generalizes the results
obtained earlier by Kuzmin et al. [10] for codes over modules over commutative
ﬁnite rings.
Notice that the original question that motivates this paper regarding the feasibility
of a general converse for Wood’s theorem has not been settled by the Greferath,
Nechaev, Wisbauer result. In fact, one can refocus the question and ask whether a
module M such that any two codes obtained by using M as an alphabet can only be
equivalent if there exists a monomial transformation between them must be
isomorphic to the Frobenius bimodule. In other words, the problem becomes a
question about uniqueness.
In Section 2, we review the deﬁnitions and survey the basic properties and
characterizations of Frobenius and quasi-Frobenius rings that are relevant to this
work. In Section 3, we propose a strategy that would reduce our questions to
problems dealing only with modules over matrix rings over ﬁnite ﬁelds. Using this
strategy, we prove, among other things, that any left MacWilliams basic ring is
Frobenius. Section 4 provides various illustrations of the construction used in the
proof of Theorem 7 of Section 3.
We ﬁnish this section by mentioning standard notation and concepts from ring
and module theory. As is customary, the Jacobson radical of a ring R will be denoted
as J; JðRÞ; or radðRÞ: The Goldie or uniform dimension of a module M is the largest
number of non-zero summands in an internal direct sum of submodules of M: In our
context, where the rings and modules are mostly ﬁnite, the Goldie dimension of a
module is the number of simple summands in its socle. For positive integers m and n;
MmnðFÞ denotes the additive abelian group of m  n matrices over the ﬁeld F :
MmmðFÞ is simply denoted MmðFÞ and is a ring. In fact, MmnðFÞ is a left MmðFÞ-
module.
2. Deﬁnitions and preliminaries
Let R be a ﬁnite ring and consider the set Rn of n-tuples of elements from R as a
left module over R in the usual way. A left linear code is a left R-submodule CDRn:
As usual, given x ¼ ðx1; x2;y; xnÞARn; the Hamming weight of x; denoted by wt(x),
is the number of non-zero components of x: For natural reasons, Coding Theory is
concerned with Hamming-weight preserving linear functions between codes. Such
morphisms will be called linear isometries. On the other hand, given two R-linear
codes C1; C2DRn; a left monomial transformation T : C1-C2 is a left module
epimorphism given by
Tðx1; x2;y; xnÞ ¼ ðxsð1Þu1; xsð2Þu2;y; xsðnÞunÞ;
where s is a permutation of f1; 2;y; ng and u1; u2;y; un are units in R:
It is natural to ask, for a given ring R; whether for all left linear codes C1; C2DRn
and for every left linear isometry f of C1 onto C2; f is actually a left monomial
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transformation. In 1962, MacWilliams showed that, when R is a ﬁnite ﬁeld, this is
indeed the case [12]. Since then, other proofs of this result have been published, see
for example [1,16].
Deﬁnition 1. Honoring MacWilliams, we deﬁne a ﬁnite ring R to be called left
MacWilliams if for all nAZþ and for every left linear code CDRn and for every left
linear isometry f : C-Rn; f extends to a left monomial transformation T : Rn-Rn:
If a ring R is both right and left MacWilliams we will simply say that R is a
MacWilliams ring.
In fact, in light of recent work by Greferath et al. [6], one should extend the above
deﬁnition to address linear isometries between codes over modules.
Deﬁnition 2. A left R-module M is a MacWilliams module if for every code CDMn;
with n an arbitrary positive integer, and for every j : C-Mn; if j is a linear
isometry then there exist left module automorphisms ui : M-M; i ¼ 1;y; n; and a
permutation sASn such that, for every c ¼ ðc1; c2;y; cnÞAC; jðcÞ ¼
ðcsð1Þu1;y; csðnÞunÞ: Using the usual terminology, M is a MacWilliams module if
every linear isometry j : C-Mn extends to a monomial transformation.
Remark 3. Notice that a ring R is left MacWilliams precisely when the left module
RR is MacWilliams. Because the ring of endomorphisms of the module RR (acting on
the right) is isomorphic to the ring R itself, we can assume that the u0is in the
deﬁnition are actually units in R:
After their ﬁrst appearance in the work of Nakayama [13,14], Frobenius and
quasi-Frobenius rings have been the subject of intense study by mathematicians. In a
great part, both their theoretical appeal and their potential usefulness in coding
theory are due to the multiplicity of equivalent characterizations for these rings. In
this paper, we will limit ourselves to present one general characterization from the
literature and one result that illustrates the advantages gained when dealing only
with ﬁnite rings. For a more in-depth look at these rings and their properties, the
reader is referred to standard references such as [4,11], as well as to the excellent
recent survey [5].
Remark 4. An artinian ring R may be deﬁned to be Frobenius if
socðRRÞDðR=radðRÞÞR and socðRRÞDRðR=radðRÞÞ: Readers wishing to reconcile
this characterization with other deﬁnitions of Frobenius rings that they may be
familiar with, should look at Theorem 16.14 of [11]. For a ﬁnite ring R; this
characterization becomes even simpler (one-sided) as R is Frobenius if and only if
socðRRÞDRðR=radðRÞÞ (see [9, Theorems 1 and 2], for a proof).
Let R ¼ ½Re1"½Re2"?"½Rek; be a ﬁnite ring where, for i ¼ 1;y; k;
½ReiCðReiÞni ; where Rei is a projective indecomposable and niAZþ: Assume,
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furthermore, that for iaj; ReiD/ Rej: It is well-known that R=JC Re1Je1
 n1
"
Re2
Je2
 n2
"?" Rek
Jek
 nk
has Goldie dimension n ¼ n1 þ?þ nk; and that
Rei
Jei
ji ¼ 1;y; k
n o
is a list of distinct simple left R-modules that is complete up to
isomorphism. Consider the Goldie dimension m of R: Then we denote m ¼
m1 þ?þ mk; where SocðRRÞC Re1Je1
 m1
" Re2
Je2
 m2
"?" Rek
Jek
 mk
: Clearly, npm:
Notice, from the remark above, that R is Frobenius if and only if for each i ¼
1;y; k; mipni: For any left Rmodule M; there exist values of li ði ¼ 1;y; kÞ such
that SocðMÞC Re1
Je1
 l1
" Re2
Je2
 l2
"?" Rek
Jek
 lk
: A ring R ¼ Re1"Re2"?"Rek;
where the projective indecomposable summands Rei are pairwise non-isomorphic
(i.e. R ¼ ½Re1"½Re2"?"½Rek and for i ¼ 1;y; k; if ½ReiCðReiÞni then ni ¼ 1)
is said to be a basic ring. It is well known (e.g. [11, Proposition 18.37]) that every
semiperfect ring (and hence every ﬁnite ring) is Morita equivalent to a basic ring.
However, the potential for a central role to be played by basic rings in this line of
enquiry has not been fulﬁlled as it is not even clear that if a ﬁnite ring R is left
MacWilliams then rings of matrices over R (the archtype of rings that are Morita
equivalent to R) must also be MacWilliams. For related results, we recommend [3].
Deﬁnition 5. Let C and C0 be linear codes of length n over the left R-module M: We
say that C and C0 have the same proﬁle if there exists a permutation sASn such that
for all i ¼ 1;y; n; jpiðCÞj ¼ jpsðiÞðC0Þj; where pi denotes the projection of Mn onto
its ith component.
3. Main results
The aim of the next theorem is to provide a strategy to transform the question of
whether a left MacWilliams ring is Frobenius into a problem dealing only with
matrices over ﬁnite ﬁelds. For any arbitrary ﬁeld F and positive integer n; the matrix
ring R ¼ MnðFÞ is semisimple. Consequently, every ﬁnitely generated left module
over R is a direct sum of copies of the only simple left R-module S ¼ F nDMn1ðFÞ;
which consists of length n column vectors. So, if M is a ﬁnitely generated left
R-module then MDðF nÞmDMmnðFÞ: This characterization will be instrumental in
the statement of our next theorem.
Theorem 6. With the notation provided in Section 2, let R ¼ ½Re1"½Re2"?"½Rek
be a finite ring and let M be a MacWilliams left module with
SocðMÞC Re1
Je1
 l1
" Re2
Je2
 l2
"?" Rek
Jek
 lk
: Then, if for some value of i between 1 and
k; there exist codes C and C0 over the left MniðFiÞ-module Mniðniþ1ÞðFÞ such that there
is a linear (Hamming) isometry between C and C0 but C and C0 do not have the same
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profile (in particular, for example, if there is an entry for which C0 is identically zero
but C is not identically zero in any entry) then lipni:
Proof. Suppose, on the contrary, that the semisimple left R-module Sniþ1 is
isomorphic to a submodule N of M; where S ¼ Rei
Jei
: The action of R on S induces an
action of the direct summand MniðFiÞ of R=J: Consequently, S may be viewed as a
column vector space F nii ; a simple left module over MniðFiÞ: For this reason,
NCSniþ1 may in turn be viewed as the left MniðFiÞ-module Mniðniþ1ÞðFÞ:
Conversely, since MniðFiÞ is (isomorphic to) a ring direct summand of R=J; one
can extend the MniðFiÞ-module action on Mniðniþ1ÞðFÞ (or N) to be an R=J action
and then, trivially, an R-action. Proceeding this way, any MniðFiÞ-linear (Hamming)
isometry between codes C and C0 over the module Mniðniþ1ÞðFÞmay be viewed as an
R-linear (Hamming) isometry between codes over the module M: The existence of
codes and linear isometries satisfying the conditions in the hypothesis of the
statement of the theorem would obviously contradict the assumption that M is a
MacWilliams module. This contradiction, therefore, makes it impossible for Sniþ1 to
be embeddable in M: Consequently, lipni: &
The following Theorem produces the kind of example needed in the strategy
suggested by Theorem 6, for the case when one of the values of ni equals one.
Theorem 7. For every finite field F there exists tAZþ and linear codes C and C0 of
length t over the (left) vector space F 2 (i.e. C and C0 are subspaces of ðF2Þt) such that
there is a linear (Hamming) isometry between C and C0 but C is not identically zero in
any entry while C0 is identically zero in one entry.
Proof. Let F ¼ GFðqÞ be an arbitrary ﬁnite ﬁeld with primitive element g: The case
when q ¼ 2 has an ad hoc construction, which is presented as the ﬁrst example of
Section 8. Assume that q42: Let t ¼ q þ 1; e1 ¼ ð1; 0Þ; and e2 ¼ ð0; 1Þ: For every
a; bAF ; deﬁne va;bAðF 2Þqþ1 as follows: let k run through the set K ¼
fkAf0; 1;y; q  2gjgka 1g and then, let va;b ¼ ðae1; be2; m0a;b;y; mka;b;y; mq2a;b ;
da;bÞ; where da;b ¼ ðaþ bÞv (for some ﬁxed vector vAF2 that is not in the set-
theoretic union of the subspaces generated by e1; e2; and ð1; 1Þ) and, for kAK;
mka;b ¼ ðagk  bÞð1;1Þ: We emphasize that the substring m0a;b;y; mka;b;y; mq2a;b
includes only those mka;b for kAK; in particular, it does not include m
0
a;b (or m
q2
a;b )
if 0 (or q  2) is not in K:
We show next that C ¼ fva;bja; bAFg is a left F -linear code over the left F -vector
space F2 with dimension 2 as an F -vector space. Simply consider the F -space /v0;1;
v1;0S generated by the linearly independent vectors v0;1 and v1;0; straightforward
computation shows that for a; bAF ; va;b ¼ av1;0 þ bv0;1: Consequently C ¼
/v0;1; v1;0S:
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Furthermore, all non-zero words in C have weight t  1 ¼ q; as follows. It is easy
to check that for aa0; va;b ¼ av1;ba1 and that for all bAF ; v0;b ¼ bv0;1: Therefore, it
sufﬁces to show that, for all bAF ; wðv1;bÞ ¼ q and that wðv0;1Þ ¼ q: The ﬁrst entry of
v0;1 is 0; the second entry is e2a0; for all kAK; mk0;1 ¼ ð1; 1Þ; d0;1 ¼ va0:
Therefore, wðv0;1Þ ¼ q: The ﬁrst entry of v1;0 is e1a0; the second entry is 0; for all
kAK; mk1;0 ¼ gkð1;1Þa0; d0;1 ¼ va0: Therefore, wðv1;0Þ ¼ q: For ba0;1; the ﬁrst
entry of v1;b is e1a0; the second entry is be2a0; d1;b ¼ ð1þ bÞva0; and, for kAK;
mk1;b ¼ ðgk  bÞð1;1Þ ¼ 0 if and only if gk ¼ b: Therefore, in this case, wðv1;bÞ ¼ q:
Finally, the ﬁrst entry of v1;1 is e1a0; the second entry is e2a0; for kAK; mk1;1 ¼
ðgk þ 1Þð1;1Þa0; d1;1 ¼ 0: Consequently, wðv1;1Þ ¼ q:
Notice that C is not identically 0 in any given entry. The proof of the result will
then be ﬁnished by showing that the linear map ðx1; x2;y; xqþ1Þ/ðx1 þ xqþ1; x2 þ
xqþ1;y; xq þ xqþ1; 0Þ preserves weights on elements of C: This is clear, since each
entry of the image (except for the ðq þ 1Þ-entry) is obtained by adding vectors from
two distinct (independent) subspaces. The only way such a sum can be equal to zero
is if both summands are zero. However, since the weight of each non-zero element of
C is q; each non-zero element of C has exactly one non-zero entry. Clearly, the image
C0 of that map, is identically zero in the ðq þ 1Þ-entry. Our proof is complete. For the
convenience of the reader, tables for the code C for various choices of ﬁnite ﬁeld F
are presented in Section 4. &
Combining the previous two theorems one gets the following immediate corollary.
Corollary 8. Let M be a MacWilliams left R-module over a basic ring R: Then
SocðMÞ+R=J:
At this point, we can give an afﬁrmative answer to the question of whether a ﬁnite
left MacWilliams ring is Frobenius for the case when the ring is basic.
Theorem 9. Let R be a basic ring. Then, R is left MacWilliams if and only if R is
Frobenius if and only if R is right MacWilliams. In particular, these three properties
are equivalent when R is a ring direct sum of local rings.
Proof. Using R ¼ M in Theorem 6, and in light of Theorem 7, we conclude that
each simple appears at most once in the socle of R: On the other hand, the dimension
of the socle must be bigger than or equal to that of R=J: Consequently,
R=JDSocðRÞ: &
Notice that Theorem 9 has Wood’s result as a corollary.
Corollary 10. A commutative MacWilliams finite ring is Frobenius.
Proof. Every ﬁnite commutative ring is a direct sum of local rings. &
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4. Illustrations
In this section, we present a handful of examples of codes built according
to the proof of Theorem 7. We start, however, with the missing detail in that
proof. Namely, we produce the desired codes for the case of the ﬁeld F ¼ GFð2Þ:
It may be observed that such an example for F ¼ GFð2Þ is already implicit in
the example of a quasi-Frobenius ring that is not MacWilliams given in [7]. Our
example is the result of removing one entry from that in [7]. The purpose of
Examples 12–14 is simply to illustrate the proof of Theorem 7 in order to facilitate
reading through it.
Example 11. For the ﬁeld F ¼ GFð2Þ; the codes
C ¼ fð00; 00; 00Þ; ð10; 00; 11Þ; ð00; 01; 11Þ; ð10; 01; 00Þg
and
C0 ¼ fð00; 00; 00Þ; ð01; 11; 00Þ; ð11; 10; 00Þ; ð10; 01; 00ÞgDðF 2Þ3
satisfy the conditions of Theorem 7. The map jðx; y; zÞ ¼ ðx þ z; y þ z; 0Þ is a linear
isometry between C and C0:
Example 12. The construction scheme given in the proof of Theorem 7 yields a code
CDðF2Þ4 when F ¼ GFð3Þ and the primitive element gAF  f0g is 2: Then K ¼
fkAf0; 1gjgka 1g ¼ f0g: We choose v ¼ ð1; 1Þ: For notational convenience, we
represent the elements of C via the following table:
a; b ae1 be2 m0a;b da;b
10 10 00 12 11
01 00 01 21 11
20 20 00 21 22
02 00 02 12 22
12 10 02 21 00
21 20 01 12 00
11 10 01 00 22
22 20 02 00 11
Example 13. The construction scheme given in the proof of Theorem 7 yields a code
CDðF2Þ6 when F ¼ GFð5Þ and the primitive element gAF  f0g is 2: Then
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K ¼ fkAf0; 1; 2; 3gjgka 1g ¼ f0; 1; 3g: We choose v ¼ ð1; 1Þ: For notational
convenience, we represent the elements of C via the following table:
a; b ae1 be2 m0a;b m
1
a;b m
3
a;b da;b
10 10 00 14 23 32 11
01 00 01 41 41 41 11
11 10 01 00 14 23 22
20 20 00 23 41 14 22
30 30 00 32 14 41 33
40 40 00 41 32 23 44
02 00 02 32 32 32 22
03 00 03 23 23 23 33
04 00 04 14 14 14 44
22 20 02 00 23 41 44
33 30 03 00 32 14 11
44 40 04 00 41 32 33
21 20 01 14 32 00 33
31 30 01 23 00 32 44
41 40 01 32 23 14 00
12 10 02 41 00 14 33
32 30 02 14 41 23 00
42 40 02 23 14 00 11
13 10 03 32 41 00 44
23 20 03 41 14 32 00
43 40 03 14 00 41 22
14 10 04 23 32 41 00
24 20 04 32 00 23 11
34 30 04 41 23 00 22
Example 14. The construction scheme given in the proof of Theorem 7 yields a code
CDðF2Þ5 when F ¼ GFð4Þ ¼ Z2½xðx2þxþ1Þ ¼ f0; 1; x; x þ 1g; the primitive element gAF 
f0g is x: Then K ¼ fkAf0; 1; 2gjgka 1g ¼ f1; 2g: We choose v ¼ ð1; xÞ: For
notational convenience, we represent the elements of C via the following table:
a; b ae1 be2 m1a;b m
2
a;b da;b
1,0 1,0 0,0 x; x þ 1 x þ 1; 1 1; x
0,1 0,0 0,1 1; x 1; x 1; x
1,1 1,0 0,1 x þ 1; 1 x; x þ 1 0,0
x; 0 x; 0 0,0 x þ 1; 1 1; x x; x þ 1
0; x 0,0 0; x x; x þ 1 x; x þ 1 x; x þ 1
x; x x; 0 0; x 1; x x þ 1; 1 0,0
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x þ 1; x þ 1 x þ 1; 0 0; x þ 1 x; x þ 1 1; x 0,0
x þ 1; 0 x þ 1; 0 0,0 1; x x; x þ 1 x þ 1; 1
0; x þ 1 0,0 0; x þ 1 x þ 1; 1 x þ 1; 1 x þ 1; 1
x; 1 x; 0 0,1 x; x þ 1 0,0 x þ 1; 1
x þ 1; 1 x þ 1; 0 0,1 0,0 x þ 1; 1 x; x þ 1
1; x 1,0 0; x 0,0 1; x x þ 1; 1
x þ 1; x x þ 1; 0 0; x x þ 1; 1 0,0 1; x
1; x þ 1 1,0 0; x þ 1 1; x 0,0 x; x þ 1
x; x þ 1 x; 0 0; x þ 1 0,0 x; x þ 1 1; x
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