ABSTRACT Machine learning techniques have the potential to revolutionize medical diagnosis. Single Nucleotide Polymorphisms (SNPs) are one of the most important sources of human genome variability; thus, they have been implicated in several human diseases. To separate the affected samples from the normal ones, various techniques have been applied on SNPs. Achieving high classification accuracy in such a high-dimensional space is crucial for successful diagnosis and treatment. In this work, we propose an accurate hybrid feature selection method for detecting the most informative SNPs and selecting an optimal SNP subset. The proposed method is based on the fusion of a filter and a wrapper method, i.e., the Conditional Mutual Information Maximization (CMIM) method and the support vector machinerecursive feature elimination, respectively. The performance of the proposed method was evaluated against four state-of-the-art feature selection methods, minimum redundancy maximum relevancy, fast correlationbased feature selection, CMIM, and ReliefF, using four classifiers, support vector machine, naive Bayes, linear discriminant analysis, and k nearest neighbors on five different SNP data sets obtained from the National Center for Biotechnology Information gene expression omnibus genomics data repository. The experimental results demonstrate the efficiency of the adopted feature selection approach outperforming all of the compared feature selection algorithms and achieving up to 96% classification accuracy for the used data set. In general, from these results we conclude that SNPs of the whole genome can be efficiently employed to distinguish affected individuals with complex diseases from the healthy ones.
I. INTRODUCTION
The human genome is the whole set of Deoxyribonucleic acid (DNA) sequence for humans. It consists of approximately three billion base pairs, with more than 99% of nucleotides being exactly matched among the whole population, and less than 1% difference among persons. The majority of these genetic variations occur as Single Nucleotide Polymorphisms (SNPs). SNPs are the most important markers used for mapping diseases with genes. Although most of them are neutral, recent studies have shown that certain SNPs are functional and affect the phenotype, e.g height, skin colour, resistance, infection or responses to drugs, etc. The main advantage that makes SNPs preferable over microarray gene expressions are stability, high frequency and being easier and faster to collect [1] . In this context, many machine learning algorithms have been widely applied for SNP data classification. However, the ''curse of dimensionality'' is the main challenge encountered, in most studies, due to the number of samples (a few hundreds) being significantly smaller than the number of SNPs (up to one million) [1] .
Building a model to classify samples as belonging to a healthy or affected individual is one of the main targets of SNP analysis [2] . However, the huge number of SNPs hinders the development of accurate prediction algorithms. Nevertheless the selection of a subset of descriptive and meaningful SNPs is crucial for reducing the time complexity and for increasing the accuracy. As a result, the initial stage of SNP data analysis should be the selection of the most discriminative and informative subset of SNPs, in order to enhance the performance of the classification algorithm and reduce the time requirements [3] . Multiple feature selection methods have been used for this purpose, but have been usually applied only to small numbers of selected genes associated with human disease [3] , while only few works have applied the feature selection techniques to the whole genome [4] - [6] .
The selection of a suitable feature selection method is crucial for the success of a machine learning-based system. Feature Selection (FS) is the process of significantly reducing the dimensionality of the feature space, while maintaining an accurate representation of the original data. It's main advantages are improved classification performance, reduced learning speeds, facilitating data interpretation, and improved generalization capability of the predictions. Nevertheless, FS algorithms suffer from increased computational complexity, as well as from the need for parameter tuning in order to select the best feature subsets [7] . FS methods are mainly categorised into two types: wrapper and filter. In recent years, two new techniques have also been proposed: the ensemble and the hybrid feature selection methods [7] . Wrapper approaches are classifier dependent, while the filter approach is classifier independent. Wrapper methods rely on a classification algorithm for selecting the optimal subset of features during the training phase. These approaches provide very competitive performance for the particular classifier used in the FS process. However, they are computationally expensive and prone to over-fitting. Applying wrapper methods to SNP data is usually inapplicable because of the high computational times needed, due to the high dimensionality of the data [8] , [9] . In contrast to wrapper methods, filter methods do not depend on classifiers. They measure the discriminatory power of features using multiple criteria, such as fisher score, mutual information, and symmetrical uncertainty. The advantages of filter methods compared to other FS methods are that they are faster, more scalable, very efficient, and have high generalization ability. Nevertheless, filter methods usually under-perform compared to wrapper methods [10] . Recently, several hybrid feature selection algorithms have been developed which present the advantages of both filter and wrapper methods, usually by utilising filter approaches followed by wrapper ones [11] .
Several algorithms have been developed to classify complex diseases based on SNP datasets. Evans [4] used two filter FS methods, difference sort and standard chi-squared statistical algorithms, along with Support Vector Machines (SVM) with multiple kernel functions as the classification method, reaching an accuracy of 73%. Batnyam et al. [5] combined various existing FS techniques: a three stages approach first, the selection of most informative SNPs using: R-value based Feature Selection (RFS) [12] , Feature Selection based on Distance Discriminant (FSDD) [13] , feature weight based ReliefF [14] and an algorithm based on Feature Clearness (CBFS) [15] . Second, generating an artificial feature from the selected SNPs using Feature Fusion Method (FFM), and third, the classification using an Artificial Gene Making (AGM), SVM and k-Nearest Neighbor (k-NN) classifier.
The best accuracy for all tested datasets was achieved using the combination of CBFS and FFM, classified with SVM.
The two aforementioned methods were applied on Mental Retardation (MR) and Autism Spectrum Disorder (ASD) datasets. Anekboon et al. [6] proposed three hybrid feature selection methods: The Correlation-based Feature Selection method (CBFS) was initially used as a filter and then the selected features were fed to a k-NN, Artificial Neural Network (ANN), and Ridge Regression (RR) classifiers in the wrapper phase. The algorithms were applied on simulated datasets and the CBFS and RR provided the most accurate feature subset.
High dimensionality forced researchers to avoid using wrapper techniques in whole SNP analysis. In the first scenario, researchers tried to solve this problem by increasing the Minimum Allele Frequency (MAF) value of the SNPs to decrease the feature space [16] , [17] . That could put the selection algorithm in the risk of losing some valuable SNPs, since low allele frequencies SNPs could have a higher predictive value [18] . In the other scenario, researchers applied their algorithms on SNPs from selected genes in order to reduce the number of features [19] - [21] . This knowledge-driven data processing reduces the search area and limits it to only the SNPs inside the genes that have already been identified as having a high correlation with a given disease [18] .
In this work, the authors try to address this problem, by employing the Conditional Mutual Information Maximization (CMIM) method in order to select a subset of the SNPs in the dataset that exhibits balance between SNP relevancy and redundancy. The selected subset is then provided as input to the Support Vector Machine -Recursive Feature Elimination (SVM-RFE) wrapper FS technique. This fusion reduces the redundancy among selected SNPs, leading to smaller subsets of SNPs and to improve prediction accuracy. The proposed method is evaluated on five different genomics datasets publicly available on the National Center for Biotechnology Information (NCBI) Gene Expression Omnibus (GEO).
The rest of this paper is organised in three sections. The proposed feature selection and classification framework is described in Section II. Section III discusses the experimental evaluation and obtained results, while conclusions are drawn in section IV.
II. METHODOLOGY
The proposed framework for analysing complex diseases is presented in FIGURE 1 and consists of three stages: a) a pre-processing stage consisting of data transformation and data refinement, b) a hybrid feature selection stage, and c) a classification stage. 
A. PRE-PROCESSING
The pre-processing stage is divided into two sub-stages, i.e. data transformation and data refinement. SNP data are usually encoded as character strings and thus are not always suitable for analysis. As a result, they need to be transformed to numerical form. Transformation is a straightforward process that can be applied in various ways. The first sub-stage in the pre-processing stage of the proposed framework is the lossless transformation of the SNP data by directly converting the values (AA, BB, AB, and NC) to (11, 10 , 01, and 00) respectively, as shown in FIGURE 2. Secondly, in the data refinement stage, the following steps are applied to the SNP data:
1) REMOVAL OF REDUNDANT SNPs
Redundant SNPs are considered to be the SNPs that consist of the same values for all case and control samples. For example, a given SNP that has the value of ''AA'' in all case and control samples will not be helpful for training a machine learning model and as a result it is considered as redundant. For example ASD dataset contains less than 1% of redundant SNPs, out of 262338 SNPs only 1721 SNPs were redundant. The remaining SNPs after applying this preprocessing step was 260626 SNPs. In general removing these non-discriminative features leads to reduce data size, efficient usage of storage and reduced computational times for the applied algorithms.
2) MISSING VALUES (NO CALL) REPLACEMENT
Missing values in the SNP datasets are usually marked as ''NC''. That means that the DNA sequencer was not able to determine the actual value of that allele. All SNPs that consist of more than 10% of ''NC'' values were discarded, otherwise the ''NC'' values are replaced by estimating the missing values using the attribute mode (most common value for a given feature in all samples). The aforementioned technique has been widely utilised in the literature [22] , [23] . For example ASD dataset contains high amount of NC values more than 11%. The proposed framework consider 29192 SNPs to be removed in this stage. The remaining SNPs after applying this preprocessing step was 231434 SNPs.
B. PROPOSED FEATURE SELECTION METHOD
After data pre-processing, a FS approach is required to select the most informative subset of features. In general, FS is a significant step in constructing a classification model. It works by limiting the number of input features in a classifier, aiming to have highly predictive and less computationally complex models [8] . CMIM and SVM-RFE are the feature selection algorithms that have been fused in this paper, where CMIM is used as a filter mutual information method and SVM-RFE is used as a wrapper selection method. We present a brief discussion about these methods below.
CMIM was introduced by Fleuret [24] . It is a very fast and efficient multivariate filter FS technique derived from Conditional Mutual Information (CMI). CMIM employs CMI to calculate the amount of relevancy and redundancy. It works by selecting features that maximize their mutual information with the class to predict, conditionally to the response of any feature already selected (S). This criterion chooses features different from ones that have already been picked, even if they are individually significant, as they do not carry more information about the class prediction. That will ensure a good trade-off between relevancy and redundancy [24] . A higher value of CMIM means feature X n is relevant to target Y and is highly complementary with another picked feature X j where j ∈ S . The criterion is expressed in Eq. 1.
The CMIM method attempts to achieve balance between individual power and independence through the comparison of each new feature with the features that have already been selected. A feature X 0 will be considered as good only if I (Y ; X 0 | X ) is large for every X already selected, i.e. it is carrying information about Y that has not been captured by any of the already selected X .
In this work we employ the fast implementation of CMIM algorithm. While the standard implementation of CMIM calculates CMI (number of samples*number of features) times, the fast implementation uses a feature score during the selection process, which calculates CMI only for the features that carry more information and are not redundant.
The fast CMIM stores a partial score P i for every feature s i which is the minimum out of the CMI which appears in the min in algorithm (1). Another vector LU i stores the index of the last picked feature based on the computation of P i .
SVM-RFE is a wrapper method presented by Guyon et al. [25] , which adopts backward feature elimination. SVM-RFE finds a subset of features that lead to the margin maximization of class separation. It begins with the whole set of features and eliminates the features that are Calculate MI i 4:
Set LU i = 0 6: end for 7: for k = 1 to MaxNumberOfFeatures do 8: Set score k = 0 9: for all features s i in S do 10: while P i > score k AND LU i < k − 1 do 11: Set LU i = LU i + 1 12: Compute CMI ik between s k and s i 13:
end while 15: if P i > score k then 16: Set score k = P i 
where y i belongs to the class label of the sample x i and the summation is taken over all the training samples. The maximum class separation margin is denoted by α i [26] . SVM-RFE provides a ranked feature list from which a group of top-ranked features can be seletced in order to select the optimal features subset. SVM-RFE utilises a ranking criterion that is closely related to the general SVM classification algorithm. A linear SVM model is trained in each iteration of the feature selection algorithm and the feature with the smallest ranking criterion is removed from the feature set. This process is iterated until all features have been removed from the feature set. The final ranked list is created by sorting the features by the order of removal, with the latest removed features being considered as the most important. Considering that SVM has been succesfull in many Genome-wide Association Studies (GWAS) [27] , it is expected to provide a ranking criterion with enhanced performance.
The ranking criterion for feature k is the square of the k th element of w, as shown in Eq.3.
The proposed approach is a two-step hybrid feature selection method that combines the advantages of the two aforementioned filter and wrapper approaches. The first step (CMIM) consists of a pre-filtering process that is used for discarding irrelevant features and for choosing the relevant candidate SNPs. At the second step, the most informative features are selected out of the relevant ones using the wrapper method (SVM-RFE) in order to obtain the optimal SNPs subset. This hybridization is designed towards bridging the gap between the CMIM and SVM-RFE methods by addressing their disadvantages. Since SVM-RFE is not applicable on the whole SNPs dataset due to their huge feature space and the extremely high computational complexity, it is necessary to apply the CMIM pre-filtering step in order to reduce the feature space. Furthermore, SVM-RFE does not take into account the redundancy among SNPs, so irrelevant and redundant features need to be removed before its application. To this end, CMIM was selected due to its ability to carefully address the redundancy among features. More specifically, CMIM does not consider the informativeness of the features individually and does not select a feature unless it provides additional information when combined with other features. This property of CMIM makes it an ideal choice for the first step of the proposed approach. Nevertheless, using only CMIM does not result in high classification accuracy, hence we opted to combine it with the SVM-RFE wrapper method. The proposed approach is effective in removing uninformative and redundant features during the first step, which addresses the exponential computation problem of the second step, leading to the selection of an effective final feature subset.
In this work we follow the procedure outlined in Algorithm 1 and FIGURE 3 in order to select the most informative SNPs. Firstly, the top N candidates which maximize the mutual information between them and the class to predict will be iteratively picked, conditionally to response of any feature already selected. After that the N selected features will be injected into the wrapper SVM-RFE to choose a subset of M features. Leave-One-Out (LOO) crossvalidation was used for the evaluation of the feature selection process, with the ranking of the selected SNPs applied at each individual fold. N and M are predefined numbers and M < N . The proposed FS algorithm were implemented on Matlab 2016a [28] , [29] . 
C. CLASSIFICATION
Machine learning algorithms aim to develop computer programs that are able to learn by themselves and detect patterns in data, and alter program actions according to new data. Various machine-learning techniques with different characteristics were used in this paper. The main purpose of using these classifiers is to measure the performance of our proposed hybrid feature selection method. The presented classifiers are binary systems trained to detect patterns of data to classify subjects as healthy or affected. The classifiers SVM, Naive Bayes (NB), Linear Discriminant Analysis (LDA) and k-NN were used in this research. In SVM a radial basis function was used as a kernel function. For k-NN, multiple values of k were tested but results are reported only for k = 6 since it provided the best performance. Standard NB and LDA classifiers were used.
D. SNP DATASETS
In this work we used five SNP microarray datasets which are publicly available from NCBI GEO. The GEO is a public repository that archives and freely distributes next-generation sequencing and other genomic data. Datasets consist of labelled samples as case for affected individuals or control for healthy ones, each of them has an identification number and a sequence of SNP alleles. SNP marker can be heterozygous or homozygous. The value AB is given to the SNP marker in the heterozygous case, while, it could be AA or BB in the homozygous case. When the sequencer failed to determined allele value, NC is given.
In this work the five SNP datasets shown in Table 1 were used. GSE67047 series includes SNP data from patients who have sporadic Medullary Thyroid Cancer (sMTC) and juvenile Papillary Thyroid Cancer (PTC). There are 225 individuals in the data set, 96 patients and 129 parents, and approximately 1,000,000 features [30] . GSE9222 series includes SNP data associated with ASD. The dataset consists of 567 individuals, 335 patients and 232 parents, and more than 250,000 features [31] . GSE34678 series includes SNP data from patients who have CC. This study utilizes 124 samples, 62 as a case and 62 as a control and approximately 250,000 features [32] . GSE13117 series includes SNP data associated with MR taken from affected patients and their healthy parents. The dataset consists of 360 individuals, 120 children and 240 parents, and nearly 250,000 features [33] . GSE16619 series includes SNP data related to BC with more than 500.000 SNPs. This study used 111 individuals, 69 as cases and 42 as controls [34] .
Applying machine learning techniques on these datasets poses some challenges.
Small sample size is one of the most challenging problems in SNP dataset analysis. The small number of samples and huge number of SNPs greatly impacts an error estimation. It is worth mentioning that selecting the right validation method is essential to estimating the classification error.
For limited SNP values that could be one of four cases (AA,AB, BB or NC), most studies in the literature replace the NC value with attribute mode or AB, reducing the possible values for SNPs to three. The small number of possible SNPs will increase the probability of redundancy in the features, and make the FS method complicated [22] .
III. RESULTS
Supervised classification experiments were conducted in order to evaluate the performance of the examined FS approaches. The SVM, NB, k-NN, and LDA the classification schemes were applied along with Leave-One-Out cross-validation for obtaining the reported results. An ANN approach was also evaluated but underperformed compared to the other examined classification methods. The whole algorithms were implemented using Matlab 2016a. The prediction rate of the classifiers was evaluated using two measures, the average Accuracy (Acc) (Eq 5) and the F-measure (F) (Eq 4), with the F value representing the ability of our proposed method to predict cases. Samples referring to cases of affected individuals are considered as the positive class for computing the following measures:
where
and TP, FN, FP and TN refer to the number of true positive, false negative, false positive, and true negative, predictors respectively. Table 2 shows the performance of different classifiers on five complex diseases SNP datasets. The results were obtained by conducting our experiments using 100 SNPs as the optimal subset. The proposed method results are compared with the Acc and F achieved using the Minimum Redundancy Maximum Relevance (mRMR) algorithm [35] , ReliefF [14] , Fast Correlation Based Feature Selection (FCBF) [36] and CMIM. As can be clearly seen, the performance of the proposed FS was significantly better and outperformed the compared methods on the given datasets: ASD, MR, CC and TC and BC.
The obtained results show the superiority of our proposed method over the compared algorithms in all tested datasets. A notable increase in the average accuracy was achieved in all given datasets: for example, the accuracy achieved in the BC and CC dataset when using our method is up to 10 % better than that of the best competitors. The proposed algorithm showed consistent performance when it was applied on five different datasets by giving high Acc and F value in all tested data.
The results establish that our hybrid model has strong, consistent performance over most classifiers. In BC and TC datasets, all given classifiers showed great performance when evaluating the proposed algorithm. In ASD and MR datasets, k-NN achieved the minimum accuracy out of the other classifiers. A similar performance was observed in the other feature selection methods. Moreover, in the CC dataset, when the most feature selection performed poorly over most classifiers except NB, our model gave excellent result with SVM classifier.
Based on the results shown in FIGURE 4, the dominance of proposed method is confirmed by being able to reach the best accuracy in all cases. The proposed method significantly outperforms mRMR, CMIM, FCBF and ReliefF. In Fig. 4 (b) , (c) and (e) (MR, BC and TC respectively) the best Acc was reached with fewer than 50 SNPs. While the best Acc was achieved using 100 SNPs in (ASD, CC) in Fig.4 (a) and (d) .
These observations demonstrate that the proposed method can select more informative features. Particularly, it can achieve up to 96 % prediction accuracy with 50 SNPs on BC dataset, which is very useful for medical diagnosis.
Most FS methods perform similarly when using less than 10 SNPs in the selection process, whereas, the accuracy varies after increasing the number of selected SNPs. The accuracy of our proposed method outperforms the other feature selection methods and the enhancements in accuracy is (4-10 %) more than the best algorithm. More precisely, the performance of CMIM and mRMR is often equivalent, and mRMR is slightly better in most cases. It is due to mutual information metrics that were used in both methods. On the other hand the performance of FCBF and ReliefF are almost similar, and FCBF is slightly better. It is due to coloration based metrics that were used in both methods.
The superiority of our proposed method is due to using two different metrics, mutual information and SVM recursive feature elimination, adopted to compute feature informativeness. Another interesting observation is that our algorithm performance keeps increasing simultaneously with the increase in the number of features, until it reaches the maximum accuracy, while the other methods present unstable increments.
One more interesting finding is that our proposed algorithm has the ability to perform better regardless of the dataset distribution, as presented in FIGURE 4 (c) ; the BC dataset has highly separated samples and all used FS methods achieve high performance including our proposed, While in FIGURE 4 (d) CC dataset has samples that are not very separated and all used FS methods perform poorly with no Acc more than 80%. In this dataset the proposed method outperforms the other methods and reaches up to 90% accuracy using 100 SNPs. Table 3 shows the comparison between the proposed method and different frameworks that have been previously applied in the literature for the ASD dataset. The Chi+SVM and RFS+SVM algorithms had the worst performance, with their best accuracy reaching only 64% with approximately 100 SNPs. However, the proposed method reached the same accuracy with only one SNP. The ReliefF with SVM had the best accuracy 78%, obtained with 60 SNPs. We used a similar number of features to obtain the same accuracy. Moreover, the proposed system was able to reach an accuracy of 89.50% over 100 SNPs. The proposed technique outperformed all the other frameworks when applied on the ASD dataset.
For the MR dataset, the compared frameworks were able to classify the samples with high accuracy, as shown in Table 4 . It illustrates the superiority of the proposed method over different frameworks. The Chi with SVM technique had the worst performance, where the best accuracy reached only 59% using two SNPs, the proposed method Accuracy was 68% using only one SNP. The CBFS with SVM achieved the highest accuracy up to 86% using 70 SNPs, while our method used 50 SNPs to reach similar accuracy. Our algorithm was able to reach that accuracy using less number of SNPs. Our proposed technique had competitive performance comparing to the other techniques for the MR dataset. In the BC dataset, 94% accuracy was reached by CBFS and SVM using 60 SNPs. The proposed system provided better performance reaching an accuracy of 96.39% using 50 SNPs, as shown in Table 5 . The proposed approach has the ability to compete with the other techniques in terms of the accuracy and selected number of features. Up to our knowledge there are no previous studies conducted on CC and TC datasets for feature selection and classification purpose. The nonparametric Kruskal-Wallis H test [37] was used in order to examine the statistically significance of the results achieved using the proposed approaches compared to the other examined approaches for all the datasets used (ASD, MR, BC, TC, CC). Results presented in Table 6 demonstrate that the proposed method provides statistical significant results ( p ≤ 0.05 ) for most of the examined scenarios. In this table, the presence of a letter denotes the statistical significance of the proposed approach (column) against an examined approach (row) for the respective dataset used. For example, the proposed method using the SVM classifier (column 1) provided statistically significant results for all datasets when compared to the ReliefF + SVM approach (row 1), but only for the ASD, CC and TC datasets when compared to the CMIM + Naive Bayes approach (row 10). All the experiments were conducted using Matlab 2016a on a PC equiped with an Intel Core i7-5600 VOLUME 6, 2018 (4 cores@2.6 GHz) using a Windows 2010 64-b operating system. Table 7 presents the execution time in seconds for three different FS methods and our proposed, when extracting 100 SNPs as the optimal subset. Our proposed method has the best performance compared with ReliefF, mRMR and FCBF in term of complexity and increase in execution time over CMIM. 
IV. CONCLUSION
The human genome sequence was a great achievement, and great progress in terms of diseases analysis was expected. We aimed in this work to participate in the understanding of complex diseases. The final goal was to build a framework able to analyze the SNP data and distinguish between healthy and affected samples. In this work we proposed a hybrid feature selection model to select the optimal subset of SNPs. We fused the CMIM filter method with the SVM-RFE wrapper method. The selected SNPs were injected into different classifiers to measure the performance of our proposed method. We conducted our experiment on five different datasets obtained from NCBI (GEO) TC, ASD, CC, MR and BC, and the proposed model outperformed the compared methods (mRMR, CMIM, FCBF, ReliefF). Accuracies up to 96 % were achieved in the tested datasets using different numbers of SNPs.
As presented previously, it is evident that the proposed technique provides noticeable improvements in the accuracy over all compared FS algorithms in the previous studies over three datasets [4] , [5] , for the BC dataset competitive results were obtained, with accuracy similar to the other frameworks. Nevertheless, the proposed method has the advantage of being more time efficient.
From the obtained results we conclude that SNPs of the whole genome can be efficiently employed to distinguish affected individuals with complex diseases from the healthy ones. A great deal of work remains to be done in order to understand the genetic basis of diseases and traits.
