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Abstract 
Much effort has gone into developing smart robots, wherein perception and manipulation are 
among the most fundamental and challenging problems. Embedded systems (ESs) are critical in 
robot composition. However, as an embedded system, a robot brain has a fixed resource budget 
and is unsuitable for modern convolutional neural networks (CNNs). Thus, the approach of CNN 
compression plays an important role in reducing their computational cost to make a suitable model 
for embedded systems. Recently, CNN compression approaches can be categorized into two 
groups, namely hand-crafted and model compression (MC) approach. The hand-crafted approach 
involves factorization and manual compression, but it is time consuming and usually requires 
significant amounts of manual effort and domain knowledge. Instead, the MC approach takes 
advantage of pre-trained models and it can solve a hand-crafted problem. The MC squeezes an 
existing model into one that is smaller and requires less computation. Although most MC methods 
can achieve a low latency or high accuracy, they are non-optimum accuracy–latency trade-off, 
complex, and do not affect certain dimensions (e.g., the width, resolution, and depth) of the models. 
To overcome this problem, the thesis presents a simple model-compression approach that 
optimize the accuracy–latency trade-off of the model. The multi-trimmed network structure 
(MTNS) is a robust combination of model compression (MC) techniques providing a lightweight 
model with trade-off optimization. The thesis describes a number of significant advances. Firstly, 
a new simple and efficient MC technique is introduced, which takes into width, resolution and 
depth compression. Secondly, a new multi-objective function is devised, which uses the accuracy–
latency trade-off of compressed models to optimize the performance of a target model. Thirdly, a 
new training-accelerator is developed, which integrates pruning of convolutional kernels into 
shrinking the model structure to reduce training time at compressing width dimension. Finally, a 
new search strategy is developed, which combines Neural Architecture Search (NAS) with 
shrinking the model structure to explore more-complex conditions of shrinking the model structure 
with a relatively short training period. 
In an experimental evaluation, the thesis compares the performances of the proposed MTNS 
approach with those of CNN filter pruning, the model quantization technique, an adaptive mixture 
of low-rank factorizations, and knowledge distillation. The MTNS better resolved the accuracy–
latency trade-off in image classification than the modern MC methods. It will be useful and 
friendly to the embedded system to perform a compressed model of MTNS with the maximum 
trade-off, lightweight, low computation and rapid process. The outstanding of the thesis is that the 
model compression problems have been solved by using MTNS techniques which are simple and 
optimum accuracy–latency trade-off for model compression. 
Keywords: Model compression, computational efficiency, image classification, convolutional 
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Chapter 1  
Introduction 
1.1 Background and Motivation 
Much effort has gone into developing smart robots, wherein perception and manipulation are 
among the most fundamental and challenging problems. Embedded systems play an important role 
in robot perception of the environment. Embedded systems are used as a robot brain, and such 
systems are improving continuously because of the demands for enhanced environmental 
understanding by robots. Currently, a hardware has continuously improving, and its efficiency is 
much improved. For example, central processing unit (CPU) becomes faster than previous, and 
graphics processing units (GPU) is integrated with the embedded system, such as Nvidia Jetson 
series. Although the hardware is better than previous, the embedded systems still have space 
limitation. The space limitation incurs other limitations, such as small cooling system, low 
memory, and small processor. For this reason, the embedded systems are a platform with a fixed 
resource budget.  
As machine learning has developed, it has become a powerful tool for recognition, such as in 
the form of convolutional neural networks (CNNs). CNNs are capable of not only image 
classification but also other computer-vision tasks. For example, successful image-classification 
models with deep CNNs are AlexNet [1], VGG [12], and ResNet [40]. Recently, the performances 
of CNNs have improved as their structure has become more complicated. This means that they 
incur higher computational costs and become slower. However, as an embedded system, the robot 
brain has a fixed resource budget, and modern CNNs are not suitable for real-time processing on 
such a system. Thus, the approach of compressing CNNs plays an important role in reducing their 
computational cost, examples being (i) the hand-crafted approach and (ii) the model compression 
(MC) approach. The hand-crafted approach involves factorization and manual compression. 
Examples of hand-crafted models include SqueezeNet [2], MobileNet [6], MobileNetV2 [7], 
ShuffleNet [3], CondenseNet [4], ShiftNet [5], and Neural Architecture Search (NAS) [8], [36], 
[39]. However, these approaches usually require significant amounts of manual effort and domain 
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knowledge and are time consuming, although the NAS provides considerable expert knowledge. 
Instead, the MC approach takes advantage of pre-trained models, such as pruning [14], [31], 
quantization [41]–[43], low-rank factorization [15]–[17], and knowledge distillation [18]–[20]. 
These techniques were managed to solve a hand-crafted need problem. Although most MC 
techniques can achieve a good compression rate, high accuracy, or both, they do not affect certain 
dimensions (e.g., the width, resolution, and depth) of the models. For example, (i) the pruning 
process exploits only a relatively narrow model, (ii) quantization employs a relatively low-memory 
bandwidth and storage size of model, (iii) low-rank factorization affects only relatively light 
weights, and (iv) knowledge distillation exploits a narrow and shallow model. The remaining 
challenge then is to compress a model structure in all dimensions using MC, and achieve a trade-
off between the accuracy and latency. In this thesis, the efficient MC approach achieves simplicity 
while optimizing the trade-off between accuracy and latency. The thesis also presents a multi-
trimmed network structure (MTNS), a robust combination of the following MC techniques: (i) 
optimizing hyperparameter, (ii) shrinking the model structure, (iii) developing the training 
accelerator through the hybrid pruning of convolutional kernels and shrinking the model structure, 
and (iv) developing the search strategy through trim neural architecture search. 
This thesis is written in form of papers, which were presented at conference proceedings and 
published in numerous technical journals and transactions. 
1.2 Research Objective and Contribution 
The thesis presents the new robust combination of model compression approaches, the multi-
trimmed network structure (MTNS), to optimize a trade-off between accuracy and latency of 
models for working on embedded systems. The MTNS approach bases on image classification 
problem in computer vision. The main work is divided into four parts based on different objectives 
and constraints as follows: 
Firstly, a preliminary knowledge and technique for model compression approach is the method 
of finding the right set of hyperparameter values to achieve maximum performance on each dataset. 
The objective of this approach is to find the right combination of hyperparameter values, and attain 
maximum performance of deep learning model on the data. The preliminary knowledge and 
technique for model compression provides the suitable environment to guarantee the highest 
performance of models on each dataset for the model compression approach. 
Secondly, a model-structure shrinking approach is a new simple and efficient model-structure 
compression technique, which takes into width, resolution and depth compression, to decrease the 
computation of models for working on embedded systems. This approach devises a new multi-
objective function to optimize the trade-off between accuracy and latency. This approach 
compresses the model structure in three dimensions (width, resolution, and depth) and consists of 
three parameters, namely multipliers of the width, resolution, and depth. The objective of this 
approach is to find the right combination of multiplier values and attain optimum trade-off between 
accuracy and latency of shrunk model for working on the Nvidia Jetson TXII. 
Thirdly, a model-structure shrinking-with-training-accelerator approach is an improvement of 
the shrinking approach in term of short training period. This approach develops a new training 
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accelerator, which integrates pruning of convolutional kernels into the model-structure shrinking, 
to reduce training time of the shrinking method at width dimension compression. This technique 
has also same scaling multipliers of the width, resolution, and depth in shrinking approach. The 
objective of this approach is to find the right combination of multiplier values and attain optimum 
trade-off between accuracy and latency of shrunk model with a relatively short training period. 
Fourthly, a trim neural architecture search approach is an improvement of the shrinking 
approach in term of complex level-compression. This approach develops a new search strategy, 
which combines NAS with model-structure shrinking to explores a more complex compressed 
model architecture than can use either the shrinking or shrinking-with-training-accelerator 
approach. The objective of this approach is to find the right combination of multiplier values with 
block level and attain optimum trade-off between accuracy and latency of shrunk model with a 
relatively short training period. 
Finally, the proposed novel approaches are implemented and verified through the image 
classification task. The performance of proposed novel approaches is compared with those of CNN 
filter pruning, model quantization technique, an adaptive mixture of low-rank factorizations, and 
knowledge distillation. It is obvious that the proposed novel model compression approach better 
resolved the accuracy–latency trade-off in image classification than the modern MC methods. 
1.3 Dissertation Outline 
The thesis is separated into seven chapters as shown in Figure 1.1. Chapter 1 emphasizes the 
background and motivation of this thesis. The research objectives are described and the 
contributions are explained.  
Chapter 2 describes literature review of compressing convolutional neural networks. A search 
strategy, tactile object recognition and image classification dataset are introduced. The summary 
of related works is described. 
Chapter 3 presents a preliminary knowledge and technique for model compression to provide 
the suitable environment for training deep learning model on each dataset. The preliminary 
knowledge and technique for model compression finds the right combination of hyperparameter 
values to attain maximum performance of deep learning model on the data. The optimization 
results are shown and discussed.  
Chapter 4 proposes a new simple and efficient model compression approach, called model-
structure shrinking method. The model-structure shrinking approach finds the right combination 
of multiplier values to optimize trade-off between accuracy and latency of shrunk model for 
working on the Nvidia Jetson TXII. The performance of compressed models is shown and 
discussed. This chapter compares the model-structure shrinking approach with modern MC 
approaches, such as CNN filter pruning, model quantization technique, an adaptive mixture of 
low-rank factorizations, and knowledge distillation. 
Chapter 5 presents an improvement of shrinking approach in term of short training time, called 
model-structure shrinking-with-training-accelerator method. This approach finds the right 
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combination of multiplier values to optimize trade-off between accuracy and latency of shrunk 
model with a relatively short training period. The performance of compressed models is shown 
and discussed. This chapter compares the performance of model-structure shrinking and those of 
model-structure shrinking with training accelerator approach. Moreover, it is compared with 
modern MCs. 
Chapter 6 proposes an improvement of the shrinking approach in term of complex level-
compression, called trim neural architecture search method. This approach finds the right 
combination of multiplier values with block level to optimize trade-off between accuracy and 
latency of shrunk model with a relatively short training period. The performance of compressed 
models is shown and discussed. This chapter compares the performance of compressed model 
between each method in MTNS approach. Moreover, it is compared with modern MCs. 
Chapter 7 concludes the whole results of the MTNS methods. The review of thesis 
contributions is explained and the future work is described. 
 
Figure 1.1 Dissertation chapter outline 
Model Compression Using Multi-Trim Network Structure 
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Chapter 2  
Literature Reviews 
2.1 Compressing Convolutional Neural Networks 
For more-accurate performance, modern CNNs tend to become deeper and more complex, 
thereby become slower and incurring high computational costs. A platform with a fixed resource 
budget is not suitable for processing modern CNNs because such a platform has low memory and 
small processors. The CNN compression approach plays an important role in modern CNN 
applications. This approach is a computation-reduction technique for a model working on a 
platform with a fixed resource budget. CNN compression can provide a smaller and faster model. 
Recent work on compressing CNNs can be classified into two groups, namely (i) hand-crafted and 
(ii) MC. Both techniques were described as following section. 
2.1.1 Hand-Crafted Approach 
The hand-crafted methods create a lightweight and low-computation model. SqueezeNet [2] 
solves the problems of inefficient distributed training, high overhead, and unfeasible embedded 
systems, but it has low accuracy. MobileNet [6], [7] solves the problem of the high computational 
cost of CNNs by using a depthwise separable CNN and inverted residual. However, although it is 
more accurate than SqueezeNet, MobileNet requires considerable manual efforts. ShuffleNet [3] 
cracked a simple technique by shuffling CNN, thereby increasing the accuracy and latency. 
CondenseNet [4] shows latency beyond ShuffleNet with the same level of accuracy. ShiftNet [5] 
is smaller than previous models [2], [4], [5] by using shift operations, but hurt in accuracy. 
However, although they achieve models with either low latency or high accuracy, these approaches 
require considerable manual efforts and domain knowledge and are time consuming. Moreover, 
the NAS approach allows the automation of the model design process [8], [36], [39]. NAS fixes 
the problem of domain knowledge required; however, it is usually time consuming. 
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2.1.2 Model Compression Approach 
Unlike the hand-crafted methods, the MC methods take advantage of pre-trained models. MC 
squeezes an existing model into one that is smaller and requires less computation. This thesis 
categorizes the MC methods into the following four groups. 
1. Pruning-based methods explore the redundant parameters or convolutional filters in the 
model and remove those that are not critical. Parameter pruning [14], [21] yields an 
effective reduction of model size; however, it relies on the support of hardware and a 
computing library because of sparse parameter kernel after pruning. Convolutional filter 
pruning [14], [31], [46], [61] resolves the unfriendliness of hardware and Basic Linear 
Algebra Subprograms (BLAS library). However, the problem of drop accuracy is 
commonly encountered in both approaches. 
2. Quantization-based methods reduce the number of bits associated with each weight. Eight-
bit quantization [22], [23] leads to remarkable acceleration but lower accuracy, the latter 
having to be solved by retraining [41]. Binary quantization (one bit) [24] enhances the 
speed but offers much-lower accuracy. Sixteen-bit quantization reduces the accuracy loss 
and was weight increment. 
3. Methods based on low-rank factorization use matrix decomposition to save storage. The 
low-rank method of fully connected layers and a CNN [15] achieves a good compression 
rate, but both cause some models to lose accuracy. Adaptive Mixture [32] fixes the problem 
of lower accuracy; however, it results in a model that is larger than that of Madds. 
4. Methods based on knowledge distillation transfer knowledge from a teacher model (a pre-
trained model) to a student model (a smaller model). Softmax temperature [18] assembled 
loss of teacher model into student one of similar depth and caused hurt in accuracy. Soften 
label probabilities [18], [25], [33] assisted student models to preserve more information, 
but were more compact. 
As mentioned above, most methods could hurt in accuracy of the result model although had a 
good compression rate, and a compact method hinders use. To solve these problems, the thesis 
bridges the gap between trade-off optimization and simplicity. The thesis presents structure-
compression methods to optimize the trade-off between accuracy and latency. The present model-
structure shrinking approach differs from previous studies. The method of shrinking the model 
structure involves compressing a pre-trained model by its structure. Compressing the model 
structure leads to lower computational costs and an optimum trade-off model. Furthermore, the 
thesis boosts the performance in terms of both speed and accuracy by developing a training 
accelerator and a search strategy. 
2.2 Search Strategy 
Search strategy is an exploration algorithm to find a maximum benefit and a minimum cost of 
a problem. There are popular search strategies, such as grid search, random search (RS) [62], 
Bayesian methods [63], gradient-based methods [44], evolutionary methods [64] and 
reinforcement learning (RL) [65]. The thesis looks for a combination of multiplier values to 
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maximize an accuracy–latency trade-off of compressed model. Thus, the search strategy plays an 
important role in search-space exploration and exploitation. A case study comparing evolutionary 
methods, RL, and RS concluded that evolutionary methods and RL perform better than RS in this 
experiment [35] in numerous search space. On the other hand, when search space is small, all 
possible combination can be explored and the grid search is the suitable solution.  
2.3 Tactile Object Recognition 
Tactile object recognition (TOR) is among the most challenging problems in robot perception. 
TOR has two parts, namely (i) the TS and (ii) the recognition system. Recent works on TOR 
methods mostly use either multi-model sensors or multi-touch TSs [47], [48]. For a better 
understanding of the tactile object pattern, these methods use multimodality data [49]–[52], 
multiple touches (contact points) [53]–[57], or sequential data [52], [58]–[60]. By contrast, the 
multimodality example-based method struggles to associate local patterns and kinesthetic data. A 
multi-touch TS requires a large number of contacts and a long holding period. Therefore, author’s 
view of previous sensors is that they are (i) complex, (ii) sometimes generate more information 
than can be understood, and (iii) require a large number of contacts and a long holding period. To 
deliver its maximum benefits, TOR should be both accurate and timely. The TS and the recognition 
system are interdependent and are essential for realizing a high-performance TOR. For example, 
the correctness of the TOR relies on two factors, namely, (i) the information acquired during the 
data capture of TS and (ii) the learning ability of the recognition system based on the captured data 
of the TS. Meanwhile, the processing speed of TOR depends on (i) the capturing time of the TS 
and (ii) the inference time of the recognition system (latency) on the captured data of the TS. 
Therefore, the thesis chose an optical TS (OTS) [34], a random-dot sensor, to use as TS part of 
TOR. TOR is an implemented problem in the thesis, i.e., the recognition system is a child model 
of MTNS approach, and the tactile image is used as dataset. 
2.4 Image Classification Dataset 
Image classification task is a supervised learning problem. A dataset is an essential part of the 
image classification task. The dataset consists of a set of target classes and a set of input images. 
Well known image classifications are ImageNet [9], CIFAR [13] and MNIST datasets [44]. They 
are different number of images, resolution, number of classes, number of colors and purpose. 
Those factors and scale of deep learning model are interdependent. For example, the ImageNet 
dataset requires a large model to recognize a numerous feature maps from a ton input image. On 
the other hand, the MNIST dataset requires a small model to recognize a few feature maps from a 
few classes and a few patterns. In this thesis, CIFAR and tactile datasets were used in experiments. 
The tactile dataset [11], [34], [45] is a set of tactile images from a random-dot sensor. A tactile 
image was captured while the surface of the experimental object was in contact with the opaque 
layer of the random-dot sensor. Displacing the opaque layer changed the positions of the dots in 
the transparent layer. Figure 2.1 shows example of tactile images. A goal of tactile dataset is object 
shape recognition. Moreover, the thesis also extends experiments to CIFAR dataset to confirm the 
performance of MTNS approach. CIFAR dataset is low-resolution (32×32) and not too much 
classes. It is suitable to implement by the MTNS approach. A goal of CIFAR-10 and CIFAR-100 
datasets [13] aims image classification. Figure 2.2 show example of CIFAR-10 images. 
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Figure 2.1 Examples of tactile images: (from left to right) default, circle, triangle, square, 
pentagon, hexagon. Reprinted from “Efficient and Small Network Using Multi-Trim Network 
Structure for Tactile Object Recognition on Embedded Systems,” by P. Sarakon, H. Kawano, K. 
Shimonomura, and S. Serikawa, 2020, IEEE Access, vol. 8, pp. 144277-144291. Copyright 2020 
by the IEEE. Reprinted with permission. 
 
Figure 2.2 Examples of CIFAR-10 images: (from top to bottom) airplane, automobile, bird, cat, 
deer, dog, frog, horse, ship and truck. Adapted from CIFAR-10 and CIFAR-100 datasets, by A. 
Krizhevsky, V. Nair, and G. Hinton, Retrieved January 7, 2021, from https://www.cs.toronto.edu/~ 
kriz/cifar.html. Copyright 2013 by Valay Shah. 
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2.5 Related Work Summary 
 Most model compression techniques can achieve a good compression rate, high accuracy, or 
both, they do not affect certain dimensions (e.g., the width, resolution, and depth) of the models. 
However, most methods are complex and compact methods hinder use. To solve these problems, 
the thesis bridges the gap between trade-off optimization, simplicity and a model-structure 
compression in all dimensions. The thesis presents structure-compression methods to optimize the 
trade-off between accuracy and latency. The present model-structure shrinking approach differs 
from previous studies. The method of shrinking the model structure involves compressing a pre-
trained model by its structure. Compressing the model structure leads to lower computational costs 
and an optimum trade-off model. Furthermore, this thesis boosts the performance in terms of both 
speed and accuracy by developing a training accelerator and a search strategy. 
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Chapter 3  
Preliminary Knowledge and 
Technique for Model Compression 
3.1 Introduction of Preliminary Knowledge and Technique 
for Model Compression 
In deep learning problem, a hyperparameter is a parameter whose value is used to control the 
learning process. Examples of hyperparameters are learning rate, batch size, number of epochs, 
hidden layers, hidden units and activation function. A set of optimal hyperparameters can 
maximize performance of model on the data. On the other hand, an unsuitable set of 
hyperparameters may have lower performance than the optimal ones. The same model can affect 
different set of hyperparameter to generalize different data patters. Preliminary knowledge and 
technique for model compression is the method of finding the right set of hyperparameter values 
to achieve maximum performance on the data. As the preliminary knowledge and technique for 
model compression is search algorithm, there are common strategies such as grid search, random 
search, Bayesian optimization, evolutionary method and reinforcement method.  
This chapter is organized as follows. Section 3.2 describes the purpose of the preliminary 
knowledge and technique for model compression. Section 3.3 presents methodology in the 
preliminary knowledge and technique for model compression approach, such as model selection, 
hyperparameters, flowchart and code. Section 3.4 evaluates the performance of the preliminary 
knowledge and technique for model compression approach. Section 3.5 discusses the experimental 
result of the preliminary knowledge and technique for model compression approach. Conclusion 
was draw in Section 3.6. 
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3.2 Objective of Preliminary Knowledge and Technique for 
Model Compression 
This approach finds the right combination of hyperparameter values to attain optimum 
performance of deep learning model on the data. 
3.3 Methodology of Preliminary Knowledge and Technique 
for Model Compression 
This task bases on image classification problem in computer vision. A goal of tactile dataset is 
object shape recognition, and a goal of CIFAR-10 and CIFAR-100 datasets [13] aims image 
classification. To maximize performance of deep learning model, the preliminary knowledge and 
technique for model compression approach finds a suitably learning environment of deep learning 
model on each dataset. The thesis selected MobileNet series (MobileNet [6], MobileNetV2 [7], 
and MnasNet [8]) as pre-trained models (see Section 3.3.1). These models are lightweight and 
high-performance model that achieved high-performance on ImageNet data [9]. For a fair 
comparison, the thesis also chose VGG16, the CNN employed in the conference version of this 
chapter. 
In this chapter, the total number of hyperparameter sets in search space is 49 conditions per 
deep learning model. The most important hyperparameter is learning rate and it relates to weight 
decay to learning rate ratios. Thus, the search space consists of the learning rate and weight decay 
to learning rate ratios. In case of tactile dataset, the grid consisted of 7 logarithmically spaced 
learning rates between 2610-6 and 21210-6 and 7 logarithmically spaced weight decay to learning 
rate ratios between 10-6 and 10-3 for VGG16 and MobileNet. The grid consisted of 7 
logarithmically spaced learning rates between 2610-4 and 21210-4 for MobileNetV2 and MnasNet 
and the weight decay to learning rate ratios is set the same as VGG16. In case of CIFAR-10 and 
CIFAR-100 datasets, the grid consisted of 7 logarithmically spaced learning rates between 10-4 
and 10-1 and 7 logarithmically spaced weight decay to learning rate ratios between 10-5 and 10-2. 
Grid search is used to find the hyperparameters because a case thesis [10] states that grid search is 
a better approach than genetic algorithm when search space is small.  
Methodology section is organized as follows. Section 3.3.1 describes the model selection. 
Section 3.3.2 presents the training details in the preliminary knowledge and technique for model 
compression. Section 3.3.3 shows flowchart of the preliminary knowledge and technique for model 
compression approach. Section 3.3.4 describes the algorithms in the preliminary knowledge and 
technique for model compression approach. 
3.3.1 Model Selection 
The MobileNet series (MobileNet [6], MobileNetV2 [7], and MnasNet [8]) is composed of 
lightweight pre-trained models based on the ImageNet dataset [9] for vision recognition tasks. The 
thesis chose the MobileNet models because they achieve high-performance on ImageNet data 
(high accuracy and low computational cost). The architecture improvement along the series 
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provides different model-shrinkage performances. Other high-performance lightweight models 
(SqueezeNet [2], ShuffleNet [3], CondenseNet [4] and ShiftNet [5]) are larger and consume more 
computational resources than the MobileNet series; however, they are not more accurate than 
MnasNet, although they outperform MobileNet and MobileNetV2 (see Table 3.1). For a fair 
comparison with author’s conference results [11], The thesis also employed VGG16 [12], the CNN 
used in the conference version of this thesis. 










SqueezeNet [2] 67.5 88.2 708 3.2 
ShuffleNet×2 [3] 73.7 − 524 5.4 
CondenseNet [4] 73.8 91.7 529 4.8 
ShiftNet [5] 70.1 89.7 − 4.1 
MobileNet [6] 70.6 89.5 568* 3.21* 
MobileNetV2 [7] 72.0 91.0 300* 2.24* 
MnasNet [8] 75.2 92.5 313* 3.11* 
VGG16 [12] 71.5 90.1 15,500* 134* 
*The number of Madds and parameters were estimated in the implementation of this thesis. 
3.3.2 Training Details in the Preliminary Knowledge and Technique 
for Model Compression 
The thesis used the tactile, CIFAR-10 and CIFAR-100 datasets to experiment with the 
preliminary knowledge and technique for model compression experiment. The holdout method 
was used to split each dataset into training and testing parts. The training part consisted of training 
and validation datasets, which were separated by three-fold cross-validation. Because CIFAR 
images are much smaller than Tactile images, the thesis replaces the first and second Conv of stride 
2 with Conv of stride 1 for MobileNet series, and also remove the first and second max pooling 
operation for VGG16. The experiment of preliminary knowledge and technique for model 
compression used a grid search to explore a target. The target was a right combination of 
hyperparameter that performed the highest accuracy. The weights of the experimental models were 
all initialized using the Kaiming technique [27]. For a fair comparison, random seed is at 40. Every 
epoch, the training set was shuffled. The thesis selected the model that performed the best on a 
validation dataset to measure the performance with the testing dataset. The preliminary knowledge 
and technique for model compression experiment was training on seven Nvidia GTX 1080Ti GPUs. 
Hyperparameters and search space were described in the next section. 
3.3.2.1 Hyperparameters 
The hyperparameters on each dataset were different. They were set into suitable value by 
experiment. In case of tactile dataset, the hyperparameters were described in Table 3.2. In case of 
CIFAR datasets, the hyperparameter were described in Table 3.3.  
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Table 3.2 The hyperparameters on tactile dataset in the preliminary knowledge and 
technique for model compression experiment 
Parameter Value 
Image size 224×224 
Batch size 128 
Number of epochs 50 
Optimizer Adam [28] 
Learning rate scheduler Cosine Annealing [29] 
Learning rate scheduler’s warmup 10% of number of epochs 
Loss function Cross-entropy Loss 
Table 3.3 The hyperparameters on CIFAR datasets in the preliminary knowledge and 
technique for model compression experiment 
Parameter Value 
Image size 32×32 
Batch size 1024 
Number of epochs 100 
Optimizer Stochastic gradient descent [30] 
Learning rate scheduler Cosine Annealing 
Learning rate scheduler’s warmup 10% of number of epochs 
Loss function Cross-entropy Loss 
3.3.2.2 Search Space 
The search strategy was a grid search, and there were 49 conditions of combinations between 
learning rate and weight decay to learning rate ratios. In case of tactile dataset, the thesis separated 
pre-trained models into two groups, e.g. (i) VGG16 and MobileNet, and (ii) MobileNetV2 and 
MnasNet. Two groups have different range of learning rate, which set by experimental result. 
Table 3.4 and Table 3.5 present tested hyperparameters for (i) VGG16 and MobileNet, and (ii) 
MobileNetV2 and MnasNet, respectively. Table 3.6 presents the tested hyperparameters for 
CIFAR datasets. 
Table 3.4 The tested hyperparameters for VGG16 and MobileNet on tactile dataset in the 
preliminary knowledge and technique for model compression experiment 
Parameter Value 
Learning rate (10-6) 2
6, 27, 28, 29, 210, 211, 212 
Weight decay to learning rate ratios 10-6, 10-5.5, 10-5, 10-4.5, 10-4, 10-3.5, 10-3 
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Table 3.5 The tested hyperparameters for MobileNetV2 and MnasNet on tactile dataset in 
the preliminary knowledge and technique for model compression experiment 
Parameter Value 
Learning rate (10-4) 2
6, 27, 28, 29, 210, 211, 212 
Weight decay to learning rate ratios 10-6, 10-5.5, 10-5, 10-4.5, 10-4, 10-3.5, 10-3 
Table 3.6 The tested hyperparameters on CIFAR datasets in the preliminary knowledge 
and technique for model compression experiment 
Parameter Value 
Learning rate 10-3, 10-2.5, 10-2, 10-1.5, 10-1, 10-0.5, 100 
Weight decay to learning rate ratios 10-5, 10-4.5, 10-4, 10-3.5, 10-3, 10-2.5, 10-2 
3.3.3 Flowchart in the Preliminary Knowledge and Technique for 
Model Compression 
 
Figure 3.1 Flowchart of the preliminary knowledge and technique for model compression experiment 
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3.3.4 Algorithms in the Preliminary Knowledge and Technique for 
Model Compression 
3.3.4.1 Main Algorithm 
Algorithm 1 Preliminary Knowledge and Technique for Model Compression algorithm. 
1: input: dataset Ɗ, model 𝑓 
2: initial hypermeters 
3:   Search Space Generator (Ɗ, 𝑓)                     #find the cartesian product 
4: for all 𝑝   do                                                    #search optimal hyperparameters 
5: 𝐴𝐶𝐶(𝑝) Training Model (𝑓, Ɗ, 𝑝) 
6: end for 
7: maximize 𝐴𝐶𝐶 
3.3.4.2 Search Space Generator Algorithm 
Algorithm 2 Search Space Generator algorithm. 
1: input: dataset Ɗ, model 𝑓 
2: 𝑙𝑟  Initial Learning Rate (Ɗ, 𝑓) 
3: 𝑤𝑑  Initial Weight Decay to Learning Rate Ratios (Ɗ) 
4:   𝑙𝑟 × 𝑤𝑑                                                                                #cartesian product 
5: return  
3.3.4.3 Training Model Algorithm 
Algorithm 3 Training Model algorithm. 
1: input: dataset Ɗ, model 𝑓, hyperparameters 𝑝 
2: for all ℯ  {1, . . . , Ε} do                                         #where Ε is number of epochs 
3:       for sampled minibatch {𝑥𝑘}𝑘=1
𝑁  of Ɗ do 
4:             for all 𝑘  {1, . . . , N} do 
5:                   ℎ𝑘 𝑓𝑝(𝑥𝑘) 
6:             end for 





𝑖=1          #cross entropy loss function 
8:             calculate ℒ 
9:             update model 𝑓 to minimize ℒ 
10:       end for 
11:       𝐴𝐶𝐶  Evaluate Accuracy (𝑓)                           #evaluate by validation dataset 
12:       save checkpoint when 𝐴𝐶𝐶 is higher than previous epoch 
13: end for 
14: return 𝐴𝐶𝐶 
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3.4 Experimental Result 
The experiment of preliminary knowledge and technique for model compression explores an 
optimum condition that was a right combination of hyperparameter performing the highest 
accuracy. The experimental result was separated into three parts by the datasets in the experiment. 
The thesis visualized the experimental results as 3D surface and heatmap. In section 3.4.1, the 
experimental result on tactile dataset was presented. The experimental result on CIFAR-10 and 
CIFAR-100 datasets were described in section 3.4.2 and 3.4.3, respectively. 
3.4.1 Tactile Dataset 
The experimental result on tactile dataset in the preliminary knowledge and technique for 
model compression was shown from Figure 3.2 to Figure 3.5. Table 3.7 shew the highest score 
with the right combination between learning rate and weight decay to learning rate ratios. Figure 
3.2 presented accuracy visualization of VGG16. The highest accuracy was 85.76% and it was 
provided by 21010-6 learning rate and 10-4.5 weight decay to learning rate ratios. neighborhoods 
of the right combination had accuracies from 84.91% to 85.19%. Unsuitable combinations 
performed lower accuracy than the right one. Figure 3.3 shew the result of MobileNet. The highest 
accuracy was 92.79% and it was provided by 21010-6 learning rate and 10-5 weight decay to 
learning rate ratios. The neighborhoods of the right combination had accuracies from 90.67% to 
92.63%. Figure 3.4 presented the result of MobileNetV2. The highest accuracy was 94.13% and it 
was provided by 2810-4 learning rate and 10-4.5 weight decay to learning rate ratios. The 
neighborhoods of the right combination had accuracies from 91.73% to 93.53%. Figure 3.5 shew 
the accuracy visualization of MnasNet. The highest accuracy was 94.50% and it was provided by 
2810-4 learning rate and 10-4.5 weight decay to learning rate ratios as same as MobileNetV2. The 
neighborhoods of the right combination had accuracies from 91.80% to 94.33%. 
Table 3.7 Performance of models optimized by learning rate and weight decay to learning 
rate ratios on tactile dataset 
Model Learning rate 
Weight decay to 
learning rate ratios 
Accuracy 
VGG16 21010-6 10-4.5 85.76 
MobileNet 21010-6 10-5.0 92.79 
MobileNetV2 2810-4 10-4.5 94.13 
MnasNet 2810-4 10-4.5 94.50 
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Figure 3.2 Accuracy visualization of VGG16s on tactile dataset in the preliminary experiment: (a) heatmap 
of accuracies. The color bar shows rang of accuracy values of VGG16; (b) 3D surface visualization of 
accuracies. The dot symbol corresponds to the maximum accuracy of VGG16. 
 
Figure 3.3 Accuracy visualization of MobileNets on tactile dataset in the preliminary experiment: (a) 
heatmap of accuracies. The color bar shows rang of accuracy values of MobileNet; (b) 3D surface 
visualization of accuracies. The dot symbol corresponds to the maximum accuracy of MobileNet. 
 
Figure 3.4 Accuracy visualization of MobileNetV2s on tactile dataset in the preliminary experiment: (a) 
heatmap of accuracies. The color bar shows rang of accuracy values of MobileNetV2; (b) 3D surface 
visualization of accuracies. The dot symbol corresponds to the maximum accuracy of MobileNetV2. 
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Figure 3.5 Accuracy visualization of MnasNets on tactile dataset in the preliminary experiment: (a) 
heatmap of accuracies. The color bar shows rang of accuracy values of MnasNet; (b) 3D surface 
visualization of accuracies. The dot symbol corresponds to the maximum accuracy of MnasNet. 
3.4.2 CIFAR-10 Dataset 
The experimental result on CIFAR-10 dataset in the preliminary knowledge and technique for 
model compression was shown from Figure 3.6 to Figure 3.9. Table 3.8 shew the highest score 
with the right combination between learning rate and weight decay to learning rate ratios. Figure 
3.6 presented the accuracy visualization of VGG16. The highest accuracy was 89.88% and it was 
provided by 10-1 learning rate and 10-2.5 weight decay to learning rate ratios. neighborhoods of the 
right combination had accuracies from 86.96% to 88.75%. Unsuitable combinations performed 
lower accuracy than the right one. The result of MobileNet was shown in Figure 3.7. The highest 
accuracy was 91.32% and it was provided by combination as same as VGG16. The neighborhoods 
of the right combination had accuracies from 91.2% to 91.3%. Figure 3.8 presented the accuracy 
visualization of MobileNetV2. The highest accuracy was 91.41% and it was provided by 10-0.5 
learning rate and 10-3 weight decay to learning rate ratios. The neighborhoods of the right 
combination had accuracies from 91.17% to 91.25%. The accuracy visualization of MnasNet was 
shown in Figure 3.9. The highest accuracy was 91.56% and it provided by the same combination 
as MobileNetV2. The neighborhoods of the right combination had accuracies from 91.06% to 
91.35%. 
Table 3.8 Performance of models optimized by learning rate and weight decay to learning 
rate ratios on CIFAR-10 dataset 
Model Learning rate 
Weight decay to 
learning rate ratios 
Accuracy 
VGG16 10-1.0 10-2.5 89.88 
MobileNet 10-1.0 10-2.5 91.32 
MobileNetV2 10-0.5 10-3.0 91.41 
MnasNet 10-0.5 10-3.0 91.56 
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Figure 3.6 Accuracy visualization of VGG16s on CIFAR-10 dataset in the preliminary experiment: (a) 
heatmap of accuracies. The color bar shows rang of accuracy values of VGG16; (b) 3D surface visualization 
of accuracies. The dot symbol corresponds to the maximum accuracy of VGG16. 
 
Figure 3.7 Accuracy visualization of MobileNets on CIFAR-10 dataset in the preliminary experiment: (a) 
heatmap of accuracies. The color bar shows rang of accuracy values of MobileNet; (b) 3D surface 
visualization of accuracies. The dot symbol corresponds to the maximum accuracy of MobileNet. 
 
Figure 3.8 Accuracy visualization of MobileNetV2s on CIFAR-10 dataset in the preliminary experiment: 
(a) heatmap of accuracies. The color bar shows rang of accuracy values of MobileNetV2; (b) 3D surface 
visualization of accuracies. The dot symbol corresponds to the maximum accuracy of MobileNetV2. 
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Figure 3.9 Accuracy visualization of MnasNets on CIFAR-10 dataset in the preliminary experiment: (a) 
heatmap of accuracies. The color bar shows rang of accuracy values of MnasNet; (b) 3D surface 
visualization of accuracies. The dot symbol corresponds to the maximum accuracy of MnasNet. 
3.4.3 CIFAR-100 Dataset 
The experimental result on CIFAR-100 dataset in the preliminary knowledge and technique 
for model compression was shown from Figure 3.10 to Figure 3.13. Table 3.9 shew the highest 
score with the right combination between learning rate and weight decay to learning rate ratios. 
The accuracy visualization of VGG16 was shown in Figure 3.10. The highest accuracy was 
66.13% and it was provided by 10-1 learning rate and 10-2.5 weight decay to learning rate ratios. 
neighborhoods of the right combination had accuracies from 63.94% to 66.08%. Unsuitable 
combinations performed lower accuracy than the right one. The result of MobileNet was shown in 
Figure 3.11. The highest accuracy was 69.86% and it was provided by combination as same as 
VGG16. The neighborhoods of the right combination had accuracies from 69.16% to 69.56%. 
Figure 3.12 presented the accuracy visualization of MobileNetV2. The highest accuracy was 
71.27% and it was provided by 10-0.5 learning rate and 10-3 weight decay to learning rate ratios. 
The neighborhoods of the right combination had accuracies from 68.58% to 70.33%. The accuracy 
visualization of MnasNet was shown in Figure 3.13. The highest accuracy was 91.56% and it 
provided by the same combination as MobileNetV2. The neighborhoods of the right combination 
had accuracies from 68.45% to 71.18%. 
Table 3.9 Performance of models optimized by learning rate and weight decay to learning 
rate ratios on CIFAR-100 dataset 
Model Learning rate 
Weight decay to 
learning rate ratios 
Accuracy 
VGG16 10-1.0 10-2.5 66.13 
MobileNet 10-1.0 10-2.5 69.86 
MobileNetV2 10-0.5 10-3.0 71.27 
MnasNet 10-0.5 10-3.0 71.35 
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Figure 3.10 Accuracy visualization of VGG16s on CIFAR-100 dataset in the preliminary experiment: (a) 
heatmap of accuracies. The color bar shows rang of accuracy values of VGG16; (b) 3D surface visualization 
of accuracies. The dot symbol corresponds to the maximum accuracy of VGG16. 
 
Figure 3.11 Accuracy visualization of MobileNets on CIFAR-100 dataset in the preliminary experiment: 
(a) heatmap of accuracies. The color bar shows rang of accuracy values of MobileNet; (b) 3D surface 
visualization of accuracies. The dot symbol corresponds to the maximum accuracy of MobileNet. 
 
Figure 3.12 Accuracy visualization of MobileNetV2s on CIFAR-100 dataset in the preliminary experiment: 
(a) heatmap of accuracies. The color bar shows rang of accuracy values of MobileNetV2; (b) 3D surface 
visualization of accuracies. The dot symbol corresponds to the maximum accuracy of MobileNetV2. 
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Figure 3.13 Accuracy visualization of MnasNets on CIFAR-100 dataset in the preliminary experiment: (a) 
heatmap of accuracies. The color bar shows rang of accuracy values of MnasNet; (b) 3D surface 




The highest performance of the preliminary knowledge and technique for model compression 
experiment was shown in Table 3.10. The right combination between learning rate and weight 
decay to learning rate ratios is able to maximize performance of models. The combination values 
of VGG16 and MobileNet are similar, and those one of MobileNetV2 and MnasNet are similar. 
For example, learning rate of VGG16 and MobileNet was 3.16 lower than those one of 
MobileNetV2 and MnasNet on CIFAR datasets. On the other hand, weight decay to learning rate 
ratios of VGG16 and MobileNet are 3.16 higher than those one of MobileNetV2 and MnasNet 
on CIFAR datasets. The accuracies of optimal models arranged from low to high on VGG16, 
MobileNet, MobileNetV2 and MnasNet, respectively. Moreover, the accuracies of optimal models 
arranged from high to low on tactile, CIFAR-10 and CIFAR-100 datasets, respectively. 
Training time was measured on seven Nvidia GTX 1080Ti GPUs. The training time presented 
in GPU hours and training days. Tactile dataset spent 1,175.30 GPU hours (7.0 days for training 
days). An average number of epochs was lower initial number of epochs because some 
combination was forced to stop with early stopping. CIFAR-10 dataset spent 2,669.04 GPU (15.89 
days for training days) and was 2.27 longer than tactile dataset. CIFAR-100 dataset spent 
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Table 3.10 Summary of performance of models optimized by learning rate and weight 
decay to learning rate ratios in the preliminary knowledge and technique for model 
compression experiment. 
Dataset Model Learning rate 
Weight decay to 
learning rate ratios 
Accuracy 
Tactile VGG16 21010-6 10-4.5 85.76 
 MobileNet 21010-6 10-5.0 92.79 
 MobileNetV2 2810-4 10-4.5 94.13 
 MnasNet 2810-4 10-4.5 94.50 
CIFAR-10 VGG16 10-1.0 10-2.5 89.88 
 MobileNet 10-1.0 10-2.5 91.32 
 MobileNetV2 10-0.5 10-3.0 91.41 
 MnasNet 10-0.5 10-3.0 91.56 
CIFAR-100 VGG16 10-1.0 10-2.5 66.13 
 MobileNet 10-1.0 10-2.5 69.86 
 MobileNetV2 10-0.5 10-3.0 71.27 
 MnasNet 10-0.5 10-3.0 71.35 






GPU hours Training days 
Tactile 45.86 1,175.30 7.00 
CIFAR-10 77.92 2,669.04 15.89 
CIFAR-100 73.67 2,523.47 15.02 
3.6 Summary 
The right combination between learning rate and weight decay to learning rate ratios in 
preliminary knowledge and technique for model compression experiment will be used in the next 
chapter to provide the best environment for models. 
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Chapter 4  
Shrinking Structure of Models 
4.1 Introduction of Shrinking Structure of Models 
Modern deep learning models, convolutional neural networks, usually expand to improve 
performance in accuracy. The performance of models gains as their struct become larger and more 
complicated. This means that the models incur higher computational costs and become slower. 
However, an embedded system has a fixed resource budget, such as low memory and small 
processors. The modern models are not suitable for real-time processing on such a system. 
Therefore, the approach of compressing model plays an important role in decreasing the 
computational cost. This chapter presents a model compression approach, called model-structure 
shrinking. The model-structure shrinking approach optimizes the trade-off between accuracy and 
latency for working on embedded systems. This approach compresses the model structure in three 
dimensions (width, resolution, and depth) and consists of three parameters, namely multipliers of 
the width, resolution, and depth. 
This chapter is organized as follows. Section 4.2 describes the purpose of the shrinking 
structure of models. Section 4.3 presents the model-structure shrinking approach. Section 4.4 
evaluates the performance of the shrinking approach. Section 4.5 discusses the experimental result 
of the shrinking approach. Section 0 compares the result with those of CNN filter pruning [14], 
[31], model quantization technique [23], an adaptive mixture of low-rank factorizations [32], and 
knowledge distillation [18], [33]. Conclusion was draw in Section 4.7. 
4.2 Objective of Shrinking Structure of Models 
This approach finds the right combination of multiplier values to optimize trade-off between 
accuracy and latency of compressed model for working on the Nvidia Jetson TXII. 
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4.3 Methodology of Shrinking Structure of Models 
The model-structure shrinking approach, called the shrinking method, is a model-structure 
compression technique to decrease the computation and optimize trade-off of models for working 
on embedded systems. The shrinking method differs from previous works [14], [15], [18], [21]–
[25] in that it trims the model structure. Scaling up [26] proposes how to expand models with 
significant performance improvement using compound dimensions. Inspired by compound 
multipliers, the thesis adapts it into a means of shrinking the structure of models. The shrinking 
method involves the simple approach of compressing the model structure into a light 
computational model that balances accuracy and latency. The shrinking method compresses the 
model structure in three dimensions (width, resolution, and depth) and consists of three parameters, 
namely multipliers of the width, resolution, and depth (see Section 4.3.1). Each multiplier is a 
coefficient with a value of 0.25, 0.5, 0.75, or 1.0. Figure 4.1 shows the baseline model (a) and 
shrunk model (b). The shrunk model can be compressed with compound multipliers and the 
computation of shrunk model is described in section 4.3.1. 
Furthermore, the correctness of shrunk models can be improved using a suitable ratio of 
compound multipliers. The shrinking experiment searched for a suitable ratio of multipliers that 
offered better performance and less latency. The target is a child model that provides the highest 
score in the trade-off between accuracy and latency, referring to Section 4.3.2. The latency 
measures on Nvidia Jetson TXII with GPU. 
Methodology section is organized as follows. Section 4.3.1 describes the multipliers in 
shrinking structure of models. Section 4.3.2 presents the problem formulation for trade-off 
between accuracy and latency. Section 4.3.3 describes training detail of the shrinking approach. 
System flowchart and algorithm of the shrinking approach were presented in Section 0 and 4.3.5, 
respectively. 
 
Figure 4.1 The shrinking approach: (a) baseline and (b) shrunk model 
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4.3.1 Multipliers in Shrinking Structure of Models 
The shrinking approach presents three parameters, which is multipliers of the width, resolution, 
and depth. The multipliers are a coefficient with a value of 0.25, 0.5, 0.75, or 1.0. The width 
multiplier controls the number of filters in CNNs as shown in Figure 4.2(b). The resolution 
multiplier controls size of input image of the model as shown in Figure 4.2(c). The depth multiplier 
controls the number of layers of CNNs as shown in Figure 4.2(d). 
By decreasing value of multipliers, the shrunk model reduces the number of parameters, the 
model size, and the computational cost. The thesis uses three types of CNNs’ block, namely block 
of common CNN, Depthwise Separable CNN and Inverted Bottleneck CNN. The computation of 
each block is described as follows: 
• The computation of CNN at each block is described by 
𝑐𝑜𝑠𝑡 = 𝑁𝛼2(𝛽𝐷𝑘)
2(𝛽𝐷𝐹)
2(𝑀 + 𝑁(𝛾𝐿 − 1)) 4.1 
where 𝛼 is the width multiplier, 𝛽 is the resolution multiplier, 𝛾 is the depth multiplier, 𝐷𝐾 is the 
kernel size, 𝑀 is the number of inputs, 𝑁 is the number of outputs, 𝐿 is the number of layers, and 
𝐷𝐹  is the feature-map size. By shrinking the block of CNN, the thesis obtains a reduction in 
computation of approximately 87.54% of the original one as presented below: 
5.67 × 108
4.62 × 109
= 12.46%,  
where the shrinking multipliers are 𝛼 = 0.75, 𝛽= 0.75, and 𝛾 = 0.75, and the parameters on the 
CNN are 𝐷𝐾 = 3, 𝑀 = 128, 𝑁 = 256, 𝐿 = 3, and 𝐷𝐹 = 56. 
• The computation of Depthwise Separable CNN at each block is described by 
𝑐𝑜𝑠𝑡 = 𝛼(𝛽𝐷𝐹)
2 ((𝑀((𝛽𝐷𝑘)
2 + 𝛼𝑁)) + (𝛾𝐿 − 1)(𝑁((𝛽𝐷𝑘)
2 + 𝛼𝑁))) 4.2 
where 𝛼 is the width multiplier, 𝛽 is the resolution multiplier, 𝛾 is the depth multiplier, 𝐷𝐾 is the 
kernel size, 𝑀 is the number of inputs, 𝑁 is the number of outputs, 𝐿 is the number of layers, and 
𝐷𝐹 is the feature-map size. By shrinking the block of Depthwise Separable CNN, the thesis obtains 
a reduction in computation of approximately 79.08% of the original one as presented below: 
1.67 × 107
7.98 × 107
= 20.91%,  
where the shrinking multipliers are 𝛼 = 0.75, 𝛽= 0.75, and 𝛾 = 0.75, and the parameters on the 
Depthwise Separable CNN are 𝐷𝐾 = 3, 𝑀 = 128, 𝑁 = 256, 𝐿 = 2, and 𝐷𝐹 = 28. 
• The computation of Inverted Bottleneck CNN at each block is described by  
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𝑐𝑜𝑠𝑡 = 𝛼𝐸(𝛽𝐷𝐹)
2 (𝑀(𝛼(𝑀 + 𝑁) + 𝛽𝐷𝑘
2) + (𝛾𝐿 − 1)(𝑁(2𝛼𝑁 + 𝛽𝐷𝑘
2))) 4.3 
where 𝛼 is the width multiplier, 𝛽 is the resolution multiplier, 𝛾 is the depth multiplier, 𝐸 is the 
expansion ratio, 𝐷𝐾 is the kernel size, 𝑀 is the number of inputs, 𝑁 is the number of outputs, 𝐿 is 
the number of layers, and 𝐷𝐹 is the feature-map size. By shrinking the Inverted Bottleneck Conv, 




= 22.80%,  
where the shrinking multipliers are 𝛼 = 0.75, 𝛽= 0.75, and 𝛾 = 0.75, and the parameters on the 
Inverted Bottleneck CNN are 𝐸 = 6, 𝐷𝐾 = 3, 𝑀 = 80, 𝑁 = 96, 𝐿 = 3, and 𝐷𝐹 = 14. 
 
Figure 4.2 The multipliers in the shrinking approach: (a) baseline, (b) shrunk model with width multiplier, 
(c) shrunk model with resolution multiplier, and (d) shrunk model with depth multiplier. 
4.3.2 Problem Formulation for Trade-off Between Accuracy and 
Latency 
Embedded systems are a platform with a fixed resource budget, such as low memory and small 
processors. In contrast, modern deep CNNs called models require high computation causing them to 
work slowly. Thus, one of the main tasks of the shrinking approach is to optimize the trade-off 
between accuracy and latency for efficient work on embedded systems. The problem formulation is 
multi-objective (high accuracy and low latency). According to [8], we adapted the objective function 
as  
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where 𝑚 is the child model, 𝐴𝐶𝐶(𝑚) is the accuracy of each child model on the target task, 
𝐿𝐴𝑇(𝑚) is the latency on the target embedded system, 𝑇𝐴𝑅 = 16 ms is target latency, and 𝑤 = 
0.09 is a hyper-parameter that controls the trade-off between accuracy and latency. In the 
experiments, the higher the objective score, the better the child model.  
4.3.3 Training Details in the Shrinking Structure of Models 
The thesis used the tactile, CIFAR-10 and CIFAR-100 datasets to experiment with the 
shrinking approach for embedded systems. The holdout method was used to split each dataset into 
training and testing parts. The training part consisted of training and validation datasets, which 
were separated by three-fold cross-validation. Because CIFAR images are much smaller than 
Tactile images, the thesis replace the first and second Conv of stride 2 with Conv of stride 1 for 
MobileNet series, and also remove the first and second max pooling operation for VGG16. The 
shrinking approach used a grid search to explore a target. The target was a child model that 
provided the highest score in the trade-off between accuracy and latency (see Section 4.3.2). The 
latency measures on Nvidia Jetson TXII with GPU. The weights of the experimental models were 
all initialized using the Kaiming technique [27]. For a fair comparison, random seed is at 40. Every 
epoch, the training set was shuffled. The thesis selected the model that performed the best on a 
validation dataset to measure the performance with the testing dataset. To compare the child-model 
performance, the thesis used an objective function for which a higher score meant better 
performance. The shrinking experiment was training on seven Nvidia GTX 1080Ti GPUs. 
Hyperparameters and search space were described in the next section. 
4.3.3.1 Hyperparameters 
The hyperparameters on each dataset were different. They were set into suitable value by 
experiment. The thesis separated the combination of learning rate and weight decay to learning 
rate ratios from other hyperparameter because each pre-trained model used different values as 
implemented in the preliminary knowledge and technique for model compression (See Chapter 
3.5). The hyperparameters and combination of learning rate and weight decay to learning rate 
ratios were described in Table 4.1 and Table 4.2 for tactile dataset. Table 4.3 and Table 4.4 present 
the hyperparameters and combination of learning rate and weight decay to learning rate ratios were 
described for CIFAR datasets. 
Table 4.1 The hyperparameters on tactile dataset in the shrinking experiment 
Parameter Value 
Image size 224×224 
Batch size 128 
Number of epochs 50 
Optimizer Adam 
Learning rate scheduler Cosine Annealing 
Learning rate scheduler’s warmup 10% of number of epochs 
Loss function Cross-entropy Loss 
Chapter 4: Shrinking Structure of Models 29 
 
Table 4.2 The learning rate and weight decay to learning rate ratios on tactile dataset in 
the shrinking experiment 
Model Learning rate Weight decay to learning rate ratios 
VGG16 21010-6 10-4.5 
MobileNet 21010-6 10-5.0 
MobileNetV2 2810-4 10-4.5 
MnasNet 2810-4 10-4.5 
Table 4.3 The hyperparameters on CIFAR datasets in the shrinking experiment 
Parameter Value 
Image size 32×32 
Batch size 1024 
Number of epochs 100 
Optimizer Stochastic gradient descent  
Learning rate scheduler Cosine Annealing 
Learning rate scheduler’s warmup 10% of number of epochs 
Loss function Cross-entropy Loss 
Table 4.4 The learning rate and weight decay to learning rate ratios on CIFAR datasets in 
the shrinking experiment 
Model Learning rate Weight decay to learning rate ratios 
VGG16 10-1.0 10-2.5 
MobileNet 10-1.0 10-2.5 
MobileNetV2 10-0.5 10-3.0 
MnasNet 10-0.5 10-3.0 
4.3.3.2 Search Space 
The search strategy was a grid search, and there were 240 cases of compound multipliers, 
described in Table 4.5. In the case of VGG16, there are three scales for the depth multiplier because 
the original depth is three layers per block. 
Table 4.5 The searched parameter in shrinking experiment 
Searched parameter Value 
Width multiplier ×0.25, ×0.50, ×0.75, ×1.0 
Resolution multiplier ×0.25, ×0.50, ×0.75, ×1.0 
Depth multiplier ×0.25, ×0.50, ×0.75, ×1.0 
Pre-trained models VGG16, MobileNet, MobileNetV2, MnasNet 
 




4.3.4 Flowchart in the Shrinking Structure of Models 
 
Figure 4.3 Flowchart of the shrinking structure of model experiment 
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4.3.5 Algorithms in the Shrinking Structure of Models 
4.3.5.1 Main Algorithm 
Algorithm 4 Shrinking Structure of Models algorithm. 
1: input: dataset Ɗ, model 𝑓 
2: initial hypermeters 
3:   ( × ) ×                                                    #Cartesian product 
4: for all 𝑚   do                                                   #search optimal hyperparameters 
5: 𝑓𝑚  Build Model (𝑚, 𝑓)                               #shrinking method 
6: 𝐿𝐴𝑇(𝑚)  Evaluate Latency (𝑓𝑚, Ɗ)             #evaluate on Nvidia Jetson TXII 
7: 𝑓𝑚, 𝐴𝐶𝐶(𝑚)  Training Model (𝑓𝑚, Ɗ) 





             #evaluate score 
9: end for 
10: maximize 𝑆𝐶𝑂𝑅𝐸 
4.3.5.2 Build Model Algorithm 
Algorithm 5 Build Model algorithm. 
1: input: compound multipliers 𝑚, model 𝑓 
2: initial shrinking multipliers 
3: (, , )  𝑚                                                                      #extract multipliers 





) × 𝑑𝑖𝑣𝑖𝑠𝑜𝑟)#compress number of filters 
5: ℛ  ceil( × 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛)                                                #compress size of resolution 
6: 𝒟  ceil( × 𝑙𝑎𝑦𝑒𝑟𝑠)                                                        #compress number of layers 
7: 𝑓𝑚  Build model 𝑓 under condition (𝒲, ℛ, 𝒟) 
8: return 𝑓𝑚  
4.3.5.3 Evaluate Latency Algorithm 
Algorithm 6 Shrinking Structure of Models algorithm. 
1: input: model 𝑓, dataset Ɗ 
2: initial dummy input (Ɗ) 
3: set GPU to synchronous mode 
4: warm up GPU 
5: for all 𝒊  {1,2,3, …, 1000} do 
6: 𝐿𝐴𝑇𝐸𝑁𝐶𝑌(𝑖)  Measure latency for input(i) 
7: end for 
8: average 𝐿𝐴𝑇𝐸𝑁𝐶𝑌 
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4.4 Experimental Result 
The shrinking experiment explore a target that was a child model that provided the highest 
score in the trade-off between accuracy and latency (see 4.3.2). In section 4.4.1, the accuracy and 
latency of shrunk models were visualized in 4D graph that was separated by different resolution 
multipliers. Overall performance of shrunk models was visualized in 2D graph in section 0. 
4.4.1 Visualization 
4.4.1.1 Accuracy Graph 
Accuracy of shrunk models was presented in 4D graph. 4D graph has color map and 3D graph 
of multiplier of width, resolution and depth. Color map described accuracy rank and label shew 
accuracy percentage. Each accuracy graph was separated by different resolution multipliers. 
4.4.1.1.1 Tactile Dataset 
I observe that multiplier of width, resolution and depth are interdependent. When resolution of 
image is decreased, the model depth should be reduced to prevent the vanishing-gradient problem, 
and the model width should be reduced to prevent difficulties in capturing high-level features. The 
accuracy of shrunk models was visualized from Figure 4.4 to Figure 4.7. The thesis described the 
right combination of multipliers as follows: 
In case of VGG16, accuracies at 0.25 resolution multiplier were high when they were close 
to 0.25:0.25 (width:depth multiplier). Accuracies at 0.5 resolution multiplier were high when 
they were close to 0.5:0.5 (width:depth multiplier). Accuracies at 0.75 resolution multiplier 
were high when they were close to 0.5:1.0 (width:depth multiplier). Accuracies at 1.0 resolution 
multiplier were high when they were close to 0.75:1.0 (width:depth multiplier).  
Accuracy of shrunk MobileNets on tactile dataset was shown as Figure 4.5. Accuracies at 
0.25 resolution multiplier were high when they were close to 0.75:0.5 (width:depth multiplier). 
Accuracies at 0.5 resolution multiplier were high when they were close to 1.0:0.5 (width:depth 
multiplier). Accuracies at 0.75 resolution multiplier were high when they were close to 1.0:0.75 
(width:depth multiplier). Accuracies at 1.0 resolution multiplier were high when they were close 
to 1.0:0.75 (width:depth multiplier).  
Accuracy of shrunk MobileNetV2s on tactile dataset was shown as Figure 4.6. Accuracies at 
0.25 resolution multiplier were high when they were close to 0.5:0.25 (width:depth multiplier). 
Accuracies at 0.5 resolution multiplier were high when they were close to 0.5:0.25 (width:depth 
multiplier). Accuracies at 0.75 resolution multiplier were high when they were close to 
0.75:0.75 (width:depth multiplier). Accuracies at 1.0 resolution multiplier were high when they 
were close to 1.0:1.0 (width:depth multiplier). 
 
Chapter 4: Shrinking Structure of Models 33 
 
Accuracy of shrunk MnasNets on tactile dataset was shown as Figure 4.7. Accuracies at 0.25 
resolution multiplier were high when they were close to 0.75:0.25 (width:depth multiplier). 
Accuracies at 0.5 resolution multiplier were high when they were close to 0.75:0.5 (width:depth 
multiplier). Accuracies at 0.75 resolution multiplier were high when they were close to 
0.75:0.75 (width:depth multiplier). Accuracies at 1.0 resolution multiplier were high when they 
were close to 1.0:1.0 (width:depth multiplier). 
 
Figure 4.4 4D accuracy visualization of shrunk VGG16s on tactile dataset in the shrinking experiment: (a)-
(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.5 4D accuracy visualization of shrunk MobileNets on tactile dataset in the shrinking experiment: 
(a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
 
Figure 4.6 4D accuracy visualization of shrunk MobileNetV2s on tactile dataset in the shrinking 
experiment: (a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.7 4D accuracy visualization of shrunk MnasNets on tactile dataset in the shrinking experiment: 
(a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
4.4.1.1.2 CIFAR-10 Dataset 
In the CIFAR-10 dataset, multiplier of width, resolution and depth also are interdependent. 
When resolution of image is decreased, the model depth should be reduced to prevent the 
vanishing-gradient problem, and the model width should be reduced to prevent difficulties in 
capturing high-level features. The accuracy of shrunk models was visualized from Figure 4.8 to 
Figure 4.11. The thesis described the right combination of multipliers as follows: 
In case of VGG16, accuracies at 0.25 resolution multiplier were high when they were close 
to 0.25-0.5:0.25 and 0.75-1.0:0.5 (width:depth multiplier). Accuracies at 0.5 resolution 
multiplier were high when they were close to 0.5 depth multiplier. Accuracies at 0.75 resolution 
multiplier were high when they were close to 0.5 depth multiplier. Accuracies at 1.0 resolution 
multiplier were high when they were close to 1.0 depth multiplier. 
Accuracy of shrunk MobileNets on CIFAR-10 dataset was shown as Figure 4.9. Accuracies at 
0.25 resolution multiplier were high when they were close to 0.25-0.5:0.25 and 0.75-1.0:0.25 
(width:depth multiplier). Accuracies at 0.5 resolution multiplier were high when they were close 
to 0.75 depth multiplier. Accuracies at 0.75 resolution multiplier were high when they were 
close to 1.0 depth multiplier. Accuracies at 1.0 resolution multiplier were high when they were 
close to 1.0 depth multiplier. 
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Accuracy of shrunk MobileNetV2s on CIFAR-10 dataset was shown as Figure 4.10. 
Accuracies at 0.25 resolution multiplier were high when they were close to 0.25-0.5:0.25 and 
0.75-1.0:0.25 (width:depth multiplier). Accuracies at 0.5 resolution multiplier were high when 
they were close to 0.75 depth multiplier. Accuracies at 0.75 resolution multiplier were high 
when they were close to 0.75 depth multiplier. Accuracies at 1.0 resolution multiplier were high 
when they were close to 0.25-0.5:0.75 and 0.75-1.0:1.0 (width:depth multiplier). 
Accuracy of shrunk MnasNets on CIFAR-10 dataset was shown as Figure 4.11. Accuracies at 
0.25 resolution multiplier were high when they were close to 0.25-0.5:0.25 and 0.75-1.0:0.25 
(width:depth multiplier). Accuracies at 0.5 resolution multiplier were high when they were close 
to 0.75 depth multiplier. Accuracies at 0.75 resolution multiplier were high when they were 
close to 0.75 depth multiplier. Accuracies at 1.0 resolution multiplier were high when they were 
close to 1.0 depth multiplier. 
 
Figure 4.8 4D accuracy visualization of shrunk VGG16s on CIFAR-10 dataset in the shrinking experiment: 
(a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.9 4D accuracy visualization of shrunk MobileNets on CIFAR-10 dataset in the shrinking 
experiment: (a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
 
Figure 4.10 4D accuracy visualization of shrunk MobileNetV2s on CIFAR-10 dataset in the shrinking 
experiment: (a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.11 4D accuracy visualization of shrunk MnasNets on CIFAR-10 dataset in the shrinking 
experiment: (a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
4.4.1.1.3 CIFAR-100 Dataset 
In the CIFAR-100 dataset, multiplier of width, resolution and depth also are interdependent. 
When resolution of image is decreased, the model depth should be reduced to prevent the 
vanishing-gradient problem, and the model width should be reduced to prevent difficulties in 
capturing high-level features. The accuracy of shrunk models was visualized from Figure 4.12 to 
Figure 4.15. The thesis described the right combination of multipliers as follows: 
In case of VGG16, accuracies at 0.25 resolution multiplier were high when they were close 
to 0.25-0.5:0.25 and 0.75-1.0:0.5 (width:depth multiplier). Accuracies at 0.5 resolution 
multiplier were high when they were close to 0.5 depth multiplier. Accuracies at 0.75 resolution 
multiplier were high when they were close to 0.5 depth multiplier. Accuracies at 1.0 resolution 
multiplier were high when they were close to 1.0 depth multiplier. 
Accuracy of shrunk MobileNets on CIFAR-100 dataset was shown as Figure 4.13. Accuracies 
at 0.25 resolution multiplier were high when they were close to 0.25-0.5:0.25 and 0.75-
1.0:0.25 (width:depth multiplier). Accuracies at 0.5 resolution multiplier were high when they 
were close to 0.75 depth multiplier. Accuracies at 0.75 resolution multiplier were high when 
they were close to 1.0 depth multiplier. Accuracies at 1.0 resolution multiplier were high when 
they were close to 1.0 depth multiplier. 
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Accuracy of shrunk MobileNetV2s on CIFAR-100 dataset was shown as Figure 4.14. 
Accuracies at 0.25 resolution multiplier were high when they were close to 0.25-0.5:0.25 and 
0.75-1.0:0.25 (width:depth multiplier). Accuracies at 0.5 resolution multiplier were high when 
they were close to 0.75 depth multiplier. Accuracies at 0.75 resolution multiplier were high 
when they were close to 0.75 depth multiplier. Accuracies at 1.0 resolution multiplier were high 
when they were close to 0.25-0.5:0.75 and 0.75-1.0:1.0 (width:depth multiplier). 
Accuracy of shrunk MnasNets on CIFAR-100 dataset was shown as Figure 4.15. Accuracies at 
0.25 resolution multiplier were high when they were close to 0.25-0.5:0.25 and 0.75-1.0:0.25 
(width:depth multiplier). Accuracies at 0.5 resolution multiplier were high when they were close 
to 0.75 depth multiplier. Accuracies at 0.75 resolution multiplier were high when they were 
close to 0.75 depth multiplier. Accuracies at 1.0 resolution multiplier were high when they were 
close to 0.25-0.5:0.75 and 0.5-0.75:1.0 (width:depth multiplier). 
 
Figure 4.12 4D accuracy visualization of shrunk VGG16s on CIFAR-100 dataset in the shrinking 
experiment: (a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.13 4D accuracy visualization of shrunk MobileNets on CIFAR-100 dataset in the shrinking 
experiment: (a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
 
Figure 4.14 4D accuracy visualization of shrunk MobileNetV2s on CIFAR-100 dataset in the shrinking 
experiment: (a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.15 4D accuracy visualization of shrunk MnasNets on CIFAR-100 dataset in the shrinking 
experiment: (a)-(d) accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
4.4.1.2 Latency Graph 
Latency of shrunk models was presented in 4D graph. 4D graph has color map and 3D graph 
of multiplier of width, resolution and depth. Color map described latency rank and label shew 
latency in milli-second (ms). Each latency graph was separated by different resolution multipliers. 
4.4.1.2.1 Tactile Dataset 
I observe that depth multiplier significantly affect latency for shrunk models. Width and 
resolution multiplier are also significantly latency factor on shrunk VGG16s, which differs other 
shrunk models. The accuracy of shrunk models was visualized from Figure 4.16 to Figure 4.19. 
The thesis described the latency groups as follows: 
In case of VGG16, latencies depended on multiplier of width, resolution and depth. The thesis 
divided latency into three group. High latency group is time more than 80 ms and corresponds to 
1.0:1.0:1.0 (width:resolution:depth multiplier). Low latency group is time less than 40 ms. It 
corresponds to 0.25-0.5 depth multiplier except 10 cases, e.g., 0.75-1.0:1.0:0.5 and 
1.0:1.0:0.25 (width:resolution:depth multiplier). Middle latency group corresponds to the other 
conditions and has time from 40 to 80 ms. 
Latency of shrunk MobileNets on tactile dataset was shown as Figure 4.17. Latencies 
significantly depended on multiplier of depth. The thesis divided latency into three group. High 
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latency group is time more than 15 ms and corresponds to 1.0 width multiplier and 0.75-1.0 
depth multiplier. Low latency group is time less than 12 ms. It corresponds to 0.25-0.5 depth 
multiplier. Middle latency group corresponds to the other conditions and has time from 12 to 15 
ms. 
Latency of shrunk MobileNetV2s on tactile dataset was shown as Figure 4.18. Latencies 
significantly depended on multiplier of depth. The thesis divided latency into three group. High 
latency group is time more than 20 ms and corresponds to 0.75-1.0 depth multiplier. Low latency 
group is time less than 15 ms. It corresponds to 0.25 depth multiplier. Middle latency group 
corresponds to the other conditions and has time from 15 to 20 ms. 
Latency of shrunk MnasNet on tactile dataset was shown as Figure 4.19. Latencies 
significantly depended on multiplier of depth. The thesis divided latency into three group. High 
latency group is time more than 20 ms and corresponds to 0.75-1.0 depth multiplier. Low latency 
group is time less than 15 ms. It corresponds to 0.25 depth multiplier. Middle latency group 
corresponds to the other conditions and has time from 15 to 20 ms. 
 
Figure 4.16 4D latency visualization of shrunk VGG16s on tactile dataset in the shrinking experiment: (a)-
(d) latencies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.17 4D latency visualization of shrunk MobileNets on tactile dataset in the shrinking experiment: 
(a)-(d) latencies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
 
Figure 4.18 4D latency visualization of shrunk MobileNetV2s on tactile dataset in the shrinking 
experiment: (a)-(d) latencies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.19 4D latency visualization of shrunk MnasNets on tactile dataset in the shrinking experiment: 
(a)-(d) latencies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
4.4.1.2.2 CIFAR Datasets 
In CIFAR datasets, the thesis also observe that depth multiplier also significantly affect latency 
for shrunk models as same as the tactile dataset. Width and resolution multiplier are also 
significantly latency factor on shrunk VGG16s, which differs other shrunk models. The accuracy 
of shrunk models was visualized from Figure 4.20 to Figure 4.23. The thesis described the latency 
groups as follows: 
In case of VGG16, latencies depended on multiplier of width, resolution and depth. The thesis 
divided latency into three group. High latency group is time more than 36 ms and corresponds to 
1.0:0.75-1.0:1.0 (width:resolution:depth multiplier). Low latency group is time less than 27 ms. 
It corresponds to 0.25-0.5 depth multiplier except 13 cases, e.g., 0.75:0.75-1.0:1.0 and 
1.0:0.75-1.0:0.5 (width:resolution:depth multiplier). Middle latency group corresponds to the 
other conditions and has time from 27 to 36 ms. 
Latency of shrunk MobileNets on CIFAR datasets was shown as Figure 4.21. Latencies 
significantly depended on multiplier of depth. The thesis divided latency into three group. High 
latency group is time more than 13 ms and corresponds to 0.75-1.0 depth multiplier. Low latency 
group is time less than 10 ms. It corresponds to 0.25 depth multiplier. Middle latency group 
corresponds to the other conditions and has time from 10 to 13 ms. 
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Latency of shrunk MobileNetV2s on CIFAR datasets was shown as Figure 4.22. Latencies 
significantly depended on multiplier of depth. The thesis divided latency into three group. High 
latency group is time more than 20 ms and corresponds to 0.75-1.0 depth multiplier. Low latency 
group is time less than 12 ms. It corresponds to 0.25 depth multiplier. Middle latency group 
corresponds to the other conditions and has time from 12 to 20 ms. 
Latency of shrunk MnasNets on CIFAR datasets was shown as Figure 4.23. Latencies 
significantly depended on multiplier of depth. The thesis divided latency into three group. High 
latency group is time more than 20 ms and corresponds to 0.75-1.0 depth multiplier. Low latency 
group is time less than 12 ms. It corresponds to 0.25 depth multiplier. Middle latency group 
corresponds to the other conditions and has time from 12 to 20 ms. 
 
Figure 4.20 4D latency visualization of shrunk VGG16s on CIFAR datasets in the shrinking experiment: 
(a)-(d) latencies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.21 4D latency visualization of shrunk MobileNets on CIFAR datasets in the shrinking experiment: 
(a)-(d) latencies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
 
Figure 4.22 4D latency visualization of shrunk MobileNetV2s on CIFAR datasets in the shrinking 
experiment: (a)-(d) latencies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively.  
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Figure 4.23 4D latency visualization of shrunk MnasNets on CIFAR datasets in the shrinking experiment: 




48 Model Compression Using Multi-Trimmed Network Structure for Image Classification on Embedded Systems 














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































50 Model Compression Using Multi-Trimmed Network Structure for Image Classification on Embedded Systems 
 
4.4.2.1 Performance of Shrunk Models on Tactile Dataset 
Table 4.6 shows the highest score of each shrunk model. Regarding the multi-objective score, 
it relates to accuracy and latency as described in Equation 4.4. Most of the highest scores are not 
the highest accuracy of each shrunk models and also not lowest latency of each shrunk models. 
However, almost all of the highest scores have latency lower than target latency (16 ms) and their 
accuracy also are in high rank of each shrunk model. Although some shrunk models have either 
high accuracy or low latency, their still have lower multi-objective score than ones having both 
high accuracy and low latency. In term of accuracy-computation relationship, high computation-
models tend to perform high accuracy. For example, MobileNet shows an obvious accuracy-
computation relationship as shown in Figure 4.25. Latency-computation relationship is dependent. 
VGG16 distinguishes that high computation has a tendency to be high latency as described in 
Figure 4.24. On the other hand, other models show minor relationship between latency and 
computation. In term of parameter-computation relationship, every model presents that a high 
parameter-model tends to be high computation. All models also distinguish parameter-
computation graph in the same way. Each parameter group has four computations because the 
shrunk model with same width and depth multiplier has the same number of parameters. The 
different resolution multipliers incur different computation of each parameter group. 
 
 
Figure 4.24 Performance of shrunk VGG16s on tactile dataset in the shrinking experiment: (a) multi-
objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
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Figure 4.25 Performance of shrunk MobileNets on tactile dataset in the shrinking experiment: (a) multi-
objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
 
Figure 4.26 Performance of shrunk MobileNetV2s on tactile dataset in the shrinking experiment: (a) multi-
objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
52 Model Compression Using Multi-Trimmed Network Structure for Image Classification on Embedded Systems 
 
 
Figure 4.27 Performance of shrunk MnasNets on tactile dataset in the shrinking experiment: (a) multi-
objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
4.4.2.2 Performance of Shrunk Models on CIFAR-10 Dataset 
Table 4.7 shows the highest score of each shrunk model. In term of the multi-objective score, 
all of the highest scores are lower accuracy than baseline and also lower latency than baseline. 
Moreover, almost all of the highest scores have latency lower than target latency (16 ms), except 
shrunk VGG16s. Their accuracies also are the highest rank at the same latency group. However, 
the highest score of shrunk models improves from baseline. In term of accuracy-computation 
relationship, high computation-models tend to perform high accuracy. For example, MobileNetV2 
and MnasNet show an obvious accuracy-computation relationship as shown in Figure 4.30 and 
Figure 4.31. Latency-computation relationship is dependent as same as the tactile dataset. VGG16 
also distinguishes that high computation has a tendency to be high latency as described in Figure 
4.28. On the other hand, other models show minor relationship between latency and computation 
as shown from Figure 4.29 to Figure 4.31. In term of parameter-computation relationship, every 
model presents that a high parameter-model tends to be high computation. All models also 
distinguish parameter-computation graph in the same way. There are four groups of parameters as 
same as the tactile dataset. The reason is that different resolution multipliers incur different 
computation of each parameter group. 
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Figure 4.28 Performance of shrunk VGG16s on CIFAR-10 dataset in the shrinking experiment: (a) multi-
objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
 
Figure 4.29 Performance of shrunk MobileNets on CIFAR-10 dataset in the shrinking experiment: (a) 
multi-objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
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Figure 4.30 Performance of shrunk MobileNetV2s on CIFAR-10 dataset in the shrinking experiment: (a) 
multi-objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
 
Figure 4.31 Performance of shrunk MnasNets on CIFAR-10 dataset in the shrinking experiment: (a) multi-
objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
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4.4.2.3 Performance of Shrunk Models on CIFAR-100 Dataset 
Table 4.8 shows the highest score of each shrunk model. In term of the multi-objective score, 
all of the highest scores are lower accuracy than baseline and also lower latency than baseline. 
Moreover, almost all of the highest scores have latency lower than target latency (16 ms), except 
shrunk VGG16s. Their accuracies also are the highest rank at the same latency group. However, 
the highest score of shrunk models improves from baseline. In term of accuracy-computation 
relationship, high computation-models tend to perform high accuracy. For example, MobileNet, 
MobileNetV2 and MnasNet show an obvious accuracy-computation relationship as shown from 
Figure 4.33 to Figure 4.35. Latency-computation relationship is dependent as same as the tactile 
dataset. VGG16 distinguishes that high computation has a tendency to be high latency as described 
in Figure 4.32. On the other hand, other models show minor relationship between latency and 
computation as shown from Figure 4.33 to Figure 4.35. In term of parameter-computation 
relationship, every model presents that a high parameter-model tends to be high computation. All 
models also distinguish parameter-computation graph in the same way. There are four groups of 
parameters as same as the tactile dataset. The reason is that different resolution multipliers incur 
different computation of each parameter group. 
 
Figure 4.32 Performance of shrunk VGG16s on CIFAR-100 dataset in the shrinking experiment: (a) multi-
objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
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Figure 4.33 Performance of shrunk MobileNets on CIFAR-100 dataset in the shrinking experiment: (a) 
multi-objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
 
Figure 4.34 Performance of shrunk MobileNetV2s on CIFAR-100 dataset in the shrinking experiment: (a) 
multi-objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
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Figure 4.35 Performance of shrunk MnasNets on CIFAR-100 dataset in the shrinking experiment: (a) 
multi-objective score, (b) accuracy-computation relationship, (c) latency-computation relationship and (d) 
parameter-computation relationship. The filled symbols indicate the highest score; the unfilled symbols 
indicate the other scores. The dash line marks the target latency (16 ms); solid line marks the highest score 
line. 
4.5 Discussion 
4.5.1 Accuracy Discussion 
Summary of the highest score of each shrunk model is described in Table 4.9. Regarding the 
accuracy, the thesis observe that all multipliers are dependent. For a lower-resolution image, the 
model depth should be decreased to reduce the computation because too much model depth 
diminishes the accuracy gain and makes the training more difficult because of the vanishing-
gradient problem. The model width should also be decreased to prevent difficulties in capturing 
higher-level features when the model is extremely wide and shallow.  
For example, Figure 4.37(a) shows an accuracy graph of the model-width analysis of MnasNet 
with ×1.0:0.25, which corresponds to the resolution:depth multipliers, respectively, on CIFAR-10 
dataset. Too low a model width (α ≤ 0.5) makes it impossible to capture all the fine-grained features, 
and too high a model width (α = 1.0) makes it impossible to capture higher-level features. In 
addition, Figure 4.36(b) shows an accuracy graph of the model-resolution analysis of 
MobileNetV2 with ×0.5:0.25, which corresponds to the width:depth multipliers, respectively, on 
tactile dataset. Too low a model resolution ( < 0.5) has too low detail to capture all the fine-
grained features. Too high a model resolution ( ≥ 0.75) makes it impossible to gain accuracy. For 
CIFAR datasets, resolution is small and the shrinking approach is not able to take advantage of 
resolution multiplier. Lastly, Figure 4.38(c) shows an accuracy graph of the model-depth analysis 
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of MobileNet with ×1.0:0.75, which corresponds to the width:resolution multipliers, respectively. 
Too low a model depth (γ ≤ 0.5) makes it impossible to capture complex features, and too high a 
model depth (γ = 1.0) makes it impossible to gain accuracy. For these reasons, using balanced 
multipliers leads to higher-performance child models in accuracy on tactile dataset, but leads to 
higher-score child models on all datasets. 
Table 4.9 Summary of the performance of models in shrinking approach 










VGG16  0.25:0.75:0.50 43 378 93.51 16.16 93.43 
MobileNet  0.75:0.75:0.75 1.67 181 93.09 13.50 94.52 
MobileNetV2 0.50:0.50:0.25 0.30 12 95.69 12.07 98.15 
MnasNet 0.75:0.50:0.25 0.78 26 95.93 12.29 98.24 
CIFAR-10 
VGG16  0.50:1.0:0.50 71 626 87.27 19.72 85.64 
MobileNet  0.75:1.0:0.75 1.67 90 91.03 13.50 92.43 
MobileNetV2 1.0:1.0:0.25 1.16 37 88.77 12.22 90.95 
MnasNet 0.75:1.0:0.25 0.78 25 89.38 12.36 91.48 
CIFAR-100 
VGG16  0.75:1.0:0.50 99 1,349 65.80 27.46 62.68 
MobileNet  1.0:1.0:0.75 3.04 159 69.56 13.91 70.44 
MobileNetV2 1.0:1.0:0.50 1.78 57 70.95 18.35 70.08 
MnasNet 1.0:1.0:0.50 2.05 59 70.99 18.60 70.03 
 
Figure 4.36 Accuracy analysis of the highest score of shrunk child models on tactile dataset in the shrinking 
experiment—(a) model-width graph; (b) model-resolution graph; (c) model-depth graph. Black shows the 
highest score of each child model as described in Table 4.9.  
(b) Model resolution analysis(a) Model width analysis (c) Model depth analysis
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Figure 4.37 Accuracy analysis of the highest score of shrunk child models on CIFAR-10 dataset in the 
shrinking experiment—(a) model-width graph; (b) model-resolution graph; (c) model-depth graph. Black 
shows the highest score of each child model as described in Table 4.9.  
 
Figure 4.38 Accuracy analysis of the highest score of shrunk child models on CIFAR-100 dataset in the 
shrinking experiment—(a) model-width graph; (b) model-resolution graph; (c) model-depth graph. Black 
shows the highest score of each child model as described in Table 4.9.  
4.5.2 Latency Discussion 
Figure 4.39(a) and Figure 4.40(a) show that the depth multiplier affects the latency of the child 
models of MobileNetV2 and MnasNet, while the other multipliers have only a minor effect on the 
latency. For example, the low-latency group (LAT< 15 ms) corresponds to the ×0.25 depth 
multiplier, the mid-latency group (15 ≤LAT≤ 20 ms) corresponds to the ×0.5 depth multiplier, and 
the high-latency group (LAT≥ 20 ms) corresponds to the ×0.75–1.0 depth multiplier, as shown in 
Figure 4.39(a) and Figure 4.40(a). The reason is that deeper models cause computation increase 
by times of repeated layers. Table 4.9 shows the results for the shrunk models. For example, a 
shrunk MnasNet has 0.78M parameters and 26M computation [multiplier–accumulators (Madds)], 
being 3.98× and 12× smaller than the baseline. With a small computation, the shrunk MnasNet has 
a latency of approximately 12.29 ms, which is 2.28× less than the baseline. 
(b) Model resolution analysis(a) Model width analysis (c) Model depth analysis
(b) Model resolution analysis(a) Model width analysis (c) Model depth analysis
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Additionally, latency groups of shrunk MobileNets are the same as those of MobileNetV2 and 
MnasNet, but different scales. Figure 4.40(a) shows latency analysis of shrunk MobileNet on 
CIFAR datasets. For example, the low-latency group (LAT< 10 ms) corresponds to the ×0.25 
depth multiplier, the mid-latency group (10 ≤LAT≤ 13 ms) corresponds to the ×0.5 depth 
multiplier, and the high-latency group (LAT≥ 13 ms) corresponds to the ×0.75–1.0 depth 
multiplier. In case of tactile dataset, latency groups are like those on CIFAR datasets, but some 
shrunk MobileNet have overshoot value from others as shown in Figure 4.39(b). 
By contrast, the child models of VGG16 are affected by the depth, width and resolution 
multipliers, as shown in Figure 4.39(c) and Figure 4.40(b). For tactile dataset, the high-latency 
group (LAT> 80 ms) corresponds to ×1.0:1.0 (width:depth multipliers). The low-latency group 
(LAT< 40 ms) corresponds to the ×0.25-0.5 depth multiplier, except ×0.5:1.0 (width:depth 
multipliers). The mid-latency group (40 ≤LAT≤ 80 ms) corresponds to the other conditions. In 
case of CIFAR datasets, the high-latency group (LAT> 36 ms) corresponds to ×1.0:1.0 
(width:depth multipliers). The low-latency group is as same as those of tactile dataset and adds 
×0.75:0.25 (width:depth multipliers). The mid-latency group (40 ≤LAT≤ 80 ms) corresponds to 
the other conditions. 
 
Figure 4.39 Latency analysis of shrunk child models corresponding to ×1.0 resolution multiplier on tactile 
dataset in the shrinking experiment: (a) those of MnasNet and MobileNetV2; (b) those of MobileNet; (c) 
those of VGG16. Orange, green, and blue indicate low, mid, and high latency, respectively. Pink indicates 
overshoot value and is ungrouped.  
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Figure 4.40 Latency analysis of shrunk child models corresponding to ×1.0 resolution multiplier on CIFAR 
datasets in the shrinking experiment: (a) those of MobileNet, MobileNetV2 and MnasNet; (b) those of 
VGG16. Orange, green, and blue indicate low, mid, and high latency, respectively. 
4.5.3 Overall Performance Discussion 
In summary, balanced multipliers and shallower models provide the highest score with 
×0.75:0.5:0.25 (width:resolution:depth multiplier) for MnasNet. Table 4.9 shows the highest 
performance results of each pre-trained model on all dataset in the experiment on shrinking the 
model structure. In case of tactile dataset, the highest performance of the shrunk MnasNet achieves 
95.93% accuracy and 12.29-ms latency with 0.78M parameters and 26M Madds. The shrunk 
MnasNet is more accurate but 12× smaller than the baseline. The training time is 4.46 d on Nvidia 
GTX 1080Ti GPUs (749 GPU hours), as shown in Table 4.10. For CIFAR-10 dataset, the highest 
performance of the shrunk MobileNet achieves 91.03% accuracy and 13.50-ms latency with 1.67M 
parameters and 90M Madds. The shrunk MobileNet is more accurate but 1.96× smaller than the 
baseline. The training time is 9.20 d on Nvidia GTX 1080Ti GPUs (1,546 GPU hours). Lastly, in 
case of CIFAR-100 dataset, the highest performance of the shrunk MobileNet achieves 69.56% 
accuracy and 13.91-ms latency with 3.04M parameters and 159M Madds. The shrunk MobileNet 
is more accurate but 1.11× smaller than the baseline. The training time is 9.17 d on Nvidia GTX 
1080Ti GPUs (1,540 GPU hours). Total training time is 22.83 days. 





GPU hours Training days 
Tactile 50.00 749.22 4.46 
CIFAR-10 100.00 1,546.43 9.20 
CIFAR-100 100.00 1,540.00 9.17 
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4.6 Comparison 
4.6.1 Shrinking and Pruning Comparison 
The highest performances of shrunk models and pruned models are different as shown from 
Table 4.11 to Table 4.13. For tactile dataset, the shrunk models are better than the pruned models 
in accuracy, latency, and Madds. For example, a shrunk MobileNetV2 achieves 95.69% accuracy 
and 12.07-ms latency with 12M Madds, being 1.56% more accurate, 2.19× faster, and 25× smaller 
than the baseline. Nevertheless, pruned MobileNetV2s, which are pruned and soft pruned, have 
88.83%–92.89% accuracy and 21.62–24.71-ms latency with 69–147M Madds. These models are 
1.23%–5.3% less accurate, 1.07–1.22× faster, and 2.04–4.35× smaller than the baseline. However, 
the pruned models have fewer model parameters than the shrunk models; e.g., a pruned 
MobileNetV2 has 12.4× fewer parameters than the baseline; however, a shrunk one has 7.47× 
fewer parameters than the baseline. In the case of the soft pruned models, the model parameters 
are the same as the baseline because this method pruned CNN filters using a set zero of parameters. 
For CIFAR datasets, the soft pruned models are better than the shrunk model in accuracy 
because shrunk model cannot take advantage of resolution multiplier on CIFAR datasets. For 
example, a soft pruned VGG16 has 90.11% accuracy (0.23% higher than the baseline) on CIFAR-
10 dataset, but a shrunk VGG16 has 87.27% accuracy (2.61% lower than the baseline). However, 
the performance of in latency, parameters and Madds trend to be the same as tactile dataset. 
4.6.2 Shrinking and Quantization Comparison 
According to [23], quantized and baseline models have the same numbers of parameters and 
Madds. On the other hand, quantized models are 2–4× lower memory bandwidth and storage size. 
Most quantized models are worse than the shrunk models in accuracy and latency; e.g., a shrunk 
MobileNet has 93.09% accuracy and 13.50-ms latency on tactile dataset, being 0.30% more 
accurate and 1.34× faster than the baseline. On contrary, a quantized MobileNet has 87.12% 
accuracy and 8.73-ms latency, being 5.67% less accurate and 2.07× faster than the baseline. In 
term of weight quantization, it volves weight sharing to reduce the storage size without affecting 
the latency of models as shown form Table 4.11 to Table 4.13. However, weight quantized models 
have accuracy lower than shrunk models. For example, weight quantized MnasNet has 70.97% 
accuracy, being and 0.38% less accurate than the baseline on CIFAR-100 dataset. Moreover, 
shrunk MnasNet has 70.99% accuracy, being and 0.36% less accurate than the baseline. 
4.6.3 Shrinking and Low-ranking Comparison 
In terms of accuracy, latency, parameters, and Madds, the performance of most shrunk models 
is better than that of low-rank factorized models as shown in Table 4.11. For example, a shrunk 
VGG16 on tactile dataset has 93.51% accuracy and 16.16-ms latency with 43M parameters and 
378M Madds, and it is 7.75% more accurate, 6.58× faster, and 41× smaller with 3.12× fewer 
parameters than those in the baseline. Nevertheless, a low-rank factorized VGG16 has 82.49% 
accuracy and 89.16-ms latency with 120M parameters and 403M Madds, and it is 3.27% less 
accurate, 1.19× faster, 38.46× smaller, and has 1.12× fewer parameters than those in the baseline. 
However, some low-rank factorized models have fewer model parameters than the shrunk models; 
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e.g., a low-rank factorized MobileNet has 12.84× fewer parameters than the baseline; however, a 
shrunk one has 1.92× fewer parameters than the baseline. 
For CIFAR-10, the accuracy of most low-rank factorized models is better than that of shrunk 
models as shown in Table 4.12. For example, low-rank factorized MobileNetV2 has 90.11% 
accuracy (1.30% lower than the baseline), but a shrunk MobileNetV2 has 88.77% accuracy (2.64% 
lower than the baseline). However, the performance of in latency, parameters and Madds trend to 
be the same as tactile dataset.  
4.6.4 Shrinking and Knowledge Distillation Comparison 
According to [18] and [33], distilled models have the same structure and number of parameters 
as the shrunk models for fair comparison, but distilled models have ×1.0 resolution multiplier of 
the original image. It results in the Madds of distilled models differ from that of the shrunk models. 
As Table 4.11 shows performance of models on tactile dataset, most shrunk models are better than 
the distilled models in terms of accuracy, latency, and Madds; e.g., a shrunk MnasNet has 95.93% 
accuracy, 12.29-ms latency, and 26M Madds, being 1.43% more accurate, 2.28× faster, and 12× 
smaller than the baseline. However, distilled MnasNets have 92.17%–94.45% accuracy, 13.47-ms 
latency, and 96M Madds, being 0.05%–2.33% lower accurate, 2.08× faster, and 3.69× smaller than 
the baseline. 
For CIFAR datasets, most shrunk models are worse than the distilled models in terms of 
accuracy. A shrunk MobileNet has 91.03% accuracy and it is 0.29% less accurate than those in the 
baseline. However, distilled MobileNets have 91.04%–91.08% accuracy (0.24%–0.28% lower 
than the baseline). The shrunk models cannot take advantage of resolution multiplier on CIFAR 
datasets because the highest score models correspond ×1.0 resolution. For this reason, shrunk 
models and distilled models have similar latency, parameters and Madds. 
4.7 Summary 
The shrinking technique achieves the trade-off between accuracy and latency. With balanced 
multipliers, the shrunk models with the highest scores have lower latency, and fewer parameters 
and Madds. Furthermore, in terms of accuracy and latency, the shrunk models perform better than 
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Chapter 5  
Shrinking Structure of Models with 
Training Accelerator 
5.1 Introduction of Shrinking Structure of Models with 
Training Accelerator 
The chapter of shrinking structure of models achieves the trade-off between accuracy and 
latency. With balanced multipliers, the shrunk models with the highest scores have higher accuracy, 
lower latency, and fewer parameters and Madds. However, the thesis observed that the shrinking 
approach required long training time to explore the balanced multipliers in search space. For 
example, the shrinking approach spent 4.46 training days on seven Nvidia GTX 1080Ti GPUs for 
tactile dataset. When including CIFAR datasets, the total training days of the shrinking approach 
was 22.83 days. Thus, a training accelerator of model-structure shrinking approach plays an 
important role in reducing the training time. The model-structure shrinking-with-training 
accelerator approach is the improvement of the shrinking approach in term of short training time. 
This approach compresses the model structure with a relatively short training period and has also 
same scaling multipliers of the width, resolution, and depth in shrinking approach. 
This chapter is organized as follows. Section 5.2 describes the purpose of the shrinking 
structure of models-with-training-accelerator approach. Section 5.3 presents the shrinking-with-
training-accelerator approach. Section 5.4 evaluates the performance of the shrinking-with-
training-accelerator approach. Section 5.5 discusses the experimental result of the shrinking-with-
training-accelerator approach. Section 0 compares the result with those of modern model 
compression. Conclusion was draw in Section 5.7. 
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5.2 Objective of Shrinking Structure of Models with 
Training Accelerator 
This approach finds the right combination of multiplier values to attain optimum trade-off 
between accuracy and latency of shrunk model with a relatively short training period. 
5.3 Methodology of Shrinking Structure of Models with 
Training Accelerator 
 
Figure 5.1 Overall of hybrid approach of pruning the convolutional kernels and shrinking the model 
structure: (1) shrinking model with training process, (2) pruning child model four times that recover process 
in. 
The model-structure shrinking-with-training-accelerator approach combines shrinking and 
pruning techniques, called hybrid approach. According to [14], a pruning technique is to prune the 
convolutional kernels. Most pruning methods cause a significant drop in accuracy, although they 
can reduce the training time considerably. Pruning the convolutional kernels is close to the 
technique of shrinking the width dimension, because they both decrease the number of CNN filters. 
With filter ranking, pruning the convolutional kernels, retains important filters and removes 
redundant ones, as well as boosts the correctness of models. For this reason, the thesis considers 
pruning the convolutional kernels as being a training accelerator. The model-structure shrinking-
with-training-accelerator approach differs from previous works [34] in that it compresses the 
different width scaling throughout the models. The thesis improves author’s previous work [34] 
with balanced width scaling to solve the computation increment. Although improving accuracy, 
the computation increment causes latency addition. 
The hybrid approach of shrinking and pruning is a method for compressing the model structure 
but with a relatively short training period. The hybrid approach creates a compressed structure 
using the shrinking approach and then removes CNN filters using the pruning approach in the inner 
loop (25% of the total number of filters in the compressed structure in each inner loop) with a 
recovery process. An overall hybrid approach is shown as Figure 5.1. With the hybrid approach, 
the training time can be reduced even if the search-space size of the hybrid experiment is the same 
as that of the shrinking experiment. Moreover, the accuracy of the model can be improved if the 






Shrinking method Pruning method
Recovery
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hybrid experiment searches for a suitable ratio of the resolution and depth multipliers in the 
shrinking technique as well as a percentage of the number of filters in the pruning technique. 
5.3.1 Training Accelerator 
According to [14], the thesis used filter ranking process based on Taylor expansion to directly 
approximate change in the loss function from removing a particular parameter. Let ℎ𝑖 be the output 
produced from parameter 𝑖. 𝒞(·) is a negative log-likelihood function. For notational convenience, 
the cost function equally dependent on parameters and outputs computed from parameters: 
𝒞(𝑥𝑘|ℎ𝑖) = 𝒞(𝑥𝑘|(𝑤, 𝑏)𝑖). Assuming independence of parameters: 
|∆𝒞(ℎ𝑖)| = |𝒞(𝑥𝑘, ℎ𝑖 = 0) − 𝒞(𝑥𝑘, ℎ𝑖)| 5.1 
where 𝒞(𝑥𝑘, ℎ𝑖 = 0) is a cost value if output ℎ𝑖 is pruned, while 𝒞(𝑥𝑘, ℎ𝑖) is the cost if it is not 
pruned. While parameters are in reality inter-dependent, they already make an independence 
assumption at each gradient step during training. To approximate ∆𝒞(ℎ𝑖), the first-degree Taylor 
polynomial was used and rewritten as: 
Θ𝑇𝐸(ℎ𝑖) = |∆𝒞(ℎ𝑖)| = |𝒞(𝑥𝑘 , ℎ𝑖) −
𝛿𝒞
𝛿ℎ𝑖




Intuitively, this criterion prunes parameters that have an almost flat gradient of the cost function 
with respect to feature map ℎ𝑖. The ranking method requires accumulation of the product of the 
activation and the gradient of the cost function with respect to the activation. Θ𝑇𝐸 is computed for 












where 𝑀 is length of vectorized feature map and 𝓏𝑙,𝑚
(𝑘)
 is individual feature maps. For a minibatch 
with 𝑇 > 1 examples, the criterion is computed for each example separately and averaged over 𝑇. 
5.3.2 Training Details in the Shrinking Structure of Models with 
Training Accelerator 
The thesis used the tactile, CIFAR-10 and CIFAR-100 datasets to experiment with the hybrid 
approach for embedded systems. The holdout method was used to split each dataset into training 
and testing parts. The training part consisted of training and validation datasets, which were 
separated by three-fold cross-validation. Because CIFAR images are much smaller than Tactile 
images, the thesis replace the first and second Conv of stride 2 with Conv of stride 1 for MobileNet 
series, and also remove the first and second max pooling operation for VGG16. The hybrid 
approach used a grid search to explore a target. The target was a child model that provided the 
highest score in the trade-off between accuracy and latency, referring to Section 4.3.2. The latency 
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measures on Nvidia Jetson TXII with GPU. The weights of the experimental models were all 
initialized using the Kaiming technique [27]. For a fair comparison, random seed is at 40. Every 
epoch, the training set was shuffled. The thesis selected the model that performed the best on a 
validation dataset to measure the performance with the testing dataset. To compare the child-model 
performance, the thesis used an objective function for which a higher score meant better 
performance. The shrinking experiment was training on seven Nvidia GTX 1080Ti GPUs. 
Hyperparameters and search space were described in the next section. 
5.3.2.1 Hyperparameters 
To shrink the pre-trained models in both resolution and depth and then train the child models, 
the next step is to prune four times, namely 25% of the number of filters, and recover the child 
model each time. Thus, the hyperparameters are the same as Section 4.3.3.1 in the shrinking 
method. In case of pruning method, the hyperparameters on each dataset were different. They were 
set into suitable value by experiment. The thesis separated the combination of learning rate and 
weight decay to learning rate ratios from other hyperparameter because each pre-trained model 
used different values. The hyperparameters and combination of learning rate and weight decay to 
learning rate ratios were described in Table 5.1 and Table 5.2 for tactile dataset. Table 5.3 and 
Table 5.4 present the hyperparameters and combination of learning rate and weight decay to 
learning rate ratios were described for CIFAR datasets. 
Table 5.1 The hyperparameters of recovery process on tactile dataset in the shrinking with 
accelerator experiment 
Parameter Value 
Image size 224×224 
Batch size 128 
Number of recovery epochs 10 
Optimizer Adam 
Loss function Cross-entropy Loss 
Table 5.2 The learning rate and weight decay to learning rate ratios of recovery process on 
tactile dataset in the shrinking with accelerator experiment 
Model Learning rate 
Weight decay to 
learning rate ratios 
VGG16 3.1410-4 10-4.5 
MobileNet 3.1410-4 10-5.0 
MobileNetV2 8.5310-3 10-4.5 
MnasNet 8.5310-3 10-4.5 
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Table 5.3 The hyperparameters of recovery process on CIFAR datasets in the shrinking 
with accelerator experiment 
Parameter Value 
Image size 32×32 
Batch size 1024 
Number of recovery epochs 20 
Optimizer Stochastic gradient descent  
Loss function Cross-entropy Loss 
Table 5.4 The learning rate and weight decay to learning rate ratios of recovery process on 
CIFAR datasets in the shrinking with accelerator experiment 
Model Learning rate 
Weight decay to 
learning rate ratios 
VGG16 3.3310-2 10-2.5 
MobileNet 3.3310-2 10-2.5 
MobileNetV2 1.0510-1 10-3.0 
MnasNet 1.0510-1 10-3.0 
5.3.2.2 Search Space 
The search strategy was a grid search, and there were 240 cases of compound multipliers as 
same as the shrinking experiment, referring Chapter 4.3.3.2. 
Table 5.5 The searched parameter in shrinking-with-training-accelerator experiment 
Searched parameter Value 
Width multiplier ×0.25, ×0.50, ×0.75, ×1.0 
Resolution multiplier ×0.25, ×0.50, ×0.75, ×1.0 
Depth multiplier ×0.25, ×0.50, ×0.75, ×1.0 
Pre-trained models VGG16, MobileNet, MobileNetV2, MnasNet 
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5.3.3 Flowchart in the Shrinking Structure of Models with Training 
Accelerator 
 
Figure 5.2 Flowchart of the shrinking structure of model with training accelerator 
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5.3.4 Algorithms in the Shrinking Structure of Models with 
Training Accelerator 
5.3.4.1 Main Algorithm 
Algorithm 7 Shrinking Structure of Models-with-Training-Accelerator algorithm. 
1: input: dataset Ɗ, model 𝑓 
2: initial hypermeters 
3:    ×                                                               #Cartesian product 
4: for all 𝑚   do                                                   #search optimal hyperparameters 
5: 𝑓𝑚  Build Model (𝑚, 𝑓)                               #shrinking method 
6: 𝑓𝑚  Training Model (𝑓𝑚, Ɗ) 
7: 𝑆𝐶𝑂𝑅𝐸Training Accelerator (𝑓𝑚, , Ɗ) 
8: end for 
9: maximize 𝑆𝐶𝑂𝑅𝐸 
5.3.4.2 Training Accelerator Algorithm 
Algorithm 8 Training Accelerator algorithm. 
1: input: shrinking model 𝑓𝑚, width multiplier , dataset Ɗ 




+ 1                                  #calculate No. pruning iterations 
4: for 𝑖  {1, . . ., M} do 
5: if 𝑖 > 1 do 
6: for sampled minibatch {𝑥𝑘}𝑘=1
𝑁  of Ɗ do 
7: for all 𝑘  {1, . . ., N} do 
8: define |∆𝒞(ℎ𝑝)| = |𝒞(𝑥𝑘|ℎ𝑝 = 0) − 𝒞(𝑥𝑘|ℎ𝑝)|       #Taylor expansion
 
9: end for 
10: end for 
11: ranking by |∆𝒞(ℎ𝑝)| 
12: 𝑔𝑖 remove filters by rank (𝑓𝑚) 
13: 𝑔𝑖, 𝐴𝐶𝐶(𝑚𝑖) Training Model (𝑔𝑖, 𝑅) 
14: end if 
15: 𝐿𝐴𝑇(𝑚𝑖)  Evaluate Latency (𝑔𝑖)                    #evaluate on Nvidia Jetson TXII 





            #evaluate score 
17: collect 𝑆𝐶𝑂𝑅𝐸 
18: update 𝑓𝑚 𝑔𝑖 
19: end for 
20: return 𝑆𝐶𝑂𝑅𝐸 
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5.4 Experimental Result 
The shrinking-with-accelerator experiment explore a target that was a child model that 
provided the highest score in the trade-off between accuracy and latency with a relatively short 
training period. In section 5.4.1, the accuracy of shrunk models was visualized by different 
resolution multipliers. Overall performance of shrunk models was described in section 5.4.2. 
Training time was shown in section 5.4.3. 
5.4.1 Accuracy Visualization 
5.4.1.1 Tactile Dataset 
According to shrinking approach, multiplier of width, resolution and depth are dependent. 
Balanced multipliers provided a high performance of shrunk models. As shrinking-with-
accelerator-approach removes redundant the convolutional kernels, most shrunk models of this 
experiment are improved accuracy from 0.01% to 0.96% as shown in Figure 5.3. Thus, the highest 
score of each shrunk model in the shrinking-with-accelerator-approach is higher than the shrinking 
approach. Moreover, the accuracy of shrunk models was visualized from Figure 5.4 to Figure 5.7. 
The shrunk models corresponding to 0.25-0.75 width multiplier benefit from redundant the 
convolutional kernels and their accuracy are improved. Balanced multiplier is the same as the 
shrinking experiment. 
 
Figure 5.3 Graph of multi-objective scores of all child models on tactile dataset in the hybrid and shrinking 
approach: (a)-(d) are shrunk models of VGG16, MobileNet, MobileNetV2 and MnasNet, respectively. Red 
and black shows the highest score of each pre-trained model, and blue and green shows the other scores in 
the hybrid and shrinking experiment, respectively. The red line marks the target latency; black and yellow 
line shows the highest score line of each pre-trained model in hybrid and shrinking approach, respectively. 
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Figure 5.4 4D accuracy visualization of shrunk VGG16s on tactile dataset in the shrinking-with-accelerator 
experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. The color 
bar describes accuracy scale of VGG16 on tactile dataset. 
 
Figure 5.5 4D accuracy visualization of shrunk MobileNets on tactile dataset in the shrinking-with-
accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. 
The color bar describes accuracy scale of MobileNet on tactile dataset. 
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Figure 5.6 4D accuracy visualization of shrunk MobileNetV2s on tactile dataset in the shrinking-with-
accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. 
The color bar describes accuracy scale of MobileNetV2 on tactile dataset. 
 
Figure 5.7 4D accuracy visualization of shrunk MnasNets on tactile dataset in the shrinking-with-
accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. 
The color bar describes accuracy scale of MnasNet on tactile dataset. 
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5.4.1.2 CIFAR-10 Dataset 
According to shrinking approach, multiplier of width, resolution and depth are dependent. 
Balanced multipliers provided a high performance of shrunk models. As shrinking-with-
accelerator-approach removes redundant the convolutional kernels, most shrunk models of this 
experiment are improved accuracy from 0.01% to 0.53% as shown in Figure 5.8. Thus, the highest 
score of each shrunk model in the shrinking-with-accelerator-approach is higher than the shrinking 
approach. Moreover, the accuracy of shrunk models was visualized from Figure 5.9 to Figure 5.12. 
The shrunk models corresponding to 0.25-0.75 width multiplier benefit from redundant the 
convolutional kernels and their accuracy are improved. The balanced multipliers are the same as 
shrinking experiment. 
 
Figure 5.8 Graph of multi-objective scores of all child models on CIFAR-10 dataset in the hybrid and 
shrinking approach: (a)-(d) are shrunk models of VGG16, MobileNet, MobileNetV2 and MnasNet, 
respectively. Red and black shows the highest score of each pre-trained model, and blue and green shows 
the other scores in the hybrid and shrinking experiment, respectively. The red line marks the target latency; 
black and yellow line shows the highest score line of each pre-trained model in hybrid and shrinking 
approach, respectively. 
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Figure 5.9 4D accuracy visualization of shrunk VGG16s on CIFAR-10 dataset in the shrinking-with-
accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. 
The color bar describes accuracy scale of VGG16 on CIFAR-10 dataset. 
 
Figure 5.10 4D accuracy visualization of shrunk MobileNets on CIFAR-10 dataset in the shrinking-with-
accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. 
The color bar describes accuracy scale of MobileNet on CIFAR-10 dataset. 
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Figure 5.11 4D accuracy visualization of shrunk MobileNetV2s on CIFAR-10 dataset in the shrinking-
with-accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, 
respectively. The color bar describes accuracy scale of MobileNetV2 on CIFAR-10 dataset. 
 
Figure 5.12 4D accuracy visualization of shrunk MnasNets on CIFAR-10 dataset in the shrinking-with-
accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. 
The color bar describes accuracy scale of MnasNet on CIFAR-10 dataset. 
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5.4.1.3 CIFAR-100 Dataset 
According to shrinking approach, multiplier of width, resolution and depth are dependent. 
Balanced multipliers provided a high performance of shrunk models. As shrinking-with-
accelerator-approach removes redundant the convolutional kernels, most shrunk models of this 
experiment are improved accuracy from 0.01% to 0.41% as shown in Figure 5.13. The accuracy 
of shrunk models was visualized from Figure 5.14 to Figure 5.17. The shrunk models 
corresponding to 0.25-0.75 width multiplier benefit from redundant the convolutional kernels 
and their accuracy are improved. The balanced multipliers are the same as shrinking experiment. 
Thus, only the highest score of shrunk VGG16 in the shrinking-with-accelerator-approach is 
higher than the shrinking approach, because others’ the highest score corresponds to 1.0 width 
multiplier, which did not benefit from the shrinking-with-accelerator-approach. 
 
 
Figure 5.13 Graph of multi-objective scores of all child models on CIFAR-100 dataset in the hybrid and 
shrinking approach: (a)-(d) are shrunk models of VGG16, MobileNet, MobileNetV2 and MnasNet, 
respectively. Red and black shows the highest score of each pre-trained model, and blue and green shows 
the other scores in the hybrid and shrinking experiment, respectively. The red line marks the target latency; 
black and yellow line shows the highest score line of each pre-trained model in hybrid and shrinking 
approach, respectively. 
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Figure 5.14 4D accuracy visualization of shrunk VGG16s on CIFAR-100 dataset in the shrinking-with-
accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. 
The color bar describes accuracy scale of VGG16 on CIFAR-100 dataset. 
 
Figure 5.15 4D accuracy visualization of shrunk MobileNets on CIFAR-100 dataset in the shrinking-with-
accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. 
The color bar describes accuracy scale of MobileNet on CIFAR-100 dataset. 
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Figure 5.16 4D accuracy visualization of shrunk MobileNetV2s on CIFAR-100 dataset in the shrinking-
with-accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, 
respectively. The color bar describes accuracy scale of MobileNetV2 on CIFAR-100 dataset. 
 
Figure 5.17 4D accuracy visualization of shrunk MnasNets on CIFAR-100 dataset in the shrinking-with-
accelerator experiment: (a)-(d) Accuracies at 0.25, 0.50, 0.75, 1.0 resolution multiplier, respectively. 
The color bar describes accuracy scale of MnasNet on CIFAR-100 dataset.
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5.4.3 Training Time 
With the training accelerator, the training time is reduced from 3,835.65 to 2,323.57 GPU hours 
(13.83 d on Nvidia GTX 1080Ti GPUs), being 1.65× faster than in the shrinking experiment. 
Tactile dataset is reduced from 749 to 449 GPU hours and it is 1.67× faster than in the shrinking 
experiment. CIFAR datasets are reduced from 3,086 to 1,875 GPU hours 1.65× faster than in the 
shrinking experiment. This shrinking-with-training-accelerator technique achieves training time 
reduction approximately 40%. 
Table 5.9 Comparison of the training time between shrinking approach and shrinking-
with-training-accelerator approach (hybrid). 
Dataset 
Training time (GPU hours) Ratio to 
Shrinking Shrinking Hybrid  
Tactile 749.22 448.71 1.67 
CIFAR-10 1,546.43 939.38 1.65 
CIFAR-100 1,540.00 935.48 1.65 
5.5 Discussion 
5.5.1 Accuracy Discussion 
Table 5.10 Summary of the performance of models in shrinking-with-training-accelerator 
approach 










VGG16  0.25:0.75:0.5 43 378 94.08 16.16 94.72 
MobileNet  0.75:0.75:0.75 1.67 181 93.38 13.50 94.82 
MobileNetV2 0.5:0.5:0.25 0.30 12 95.79 12.07 98.26 
MnasNet 0.75:0.5:0.25 0.78 26 96.04 12.29 98.35 
CIFAR-10 
VGG16  0.5:1.0:0.5 71 626 87.52 19.72 85.89 
MobileNet  0.75:1.0:0.75 1.67 90 91.12 13.50 92.52 
MobileNetV2 1.0:1.0:0.25 0.67 25 88.76 12.17 90.97 
MnasNet 0.75:1.0:0.25 0.78 25 89.51 12.36 91.62 
CIFAR-100 
VGG16  0.75:1.0:0.5 99 1,349 65.80 27.46 62.68 
MobileNet  1.0:1.0:0.75 3.04 159 69.56 13.91 70.44 
MobileNetV2 1.0:1.0:0.5 1.78 57 70.95 18.35 70.08 
MnasNet 1.0:1.0:0.5 2.05 59 70.99 18.60 70.03 
The child model with the highest score for each pre-trained model is described in Table 5.10. 
The shrinking-with-training-accelerator technique improves the accuracy, especially ×0.25–0.75 
width multiplier (see from Figure 5.18 to Figure 5.20) when compared with the shrinking 
technique, e.g., a result for MobileNet at ×0.75:0.75:0.75 (width:resolution:depth multipliers) on 
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tactile dataset has 93.38% accuracy and is 0.29% better than a shrunk one. With ranking filters of 
CNNs, the shrinking-with-training-accelerator technique not only retains important features but 
also removes redundant ones. On the other hand, the latency, parameter and Madds of shrunk 
models in shrinking-with-training-accelerator experiment are not increased and are the same as the 
shrinking experiment. This shrinking-with-training-accelerator technique achieves accuracy 
improvement as well as multi-objective score improvement. However, the shrinking-with-
training-accelerator technique cannot improve the accuracy–latency trade-off of child models on 
CIFAR-100 dataset because it corresponds to 1.0 width multiplier, which did not benefit from 
this approach. 
 
Figure 5.18 Comparison between hybrid and shrinking of shrunk models corresponding different width 
multipliers on tactile dataset. Solid line shows hybrid performance and dashed line shows shrinking 
performance. 
 
Figure 5.19 Comparison between hybrid and shrinking of shrunk models corresponding different width 
multipliers on CIFAR-10 dataset. Solid line shows hybrid performance and dashed line shows shrinking 
performance. 
(b) MobileNet(a) VGG16 (d) MnasNet(c) MobileNetV2
(b) MobileNet(a) VGG16 (d) MnasNet(c) MobileNetV2
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Figure 5.20 Comparison between hybrid and shrinking of shrunk models corresponding different width 
multipliers on CIFAR-100 dataset. Solid line shows hybrid performance and dashed line shows shrinking 
performance. 
5.5.2 Overall Performance Discussion 
In summary, the shrinking-with-training-accelerator approach managed to reduce the training 
time by 40% in the shrinking experiment. The training time of the shrinking-with-training-
accelerator approach is described in Table 5.11. The total training time is 13.83 d on Nvidia GTX 
1080Ti GPUs (2,323.57 GPU hours). Almost all the child models gained in accuracy when the 
width multiplier was between ×0.25 and ×0.75. Moreover, their latency, parameters and 
computation were not increased. The highest score was also improved from gained accuracy and 
stable latency. In case of tactile dataset, the highest performance of the hybrid MnasNet achieves 
96.04% accuracy and 12.29-ms latency with 0.78M parameters and 26M Madds. The training time 
is 2.67 d on Nvidia GTX 1080Ti GPUs (449 GPU hours), as shown in Table 5.11. For CIFAR-10 
dataset, the highest performance of the hybrid MobileNet achieves 91.12% accuracy and 13.50-
ms latency with 1.67M parameters and 90M Madds. The training time is 5.59 d on Nvidia GTX 
1080Ti GPUs (939 GPU hours). Lastly, in case of CIFAR-100 dataset, the highest performance of 
the hybrid MobileNet achieves 69.56% accuracy and 13.91-ms latency with 3.04M parameters and 
159M Madds. The training time is 5.57 d on Nvidia GTX 1080Ti GPUs (935 GPU hours). 
Table 5.11 Training time of the shrinking with accelerator experiment 
Dataset 
Training time 
GPU hours Training days 
Tactile 448.71 2.67 
CIFAR-10 939.38 5.59 
CIFAR-100 935.48 5.57 
  
(b) MobileNet(a) VGG16 (d) MnasNet(c) MobileNetV2
Chapter 5: Shrinking Structure of Models with Training Accelerator 89 
 
5.6 Comparison 
5.6.1 Hybrid and Pruning Comparison 
The highest performances of hybrid models and pruned models are different as shown from 
Table 5.12 to Table 5.14. For tactile dataset, the hybrid models are better than the pruned models 
in accuracy, latency, and Madds. For example, a hybrid MnasNet achieves 96.04% accuracy and 
12.29-ms latency with 26M Madds, being 1.54% more accurate, 2.28× faster, and 15× smaller than 
the baseline. Nevertheless, pruned MnasNets, which are pruned and soft pruned, have 89.48%–
93.07% accuracy and 22.41–24.62-ms latency with 73–153M Madds. These models are 1.43%–
5.02% less accurate, 1.14–1.25× faster, and 2.05–4.29× smaller than the baseline. However, the 
pruned models have fewer model parameters than the hybrid models; e.g., a pruned MnasNet has 
9.42× fewer parameters than the baseline; however, a shrunk one has 3.99× fewer parameters than 
the baseline. In the case of the soft pruned models, the model parameters are the same as the 
baseline because this method pruned CNN filters using a set zero of parameters. 
For CIFAR datasets, the soft pruned models are better than the hybrid model in accuracy 
because hybrid model cannot take advantage of resolution multiplier on CIFAR datasets as same 
as shrinking approach. For example, a soft pruned MobileNet has 91.65% accuracy (0.24% higher 
than the baseline) on CIFAR-10 dataset, but a hybrid MobileNet has 91.12% accuracy (0.20% 
lower than the baseline).  
5.6.2 Hybrid and Quantization Comparison 
According to [23], quantized and baseline models have the same numbers of parameters and 
Madds. On the other hand, quantized models are 2–4× lower memory bandwidth and storage size. 
Most quantized models are worse than the shrunk models in accuracy and latency; e.g., a shrunk 
VGG16 has 87.52% accuracy and 19.72-ms latency on tactile dataset, being 2.36% more accurate 
and 2.16× faster than the baseline. On contrary, a quantized VGG16 has 86.74% accuracy and 
23.77-ms latency, being 3.14% less accurate and 1.79× faster than the baseline. In term of weight 
quantization, it volves weight sharing to reduce the storage size without affecting the latency of 
models as shown form Table 5.12 to Table 5.14. However, weight quantized models have accuracy 
lower than hybrid models. For example, weight quantized VGG16 has 65.78% accuracy, being 
and 0.35% less accurate than the baseline on CIFAR-100 dataset. Moreover, hybrid VGG16 has 
65.89% accuracy, being and 0.24% less accurate than the baseline. 
5.6.3 Hybrid and Low-ranking Comparison 
In terms of accuracy, latency, parameters, and Madds, the performance of most hybrid models 
is better than that of low-rank factorized models as shown in Table 5.12. For example, a hybrid 
VGG16 on tactile dataset has 94.08% accuracy (8.32% more than the baseline) and 16.16-ms 
latency (6.58× faster than the baseline) with 43M parameters (3.12× fewer parameters than the 
baseline) and 378M Madds (41× smaller than the baseline). Nevertheless, a low-rank factorized 
VGG16 has 82.49% accuracy (3.27% less than the baseline) and 89.16-ms latency (1.19× faster 
than the baseline)  with 120M parameters (1.12× fewer parameters than the baseline) and 403M 
Madds (38.46× smaller than the baseline). However, some low-rank factorized models have fewer 
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model parameters than the hybrid models; e.g., a low-rank factorized MobileNet has 12.84× fewer 
parameters than the baseline; however, a hybrid one has 3.12× fewer parameters than the baseline. 
For CIFAR-10, the accuracy of most low-rank factorized models is better than that of hybrid 
models as shown in Table 5.13. For example, low-rank factorized MobileNetV2 has 90.11% 
accuracy (1.30% lower than the baseline), but a hybrid MobileNetV2 has 88.76% accuracy (2.65% 
lower than the baseline).  
5.6.4 Hybrid and Knowledge Distillation Comparison 
According to [18] and [33], distilled models have the same structure and number of parameters 
as the hybrid models for fair comparison. As Table 5.12 shows performance of models on tactile 
dataset, most hybrid models are better than the distilled models in terms of accuracy, latency, and 
Madds; e.g., a hybrid MnasNet has 96.04% accuracy, 12.29-ms latency, and 26M Madds, being 
1.54% lower accurate, 2.28× faster, and 12.04× smaller than the baseline. However, distilled 
MnasNets have 92.17%–94.45% accuracy, 13.47-ms latency, and 96M Madds, being 0.05%–
2.33% lower accurate, 2.08× faster, and 3.69× smaller than the baseline. The Madds of distilled 
models differ from that of the hybrid models owing to the resolution of images (distilled model 
and hybrid models characterized by a resolution of ×1.0 and ×0.5, respectively, of the original 
image. 
For CIFAR datasets, most hybrid models are worse than the distilled models in terms of 
accuracy. A hybrid MobileNetV2 has 70.95% accuracy and it is 0.30% less accurate than those in 
the baseline. However, distilled MobileNetV2s have 70.93%–70.99% accuracy (0.30%–0.31% 
lower than the baseline). The shrunk models cannot take advantage of resolution multiplier on 
CIFAR datasets because the highest score models correspond ×1.0 resolution. For this reason, 
hybrid models and distilled models have similar latency, parameters and Madds. 
5.7 Summary 
The shrinking-with-training-accelerator (hybrid) approach achieves the trade-off between 
accuracy and latency with a relatively short training period. It managed to reduce the training time 
by 40% in the shrinking experiment. With ranking convolutional kernels, the shrunk models with 
the highest scores have higher accuracy, lower latency, and fewer parameters and Madds. 
Furthermore, in terms of accuracy and latency, the hybrid models perform better than the pruned, 
quantized, low-ranked, and distilled models. 
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Chapter 6  
Trim Neural Architecture Search  
6.1 Introduction of Trim Neural Architecture Search 
The chapter of shrinking structure of models with training accelerator achieves the trade-off 
between accuracy and latency with a relatively short training period. With training accelerator, the 
training time reduces approximately 40% (from 22.83 to 13.83 days). However, the thesis 
addresses the idea that a more-complex shrinking structure of model may improve the performance 
of child models. Shrinking the model structure at block level provides an enormous search space 
compared with that provided by the original shrinking of the model structure: the original search 
space is 240 shrunk models, whereas the block-level search space is 9.65×1028 shrunk models. 
With grid search, the shrinking with block-level approach will require a very long time to explore 
the balanced multipliers in search space. Thus, a search strategy plays an important role in search-
space exploration and exploitation. This chapter presents trim neural architecture search approach 
to explore a more complex compressed model architecture than can use either the shrinking 
approach. This approach compresses the model structure at block level with a relatively short 
training period and has same scaling multipliers of the width, resolution, and depth in shrinking 
approach. 
This chapter is organized as follows. Section 6.2 describes the purpose of the trim neural 
architecture search approach (TrimNAS). Section 6.3 presents the TrimNAS approach. Section 6.4 
evaluates the performance of the TrimNAS approach. Section 6.5 discusses the experimental result 
of the TrimNAS approach. Section 6.6 compares the result with those of modern model 
compression. Conclusion was draw in Section 6.7. 
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6.2 Objective of Trim Neural Architecture Search 
This approach finds the right combination of multiplier values with block level to attain 
optimum trade-off between accuracy and latency of shrunk model with a relatively short training 
period. 
6.3 Methodology of Trim Neural Architecture Search 
The thesis addresses the idea that a more-complex shrinking structure of model may improve 
the performance of child models. Shrinking the model structure at block level provides an 
enormous search space compared with that provided by the original shrinking of the model 
structure: the original search space is 240 shrunk models, whereas the block-level search space is 
9.65×1028 shrunk models. The search strategy plays an important role in search-space exploration 
and exploitation. There are many different search strategies, such as evolutionary methods, 
gradient-based methods, grid search, random search (RS), and reinforcement learning (RL). A case 
thesis comparing evolutionary methods, RL, and RS concluded that evolutionary methods and RL 
perform better than RS in this experiment [35]. 
This chapter present Trim Neural Architecture Search (TrimNAS), which is a macro search to 
compress models to meet the trade-off between accuracy and latency. TrimNAS, shrinking with 
neural architecture search methods, is a model-compression technique that combines NAS with 
shrinking the structure of the model. TrimNAS aims to explore a more complex compressed model 
architecture than can use either the shrinking approach or the shrinking-with-training-accelerator 
approach, which is at block level. Using RL, a controller can explore and exploit its target, despite 
its search space being enormous, and it can yield computational demands in the order of thousands 
of GPU days. TrimNAS involves short training and model-structure compression at block level to 
obtain better performance. TrimNAS uses shared weights [36] and a factorized hierarchical search 
space [8] to reduce the training time without decreasing the total search space size. The next section 
presents the detail of shared weights and factorized hierarchical search space. 
6.3.1 Weight Sharing 
The shared weights can reduce the notable training time of TrimNAS. Each training epoch has 
two phases, namely (i) the shared parameters of the child models (ω) and (ii) the parameters of the 
controller (θ) phase. Firstly, training ω in the shared parameters of the child models’ phase fixes 
the controller’s strategy and optimizes ω with stochastic gradient descent. The goal is to minimize 
the expected loss function: 
𝐸𝑚∼𝜋[𝐿(𝑚; 𝜔)] 6.1 
where 𝑚 is the sample and 𝐿(𝑚; 𝜔) is the cross-entropy loss on sample 𝑚. Secondly, training 𝜃 
in the controller parameters fixes the shared parameters of the child models and performs 𝜃 to 
maximize the expected reward: 
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𝐸𝑚∼𝜋(𝑚;𝜃)[𝑅(𝑚, 𝜔)] 6.2 
where 𝜋(𝑚; 𝜃) is the controller’s strategy and 𝑅(𝑚, 𝜔) is the reward of sample 𝑚. By two phases-
training, TrimNAS is managed to decrease significant training time when comparing with one 
phase training with unshared parameters of the child models. However, the flat search-space size 
is numerous. To increase the performance of TrimNAS, the thesis replaced the flat search space 
with factorized hierarchical search space as described in the next section. For example, width 
multiplier is changed from {0.25, 0.5, 0.75, 1} to {−0.25, 0, +0.25}. The search-space size of width 
multiplier reduces from 4 to 3 cases. 
6.3.2 Factorized Hierarchical Search Space 
 
Figure 6.1 Baseline structure of TrimNAS’s search space. Each block has an identity that includes 
convolutional operation, width multiplier, a number of layers, and skip operation. TrimNAS search for the 
identity in each block of the first layer and repeat the same layer 𝐿 times. For example, layers 6-1 to 6-𝐿6 
have the same identity, while different blocks can have different identities. 
Figure 6.1 shows the baseline structure of TrimNAS’s search space. To shrink each block, the 
controller (LSTM) samples N blocks of decisions. The predictions of the controller for each block 
involve four steps: 
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Step 1. Sample a convolutional operation. 
Step 2. Sample a width multiplier to apply to the operation selected in step 1. 
Step 3. Sample the number of layers to apply to the operation selected in step 1. 
Step 4. Sample a skip connection to apply to the operation selected in step 1. 
The controller repeats the above four decision steps N times corresponding to the seven blocks in 
the TrimNAS experiment. Each block has a list of identical layers, of which operations, skip 
connection, width multiplier, and depth multiplier. A sub search space in each block is presented 
as follows: 
convolutional operations: CNN, SepCNN [7], Inverted Bottleneck CNN [7]; 
width multiplier: {−0.25, 0, +0.25}; 
number of layers in block 𝑁𝑖: {−1, 0, +1}; 
skip connection: identity residual or no skip. 
The convolutional operations, skip connection, and width multiplier determine the identity of a 
layer, while the number of layers determines how many times the layers in block 𝑁𝑖 are repeated. 
The width multiplier is the coefficient of the output filter, and TrimNAS searches for {−0.25, 0, 
+0.25} based on {0.25, 0.5, 0.75, 1} of the shrinking approach. The output filter size per layer 
relates to MnasNet [8]. For the number of layers, TrimNAS searches for {−1, 0, 1} based on {1, 
2, 3, 4} layers in block 𝑁𝑖. By the factorized hierarchical search space, TrimNAS’s search-space 
size is 1.33×1012, while the flat search-space size is 9.65×1028, where the average number of layers 
per block is three and the number of blocks is seven. 
6.3.3 Training Details in the Trim Neural Architecture Search 
The thesis used the tactile, CIFAR-10 and CIFAR-100 datasets to experiment with the 
TrimNAS approach for embedded systems. The holdout method was used to split each dataset into 
training and testing parts. The training part consisted of training and validation datasets, which 
were separated by three-fold cross-validation. Because CIFAR images are much smaller than 
Tactile images, the thesis replace the first and second Conv of stride 2 with Conv of stride 1 for 
MobileNet series. The TrimNAS approach used a reinforcement learning to explore a target. The 
target was a child model that provided the highest score in the trade-off between accuracy and 
latency, referring to Section 4.3.2. The latency measures on Nvidia Jetson TXII with GPU. For a 
fair comparison, random seed is at 40. Every epoch, the training set was shuffled. The thesis 
selected the model that performed the best on a validation dataset to measure the performance with 
the testing dataset. To compare the child-model performance, the thesis used an objective function 
for which a higher score meant better performance. The shrinking experiment was training on 
seven Nvidia GTX 1080Ti GPUs. Hyperparameters and search space were described in the next 
section. 
6.3.3.1 Hyperparameters 
The hyperparameters on each dataset were different as shown in Table 6.3 and Table 6.4. They 
were set into suitable value by experiment. TrimNAS searched 100 epochs in each resolution. In 
each epoch of the TrimNAS searches, there were 350 shared-parameters training steps and 50 
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controller training steps. In the shared-parameters 𝜔 training phase, the thesis used the Nesterov 
momentum [37] with a learning rate of 0.001–0.05, 𝑇0 = 10, and 𝑇𝑚𝑢𝑙 = 2 as shown in Table 6.1. 
In the controller-parameters 𝜃 training phase, all the parameters were initialized uniformly in the 
range [−0.1, 0.1] and Adam optimized at a learning rate of 0.001 as shown in Table 6.2. To prevent 
premature convergence, the thesis used a tanh constant of 2.5 and a temperature of 5.0 [38] for the 
controller’s sample. The skip connection probability was 0.6. 
Table 6.1 The hyperparameters at the shared-parameters training phase in the TrimNAS 
experiment 
Parameter Value 
Number of Steps 350 
Optimizer Nesterov momentum [37] 
Learning rate  0.001-0.05 
Initial 𝑇𝑖 (𝑇0) 10 
Factor of 𝑇𝑚𝑢𝑙 2 
Table 6.2 The hyperparameters at the controller-parameters training phase in the TrimNAS 
experiment 
Parameter Value 
Number of Steps 50 
Optimizer Adam 
Learning rate  0.001 
tanh constant of 2.5 for the controller’s sample 2.5 
temperature of 5.0 for the controller’s sample 5.0 
skip connection probability 0.6 
Table 6.3 The hyperparameters on tactile dataset in TrimNAS experiment 
Parameter Value 
Image size 224×224 
Batch size 128 
Number of epochs 100 
Table 6.4 The hyperparameters on CIFAR datasets in TrimNAS experiment 
Parameter Value 
Image size 32×32 
Batch size 1024 
Number of epochs 100 
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6.3.3.2 Search Space 
The search strategy was a reinforcement learning, and there were 9.65×1028 cases of compound 
multipliers with block level, referring Chapter 6.3.2.  
Table 6.5 The searched parameter in TrimNAS experiment 
Searched parameter in each block Value 
Width multiplier ×0.25, ×0.50, ×0.75, ×1.0 
Resolution multiplier ×0.25, ×0.50, ×0.75, ×1.0 
Depth multiplier ×0.25, ×0.50, ×0.75, ×1.0 
Convolutional operations CNN, SepCNN, Inverted Bottleneck CNN 
Skip connection identity residual, no skip 
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6.3.4 Flowchart in the Trim Neural Architecture Search 
 
Figure 6.2 Flowchart of the trim neural architecture search   
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6.3.5 Algorithms in the Trim Neural Architecture Search 
TrimNAS approach has four algorithms: main, training shared CNNs, training controller and 
evaluating model algorithms. The training shared CNNs phase minimizes loss of shared 
parameters of CNNs. The training controller phase maximizes reward of controller.  
6.3.5.1 Main Algorithm 
Algorithm 9 Trim Neural Architecture Search algorithm. 
1: input: dataset Ɗ 
2: initial hypermeters 
3: initial shared CNNs  
4: initial controller 
5: for all 𝑖  {1, . . ., Ε} do                                #where Ε is number of epochs 
6: 𝜔  Training Shared CNNs (𝜔, 𝜃, Ɗ)      #shared-parameters training phase 
7: 𝜃  Training Controller (𝜔, 𝜃,Ɗ)            #controller-parameters training phase 
8: 𝑆𝐶𝑂𝑅𝐸Evaluate Models (𝜔, 𝜃, Ɗ) 
9: end for 
10: maximize 𝑆𝐶𝑂𝑅𝐸 
6.3.5.2 Training Shared CNNs Algorithm 
Algorithm 10 Training Shared CNNs algorithm. 
1: input: shared-parameters ω, controller-parameters 𝜃, dataset Ɗ 
2: freeze 𝜃, unfreeze ω 
3: for all 𝑖  {1, . . ., 𝑃} do                          #where 𝑃 is No. shared-parameters steps 
4:      𝑚  controller (𝜃)                              #take sample of architecture of CNN 
5:       for sampled minibatch {𝑥𝑘}𝑘=1
𝑁  of Ɗ do 
6:             for all 𝑘  {1, . . ., N} do  
7:                   ℎ𝑘  shared CNN (ω, 𝑚, 𝑥𝑘) 
8:             end for 





𝑖=1                       #loss function 
10:             calculate ℒ 
11:             update shared-parameters ω to minimize ℒ 
12:       end for 
13: end for 
14: return shared-parameters ω 
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6.3.5.3 Training Controller Algorithm 
Algorithm 11 Training Controller algorithm. 
1: input: shared-parameters ω, controller-parameters 𝜃, dataset Ɗ 
2: freeze ω, unfreeze 𝜃 
3: for all 𝑖  {1, . . ., 𝑄} do                           #where 𝑄 is No. controller-parameters steps 
4:      𝑚  controller (𝜃)                               #take sample of architecture of CNN 
5:       for sampled minibatch {𝑥𝑘}𝑘=1
𝑁  of Ɗ do 
6:             for all 𝑘  {1, . . ., N} do 
7:                   ℎ𝑘  Shared CNN (ω, 𝑚, 𝑥𝑘) 
8:             end for 
9:             𝐴𝐶𝐶(𝑚) Evaluate Accuracy of Shared CNN (ω, 𝑚, 𝑥𝑘) 
10:             𝐿𝐴𝑇(𝑚)  Evaluate Latency of Shared CNN (ω, 𝑚, 𝑥𝑘) 





                                       #evaluate score 
12:             define 𝑅(𝑚, 𝜔)  =  𝑆𝐶𝑂𝑅𝐸(𝑚) ×controller’s sample entropy #reward function 
13:             update controller-parameters 𝜃 to maximize 𝑅 
14:       end for 
15: end for 
16: return controller-parameters 𝜃 
6.3.5.4 Evaluate Models Algorithm 
Algorithm 12 Evaluate models algorithm. 
1: input: shared-parameters ω, controller-parameters 𝜃, dataset Ɗ 
2: freeze ω and 𝜃  
3: for all 𝑖  {1, . . ., 𝑆} do                                 #where 𝑆 is No. evaluated samples 
4:      𝑚  controller (𝜃)                                     #take sample of architecture of CNN 
5:       for sampled minibatch {𝑥𝑘}𝑘=1
𝑁  of Ɗ do 
6:             for all 𝑘  {1, . . ., N} do  
7:                   ℎ𝑘  Shared CNN (ω, 𝑚, 𝑥𝑘) 
8:             end for 
9:             𝐴𝐶𝐶(𝑚) Evaluate Accuracy of Shared CNN (ω, 𝑚, 𝑥𝑘) 
10:             𝐿𝐴𝑇(𝑚)  Evaluate Latency of Shared CNN (ω, 𝑚, 𝑥𝑘) 






12:       end for 
13: end for 
14: return maximum 𝑆𝐶𝑂𝑅𝐸 
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6.4 Experimental Result 
The TrimNAS experiment explore a target that was a child model that provided the highest 
score in the trade-off between accuracy and latency with a block level and a relatively short training 
period. Overall performance of TrimNASNet was described in section 6.4.1. Training time was 
shown in section 6.4.2. 
6.4.1 Overall Performance of Shrunk Models in TrimNAS 
Experiments 
Detail of the highest performance of TrimNASNets on each dataset from Table 6.6 to Table 
6.8. The highest architecture of TrimNASNet is presented from Figure 6.7 to Figure 6.9. 
Performance of TrimNASNets was presented in 2D graph to visualize multi-objective score. 
6.4.1.1 Performance of TrimNASNets on Tactile Dataset 
The TrimNAS method achieves the highest accuracy–latency trade-off in this thesis; e.g., 
TrimNASNet with the ×0.5 resolution multiplier (TrimNASnet-0.5) has 96.09% accuracy (0.04–
0.16% more accurate than other proposed methods) and 9.14-ms latency (1.34–1.35× faster than 
other proposed methods). TrimNASnet-0.5 has 0.61M parameters (1.27–1.48× fewer parameters 
than other proposed methods) and 18M Madds (1.44–1.67× fewer parameters than other proposed 
methods). Figure 6.7 shows the architecture of TrimNASNets on tactile dataset. The TrimNAS 
method can reduces the training time significantly from 749 to 455 GPU hours (2.70 d on Nvidia 
GTX 1080Ti GPUs), being 1.65× faster than the shrinking experiment, but is 6 GPU hours more 
than the hybrid experiment. Moreover, the resolution multiplier affects the accuracy, latency, and 
training time of TrimNASNet. The higher the resolution multiplier that TrimNAS uses, the greater 
the accuracy, latency, and training time. For example, TrimNASNet-0.25 has 94.97% accuracy, 
9.10-ms latency, and 87.7 GPU hours of training, which is 1.24% less accurate, 1.23× faster, and 
1.61× shorter training than TrimNASNet-1.0. The highest score of TrimNASNet is that of 
TrimNASNet-0.5, as shown in Table 6.6 and Figure 6.3. 
6.4.1.2 Performance of TrimNASNets on CIFAR-10 Dataset 
The TrimNAS method achieves the highest accuracy–latency trade-off in this thesis; e.g., 
TrimNASNet with the ×1.0 resolution multiplier (TrimNASnet-1.0) has 89.65% accuracy (0.14–
0.27% more accurate than other proposed methods) and 12.45-ms latency (1.01× slower than other 
proposed methods). TrimNASnet-1.0 has 0.87M parameters (1.12 × more parameters than other 
proposed methods) and 29M Madds (1.16× larger parameters than other proposed methods). 
Figure 6.8 shows the architecture of TrimNASNets on CIFAR-10 dataset. The TrimNAS technique 
reduces the training time significantly from 1,546 to 948 GPU hours (5.64 d on Nvidia GTX 
1080Ti GPUs), being 1.63× faster than the shrinking experiment, but is 9 GPU hours more than 
the hybrid experiment. Moreover, the resolution multiplier affects the accuracy, latency, and 
training time of TrimNASNet. The higher the resolution multiplier that TrimNAS uses, the greater 
the accuracy, latency, and training time. The highest score of TrimNASNet is that of TrimNASnet-
0.5, as shown in Table 6.7 and Figure 6.4. 
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6.4.1.3 Performance of TrimNASNets on CIFAR-100 Dataset 
The TrimNAS technique achieves a higher trade-off between accuracy and latency than do 
shrinking and the hybrid approach; e.g., TrimNASNet with the ×1.0 resolution multiplier 
(TrimNASnet-1.0) has 70.21% accuracy (0.78% more accurate than other proposed methods) and 
16.20-ms latency (1.15× faster than other proposed methods). TrimNASnet-1.0 has 1.69M 
parameters (1.07 × less parameters than other proposed methods) and 55M Madds (1.21× smaller 
parameters than other proposed methods). Figure 6.9 shows the architecture of TrimNASNets on 
CIFAR-100 dataset. The TrimNAS technique reduces the training time significantly from 1,540 
to 944 GPU hours (5.62 d on Nvidia GTX 1080Ti GPUs), being 1.63× faster than the shrinking 
experiment, but is 9 GPU hours more than the hybrid experiment. Moreover, the resolution 
multiplier affects the accuracy, latency, and training time of TrimNASNet. The higher the 
resolution multiplier that TrimNAS uses, the greater the accuracy, latency, and training time. The 
highest score of TrimNASNet is that of TrimNASnet-0.5, as shown in Table 6.8 and Figure 6.5. 
 
Figure 6.3 Multi-objective scores of all child models on tactile dataset in the TrimNAS approach: (a) 0.25 
resolution multiplier; (b) 0.5 resolution multiplier; (c) 0.75 resolution multiplier and (d) 1.0 resolution 
multiplier. Red shows the highest score of each resolution multiplier, and green shows the other scores in 
the TrimNAS experiment.  
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Figure 6.4 Multi-objective scores of all child models on CIFAR-10 dataset in the TrimNAS approach: (a) 
0.25 resolution multiplier; (b) 0.5 resolution multiplier; (c) 0.75 resolution multiplier and (d) 1.0 
resolution multiplier. Red shows the highest score of each resolution multiplier, and green shows the other 
scores in the TrimNAS experiment. 
 
Figure 6.5 Multi-objective scores of all child models on CIFAR-100 dataset in the TrimNAS approach: (a) 
0.25 resolution multiplier; (b) 0.5 resolution multiplier; (c) 0.75 resolution multiplier and (d) 1.0 
resolution multiplier. Red shows the highest score of each resolution multiplier, and green shows the other 
scores in the TrimNAS experiment. 
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Figure 6.6 Architecture description of TrimNASNet: (a)TrimNASNet with resolution multiplier of ×1.0; 
(b)–(c) corresponding layer structures. IB Conv denotes Inverted Bottleneck Conv. DWConv denotes 
depthwise conv, BN is batch norm. 
 
Figure 6.7 Architecture of TrimNASNet in each resolution on tactile dataset: (a)–(d) TrimNASNet with 






















































































































































(a) TrimNASNet-0.25 (b) TrimNASNet-0.50 (c) TrimNASNet-0.75 (d) TrimNASNet-1.0
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Figure 6.8 Architecture of TrimNASNet in each resolution on CIFAR-10 dataset: (a)–(d) TrimNASNet 
with resolution multiplier of ×0.25, 0.5, 0.75, and 1.0, respectively. 
 
Figure 6.9 Architecture of TrimNASNet in each resolution on CIFAR-100 dataset: (a)–(d) TrimNASNet 


























































































































































































































(a) TrimNASNet-0.25 (b) TrimNASNet-0.50 (c) TrimNASNet-0.75 (d) TrimNASNet-1.0
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6.4.2 Training time 
With the reinforcement learning, the training time is reduced from 3,835.65 to 2,347.79 GPU 
hours (13.96 d on Nvidia GTX 1080Ti GPUs), being 1.63× faster than in the shrinking experiment. 
Tactile dataset is reduced from 749 to 445 GPU hours and it is 1.65× faster than in the shrinking 
experiment. CIFAR datasets are reduced from 3,086 to 1,892 GPU hours 1.63× faster than in the 
shrinking experiment. This TrimNAS technique achieves training time reduction approximately 
39%. 
Table 6.9 Comparison of the training time between shrinking approach, shrinking-with-
training-accelerator approach (hybrid), and TrimNAS. 
Dataset 
Training time (GPU hours) Ratio to 
Shrinking Shrinking Hybrid  TrimNAS 
Tactile 749.22 448.71 455.31 1.65 
CIFAR-10 1,546.43 939.38 948.21 1.63 
CIFAR-100 1,540.00 935.48 944.27 1.63 
6.5 Discussion 
6.5.1 Multi-objective Score Discussion 
Table 6.10 Summary of the performance of models in TrimNAS. 










TrimNASNet-0.25 0.25 0.36 3.20 94.97 9.10 99.92 
TrimNASNet-0.50 0.50 0.61 18 96.09 9.14 101.06 
TrimNASNet-0.75 0.75 0.83 54 96.15 10.04 100.27 
TrimNASNet-1.0 1.00 0.90 96 96.21 11.22 99.33 
CIFAR-10 
TrimNASNet-0.25 0.25 1.35 2.42 69.29 12.27 70.97 
TrimNASNet-0.50 0.50 1.34 9.20 81.23 12.28 83.19 
TrimNASNet-0.75 0.75 0.96 20 87.26 13.52 88.59 
TrimNASNet-1.0 1.00 0.87 29 89.65 12.45 91.70 
CIFAR-100 
TrimNASNet-0.25 0.25 1.47 2.54 42.64 12.27 43.67 
TrimNASNet-0.50 0.50 1.24 9.62 55.01 13.49 55.86 
TrimNASNet-0.75 0.75 1.68 29 63.78 15.03 64.14 
TrimNASNet-1.0 1.00 1.69 55 70.21 16.20 70.13 
With shrinking at block level, TrimNAS can search in a larger search space than shrinking and 
shrinking with training accelerator in order to achieve a high objective score. Figure 6.7, Figure 
6.8 and Figure 6.9 show the architecture of TrimNASNets on tactile, CIFAR-10 and CIFAR-100 
dataset, respectively. The child model with the highest score for each resolution multiplier is 
described in Table 6.10. The TrimNAS technique improves the multi-objective score (see from 
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Figure 6.3 to Figure 6.5) when compared with the shrinking and hybrid technique, e.g., a result for 
TrimNASNet at ×1.0 resolution multipliers on CIFAR-10 dataset has 91.70% score, 89.65% 
accuracy and 12.45-ms (0.09-0.22% more score, 0.14-0.27% more accuracy and 1.01× slower than 
a shrunk and hybrid MnasNet). Although some the highest score TrimNASNet decrease accuracy 
or increase latency, the TrimNAS technique can achieve multi-objective score improvement on 
every dataset.  
6.5.2 Overall Performance Discussion 
In summary, the TrimNAS approach reduces the training time by 39% in the shrinking 
experiment. The training time of the TrimNAS approach is described in Table 6.11. The total 
training time is 13.96 d on Nvidia GTX 1080Ti GPUs (2,347.79 GPU hours). With an enormous 
search space, TrimNASNets achieve the highest trade-off between accuracy and latency in the 
thesis. The highest score was also improved from either gained accuracy or decreased latency. In 
case of tactile dataset, the highest performance of the TrimNASNet-0.5 achieves 96.09% accuracy 
and 9.14-ms latency with 0.61M parameters and 18M Madds. The training time is 2.70 d on Nvidia 
GTX 1080Ti GPUs (455 GPU hours), as shown in Table 6.11. For CIFAR-10 dataset, the highest 
performance of the shrunk MobileNet achieves 89.65% accuracy and 13.45-ms latency with 0.87M 
parameters and 29M Madds. The training time is 5.64 d on Nvidia GTX 1080Ti GPUs (948 GPU 
hours). Lastly, in case of CIFAR-100 dataset, the highest performance of the shrunk MobileNet 
achieves 70.21% accuracy and 16.20-ms latency with 1.69M parameters and 55M Madds. The 
training time is 5.62 d on Nvidia GTX 1080Ti GPUs (944 GPU hours). 
Table 6.11 Training time of the TrimNAS experiment 
Dataset 
Training time 
GPU hours Training days 
Tactile 455.31 2.70 
CIFAR-10 948.21 5.64 
CIFAR-100 944.27 5.62 
6.6 Comparison 
6.6.1 TrimNAS and Pruning Comparison 
The highest performances of TrimNASNets and pruned models are different as shown from 
Table 6.12 to Table 6.14. For tactile dataset, the highest TrimNASNet is better than the pruned 
models in accuracy, latency and Madds. For example, a TrimNASNet-0.5 achieves 96.09% 
accuracy and 9.14-ms latency with 18M Madds, being 1.59% more accurate, 3.06× faster, and 17× 
smaller than the baseline. Nevertheless, pruned MnasNets, which are pruned and soft pruned, have 
89.48%–93.07% accuracy and 22.41–24.62-ms latency with 73–153M Madds. These models are 
1.43%–5.02% less accurate, 1.14–1.25× faster, and 2.05–4.29× smaller than the baseline. However, 
the pruned models have fewer model parameters than the hybrid models; e.g., a pruned MnasNet 
has 9.42× fewer parameters than the baseline; however, a shrunk one has 5.10× fewer parameters 
than the baseline. In the case of the soft pruned models, the model parameters are the same as the 
baseline because this method pruned CNN filters using a set zero of parameters. 
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For CIFAR datasets, the soft pruned models are worse than the TrimNASNet-1.0 in score 
because a TrimNASNet-1.0 takes advantage of the enormous search space. For example, a soft 
pruned MobileNet has 88.88% accuracy (1.77% higher than the baseline) on CIFAR-10 dataset, 
but the TrimNASNet has 91.70% accuracy (4.58% lower than the baseline).  
6.6.2 TrimNAS and Quantization Comparison 
According to [23], quantized models have the same numbers of parameters and Madds as the 
baseline, but they have 2–4× lower memory bandwidth and storage size of model. TrimNASNet-
1.0 is better than the quantized models in accuracy; e.g., a TrimNASNet-1.0 has 89.65% accuracy 
(1.91% lower than the baseline) on CIFAR-10 dataset, but a quantized MnasNet has 86.90% 
accuracy (4.66% lower than the baseline). In term of latency, the quantized models are better than 
the TrimNASNet-1.0; e.g., a TrimNASNet-1.0 has 12.45-ms (2.23× faster than the baseline) on 
CIFAR-10 dataset, but a quantized MnasNet has 12.32-ms (2.26× faster than the baseline). In term 
of weight quantization, it volves weight sharing to reduce the storage size without affecting the 
latency of models as shown form Table 6.12 to Table 6.14. However, weight quantized models 
have score lower than the highest score TrimNASNet. For example, weight quantized MnasNet 
has 58.94% accuracy, being and 8.95% less score than the baseline on CIFAR-100 dataset. 
Moreover, TrimNASNet-1.0 has 70.13% accuracy, being and 2.24% higher score than the baseline. 
6.6.3 TrimNAS and Low-ranking Comparison 
In terms of accuracy, latency, and Madds, the performance of TrimNASNets is better than that 
of low-rank factorized models as shown in Table 6.12. For example, TrimNASNet-0.5 on tactile 
dataset has 96.09% accuracy and 9.14-ms latency with 18M Madds, and it is 1.59% more accurate, 
3.06× faster, and 17× smaller than those in the baseline. Nevertheless, a low-rank factorized 
MnasNet has 93.27% accuracy and 14.89-ms latency with 132M Madds, and it is 1.23% less 
accurate, 1.88× faster, and 2.37× smaller than those in the baseline.  
For CIFAR-10, the accuracy of most low-rank factorized models is better than that of 
TrimNASNet as shown in Table 6.13. For example, low-rank factorized MnasNet has 90.09% 
accuracy (1.47% lower than the baseline), but a TrimNASNet-1.0 has 89.65% accuracy (1.91% 
lower than the baseline).  
6.6.4 TrimNAS and Knowledge Distillation Comparison 
According to [18] and [33], distilled models have the same structure and number of parameters 
as the hybrid models for fair comparison. As Table 6.12 shows performance of models on tactile 
dataset, TrimNASNet-0.5 is better than the distilled models in terms of accuracy and latency; e.g., 
TrimNASNet-0.5 has 96.09% accuracy (1.59% higher than the baseline) and 9.14-ms latency 
(3.06× faster than the baseline). However, distilled MnasNets have 92.17%–94.45% accuracy 
(0.05%–2.33% lower than the baseline) and 13.47-ms latency (2.08× faster than the baseline).  
For CIFAR datasets, TrimNASNet-1.0 is better than the distilled models in terms of score. A 
TrimNASNet-1.0 has 70.13% score and it is 2.24% higher score than those in the baseline. 
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However, distilled MnasNets have 70.02%–70.10% accuracy (2.13%–2.22% lower than the 
baseline).  
6.7 Summary 
The TrimNAS approach achieves the trade-off between accuracy and latency with a block level 
and a relatively short training period. It is able to reduces the training time by 39% in the shrinking 
experiment. With an enormous search space, TrimNASNets achieve the highest trade-off between 
accuracy and latency in the thesis. Furthermore, in terms of accuracy and latency, the shrunk 
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Chapter 7  
Conclusions 
7.1 Review of Thesis Contributions 
The thesis is able to solve the model compression for the embedded systems problems about 
accuracy−latency trade-off, simplicity and a model-structure compression in all dimensions. 
Firstly, the preliminary knowledge and technique for model compression approach provided 
the most suitable environment to guarantee the highest performance of models on each dataset. 
The optimum hyperparameters were used in the MTNS approach and the performance of optimal 
models was a reference method (baseline) to compare with the MTNS approach. 
Secondly, the model-structure shrinking approach achieved accuracy−latency trade-off, 
simplicity, and all dimension compression. This approach offers a lightweight model with the 
optimum trade-off between accuracy and latency for working on embedded systems. The model-
structure shrinking approach will be useful and friendly to the embedded system to perform a 
compressed model of model-structure shrinking with the maximum trade-off, lightweight, low 
computation and rapid process. 
Thirdly, the model-structure shrinking-with-training-accelerator approach attained significant 
training time reduction of the model-structure shrinking technique. This approach provides 
accuracy improvement using training accelerator when a compressed model corresponding ×0.25–
0.75 width multiplier. The model-structure shrinking-with-training-accelerator approach will be 
useful to the user to reduce training time and power consumption, and to increase accuracy of the 
compressed model without latency gain. 
Fourthly, the trim neural architecture search approach achieved the highest accuracy−latency 
trade-off and notable training-period reduction of the MTNS approach. This approach offers a 
complex exploration with block-level compression and a relatively short training period. The trim 
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neural architecture search approach will be useful to the user to maximize the performance of the 
compressed model, and to decrease training time and power consumption. 
Finally, the MTNS approach in the thesis are implemented and verified through the image 
classification task. The performance of MTNS approaches outperform when compared with those 
of CNN filter pruning, model quantization technique, an adaptive mixture of low-rank 
factorizations, and knowledge distillation. It is obvious that the proposed novel model compression 
approach better resolved the accuracy–latency trade-off in image classification than the modern 
MC methods. 
The outstanding of the thesis is that the model compression problems have been solved by 
using MTNS techniques which are simple and optimum accuracy–latency trade-off for model 
compression. 
7.2 Future Work 
The thesis has presented methods in which the capabilities of MTNS approach can be 
improved. Through the course of the thesis, some potential areas for future research have been 
identified. These are described in this final section. 
Firstly, a learning ability may be improved by integrating MTNS approach with a knowledge 
distillation method. The knowledge distillation method is able to transfer knowledge from a 
teacher model (a pre-trained model) to a student model (a compressed model). With transferring 
knowledge, the performance of model may increase. 
Secondly, a save storage space may be reduced by integrating MTNS approach with a weight 
quantization method. The weight quantization method can divide weight values into clusters. The 
save storage space of clustered weight is smaller than those of origin. However, the lower number 
of clusters the weight is set, the lower accuracy the model gets. The save storage space of model 
may reduce and a compromise between storage space and accuracy is needed.  
Finally, the thesis address that a more-complex scale of shrinking multiplier may improve the 
performance of compressed models. The more-complex scale of shrinking multiplier the search 
space is set, the longer training time the search method gets. By setting a complex scale of 
multiplier, the search strategy needs improvement of speed processing. 
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