2 Type IV secretion systems exist in a number of bacterial pathogens and are used to secrete effector proteins directly into 3 host cells in order to change their environment making the environment hospitable for the bacteria. In recent years, 4 several machine learning algorithms have been developed to predict effector proteins, potentially facilitating experimental 5 verification. However, inconsistencies exist between their results. Previously we analysed the disparate sets of predictive 6 features used in these algorithms to determine an optimal set of 370 features for effector prediction. This work focuses on 7 the best way to use these optimal features by designing three machine learning classifiers, comparing our results with 8 those of others, and obtaining de novo results. We chose the pathogen Legionella pneumophila strain Philadelphia-1, a 9 cause of Legionnaires' disease, because it has many validated effector proteins and others have developed machine 10 learning prediction tools for it. While all of our models give good results indicating that our optimal features are quite 11 robust, Model 1, which uses all 370 features with a support vector machine, has slightly better accuracy. Moreover, 12 Model 1 predicted 760 effector proteins, more than any other study, 315 of which have been validated. Although the 13 results of our three models agree well with those of other researchers, their models only predicted 126 and 311 candidate 14 effectors. 15 16 Introduction 17 Bacterial pathogens can use secretion systems to deliver proteins to the host cell. There are nine known secretion systems, 18 but the focus of this work is on the type IV secretion system (T4SS). The T4SS is composed of multiple proteins 102 features were divided among our three classifiers as follows: i) features related to PSSM composition, ii) features related 103 to the auto-covariance correlation of PSSM, and iii) chemical, structural, and compositional features [S1 Table] (e.g., 104 amino acid composition, dipeptide composition, average hydropathy, total hydropathy, hydropathy of C terminal,
19 responsible for secreting effector proteins directly into eukaryotic host cells. When effector proteins are translocated into 20 host cells, they manipulate their defence systems, causing infections. In order to understand how these effector proteins 21 manipulate the host cell, it is first necessary to identify them. However, this can be a difficult task because they are not 22 well conserved among organisms. Several methods have been proposed for identifying effector proteins with 23 experimental validation being the most accurate but also the most expensive and time consuming [1] [2] [3] [4] . Accurate 24 prediction of candidate effectors would expedite the experimental validation process. As a result, recent studies have 25 focused on using prediction approaches such as scoring effector proteins based on their characteristics or using machine 26 learning algorithms [5] [6] [7] [8] [9] [10] . Because these methods considered different sets of features, we examined their effectiveness 27 in an earlier study and determined a set of optimal features for prediction of T4SS effector proteins [11] [12] . By features, 28 we refer here to the characteristics and properties of protein sequences that can be measured and thus assigned binary or 29 continuous numerical values.
30
In our previous study, we identified a set of optimal features using four datasets of validated effector and non-31 effector proteins from four different Proteobacterial pathogens, Legionella pneumophila, Coxiella burnettii, Bartonella 32 spp., and Brucella spp. that works well for prediction of T4SS effector proteins. In this work, we use this set of optimal 33 features to develop a machine learning based classifier to predict T4SS effectors, which is trained using the set of 34 validated effector and non-effector proteins from our earlier study of all four pathogens. Our goals are four-fold: i) to test 35 our classifier on a pathogen with many validated effectors to ascertain how well it works for a single pathogen, ii) to 36 determine the best way to use the optimal features to achieve the most accurate results, iii) to compare our results with 37 those of other T4SS effector prediction models, and iv) to obtain de novo results. Therefore, we selected the L.
38 pneumophila strain Philadelphia-1 genome/deduced proteome as the subject of our study because it has the greatest 39 number of validated effector proteins, and several prediction algorithms have used this organism as their subject. L. 40 pneumophila is a Gram-negative bacterial pathogen from the class Gammaproteobacteria which causes Legionnaires' 41 disease, and many researches have focused on this pathogen and its effector proteins [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] .
42
To analyse our optimal features, we actually developed three different machine learning classifiers. We first explain 43 how we design and validate our three machine learning models, two of which are ensemble classifiers. Next, we use the 44 models on the whole proteome from L. pneumophila strain Philadelphia-1 and compare our results with those of previous 45 studies for L. pneumophila. Finally, we obtain de novo predictions of effector proteins for L. pneumophila. 
(c) Machine Learning Models and Validation
83 A major goal of this paper was to determine how to use the optimal feature set to obtain the most accurate results. As 84 such, we considered different methodologies and algorithms, for example, using a single classifier versus an ensemble 85 classifier, and decided to design three separate models based on a division of the features. To test our classifiers, we used 86 several standard metrics for machine learning models: accuracy, recall, and precision. 87 Our first model, Model 1, was based on the use of the entire optimal feature set. We calculated the features for all the 88 protein sequences in our dataset of effectors and non-effectors. These 370 features are shown in [S1 Table] . We used this 89 dataset to train a support vector machine (SVM) classifier. An SVM is a powerful machine learning classifier often used 90 for supervised learning, that is learning based on using labelled training data [29] . It allows the use of different Kernel 91 functions to create classifiers that fit a dataset. Our second and third models, Models 2 and 3, were ensemble classifiers 92 composed of three separate classifiers. Each of these classifiers was designed to work with a subset of the optimal feature 93 set. By dividing the features among several classifiers, we wanted to decrease the possibility of overfitting effects on our 94 results. Overfitting occurs when a model fits training data too well, causing the model to be less accurate for new data.
95 Here, we chose three SVM classifiers for each ensemble model and with all redundant and highly correlated features 96 removed; each of three SVM classifiers determines whether a protein sequence was an effector protein or a non-effector 97 protein. The final prediction was based on the output class that had the majority of votes from all three classifiers. When 98 two or more classifiers voted for a protein sequence to be an effector, it was predicted to be an effector protein. We used 99 the SVM tuning function in R to find the best parameters for our SVM classifiers which resulted in the use of a radial 100 Kernel and a C parameter of 1 [30] . 132 The next step after designing and validating our models was to use them for prediction of effector proteins in the whole 133 proteome of L. pneumophila strain Philadelphia-1. This proteome contains 2,942 protein sequences and was used as our 134 test set [S2 File]. We calculated the feature values for all the protein sequences in L. pneumophila using different tools 135 and programming languages as described in [11] . We then used our three models for de novo prediction of effector 136 proteins in the L. pneumophila proteome. Models 2 and 3 each consisted of 3 separate classifiers with each classifier 137 determining whether one of the 2,942 L. pneumophila protein sequences was an effector or non-effector. Protein 138 sequences receiving two or three positive votes were predicted as effectors.
139
The final step in this study was to compare our results to those obtained previously by others for prediction of 140 effector proteins for L. pneumophila. We selected the study performed by Burstein et al. in 2009 which used a voting 141 scheme based on four different algorithms [5] and the study performed by Meyer et al. in 2013 which used a scoring 142 method [6] . Results and comparisons are discussed in the next section. 6 146 Results and Discussion 147 We developed three models to test the accuracy of our optimal feature set. Model 1 used the entire set of 370 features 148 with an SVM, and Models 2 and 3 also used the entire set of features. However, they were divided into subsets and used 149 with three separate SVM classifiers comprising ensemble models. We used 10-fold cross-validation to test these models.
150 The accuracy results calculated for each of the 10 folds are shown in Tables 1 through 3 for Models 1 
170
As described earlier, we calculated recall and precision for our three models to ensure that the overbalanced training 171 data did not affect the results and also as another means of validating our results. Average values for the three models are 172 presented in Table 4 where even the lowest value of 87.33% for the average precision value for Model 3 is still very 173 good. All other results are above 90% and indicate both that the overbalanced training data did not affect the machine 7 175
The next step was using our three designed classifiers on the whole proteome of L. pneumophila strain Philadelphia-176 1 to predict effector proteins with results presented in Table 5 . 177 178 The number of predicted effectors is shown in the second column of Table 5 . The greatest number of effectors is 760
