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Sommario
Nella trattazione viene descritto il metodo delle armoniche ipersferiche, lar-
gamente utilizzato nell’ambito della fisica nucleare, atomica e molecolare per la
ricerca degli stati legati in sistemi quantistici formati da pochi corpi. La base
ipersferica che viene utilizzata per lo sviluppo della funzione d’onda non presenta
in modo naturale caratteristiche definite per permutazione delle particelle. La
costruzione di una base ipersferica che rifletta la statistica del sistema è possibile ma
presenta difficoltà crescenti con il numero di particelle A. Nel presente lavoro è stata
esplorata una tecnica alternativa. Sotto certe condizioni gli autostati dell’energia,
ottenuti diagonalizzando la matrice hamiltoniana definita su opportuni sottospazi
della base ipersferica, esibiscono proprietà definite sotto scambio delle particelle. Lo
scopo di questo lavoro è mostrare come sia possibile identificare gli stati fisici della
simmetria voluta: a tal proposito vengono trattati come esempio sistemi di tre e
quattro nucleoni interagenti tramite un potenziale centrale a corto raggio. Viene
esposto inoltre come includere nell’analisi l’interazione coulombiana tra i corpi e
potenziali a corto raggio che presentino una dipendenza dallo stato di spin e isospin
delle particelle; infine il metodo viene esteso al caso di particelle di massa differente.
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Introduzione
Con la fondazione e lo sviluppo della meccanica quantistica, nei primi decenni
del secolo scorso, molta della ricerca scientifica si è focalizzata sullo studio delle
possibili soluzioni all’equazione di Schrödinger. Attualmente la descrizione quanto-
meccanica di sistemi formati da due corpi non presenta particolari difficoltà e
sono possibili varie tecniche numeriche adeguate alle diverse situazioni, dalla fisica
atomica alla fisica nucleare. La situazione cambia radicalmente per sistemi di
particelle composti da più di due corpi: ad esempio nell’analisi di sistemi formati
da tre corpi l’equazione di Schrödinger risulta essere un’equazione differenziale di
secondo grado alle derivate parziali in sei variabili (isolando il moto del centro di
massa) le cui soluzioni possono essere ricavate direttamente solo in particolari casi.
In letteratura sono stati proposti diversi approcci dedicati allo studio dei sistemi
composti da A corpi: solitamente nel caso nucleare con A = 3, 4 gli stati legati sono
ottenuti applicando il metodo di Faddeev (per A = 3) o di Faddeev–Yakubovsky
(per A = 4) [1]. È anche largamente utilizzato il principio variazionale di Rayleigh–
Ritz associato allo sviluppo della funzione d’onda in un’opportuna base completa
(in molti casi di dimensione infinita) per lo spazio di Hilbert considerato. In
quest’ultimo metodo, chiamata in letteratura variational basis representation (VBR)
[2], troncando lo sviluppo ai primi N elementi della base il teorema di Hylleraas-
Undheim e MacDonald (HUM) [3, 4] assicura che
Eλ+1(N ) ≥ Eλ(N ) ≥ Eλ(N + 1)
e
lim
N→∞
Eλ(N ) = λ,
dove λ rappresenta il valore esatto dell’energia del livello λ. Di conseguenza,
calcolando tutti gli elementi di matrice in modo esatto (o comunque con la massima
precisione possibile), l’accuratezza dei risultati è legata alle dimensioni della base
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utilizzata, ovvero aumentando le dimensioni della base è possibile ottenere soluzioni
estremamente vicine a quelle esatte. Tra le possibili basi complete per l’espansione
della funzione d’onda di un sistema formato da A corpi si può menzionare la
base delle funzioni armoniche ipersferiche (indicate in letteratura con la sigla HH,
hyperspherical harmonics [5]), definita in maniera sistematica per un generico
valore di A e che costituisce l’elemento fondamentale del metodo ipersferico. Il
primo passo di questa tecnica consiste nel definire un set di N (N = A − 1)
vettori di Jacobi, utili ad isolare il moto del centro di massa, tramite le quali
vengono introdotte le coordinate ipersferiche, un iperraggio e 3N − 1 iperangoli,
che possono essere viste come la naturale estensione delle coordinate sferiche.
Le coordinate iperangolari sono poi utilizzate per definire le funzioni HH che
formano una base completa di autofunzioni della parte iperangolare del laplaciano
generalizzato (così come le armoniche sferiche sono autofunzioni della parte angolare
del laplaciano nel caso A = 2). Nell’approccio ipersferico la funzione d’onda
soluzione dell’equazione di Schrödinger è espansa in termini di prodotti di funzioni
dipendenti dall’iperraggio e funzioni HH. Tali funzioni iperradiali rappresentano
le incognite del problema e normalmente vengono calcolate risolvendo un sistema
di equazioni differenziali accoppiate al secondo ordine. Nel caso di stati legati
è possibile espandere ulteriormente la parte iperradiale in termini di una base
appropriata e determinare i coefficienti di tale espansione come soluzione di un
problema agli autovalori generalizzato che può essere risolto tramite l’ausilio di
tecniche numeriche standard.
Le coordinate ipersferiche sono state introdotte per la prima volta in un articolo
postumo di Gronwall [6] e sono state poi applicate all’analisi di differenti sistemi
fortemente interagenti. Ulteriori importanti sviluppi sono stati raggiunti dai lavori
di Delves [7], Erens et al. [8], Simonov [9] e Fabre de la Ripelle [5]. Nell’approccio
ipersferico una larga parte dei calcoli viene effettuata analiticamente, anche se, come
si vedrà in seguito, alcune difficoltà possono emergere per imporre le appropriate
caratteristiche di simmetria alla funzione d’onda. Il problema più serio del metodo
ipersferico consiste nel gran numero di elementi della base ipersferica che bisogna
considerare per ottenere risultati accurati. Con i sistemi computazionali attualmente
disponibili, utilizzando questo metodo nell’ambito della fisica nucleare solo le
funzioni d’onda per sistemi con A = 3, 4 sono state calcolate con grande precisione.
Per questa ragione sono state suggerite ed utilizzate varie tecniche al fine di
velocizzare il processo di convergenza delle quantità in esame. Importanti risultati
sono stati ottenuti usando proprietà di simmetria [9], introducendo un sottoinsieme
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di stati della base ipersferica (potential basis o PB) [5], in approssimazione adiabatica
[10] o tramite l’espansione in HH correlate [11].
Nei problemi in cui il sistema è composto da particelle identiche, il principio
di Pauli impone che la funzione d’onda del sistema sia completamente simmetrica
(antisimmetrica) per scambio di corpi nel caso in cui le particelle siano bosoni
(fermioni). Tuttavia le funzioni HH non hanno proprietà ben definite sotto per-
mutazione dei corpi costituenti il sistema, come conseguenza della selezione del
particolare ordinamento dei corpi usato per definire le coordinate di Jacobi; com-
binando opportunamente le funzioni HH è possibile costruire un set completo di
funzioni di base a simmetria definita. Nel caso in cui la funzione d’onda che descrive
il sistema mostri una particolare simmetria è possibile limitare lo sviluppo agli
stati della base che godono della stessa proprietà di simmetria e ridurre pertanto la
degenerazione della base considerata.
Essenzialmente le funzioni della base ipersferica a simmetria definita sono date
da una opportuna combinazione lineare delle funzioni HH in cui viene conservato il
numero quantico grandangolare, pertanto il numero di termini nello sviluppo risulta
finito. Per A = 3 i coefficienti di tale sviluppo sono i coefficienti di Raynal-Revai [12];
per A > 3 non esistono espressioni esplicite per tali coefficienti: tali casi sono stati
studiati in modo approfondito nei lavori di Barnea et al. [13], Viviani et al. [14, 15]
e Timofeyuk [16], in cui vengono ricavate opportune regole di ricorrenza e sviluppate
le necessarie tecniche numeriche. È da notare che per A > 4 la determinazione
di combinazioni a simmetria definita delle funzioni HH è un problema di notevole
difficoltà.
Recentemente è stato proposto un approccio alternativo [17] che consiste essen-
zialmente nell’evitare di costruire una base a simmetria definita: la base formata
dalle funzioni HH, definite in un sistema di coordinate di Jacobi di riferimento e
senza proprietà di simmetria definite, viene utilizzata nel calcolo degli elementi di
matrice dell’hamiltoniana del sistema; è la diagonalizzazione della matrice hamilto-
niana a produrre autovettori che riflettono le proprietà di simmetria del sistema. Se
l’hamiltoniana commuta con il gruppo di permutazioni di A oggetti SA, in assenza
di degenerazione accidentale, gli autostati dovranno avere un comportamento ben
definito sotto scambio di corpi e potranno essere catalogati in rappresentazioni
irriducibili di SA; sarà quindi possibile identificare gli autostati con il compor-
tamento desiderato ed i relativi autovalori a posteriori. Lo svantaggio legato a
questo approccio consiste principalmente nella grande degenerazione della base da
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considerare, controbilanciato tuttavia dalla semplicità nei calcoli degli elementi di
matrice dell’operatore hamiltoniano sulla base HH.
Lo scopo principale di questa tesi consiste nello studio di quest’ultimo approccio
al problema e nella sua applicazione all’analisi di particolare sistemi nucleari non
relativistici con A = 3, 4, utilizzando interazioni centrali a due corpi e considerando
anche potenziali che dipendano dallo stato di spin e isospin dei corpi. Verrà
mostrato come calcolare la rappresentazione matriciale sulla base HH dell’energia
cinetica e potenziale: per quest’ultima si mostrerà esplicitamente come costruire lo
sviluppo in multipoli (ipersferici) tramite l’utilizzo della PB. Inoltre si metteranno
in rilievo alcune proprietà delle funzioni HH che portano ad identificare subset della
base HH da utilizzare nel calcolo di funzioni d’onda di particolare simmetria, con
notevoli vantaggi computazionali dovuti alla diminuzione delle dimensioni della
base di sviluppo considerata. Ad esempio si verifica che gli stati HH sono anche
autostati dell’operatore di parità orbitale: le funzioni caratterizzate da momento
grandangolare pari (dispari) sono pari (dispari) per inversione delle coordinate; nella
ricerca di soluzioni a parità definita è quindi possibile limitare gli stati della base HH
a quelli con momento grandangolare opportuno. Infine si noterà come tale approccio
sia in alcuni casi preferibile, per la sua semplicità, ad altri menzionati sopra qualora
vengano inclusi termini di rottura di simmetria: ad esempio includendo nell’analisi
l’interazione coulombiana che rompe la simmetria di carica del sistema è necessario
considerare, ai fini del processo di diagonalizzazione per la ricerca di stati legati,
tutti gli stati di base che corrispondono a ogni possibile valore dell’isospin totale;
in tali casi le dimensioni della base ipersferica non simmetrizzata sono paragonabili
a quella della base costruita a seguito di processi di simmetrizzazione. Come scopo
complementare si deriverà l’espressione della matrice hamiltoniana per sistemi
formati da corpi di massa differente (altro termine di rottura di simmetria), con
particolare attenzione al caso in cui la massa dei corpi dipende dallo stato di
isospin. Il problema della grande degenerazione della base HH, particolarmente
rilevante nel caso A ≥ 4, sarà affrontato mediante l’utilizzo di tecniche numeriche
iterative (l’algoritmo di Lanczos) nel processo di diagonalizzazione della matrice
hamiltoniana.
La tesi è strutturata come segue: nel capitolo 1 verrà esposto il formalismo
ipersferico, sarà introdotta la base ipersferica completa e verranno studiate le
simmetrie degli stati di base; nel capitolo 2 sarà discussa l’equazione secolare
del sistema, verrà fornita la rappresentazione matriciale dell’energia cinetica e
(tramite lo sviluppo in multipoli) della parte potenziale, saranno infine indagate le
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regole di selezione e di divisione dello spazio di Hilbert derivanti dalle simmetrie
dell’hamiltoniana; nel capitolo 3 si esporranno i risultati ottenuti considerando
i sistemi (trattati ampiamente in letteratura) formati da tre e quattro nucleoni
interagenti tramite potenziale puramente centrale, si mostreranno le correzioni
all’energia dovute alla presenza del potenziale coulombiano e alla differenza di
massa; infine, nel capitolo 4, il metodo esposto viene esteso all’analisi di interazioni
con componenti spinoriali e isospinoriali.

Capitolo 1
Formalismo ipersferico
Nel capitolo che segue verranno introdotte le coordinate di Jacobi che permettono
di descrivere la posizione di A corpi nel sistema solidale con il centro di massa.
Tramite le coordinate di Jacobi sarà possibile definire un sistema di coordinate,
dette ipersferiche, come generalizzazione delle coordinate sferiche tridimensionali. In
particolare si ricaverà un set di funzioni, le armoniche ipersferiche, che diagonalizzano
la parte iperangolare dell’operatore di energia cinetica e formano una base completa
e ortonormale per lo sviluppo delle funzioni a quadrato sommabile sulle variabili
iperangolari. Infine, si mostrerà come lo spazio generato dalla base ipersferica può
essere diviso in sottospazi con comportamento definito per particolari simmetrie.
1.1 Coordinate di Jacobi
Si consideri un sistema isolato di A particelle e si indichi conmi, ri, pi = −i~∇ri
(i = 1, . . . , A) la massa, la posizione e l’impulso della i-esima particella. L’operatore
energia cinetica T è
T =
A∑
i=1
p2i
2mi
= −~
2
2
A∑
i=1
∇2ri
mi
. (1.1.1)
Al fine di isolare il moto del centro di massa l’energia cinetica deve poter essere
scritta nella forma
T = P
2
2M +
1
m
N∑
i=1
p2xi = −
~2
2M∇
2
R −
~2
m
N∑
i=1
∇2xi , (1.1.2)
dove N = A− 1, M = ∑Ai=1mi è la massa totale, R = 1M ∑Ai=1miri è il centro di
massa, P = ∑Ai=1 pi è l’impulso totale e m è una massa arbitraria di riferimento.
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Si introducono le coordinate di Jacobi xi come combinazione lineare delle ri
xi =
A∑
j=1
cijrj, (i = 1, . . . , A) (1.1.3)
e sia xA ≡ R; allora
cAj =
mj
M
(j = 1, . . . , A). (1.1.4)
Dato che ∇ri =
∑A
i=1 cji∇xj si ottiene
T = −~
2
2
A∑
i,j,k=1
cjicki
mi
∇xj ·∇xk , (1.1.5)
che si riconduce alla forma desiderata (1.1.2) imponendo
A∑
i=1
cjicki
mi
= 0 (se j 6= k),
A∑
i=1
cjicji
mi
= 2
m
(j = 1, . . . , N). (1.1.6)
Naturalmente esistono diverse scelte dei coefficienti che rispettano le condizioni
(1.1.4) e (1.1.6). Una possibile scelta per le coordinate di Jacobi si ottiene imponendo
xN ∝ (r2 − r1),
cij = 0 (se j > N − i+ 2),
(1.1.7)
e tale scelta corrisponde a definire
xN−j+1 =
√
2mj+1Mj
mMj+1
(rj+1 −Xj) (j = 1, . . . , N), (1.1.8)
dove Mj e Xj sono rispettivamente la massa totale e il centro di massa del
sottosistema formato dai primi j corpi
Mj =
j∑
i=1
mi, Xj =
1
Mj
j∑
i=1
miri. (1.1.9)
Si noti che le N coordinate di Jacobi nel centro di massa x′i relative a scelte di
ordinamenti differenti sono combinazioni lineari delle (1.1.8)
x′i =
N∑
j=1
qixj, qi ∈ R. (1.1.10)
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Le operazioni che hanno condotto alla definizione delle coordinate di Jacobi
(1.1.8) possono essere generalizzate per un raggruppamento arbitrario dei corpi. Date
A particelle si indicherà con [P1, . . . , Pα], tali che
∑α
i=1 Pi = A, la partizione ottenuta
raggruppando le particelle in gruppi Pi {[1, . . . , P1], . . . , [Pα−1 + 1, . . . , Pα]}. Per
ogni gruppo si definiscono le Pi−1 coordinate di Jacobi {x(i)j } secondo la definizione
(1.1.8), i centri di massa R(i) e le masse totali M (i); si descrive poi il sistema di
α corpi di masse {M (i)} e posizioni {R(i)} nelle coordinate di Jacobi (1.1.8). Un
esempio della procedura è illustrato in figura 1.1.1. Definendo Ni =
∑i−1
k=1 Pk,
M
(i)
j =
∑j
k=Ni+1mk e X
(i)
j = 1M(i)j
∑j
k=Ni+1mkrk si possono definire le coordinate di
Jacobi per il cluster [P1, . . . , Pα]:
xN−Ni−j+1 =
√√√√√2mNi+j+1M (i)j
mM
(i)
j+1
(
rNi+j+1 −X(i)j
) (i = 1, . . . , α),
(j = 1, . . . , Pi − 1),
xN−Ni+1+1 =
√√√√2M (i+1)Pi+1 MNi+1
mMNi+2
(
X
(i+1)
Pi+1 −XNi+1
)
(i = 1, . . . , α− 1).
(1.1.11)
2
1
4
3
5
7 6
[3,4,5]
[6,7]
[1,2]
x3
x2
x1
x4 x5
x6
Figura 1.1.1: Coordinate di Jacobi per un sistema di sette corpi organizzato in cluster [2, 3, 2].
La posizione dei corpi nel sistema relativo al centro di massa è espressa da una
combinazione lineare delle prime N coordinate di Jacobi. Definendo la matrice
[J ]i,j = ∂ri∂xj risulta
ri −R =
N∑
j=1
[J−1]i,j xj ≡
N∑
j=1
a
(i)
j xj,
rj − ri =
N∑
k=1
{
[J−1]j,k − [J−1]i,k
}
xk ≡
N∑
k=1
a
(i,j)
k xk.
(1.1.12)
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1.2 Coordinate ipersferiche
Dato un set di coordinate di Jacobi x1, . . . ,xN , l’operatore di Laplace può essere
scritto nella forma
4 =
N∑
i=1
∇2xi ≡
N∑
i=1
 ∂2
∂x2i
+ 2
xi
∂
∂xi
− lˆ
2(xˆi)
x2i
 (1.2.1)
dove la coordinata di Jacobi xi è stata espressa nelle sue componenti sferiche
xi = (xi, xˆi) = (xi, θi, ϕi) e lˆ2(xˆi) è il quadrato del momento angolare associato
all’angolo polare xˆi
lˆ2(θi, ϕi) = −
[
1
sin θi
∂
∂θi
(
sin θi
∂
∂θi
)
+ 1sin2 θi
∂2
∂ϕ2i
]
. (1.2.2)
È possibile introdurre le coordinate ipersferiche come generalizzazione delle
usuali coordinate sferiche utilizzate nei problemi a due corpi. Si definisce pertanto
una “lunghezza” ρ chiamata iperraggio
ρ =
(
N∑
i
x2i
)1/2
= 2
m
 A∑
i=1
mir
2
i −
1
M
A∑
i,j=1
mirimjrj
 (1.2.3)
che ha la stessa forma per qualsiasi scelta di cluster che rispetti le definizioni (1.1.11)
ed è invariante e simmetrico sotto scambio di particelle. Si definiscono inoltre N − 1
variabili angolari φi, chiamate iperangoli, tramite la relazione
cosφi =
xi√∑i
j=1 x
2
j
, (i = 2, . . . , N), (1.2.4)
per le quali si ottiene il dominio (0 ≤ φi ≤ pi/2). Le componenti radiali delle
coordinate di Jacobi sono espresse tramite le coordinate ipersferiche dalle relazioni
xN = ρ cosφN ,
xi = ρ sinφN . . . sinφi+1 cosφi, (i = 2, . . . , N − 1),
x1 = ρ sinφN . . . sinφ2.
(1.2.5)
Dalle definizioni (1.2.3) e (1.2.4) si ricava l’espressione per l’operatore di Laplace
generalizzato [18]
4 = ∂
2
∂ρ2
+ 3N − 1
ρ
∂
∂ρ
− Λ
2(Ω)
ρ2
, (1.2.6)
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dove Ω ≡ ΩN ≡ {xˆ1, . . . , xˆN , φ2, . . . , φN} è il set delle 3N − 1 coordinate angolari
e iperangolari, e l’operatore Λ(Ω) ≡ ΛN(ΩN), chiamato operatore di momento
grandangolare, è definito dalla relazione di ricorrenza [19]
Λ21(Ω1) = lˆ2(xˆ1),
Λ2i (Ωi) =−
∂2
∂φ2
− [3(i− 2) cotφi + 2(cotφi − tanφi)] ∂
∂φ
+
+ lˆ
2(xˆi)
cos2 φi
+ Λ
2
i−1(Ωi−1)
sin2 φi
.
(1.2.7)
Se si definiscono le coordinate di Jacobi {x′} a partire da un ordinamento dei
corpi differente, il valore dell’iperraggio, fissato dalla (1.2.3), non cambia: è quindi
possibile trasformare il sistemi di riferimento (ρ,Ω) in (ρ,Ω′) tramite una rotazione
nelle variabili iperangolari.
L’elemento di volume dV = dx1 . . . dxN viene espresso nei termini delle coordi-
nate ipersferiche tramite la relazione [5]
dV = ρ3N−1dρ dxˆ1
N∏
i=2
(cosφi)2 (sinφi)3i−4 dxˆi dφi = ρ3N−1dρ dΩN , (1.2.8)
dove l’elemento di superficie dΩN è dato da
dΩN = sin θ1 dθ1 dϕ1
N∏
i=2
sin θi dθi dϕi (cosφi)2 (sinφi)3i−4 dφi. (1.2.9)
1.3 Armoniche ipersferiche
Indicando con ξ = ξ1, . . . , ξD le componenti cartesiane di un sistema di N vettori
x1, . . . ,xN , l’operatore di Laplace espresso nelle ξ assume la forma
4 =
N∑
i=1
∇2xi =
D∑
i=1
∂2
∂ξi
2 (D ≡ 3N). (1.3.1)
Un polinomio omogeneo di grado n nelle variabili ξ è chiamato armonico ed è
indicato con Hn(ξ) se soddisfa l’equazione di Laplace
4Hn(ξ) = 0. (1.3.2)
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Identificando i vettori {xi} con le coordinate di Jacobi (1.1.8) si può introdurre la
funzione
Yn(Ω) ≡ ρ−nHn(ξ), (1.3.3)
indipendente da ρ ed equivalente al valore di Hn(ξ) sull’ipersfera di iperraggio
unitario. Risulta inoltre
4HK(ξ) =
[
∂2
∂ρ2
+ 3N − 1
xi
∂
∂ρ
− Λ
2(Ω)
ρ2
]
ρKYK(Ω)
=
[
K(K + 3N − 2)− Λ2(Ω)
]
ρK−2YK(Ω) = 0,
(1.3.4)
ovvero YK(Ω) è autofunzione del momento grandangolare
Λ2(Ω)YK(Ω) = K(K + 3N − 2)YK(Ω) (1.3.5)
ed è chiamata funzione armonica ipersferica (HH)[5]. Scegliere un diverso ordina-
mento dei corpi nella costruzione della coordinate di Jacobi equivale a generare
vettori {x′i} secondo l’equazione (1.1.10) pertanto il grado del polinomio armo-
nico calcolato nelle nuove variabili non cambia Hn(ξ′) = H ′n(ξ). Considerando
l’equazione (1.2.3) risulta
YK(Ω′) = ρ−KHK(ξ′) = ρ−KH ′K(ξ) = Y ′K(Ω), (1.3.6)
ovvero il momento grandangolare delle HH non cambia per rotazioni nello spazio Ω.
Esistono diversi modi di costruire polinomi armonici e HH, e per costruire un
set completo ortogonale è opportuno specificare altri numeri quantici. Ad esempio
nel caso N = 1 (A = 2) si ottiene Λ2(Ω) = lˆ2(xˆ1); introducendo un ulteriore indice
m per distinguere le autofunzioni degeneri di lˆ2 si ottiene
Λ2(Ω)Yml (Ω) = lˆ2(xˆ1)Yml (xˆ1) = l(l + 1)Yml (xˆ1); (1.3.7)
richiedendo poi che le Yml (xˆ1) siano autofunzioni dell’operatore lˆz(xˆ1) e identificando
il corrispondente autovalore con l’indice m, lˆz(xˆ1)Yml (xˆ1) = mYml (xˆ1), l’armonica
ipersferica si identifica con la usuale armonica sferica Yml (xˆ1) ≡ Y ml (xˆ1).
Grazie alla relazione di ricorrenza (1.2.7) è possibile esprimere le funzioni HH
tramite armoniche sferiche Y ml (xˆ) e polinomi di Jacobi P a,bn (z) [5] (altre informazioni
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sulle proprietà di tali polinomi si possono trovare in [20, 21] ):
Y[K](Ω) =
[
N∏
i=1
Y mili (xˆi)
]
×
×
[
N∏
i=2
N li,Kini (cosφi)li(sinφi)Ki−1P (νi−1,li+1/2)ni (cos 2φi)
]
,
(1.3.8)
dove [K] ≡ [l1, . . . , lN ,m1, . . . ,mN , n2, . . . , nN ] è il set completo di numeri quantici,
si sono definite le quantità
Ki =
i∑
j=1
(lj + 2nj), νi = Ki + 3i/2− 1, n1 ≡ 0, K ≡ KN , (1.3.9)
e la costante di normalizzazione
N li,Kini =
√√√√ 2νiΓ(νi − ni)ni!
Γ(νi − ni − li − 1/2)Γ(ni + li + 3/2) . (1.3.10)
Introducendo il polinomio ipersferico [19]
(i)P li,Ki−1Ki (φi) = N li,Kini (cosφi)li(sinφi)Ki−1P (νi−1,li+1/2)ni (cos 2φi), (1.3.11)
l’equazione (1.3.8) assume la forma concisa
Y[K](Ω) = Y m1l1 (xˆ1)
N∏
i=2
Y mili (xˆi)
(i)P li,Ki−1Ki (φi). (1.3.12)
Il numero di stati [K] a momento grandangolare K fisso risulta [5]
D(K) = (2K + 3N − 2)(K + 3N − 3)!
K!(3N − 2)! . (1.3.13)
Le HH definite secondo la (1.3.8) soddisfano per costruzione le proprietà di
ortogonalità ∫
dΩY∗[K](Ω)Y[K′](Ω) = δ[K] [K′] (1.3.14)
e di completezza ∑
[K]
Y∗[K](Ω)Y[K](Ω′) = δ3N−1(Ω− Ω′) (1.3.15)
nello spazio delle funzioni a quadrato sommabile definite sulla ipersfera di raggio
unitario L2(Ω) e pertanto qualsiasi funzione in L2(Ω) può essere espressa da uno
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sviluppo in armoniche ipersferiche [21]. Questa proprietà permette di ricavare una
relazione tra armoniche ipersferiche costruite a partire da scelte delle coordinate di
Jacobi che differiscono per ordinamento o partizionamento delle particelle: detto
Ωp il set di coordinate angolari e iperangolari ottenute tramite una permutazione p
degli indici di particella nella definizione delle coordinate di Jacobi, per completezza
e conservazione del momento grandangolare si ottiene
Y[K](Ωp) =
∑
[K′=K]
Cp[K],[K′]Y[K′](Ω), (1.3.16)
dove la somma è effettuata su tutti i numeri quantici [K ′] tali che K ′ = K, secondo
l’equazione (1.3.6), e Cp[K],[K′] sono opportuni coefficienti reali che dipendono dai due
set di numeri quantici [K], [K ′] definiti rispettivamente nei sistemi di riferimento
indicati da Ω,Ωp. Si noti che il numero quantico grandangolare non cambia per
tali trasformazioni e il sottospazio a K fisso è invariante sotto scambio dei corpi.
Nel caso A = 3 tali coefficienti sono stati calcolati in maniera esplicita e sono detti
coefficienti di Raynal-Revai [12]; i coefficienti nel caso A > 3 possono essere derivati
utilizzando alcuni metodi sviluppati in [13, 14, 16, 22–24]. La proprietà (1.3.16) si è
rivelata di particolare importanza per la costruzione di un set completo e ortogonale
di funzioni ipersferiche che manifestino proprietà ben definite sotto scambio di corpi
e, a tale scopo, è stata ampiamente utilizzata nei lavori appena citati.
Le funzioni Y[K](Ω) possono essere combinate in modo da ottenere autofunzioni
del momento angolare totale e della sua componente lungo l’asse z
YL,M[K] (Ω) = [Yl1(xˆ1)⊗ · · · ⊗ YlN (xˆN)]L,M
[
N∏
i=2
(i)P li,Ki−1Ki (φi)
]
(1.3.17)
ad esempio secondo lo schema
YL,M[K] (Ω) ≡ H[G](Ω) =
∑
m1,...,mN
[〈l1, l2;m1,m2 | L2,M2〉 ×
× 〈L2, l3;M2,m3 | L3,M3〉×
× · · · ×
×〈LN−1, lN ;MN−1,mN | L,M〉]Y[K](Ω)
(1.3.18)
dove 〈li, lj;mi,mj | Lk,Mk〉 sono i coefficienti di Clebsch-Gordan, Mi = ∑ij=1mj e
[G] ≡ [l1, . . . , lN , L2, . . . , LN−1, LN ≡ L,MN ≡M,n2, . . . , nN ].
Più in generale, definendo il set di numeri quantici [G] ≡ [l′1, . . . , l′N , L2, . . . , LN ≡
L,M, n′2, . . . , n
′
N ] con numero quantico grandangolare G = l′1 +
∑N
i=2(2n′i + l′i), il
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set [K] ≡ [l1, . . . , lN ,m1, . . . ,mN , n2, . . . , nN ] con numero quantico grandangolare
K = l1 +
∑N
i=2(2ni + li), Mi =
∑i
j=1mj ed i coefficienti reali
B[G][K] =δ(MN ,M ′) δ(l1,l′1)
[
N∏
i=2
δ(li,l′i) δ(ni,n′i)
]
〈l1, l2;m1,m2 | L2,M2〉×
× 〈L2, l3;M2,m3 | L3,M3〉×
× · · · ×
× 〈LN−1, lN ;MN−1,mN | L,M〉,
(1.3.19)
si ottengono le seguenti equazioni di trasformazione tra le basi [G] e [K]
H[G](Ω) =
∑
[K]
B[G][K] Y[K](Ω),
Y[K](Ω) =
∑
[G]
B[G][K]H[G](Ω),
(1.3.20)
che possono essere viste come casi particolari della (1.3.16). Si noti inoltre che le
somme risultano limitate a K = G e l’uguaglianza dei coefficienti B[G][K] usati nei due
casi è diretta conseguenza del fatto che i coefficienti di Clebsch-Gordan sono reali.
Anche per le HH definite secondo la (1.3.17) vale la relazione di ortogonalità
∫
dΩN H∗[G](ΩN)H[G′](ΩN) = δ[G] [G′] (1.3.21)
e di completezza
∑
[G]
H∗[G](ΩN)H[G](Ω′N) = δ3N−1(ΩG − Ω′G), (1.3.22)
pertanto le funzioni H[G](Ω) sono un altro set ortogonale completo per L2(Ω), corri-
spondente ad una diversa scelta dei numeri quantici; inoltre il sottospazio generato
dalle H[G](Ω) con G,L,M fissi risulta invariante sotto una generica permutazione p
delle particelle che costituiscono il sistema: in analogia con l’equazione (1.3.16) si
ottiene
H[G](Ωp) =
∑
[G′]
Qp[G],[G′]H[G′](Ω), (1.3.23)
dove Qp[G],[G′] sono opportuni coefficienti reali che si annullano per conservazione
del momento angolare e grandangolare (1.3.6) nei casi G′ 6= G, L′ 6= L e M ′ 6= M .
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1.4 Base ipersferica e simmetrie
Nelle sezioni precedenti si è mostrato come costruire due differenti set completi
e ortogonali per lo sviluppo delle funzioni L2(Ω), definiti nella notazione di Dirac
dagli stati | [K]〉
〈Ω | [K]〉 = Y[K](Ω) (1.4.1)
e dagli stati | [G]〉
〈Ω | [G]〉 = H[G](Ω). (1.4.2)
È possibile dividere tale spazio di HilbertH = L2(Ω) in somma diretta di sottospazi
ortogonali che abbiano comportamenti differenti sotto rotazione o altre operazioni
di simmetria; in tale ottica viene privilegiata la base costituita dagli stati | [G]〉.
Per costruzione le HH sono distinte in (infinite) famiglie in base al numero
quantico grandangolare G, ovvero in autostati dell’operatore Λˆ2:
H =
⊕
G≥0
HG. (1.4.3)
Si noti che il comportamento sotto parità delle funzioni HH è univocamente
determinato dal valore del momento grandangolare
Πˆ | [G]〉 =
[
N∏
i=1
(−1)li
]
| [G]〉 = (−1)G | [G]〉 (1.4.4)
e gli autostati di Λˆ2 sono simultaneamente autostati di Πˆ. Inoltre è possibile
diagonalizzare simultaneamente gli operatori Λ2(Ω), Lˆ2 e Lˆ3 (dove Lˆ =
∑N
i lˆi) come
è stato fatto in maniera esplicita per costruire gli stati | [G]〉 tramite le equazioni
(1.3.20). Lo spazio di Hilbert HG può quindi essere ulteriormente suddiviso in
sottospazi ortogonali in base al diverso comportamento sotto rotazioni globali del
sistema
HG =
⊕
L,M
HG,L,M , (1.4.5)
dove la somma è limitata in modo opportuno (0 ≤ L ≤ G, |M | ≤ L).
Nei problemi in cui il sistema è composto da A particelle identiche, il principio di
esclusione di Pauli richiede che la funzione d’onda sia completamente antisimmetrica
per sistemi fermionici e completamente simmetrica per sistemi bosonici; gli stati
| [G]〉 non hanno, tranne che in alcuni casi particolari, comportamento ben definito
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per permutazioni degli indici di particella. Come menzionato nell’introduzione, in
letteratura sono stati proposti alcuni modi per ottenere stati della base ipersferica
che siano completamente simmetrici o antisimmetrici sotto scambio; essenzialmente
essi sono derivati dall’osservazione che le funzioni H[G](Ω) (così come le Y[K](Ω))
definite sul set di coordinate di Jacobi di riferimento hanno invece comportamento
definito per scambio delle particelle (1, 2)
Pˆ12 | [G]〉 = (−1)lN | [G]〉. (1.4.6)
Sommando in modo opportuno le HH definite su tutti gli ordinamenti possibili
nelle coordinate di Jacobi si possono costruire elementi di base a simmetria per
scambio definita, i.e. separare lo spazio di Hilbert HG,L,M in sottospazi ortogonali
a simmetria definita. Infatti, detto Pˆij l’operatore responsabile dello scambio degli
indici (i, j), si ottiene tramite la (1.3.23)
〈Ω | Pˆij | [G]〉 = H[G](ΩPij) =
∑
[G′]
Q
Pij
[G],[G′]H[G′](Ω), (1.4.7)
quindi
Pˆij | [G]〉 =
∑
[G′]
Q
Pij
[G],[G′] | [G′]〉, (1.4.8)
dove la somma è limitata dalle leggi di conservazione agli stati con momento
grandangolare G = G′ (1.3.6) , agli stati di momento angolare orbitale totale L = L′
e azimutale M = M ′. Questo fatto implica che lo spazio di Hilbert HG,L,M è
invariante sotto le permutazioni di A corpi e pertanto è separabile in sottospazi che
sono rappresentazioni del gruppo di simmetria SA (per un’analisi approfondita si
veda [25], di cui si segue la notazione): detta {λ} tale rappresentazione si ottiene
HG,L,M =
⊕
{λ}
H {λ}G,L,M , (1.4.9)
dove lo spazio di Hilbert H {λ}G,L,M è generato dagli autostati degeneri dell’operatore
di Casimir Cˆ = ∑Ai<j Pˆij nello spazio HG,L,M
Cˆ | g〉 = C{λ} | g〉 ∀ | g〉 ∈H {λ}G,L,M ; (1.4.10)
le rappresentazioni di SA caratterizzate dalla partizione {λ} possono essere indicate
graficamente tramite le tabelle di Young. Nelle tabelle 1.4.1, 1.4.2 e 1.4.3 sono
riportate le rappresentazioni per i casi A = 2, 3, 4. Si noti che le rappresentazioni
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Partizione Tab.
Young
Dimensione C{λ}
{2} 1 1
{12} 1 -1
Tabella 1.4.1: Dimensione e classificazione delle rappresentazioni irriducibile di S2.
Partizione Tab.
Young
Dimensione C{λ}
{3} 1 3
{2, 1} 2 0
{13} 1 -3
Tabella 1.4.2: Dimensione e classificazione delle rappresentazioni irriducibile di S3.
Partizione Tab.
Young
Dimensione C{λ}
{4} 1 6
{3, 1} 3 2
{2, 2} 2 0
{2, 12} 3 -2
{14} 1 -6
Tabella 1.4.3: Dimensione e classificazione delle rappresentazioni irriducibile di S4.
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di SA che compaiono nella somma (1.4.9) sono limitate a quelle compatibili con
i numeri quantici G,L,M , ad esempio: H0 ha dimensione unitaria, la funzione
HH che lo genera è costante (indipendentemente dal valore di A) ed è quindi
completamente simmetrica (H0 ≡ H {A}0,0,0 ); per A = 3 lo spazio di Hilbert H1 ha
dimensione 6 e si ottiene
H1 ≡H {2,1}1,1,0
⊕
H
{2,1}
1,1,−1
⊕
H
{2,1}
1,1,1 ;
per A = 3 (4), G = 2 e L = 0 lo spazio di Hilbert H2,0,0 ha dimensione 2 (5) ed è
formato soltanto da stati a simmetria mista.
Come accennato nell’introduzione, è possibile costruire elementi di base che
presentino proprietà ben definite per simmetria di scambio; tuttavia la costruzione
della base a simmetria definita è notevolmente complicata qualora si considerino i
gradi di libertà legati a spin e isospin delle particelle. Nel presente lavoro si utilizzerà
un approccio alternativo che consiste nel diagonalizzare la matrice hamiltoniana
utilizzando la base ipersferica completa (non preventivamente simmetrizzata): nei
casi che saranno considerati l’operatore hamiltoniano ha le stesse caratteristiche
di simmetria dell’operatore di Casimir Cˆ, i suoi autostati riflettono tale simmetria
popolando tulle le rappresentazioni di SA e, in assenza di degenerazione accidentale,
lo spettro energetico si presenta in multipletti di degenerazione pari alle dimensioni
della rappresentazione. È quindi possibile isolare ex post gli autostati completa-
mente (anti)simmetrici identificati con i singoletti energetici. Inoltre, in virtù della
relazione (1.4.6), gli stati di simmetria {A} devono avere lN pari (dispari per gli
stati {1A}): è possibile quindi effettuare due diverse diagonalizzazioni, una sul
sottospazio di HG,L,M a lN pari e una sul sottospazio a lN dispari (riducendo così
le dimensioni della matrice da diagonalizzare) e dividere i multipletti relativi alla
stessa rappresentazione, identificando così le simmetrie degli autostati. Questa
strategia sarà utilizzata nel seguito per determinare la simmetria degli stati legati
ottenuti nell’analisi dei sistemi nucleari con A = 3, 4.

Capitolo 2
Descrizione degli stati legati in
termini della base HH
In questo capitolo si mostrerà come utilizzare la base ipersferica per determinare
le soluzioni legate dell’equazione di Schrödinger. Si vedrà come la difficoltà principale
che si incontra a questo livello con l’utilizzo del metodo ipersferico consista nel
calcolo degli elementi di matrice dell’energia potenziale sulla base ipersferica. Nella
trattazione tale calcolo verrà svolto sviluppando il potenziale in multipoli (ipersferici)
tramite la base di potenziale, un subset ottimale di HH. Infine saranno indagate le
regole di superselezione tra stati imposte dalle simmetrie dell’operatore di Hamilton.
2.1 L’equazione secolare
L’equazione di Schrödinger del sistema di A nucleoni descritto dalla funzione
d’onda Ψ(1, . . . , A)
HˆΨ(1, . . . , A) =
Tˆ +∑
i<j
Vˆ (i, j)
Ψ(1, . . . , A) = EΨ(1, . . . , A) (2.1.1)
verrà analizzata in dettaglio considerando innanzitutto i gradi di libertà orbitali
ed estendendo successivamente alle variabili di spin ed isospin. Gli autovettori
ed i relativi autovalori dell’hamiltoniana si possono ottenere definendo un set
ortonormale completo per lo spazio di Hilbert considerato su cui sviluppare la
funzione d’onda
| Ψ〉 = ∑
i
ci | φi〉, 〈φj | φi〉 = δij, (2.1.2)
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e diagonalizzando la matrice hamiltoniana ottenuta su tali stati di base
Hi,j = 〈φi | Hˆ | φj〉. (2.1.3)
In molti casi lo spazio di Hilbert generato dagli stati di base è infinito-dimensionale.
È possibile tuttavia ottenere una soluzione approssimata troncando opportunamente
gli stati della base da utilizzare per lo sviluppo.
Per interazioni a due corpi della forma
Vˆ (i, j) = V (rij), (2.1.4)
fattorizzando il moto del centro di massa
Hˆ → Hˆ + Pˆ
2
2M , | Ψ〉 =| P 〉 | ψ〉, (2.1.5)
e introducendo la base ipersferica (1.4.2) è possibile scrivere
ψ(x) =
∑
[G]
u[G](ρ)H[G](Ω) (2.1.6)
e, in virtù delle relazioni (1.2.6) e (1.3.21), calcolare la funzione d’onda (2.1.6)
risolvendo le equazioni integro-differenziali
−~
2
m
[
∂2
∂ρ2
+ 3N − 1
ρ
∂
∂ρ
− G(G+ 3N − 2)
ρ2
]
u[G](ρ)+
+
∑
[G′]
A∑
i<j
∫
dΩH[G](Ω)Vˆ (i, j)H[G′](Ω)u[G′](ρ) = E u[G](ρ).
(2.1.7)
Le soluzioni per stati legati vanno cercate nello spazio L2(V) = L2(ρ)⊗ L2(Ω)
in cui è possibile definire il set completo ortogonale | m, [G]〉
〈ρ,Ω | m, [G]〉 =
(
β(α+1)/2
√
m!
(α +m)!L
(α)
m (βρ)e−βρ/2
)
H[G](Ω), (2.1.8)
dove α = 3N − 1 e β è un parametro variazionale non lineare, ed ottenere gli
autostati di Hˆ relativi al livello energetico 
Hˆ | ψ〉 = E | ψ〉
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calcolando i coefficienti dello sviluppo
| ψ〉 =
∑
m,[G]
u
()
m,[G] | m, [G]〉,
∑
m,[G]
(u())2m,[G] = 1, (2.1.9)
tramite la diagonalizzazione della matrice hamiltoniana
Hm′,[G′];m,[G] = 〈m′, [G′] | Hˆ | m, [G]〉
= 〈m′, [G′] | Tˆ | m, [G]〉+
N∑
i<j
〈m′, [G′] | Vˆ (i, j) | m, [G]〉.
(2.1.10)
La matrice relativa alla parte cinetica dell’energia, nel sistema del centro di massa,
è analitica
Tm′,[G′];m,[G] = 〈m′, [G′] | Tˆ | m, [G]〉
= −~
2β2
m
[
T
(1)
m′,m ⊗ I[G′],[G] + T (2)m′,m ⊗D[G′],[G]
]
,
(2.1.11)
dove si sono definite le matrici
T
(1)
m′,m =−
1
4δm
′,m +
√
m′!
(α +m′)!
√
m!
(α +m)!
∫ ∞
0
dx xαe−xLαm′(x)×
×
[(
−α + 2m2x −
m
x2
)
Lαm(x) +
m+ α
x2
Lαm−1(x)(1− δm,0)
]
,
(2.1.12)
T
(2)
m′,m =
√
m′!
(α +m′)!
√
m!
(α +m)!
∫ ∞
0
dx xα−2e−xLαm′(x)Lαm(x), (2.1.13)
I[G′],[G] = δ[G′],[G] e D[G′],[G] = −G(G+ 3N − 2)δ[G′],[G]. (2.1.14)
Nelle sezioni che seguono verrà introdotto un metodo, detto della base di potenziale,
che fornisce una rappresentazione matriciale della parte potenziale.
2.2 Base di potenziale
Se si considera una funzione delle coordinate che dipende solo dalla posizione
reciproca di due corpi, f(rj − ri), si può definire un sottogruppo di armoniche
ipersferiche sufficiente per il suo sviluppo, chiamato base di potenziale (PB)[5]. Si
consideri per il momento le funzioni f(r2 − r1) e le coordinate di Jacobi definite
dalla (1.1.8); il subset cercato è definito dalle condizioni
Λ2N−1(ΩN−1)P
l,m
2n+l(Ω12) = 0, (2.2.1)
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dove (n, l,m) ≡ (nN , lN ,mN), Ω12 ≡ (xˆN , φN), ΩN ≡ (ΩN−1,Ω12) e
Λ2N(ΩN)P
l,m
2n+l(Ω12) = K(K + 3N − 2)P l,m2n+l(Ω12) (2.2.2)
con K = 2n+ l. La PB formata delle funzioniP l,m2n+l(Ω12) è un subset delle HH che
dipende soltanto dalle variabili (xˆN , φN), è specificato da tre soli numeri quantici
n, l,m ed è scalare per rotazioni in ΩN−1. Inoltre la PB ha momento angolare totale
e azimutale ben definiti (l,m) ed ha espressione [5]
P l,m2n+l(Ω12) = Y ml (xˆN) (N)P l,02n+l(φN)Y(N−1)0 , (2.2.3)
dove
Y(N−1)0 ≡ Y[0](ΩN−1) =
√
Γ[3(N − 1)/2]
2pi3(N−1)/2 . (2.2.4)
Si può estendere la definizione (2.2.3) per una generica coppia di particelle (i, j)
considerando le coordinate di Jacobi definite da un ordinamento diverso dei corpi,
di modo che si abbia xN =
√
2mimi
m(mi+mj)(rj − ri). Si definisce in tal caso la funzione
P l,m2n+l(Ωij) = Y ml (xˆN) (N)P l,02n+l(φN)Y(N−1)0 , (2.2.5)
che rispetta per costruzione la condizione di ortogonalità
∫
dΩij
[
P l,m2n+l(Ωij)
]∗
P l
′,m′
2n′+l′(Ωij) = δn,n′ δl,l′ δm,m′ , (2.2.6)
dove dΩij ≡ dxˆN (cosφN )2(sinφN )3N−4dφN . La PB così definita può essere espressa
nel set di coordinate di Jacobi definito dalla (1.1.8) e indicato da Ω tramite la
proprietà di completezza (1.3.16)
P l,m2n+l(Ωij) =
∑
[K′=2n+l]
(N)Cn,l,m[K′] (i, j) Y[K′](Ω); (2.2.7)
si noti che tale combinazioni di funzioni HH deve avere momento angolare totale l
e azimutale m per le leggi di conservazione. Si possono determinare i coefficienti
(N)Cn,l,m[K′] (i, j) a partire dall’espansione dell’onda piana in 3N dimensioni.
Detto Z un vettore tridimensionale combinazione lineare delle coordinate di
Jacobi {xi} (i = 1, . . . , N)
Z =
N∑
i=1
aixi = W
N∑
i=1
ai
W
xi W ≡
(
N∑
i=1
a2i
)1/2
, (2.2.8)
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si introducono i parametri angolari ϑ = [ϑ1 . . . ϑN ]
cosϑi =
ai(∑i
j=1 a
2
j
)1/2 , ϑ1 ≡ 1, (2.2.9)
e si definisce il vettore di rotazione cinematica [5]
z(ϑ) =
N∑
i=1
sinϑN · · · sinϑi+1 cosϑi xi, Z = Wz(ϑ). (2.2.10)
Siano W ij e ϑij i parametri per i quali Z = rj − ri ovvero
rj − ri = W ijz(ϑij); (2.2.11)
il valore di tali parametri viene ottenuto con facilità sfruttando le relazioni (1.1.12).
Data l’espansione dell’onda piana in 3N dimensioni di vettore d’onda k =
{k1, . . . ,kN} [5]
eik·x = (2pi)
3N/2
(qρ)3N/2−1
∑
[K]
iLY∗[K](Ωk)Y[K](Ω)JL+1/2(qρ),
k·x ≡
N∑
i=1
ki·xi, L ≡ K + 3(N − 1)/2,
(2.2.12)
dove J è la funzione di Bessel, (q,Ωk) sono le coordinate ipersferiche del vettore k
e Ωk = (kˆ1, . . . , kˆN , ϑ2, . . . , ϑN), orientando tutti i vettori tridimensionali ki nella
stessa direzione kˆi = ωk e definendo il vettore tridimensionale in coordinate polari
q = (q, ωk) si ottiene
ki = sinϑN · · · sinϑi+1 cosϑiq, k·x = q· z(ϑ) (2.2.13)
e
Y[K](Ωk) = Y m1l1 (ωk)
N∏
i=2
Y mili (ωk)
(i)P li,Ki−1Ki (ϑi). (2.2.14)
Definendo la funzione parametrica
Y l,m[K] (ϑ) =
∫
dωk Y∗[K](Ωk)Y ml (ωk), (2.2.15)
che dipende dalle variabili ϑ = [ϑ2, . . . , ϑN ] (ϑ1 ≡ 1), si può scrivere
Y[K](Ωk) =
∑
l,m
[
Y l,m[K] (ϑ)
]∗
Y ml (ωk) (2.2.16)
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e l’equazione (2.2.12) diventa
eiq·z(ϑ) =
(2pi)3N/2
(qρ)3N/2−1
∑
K,l,m
iK [Y ml (ωk)]
∗
∑
[K]
Y l,m[K] (ϑ)Y[K](Ω)
 JL+1/2(qρ), (2.2.17)
dove la somma tra parentesi graffe è effettuata a K fisso. Imponendo ϑ = ϑij
secondo la (2.2.11) e ridefinendo q = W ijq′ si ottiene
eiq
′·(rj−ri) = (2pi)
3N/2
(W ijq′ρ)3N/2−1
∑
K,l,m
iK [Y ml (ωk)]
∗×
×
∑
[K]
Y l,m[K] (ϑij)Y[K](Ω)
 JL+1/2(W ijq′ρ),
(2.2.18)
dove si è indicato Ωijk = (kˆ1, . . . , kˆN , ϑ
ij
2 , . . . , ϑ
ij
N ). Scegliendo la coppia (i, j) = (1, 2)
nel set di riferimento (1.1.8) si ottiene ϑi = 0 (∀i), W 12 =
√
m(m1+m2)
2m2m1 ; l’armonica
ipersferica Y[K](Ω12k ) è diversa da zero solo se ni, li = 0 (∀i < N)
Y[K](Ω12k ) =P l,m2n+l(Ω12k ), Y l,m[K] (ϑ12) = (N)P l,02n+l(ϑ12N = 0)Y(N−1)0 , (2.2.19)
con K = 2n+ l, e
eiq
′·(r2−r1) = (2pi)
3N/2
(W 12q′ρ)3N/2−1
∑
n,l,m
(−1)n il [Y ml (ωk)]∗ (N)P l,02n+l(0)Y(N−1)0
×
{
Y ml (xˆN) (N)P l,02n+l(φN)Y(N−1)0
}
JL+1/2(W 12q′ρ),
(2.2.20)
dove si riconosce tra parentesi graffe la PB relativa alla coppia (1, 2). Imponendo
per la generica coppia (i, j) la forma
eiq
′·(rj−ri) = (2pi)
3N/2
(W ijq′ρ)3N/2−1
∑
n,l,m
(−1)n il [Y ml (ωk)]∗ (N)P l,02n+l(0)Y(N−1)0
× P l,m2n+l(Ωij) JL+1/2(W ijq′ρ)
(2.2.21)
si determinano i coefficienti (N)Cn,l,m[K′] (i, j) che compaiono nella (2.2.7)
(N)Cn,l,m[K′] (i, j) =
(
(N)P l,02n+l(0)Y(N−1)[0]
)−1
Y l,m[K′](ϑij). (2.2.22)
È possibile ricavare un’espressione per la funzione Y l,m[K′] (ϑij) che sarà utile in seguito:
Y l,m[K′](ϑij) =
 N∏
q=2
(q)P l
′
q ,K
′
q−1
K′q (ϑ
ij)
∑
[G]
B[G][K′] T l,m[G] , (2.2.23)
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dove si è seguita la notazione utilizzata in (1.3.20) e si sono definiti i coefficienti
reali
T l,m[G] =
[ ∏N
k=1(2l′k + 1)
(2l + 1)(4pi)N−1
]1/2
δ(L′N ,l) δ(M ′,m)〈l′1l′2; 0, 0 | L′2, 0〉×
× 〈L′2, l′3; 0, 0 | L′3, 0〉×
× · · · ×
× 〈L′N−1l′N ; 0, 0 | L′N , 0〉.
(2.2.24)
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Una interazione locale a due corpi può essere espressa dalla formula generale [5]
V (i, j) =
∑
l
Vl(rij)⊗ [Yl(rˆij)⊗ Al(i, j)]0 , (2.3.1)
dove si è utilizzata la notazione
[Yl1(rˆij)⊗ Al2(i, j)]L,M =
∑
m1,m2
〈l1,m1; l2,m2 | L,M〉Y m1l1 (rˆij)Am2l2 (i, j). (2.3.2)
Am1l1 (i, j) è un operatore indipendente dalle coordinate (agente ad esempio nello
spazio degli spin) e l’accoppiamento con l’armonica sferica indica che il potenziale
è scalare. Definendo le funzioni
V
(i,j)
n,l (ρ) =
∫
dΩ[P l,m2n+l(Ωij)]∗ Y ml (rˆij)Vl(rij) (2.3.3)
si possono usare gli elementi della PB per espandere ogni termine in l della somma
V (i, j) =
∑
n,l
V
(i,j)
n,l (ρ)⊗
[
P l,m2n+l(Ωij)⊗ Al(i, j)
]
0
. (2.3.4)
Le funzione V (i,j)n,l (ρ) non dipendono dall’ordinamento iniziale dei corpi pertan-
to si può sempre scegliere nella definizione delle coordinate di Jacobi xN =√
2mimj
m(mi+mj)rij = rij/W
ij; la dipendenza dalla coppia considerata rimane nel
coefficiente W ij e l’integrale (2.3.3) assume la forma
V
(i,j)
n,l (ρ) =
N l,2n+ln
Y(N−1)0
∫
dφN(cosφN)l+2(sinφN)3N−4×
× P 3(N−1)/2,l+1/2n (cos 2φN)Vl(W ijρ cosφN);
(2.3.5)
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in particolare se i corpi hanno massa uguale le funzioni V (i,j)n,l (ρ) sono uguali per
ogni coppia (i, j). È opportuno esprimere il potenziale agente su qualunque coppia
in funzione di un set comune di coordinate ipersferiche di riferimento (ρ,Ω) indotto
dalla scelta (1.1.8):
V (i, j) =
∑
n,l
V
(i,j)
n,l (ρ)⊗
[
G(i,j)n,l (Ω)⊗ Al(i, j)
]
0
, (2.3.6)
dove, tramite la proprietà (2.2.7), si è definita la funzione G(i,j)n,l,m(Ω) come combina-
zione lineare delle HH relativa alla scelta dei numeri quantici [K] (1.3.8)
G(i,j)n,l,m(Ω) =
∑
[K′=2n+l]
(N)Cn,l,m[K′] (i, j)Y[K′](Ω) (2.3.7)
utilizzando i coefficienti (N)Cn,l,m[K′] (i, j) definiti in (2.2.22). Per completezza la
funzione G(i,j)n,l,m(Ω) è sviluppabile anche in termini della base di HH identificate dai
numeri quantici [G]
G(i,j)n,l,m(Ω) =
∑
[G′]
(N)Qn,l,m[G′] (i, j)H[G′](Ω), (2.3.8)
dove si sono definiti, utilizzando le formule (1.3.20) e (2.2.23), i coefficienti reali
(N)Qn,l,m[G′] (i, j) =
(
(N)P l,02n+l(0)Y(N−1)[0]
)−1  N∏
q=2
(q)P l
′
q ,G
′
q−1
G′q (ϑ
ij)
×
× T l,m[G′] δ(G′,2n+l).
(2.3.9)
Il comportamento sotto rotazione dei termini agli estremi delle uguaglianze (2.3.7)
deve essere lo stesso: i coefficienti (N)Cn,l,m[K′] (i, j) forniscono per costruzione una
combinazione lineare delle funzioni HH Y[K′](Ω) che abbia momento angolare orbitale
totale e azimutale l,m. Le stesse regole di selezione sono contenute esplicitamente
nella definizione dei coefficienti (2.3.9), in particolare tramite la (2.2.24), e tali
vincoli limitano la somma (2.3.8) alle HH relative ai numeri quantici [G′] con L′ = l,
M ′ = m , G′ = 2n+ l.
Gli elementi di matrice dell’operatore G(i,j)n,l,m tra elementi differenti della base
HH sono indipendenti dalla forma del potenziale e si calcolano tramite integrali
ipersferici di tre funzioni HH
〈[K(2)] |G(i,j)n,l,m | [K(1)]〉 =∑
[K′=2n+l]
(N)Cn,l,m[K′] (ij)
∫
dΩ[Y[K(2)](Ω)]∗Y[K′](Ω)Y[K(1)](Ω). (2.3.10)
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La somma nell’espressione (2.3.10) viene limitata ai valori di n, l che rispettino la
disuguaglianza triangolare |K(1) −K(2)| ≤ 2n+ l ≤ (K(1) +K(2)) [26] e l’integrale
fattorizza in prodotto di integrali unidimensionali di tre polinomi armonici o tre
armoniche sferiche che possono essere ottenuti analiticamente: tramite le definizioni
(1.3.12)∫
dΩ[Y[K(2)](Ω)]∗Y[K′](Ω)Y[K(1)](Ω) =
N∏
i=1
{∫
dxˆi [Y
m
(2)
i
l
(2)
i
(xˆi)]∗Y
m′i
l′i
(xˆi)Y
m
(1)
i
l
(1)
i
(xˆi)
} N∏
i=2
(3P )C
(i)
[K(2)],[K′],[K(1)]
(2.3.11)
si ottiene [27]∫
dxˆ [Y m(2)l(2) (xˆ)]
∗Y m
′
l′ (xˆ)Y m
(1)
l(1) (xˆ) =[
(2l′ + 1)(2l(1) + 1)
(2l2 + 1)(4pi)
]1/2
〈l(1), l′ | l(2)〉〈l1, l′;m(1),m′ | l(2),m(2)〉,
(2.3.12)
mentre l’espressione analitica dei coefficienti 3P
(3P )C
(i)
[K(2)],[K′],[K(1)] =∫
dφi (cosφi)2 (sinφi)3i−4P l
(2)
i ,K
(2)
i−1
K
(2)
i
(φi)P l
′
i,K
′
i−1
K′i
(φi)P l
(1)
i ,K
(1)
i−1
K
(1)
i
(φi)
(2.3.13)
è riportata in appendice nell’equazione (C.1). Gli elementi di matrice dell’operatore
G(i,j)n,l,m tra stati nella base | [G]〉
〈[G(2)] |G(i,j)n,l,m | [G(1)]〉 =∑
[G′]
(N)Qn,l,m[G′] (ij)
∫
dΩ[H[G(2)](Ω)]∗H[G′](Ω)H[G(1)](Ω), (2.3.14)
in cui il calcolo dell’integrale viene effettuato utilizzando le equazioni (2.3.11) e
(1.3.20), sono diversi da zero solo se |L(1)i −L(2)i | ≤ L′i ≤ (L(1)i +L(2)i ) per 2 ≤ i ≤ N
come conseguenza delle regole di somma del momento angolare.
La trattazione dei capitoli successivi si limiterà ai casi di potenziale centrale la
cui espressione assume la forma (omettendo gli indici l = m = 0)
V (i, j) =
∑
n
V (i,j)n (ρ)⊗ G(i,j)n (Ω)⊗ A(i, j) (2.3.15)
e si verifica l’uguaglianza
G(i,j)n (Ω) =P2n(Ωij). (2.3.16)
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Nel caso in cui A(i, j) ≡ 1 gli elementi di matrice del potenziale sugli stati di base
(2.1.8) sono
V (i, j)m′,[G′];m,[G] =
∑
n
(V (i,j)n )m′,m ⊗ (G(i,j)n )[G′],[G], (2.3.17)
dove sono state definite le matrici
(V (i,j)n )m′,m =√
m′!
(α +m′)!
√
m!
(α +m)!
∫ ∞
0
dρ ραe−ρL(α)m′ (ρ)L(α)m (ρ)V (i,j)n (ρ/β).
(2.3.18)
La matrice hamiltoniana (2.1.10) risulta in tali casi
H = −~
2β2
m
(
T (1) ⊗ I + T (2) ⊗D
)
+
A∑
i<j
∑
n
V (i,j)n ⊗ G(i,j)n ; (2.3.19)
se i corpi che costituiscono il sistema hanno massa uguale le matrici V (i,j)n sono
indipendenti dagli indici i, j (2.3.5) ed è possibile sommare separatamente le matrici
G(i,j)n sulle coppie
Gn ≡
A∑
i<j
G(i,j)n
ed ottenere
H = −~
2β2
m
(
T (1) ⊗ I + T (2) ⊗D
)
+
∑
n
Vn ⊗ Gn. (2.3.20)
L’inclusione nell’analisi del potenziale coulombiano agente tra le particelle i, j
(c)V (i, j) = qiqj
rij
, qp = e, qn = 0, (2.3.21)
dove la matrice (c)V (i,j)n è definita secondo la (2.3.18), determina la comparsa di un
termine aggiuntivo nell’equazione (2.3.19)
H = −~
2β2
m
(
T (1) ⊗ I + T (2) ⊗D
)
+
A∑
i<j
∑
n
(
V (i,j)n + (c)V (i,j)n
)
⊗ G(i,j)n , (2.3.22)
ma non pregiudica la possibilità di scrivere la matrice hamiltoniana sotto forma di
prodotto-tensore.
La scrittura della matrice hamiltoniana come somme di termini dati dal pro-
dotto di Kronecker di matrici più piccole è indispensabile per poterne calcolare gli
autovettori tramite tecniche numeriche. In appendice C è descritta la tecnica di
diagonalizzazione utilizzata per i sistemi che saranno analizzati nel capitolo 3.
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2.4 Simmetrie del sistema
La base ipersferica completa | m, [G]〉 , introdotta nelle equazioni (2.1.8), è
separabile in base a principi di simmetria in sottospazi ortogonali (settori) tra i
quali operano regole di superselezione [28]. Per ridurre la complessità del calcolo
degli autostati dell’hamiltoniana è opportuno utilizzare le simmetrie del sistema,
identificare i settori e diagonalizzare separatamente su essi la matrice hamiltoniana.
Nel caso di simmetria per permutazione la base non verrà divisa nei corrispondenti
settori, tuttavia l’identificazione delle loro proprietà sarà utilizzata per riconoscere
l’appartenenza di un autostato ad una determinata rappresentazione di simmetria.
I sistemi descritti dall’hamiltoniana (2.1.1) sono invarianti per le trasformazioni
indotte dal gruppo di Galileo. L’operatore Hˆ, definito dalla (2.1.5), commuta con
tutti i generatori del gruppo e dipende solo dai gradi di libertà interni. L’invarianza
galileiana permette di esprimere Hˆ nelle sole coordinate ipersferiche, separando il
moto del centro di massa.
Se l’operatore Hˆ è invariante sotto parità (come nei casi in esame)
[
Hˆ, Πˆ
]
= 0 (2.4.1)
si possono calcolare gli autostati a parità definita limitando lo sviluppo (2.1.2) agli
stati della base iperangolare che hanno parità fissata: si ottengono i settori
H =H +
⊕
H − (2.4.2)
che, in virtù della relazione (1.4.4), sono dati da
H + =
⊕
HG≡pari, H − =
⊕
HG≡dispari. (2.4.3)
Nella ricerca di stati a parità definita è possibile quindi limitare la base di espansione
alle funzioni HH che abbiano numero quantico G di parità (numerica) fissata.
Nel caso di potenziali centrali, definiti secondo la (2.3.15), si verifica
[
Hˆ, Lˆ2
]
=
[
Hˆ, Lˆ3
]
= 0. (2.4.4)
dove Lˆ = ∑Ni=1 lˆi è l’operatore di momento angolare orbitale totale del sistema.
Si può pertanto limitare la ricerca di autostati di Hˆ che siano simultaneamente
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autostati di Lˆ2, Lˆ3: lo spazio di Hilbert a parità definita H pi viene ulteriormente
suddiviso (1.4.5)
H pi =
⊕
L,M
H piL,M (2.4.5)
dove la somma è limitata ai valori di L di parità pi (e |M | ≤ L).
Si noti che lo spazio di Hilbert H piL,M è di dimensione infinita. L’applicazione
pratica del metodo richiede quindi il troncamento dello sviluppo della funzione
d’onda ad un numero finito di termini, ottenuti includendo mmax + 1 polinomi di
Laguerre e gli stati in H piL,M fino ad un valore fissato del momento grandangolare
Gmax [26]. Nella ricerca degli stati legati la funzione d’onda troncata può essere
interpretata come funzione d’onda di prova secondo il principio variazionale di
Rayleigh–Ritz e condurre alla determinazione di un limite superiore per l’energia
dello stato fondamentale; inoltre il teorema di Hylleraas-Undheim e MacDonald
(HUM) assicura che tutti gli autovalori fisicamente accettabili della matrice hamilto-
niana rappresentano (uno a uno) un limite superiore per l’energia degli stati eccitati
[3, 4]. In questo approccio è necessario effettuare uno studio della convergenza delle
grandezze in esame al variare di mmax e Gmax; il parametro variazionale non-lineare
β (2.1.8) deve essere fissato in modo da minimizzare il livello energetico cercato
(e quindi può essere differente a seconda del livello energetico legato che si voglia
ottenere).
L’ultima importante simmetria dell’operatore hamiltoniano, nel caso di sistemi
formati da particelle identiche, è l’invarianza sotto scambio di corpi; detto Pˆij
l’operatore di trasposizione degli indici delle particelle i, j si ha
[
Hˆ, Pˆij
]
= 0 ∀i, j ≤ A, (2.4.6)
i.e. Hˆ commuta con tutti i generatori del gruppo SA e (come è stato mostrato nella
sezione 1.4) i suoi autostati sono separabili in rappresentazioni irriducibili di SA tra
cui valgono le regole di superselezione:
H piL,M =
⊕
{λ}
H pi,{λ}L,M . (2.4.7)
Nei capitoli che seguono verranno calcolati gli autostati di Hˆ per A = 3, 4
appartenenti allo spazio di Hilbert H˜ +,mmax,GmaxL=0,M=0 dato da
H˜ +,mmax,GmaxL=0,M=0 ≡H mmax
⊗
H +,GmaxL=0,M=0 (2.4.8)
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dove H mmax è generato dagli stati | m〉 (completamente simmetrici per scambio)
con 0 ≤ m ≤ mmax ed ha dimensione (mmax + 1),
H +,GmaxL=0,M=0 =
Gmax⊕
Gpari≥0
HGpari,L=0,M=0; (2.4.9)
quest’ultimo, a partire da un determinato valore di Gmax e come conseguenza delle
relazioni (2.4.7) e (1.4.9), contiene tutte le rappresentazioni del gruppo SA (ovvero,
nei casi A=3,4, tutte le rappresentazioni elencate nelle tabelle 1.4.2 e 1.4.3). Si noti
che le regole di selezione negli integrali ipersferici (2.3.10) permettono di limitare in
tali casi la somma sull’indice n nello sviluppo della matrice hamiltoniana (2.3.19) e
(2.3.22) ai valori minori di Gmax.

Capitolo 3
Applicazione a sistemi con A=3,4
In questo capitolo verrà applicato il metodo descritto nei precedenti a sistemi
composti da tre o quattro nucleoni, analizzando in particolare gli stati legati con
numeri quantici e simmetria corrispondenti ai sistemi esistenti in natura ( 3H, 3He,
4He). Verranno mostrati quindi i risultati ottenuti per tali sistemi utilizzando un
potenziale centrale a corto raggio di test, il potenziale di Volkov, che rappresenta un
modello di interazione utile al fine di studiare l’applicabilità del metodo proposto.
Sarà poi introdotta l’interazione coulombiana tra le particelle e verrà mostrato
infine come considerare sistemi composti da particelle di masse differenti.
3.1 Caratteristiche dei sistemi in analisi
Nella sezione 1.1 si è visto che sono possibili diverse scelte di ordinamento per
numerare i corpi che costituiscono il sistema. Da un altro punto di vista è possibile
fissare un ordinamento definito e fornire diverse definizioni delle coordinate di Jacobi.
In particolare per un sistema di A corpi ci sono (A!) possibili ordinamenti, tuttavia
è evidente dalla definizione (1.1.8) che lo scambio dei primi due corpi corrisponde
banalmente all’inversione della coordinata di Jacobi xN ; in definitiva si possono
definire (A!/2) scelte e le tre scelte inequivalenti nel caso A = 3 sono

ξ1 =
√
2m2m1
m(m2 +m1)
(r2 − r1)
η1 =
√
2m3m2m1
m(m3 +m2 +m1)
(
r3 − m1r1 +m2r2
m1 +m2
)
,
(3.1.1)
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
ξ2 =
√
2m3m1
m(m3 +m1)
(r3 − r1)
η2 =
√
2m3m2m1
m(m3 +m2 +m1)
(
r2 − m1r1 +m3r3
m1 +m3
)
,
(3.1.2)

ξ3 =
√
2m3m2
m(m3 +m2)
(r3 − r2)
η3 =
√
2m3m2m1
m(m3 +m2 +m1)
(
r1 − m2r2 +m3r3
m2 +m3
)
,
(3.1.3)
come mostrato in figura 3.1.1. Naturalmente le quantità misurabili del sistema
non devono dipendere dalla scelta delle coordinate di Jacobi; fissata la scelta (α)
vengono definite di conseguenza le coordinate ipersferiche (ρ,Ω(α)) e le armoniche
ipersferiche tramite le definizioni (1.3.12) e (1.3.17)
Y[K](Ω(α)) = Y m1l1 (ηˆα)Y m2l2 (ξˆα) (2)P l2,K1K2 (φ(α)),
H[G](Ω(α)) =
[
Yl1(ηˆα)Yl2(ξˆα)
]
L,M
(2)P l2,G1G2 (φ(α));
(3.1.4)
si noti inoltre che nel caso A = 3 solo l’iperangolo φ(α)2 (indicato con φ(α)) è presente.
Nel caso A = 4 sono possibili dodici definizioni inequivalenti delle coordinate di
2
1
3η1
ε1 η2
η3ε2
ε3
2
1
3
2
1
3
Figura 3.1.1: Differenti scelte di coordinate di Jacobi per un sistema di tre corpi.
Jacobi, ottenute cambiando gli ordinamenti delle particelle nella (1.1.8): tali sistemi
di coordinate vengono detti di tipo K per una questione di analogia grafica evidente
in figura 3.2(a). È inoltre possibile definire le coordinate di Jacobi del tipo H, i.e.
organizzando il sistema in cluster secondo il partizionamento [2, 2] nelle definizioni
(1.1.11), come mostrato in figura 3.2(b).
Nei sistemi con A = 3 si può costruire un set di funzioni di base completamente
antisimmetriche per scambio H(a){G}(Ω) come prodotto di HH e funzioni di spin-
isospin [29] sommando in modo antisimmetrico su tutte le permutazioni (ovvero su
tutte le possibili scelte (α) delle coordinate di Jacobi):
H(a){G}(Ω) =
∑
(α)
s(α)
[
H[G](Ω(α))⊗
[
S
(α)
2 ⊗
1
2
]
S,S3
]
J,J3
[
T
(α)
2 ⊗
1
2
]
T,T3
, (3.1.5)
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Figura 3.1.2: Differenti tipi di coordinate di Jacobi per un sistema di quattro corpi.
dove s(α) è il segno della permutazione degli indici di particella che manda le
coordinate (ξ1,η1) in (ξα,ηα), gli spin (isospin) delle particelle i e j utilizzate
nella definizione di ξα sono accoppiati in S
(α)
2 (T
(α)
2 ) che a sua volta è accoppiato
con lo spin (isospin) della particella restante per dare spin (isospin) totale S, S3
(T, T3); il momento angolare orbitale totale L e lo spin totale S sono a loro volta
accoppiati per dare momento angolare totale J, J3. Per avere antisimmetria sulle
prime due particelle relative nell’ordinamento (α) la scelta dei numeri quantici
[G] ≡ [l1, l2, L,M, n2] che compaiono nella somma è vincolata dalla relazione
(−1)l2+S(α)2 +T (α)2 = −1. L’espressione del set antisimmetrico nel caso A = 4 è
riportata in [15].
Nel presente lavoro si eviterà di costruire una base completa di stati antisim-
metrici, ma si utilizzerà direttamente la base HH, secondo quanto detto nella
sezione 1.4. La degenerazione degli stati [G] con momento grandangolare G fisso
nel caso A = 3
D3(G) =
G+ 2
12
(G+ 3)!
G! (3.1.6)
cresce come G4 per grandi valori di G, nel caso A = 4
D4(G) =
(2G+ 7)
7!
(G+ 6)!
G! (3.1.7)
diverge come G7: risulta evidente la necessità di sfruttare tutte le simmetrie del
sistema per ridurre le dimensioni della base e rendere possibile la computazione
dei livelli energetici. In particolare verranno cercati gli autostati dell’hamiltoniana
appartenenti allo spazio di Hilbert H˜ +,mmaxGmaxL=0,M=0 (2.4.8). Anche se gli elementi della
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base non sono simmetrici gli autostati dell’hamiltoniana ne riflettono la simmetria
e, come spiegato nella sezione 2.4, hanno comportamento ben definito per scambio
delle particelle. Gli stati fisici, completamente antisimmetrici, devono tuttavia
essere riconosciuti: la maniera più diretta per farlo consiste nell’applicare agli
autostati dell’hamiltoniana l’operatore di Casimir Cˆ definito in (1.4.10)
Cˆ | ψ〉 = C{λ} | ψ〉 =⇒ | ψ〉 ≡| ψ{λ} 〉. (3.1.8)
Nei sistemi in analisi, come accennato nei capitoli precedenti, esiste una tecnica
alternativa per identificare la simmetria degli stati che consiste essenzialmente nel
confrontare lo spettro energetico ottenuto tramite due diagonalizzazioni differenti
effettuate su due diversi sottospazi di H +,Gmax0,0 che godano di simmetria “parziale”.
Ad esempio nel caso A = 3 è possibile effettuare una diagonalizzazione su tutto
lo spazio H +,Gmax0,0 ed un’altra sul sottospazio degli stati simmetrici per scambio
(1,2) (ottenuto considerando gli stati di base con l2 pari): il singoletto simmetrico
comparirà in entrambi gli spettri, il doppietto a simmetria mista comparirà nel
secondo caso come singoletto e il singoletto antisimmetrico comparirà solo nel
primo caso. Alternativamente è possibile (ed è anzi computazionalmente preferibile)
diagonalizzare su due sottospazi di H +,Gmax0,0 , il primo simmetrico e il secondo
antisimmetrico per scambio (1,2): gli autovalori comuni ai due spettri sono quelli
corrispondenti al doppietto di autostati a simmetria mista, gli autovalori presenti
solo nel primo (secondo) caso corrispondono ai singoletti completamente simmetrici
(antisimmetrici). Nel caso A = 4 esiste una ulteriore possibilità come conseguenza
dell’utilizzo di coordinate di Jacobi del tipo H: in tali coordinate è infatti possibile
definire sottospazi diH +,Gmax0,0 che abbiano simmetria ben definita sia sotto scambio
(1,2), sia sotto scambio (3,4): tramite quattro diagonalizzazioni su basi di dimensione
molto minore di H +,Gmax0,0 (di circa un fattore 4) è possibile dividere e riconoscere
la simmetria di tutti gli autostati.
L’interazione è stata descritta tramite il potenziale di Volkov
V (i, j) = V1e−r
2
ij/R
2
1 + V2e−r
2
ij/R
2
2 (3.1.9)
con V1 = 144.86 MeV, R1 = 0.82 fm, V2 = −83.34 MeV, R2 = 1.6 fm; con questa
parametrizzazione del potenziale, che corrisponde ad una lunghezza di scattering
NN a = 10.08 fm, il sistema formato da due nucleoni di massa uguale m tale che
~2
m
= 41.47 Mev fm2, (3.1.10)
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risulta avere energia di legame B2H = 0.54592 MeV, raggio quadratico medio
rRMS = 3.594 fm. Esistono molte parametrizzazione del potenziale (3.1.9): quella
utilizzata in questo studio fissa l’intensità del potenziale in modo da riprodurre
approssimativamente l’energia di legame del sistema con A = 3 (B(sp)3H = 8.482 MeV);
questa scelta ha effetto di sottostimare l’energia di legame per nucleo di deuterio
(B(sp)2H = 2.224575(9) MeV) e di sovrastimarne le dimensioni (r
(sp)
RMS = 1.953(3) fm).
Da notare che aumentando l’intensità del potenziale fino a riprodurre l’energia di
legame del deutone si ottiene uno stato legato per il sistema A = 3 con energia
di legame oltre i 10 MeV. Questo è conseguenza di aver supposto un’interazione
indipendente dallo stato di spin e isospin dei nucleoni. Nel capitolo 4 si vedrà che
utilizzando potenziali con componenti spinoriali questa situazione viene corretta e,
parametrizzando il potenziale in modo da riprodurre l’energia di legame del deutone
e la lunghezza di scattering di tripletto e singoletto, si ottiene una energia di legame
per il sistema A = 3 non lontana dai dati sperimentali. La versione del potenziale
di Volkov utilizzata in questo capitolo è stata usata molte volte in letteratura e
pertanto risulta utile per confrontare i diversi metodi.
3.2 Risultati per A=3
Si consideri il sistema composto da tre nucleoni di massa m (3.1.10), interagenti
tramite il potenziale (3.1.9). Le dimensioni dello spazio di Hilbert H +,Gmax0,0 ,
generato dagli stati | [G]〉 con G pari e minore o uguale di Gmax, L = M = 0, sono
riportate in tabella 3.2.1. Il calcolo degli angoli di rotazione cinematica, necessari
per gli elementi di matrice del potenziale, è in tal caso analitico e i valori sono
riportati in tabella 3.2.2. In tabella 3.2.3 vengono riportati i valori dell’energia di
legame dello stato fondamentale al variare di mmax e Gmax.
Gmax NHH Gmax NHH Gmax NHH Gmax NHH
10 21 60 496 110 1596 160 3321
20 66 70 666 120 1891 170 3741
30 136 80 861 130 2211 180 4186
40 231 90 1081 140 2556 190 4656
50 351 100 1326 150 2926 200 5151
Tabella 3.2.1: Numero di stati della base HH con L = 0, G ≤ Gmax (A = 3).
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i j cosϑij2 sinϑij2
1 2 1 0
1 3 1/2
√
3/2
2 3 -1/2
√
3/2
Tabella 3.2.2: Angoli di rotazione cinematica per il sistema formato da tre corpi di massa
uguale.
mmax
Gmax 0 10 20 30 40 50 60
Stato Fondamentale
5 7.6872 8.3850 8.4305 8.4322 8.4322 8.4322 8.4322
10 7.7075 8.4156 8.4621 8.4646 8.4647 8.4647 8.4647
15 7.7075 8.4157 8.4623 8.4647 8.4649 8.4649 8.4649
20 7.7075 8.4158 8.4623 8.4647 8.4649 8.4649 8.4649
25 7.7075 8.4158 8.4623 8.4647 8.4649 8.4649 8.4649
30 7.7075 8.4158 8.4623 8.4647 8.4649 8.4649 8.4649
Primo Stato Eccitato
5 - - 0.2809 0.3593 0.3823 0.3994 0.4104
10 - 0.0375 0.3591 0.4690 0.5140 0.5375 0.5511
15 - 0.0468 0.3624 0.4721 0.5178 0.5433 0.5593
20 - 0.0477 0.3626 0.4723 0.5180 0.5435 0.5595
25 - 0.0479 0.3627 0.4723 0.5180 0.5436 0.5596
30 - 0.0480 0.3627 0.4723 0.5180 0.5436 0.5596
Tabella 3.2.3: Energie di legame (in Mev) per gli stati fondamentale ed eccitato del sistema di
tre corpi di massa m (3.1.10) interagenti tramite potenziale (3.1.9), calcolate al variare di mmax e
Gmax (β = 3 fm−1).
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I valori di β sono stati fissati (β = 3 fm−1 per il livello fondamentale, β = 1
fm−1 per lo stato eccitato) analizzando i risultati riprodotti in figura 3.2.1, ottenuti
utilizzando mmax = 30 e Gmax = 60.
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Figura 3.2.1: Variazioni del primi livelli energetici E0 ed E1 in funzione del parametro β (A = 3,
mmax = 30, Gmax = 60, interazione (3.1.9), masse uguali). In linea tratteggiata è riportato il
livello energetico dello stato legato di due nucleoni per la stessa interazione.
La simmetria per scambio di particelle viene determinata dal confronto dello
spettro energetico suH +,Gmax0,0 con quello ottenuto considerando solo la base formata
dagli stati [G] con l2 pari (dispari), ovvero con simmetria pari (dispari) sotto scambio
delle particelle 1 e 2. Supponendo che l’hamiltoniana non presenti degenerazioni
accidentali, le rappresentazioni irriducibili di S3 a simmetria definita {3} e {13}
devono comparire rispettivamente solo nello spettro ottenuto con stati pari e
dispari per scambio (1, 2), mentre gli autovalori di autostati di simmetria mista
corrispondenti alla rappresentazione irriducibile di dimensione due {2, 1} devono
comparire come doppietto nel caso generale e come singoletto nel caso a simmetria
(1, 2) definita. Questo perché è possibile diagonalizzare la rappresentazione di Pˆ12
su {2, 1}
Pˆ12
1 2
3 =
1 2
3 Pˆ12
1 3
2 = −
1 3
2 (3.2.1)
mentre le trasposizioni Pˆ13 e Pˆ23 mescolano gli stati (che risultano così degeneri).
In tabella 3.2.4 vengono riportati gli autovalori più bassi dell’energia per ogni
rappresentazione di S3: lo stato fondamentale e il primo stato eccitato sono comple-
tamente simmetrici ed è possibile limitare la base agli stati | [G]〉 simmetrici sulla
coppia (1, 2) per ottenerne il valore dell’energia di legame. Tale stato è fisicamente
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accettabile poiché può essere antisimmetrizzato rispetto alle variabili di spin e
isospin: nel caso in questione l’unica possibilità (non esistendo stati completamente
antisimmetrici per tre particelle di spin e isospin 1/2) è moltiplicare la parte orbitale
φ{3} (ρ,Ω) per la combinazione lineare (completamente antisimmetrica) di stati a
simmetria mista
χ{1
3}(σ, τ ) =
1 2
3 (σ)
⊗ 1 32 (τ) +
1 3
2 (σ)
⊗ 1 23 (τ)√
2
(3.2.2)
che corrisponde a fissare lo spin totale S = 1/2 e l’isospin totale T = 1/2, identifi-
cando correttamente gli stati legati trovati come stati Jpi = 1/2+ corrispondenti al
nucleo di trizio.
Rappresentazione S3 Autovalori Sim. (1,2) Antisim. (1,2)
(MeV) (MeV) (MeV)
{3} -8.4649 -8.4649
-0.5436 -0.5436
{2, 1} -0.0915 -0.0915
-0.0915 -0.0915
{13} 3.1316 3.1316
Tabella 3.2.4: Livelli energetici più bassi corrispondenti alle diverse rappresentazione irriducibile
di S3 (per il sistema formato da tre nucleoni di massa uguale) ottenuti fissando mmax = 30,
Gmax = 50, β = 3 fm−1, potenziale (3.1.9).
In tabella 3.2.5 vengono riportati al variare di Gmax (fissando mmax = 30,
β = 3 fm−1) l’energia di legame dello stato fondamentale e del primo stato eccitato
(simmetrici per scambio) relativi al sistema di tre corpi con masse uguali per
l’interazione (3.1.9), la distanza quadratica media dei corpi dal centro di massa e
tra le particelle (per il calcolo delle quali si rimanda il lettore all’appendice A), il
valor medio dell’energia cinetica e potenziale ottenuti limitando la base agli stati
simmetrici sulla coppia (1, 2). A scopo comparativo sono riportati nella stessa
tabella i risultati ottenuti in letteratura utilizzando lo stochastic variational method
(SVM) [30] e altri metodi basati sull’utilizzo della base HH [17, 31]. Si noti che
i corpi sottoposti all’interazione (3.1.9) si dispongono, nel livello fondamentale e
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nello stato eccitato, ai vertici di un triangolo equilatero. Con la parametrizzazione
utilizzata per il potenziale di Volkov si ottiene uno stato fondamentale con energia
di legame B3H = 8.465 MeV e raggio quadratico medio rRMS = 1.739 fm, valori
abbastanza vicini ai dati sperimentali per il nucleo di 3H (B(sp)3H = 8.482 MeV,
r
(sp)
RMS(p) = 1.60 fm per il protone) e in ottimo accordo con i risultati ottenuti
tramite gli altri metodi riportati in tabella. Dalla convergenza dei valori riportati in
tabella si può stimare l’accuratezza per l’energia di legame del livello fondamentale
entro 1 keV. Tramite un’analisi dei valori ottenuti al variare di Gmax simile a quella
svolta in [15] è possibile stimare anche l’energia di legame dello stato eccitato alla
convergenza (per il limite Gmax →∞) in ' 0.59 MeV e, di conseguenza, valutare
l’accuratezza del valore calcolato per Gmax = 20 in ' 300 keV. La comparsa di uno
stato legato eccitato che non viene osservato nei nuclei di 3H e 3He è conseguenza
(come si vedrà in seguito) di aver supposto una interazione puramente centrale tra
i corpi.
3.2.1 Effetto dell’interazione coulombiana
Nella sezione 2.3 è stato mostrato come l’introduzione del potenziale coulombiano
modifichi la matrice hamiltoniana, che viene espressa comunque come prodotto
tensore nella formula (2.3.22). Nel caso in cui il sistema sia composto da A nucleoni
di massa uguale è necessario fornire la composizione in nucleoni nell’ordinamento
di riferimento (nella notazione che verrà utilizzata [ppn] è il sistema in cui le prime
due particelle sono protoni, la terza è un neutrone). In tabella 3.2.6 vengono
riportati i livelli energetici e altri misurabili relativi allo stato fondamentale ed
al primo eccitato ottenuti per il sistema [ppn], con nucleoni di massa uguale m
(3.1.10), interagenti tramite potenziale (3.1.9) e potenziale coulombiano (2.3.21);
viene riportato inoltre il valore dell’energia di legame ottenuto in letteratura tramite
metodo ipersferico [17] che risulta in ottimo accordo con i risultati di questo studio.
Si noti che, come previsto, i due protoni risultano essere più lontani tra loro rispetto
al caso in cui non era stata considerata l’interazione coulombiana.
Nel caso non si includa l’interazione coulombiana la componente spaziale della
funzione d’onda nello stato fondamentale (e primo eccitato) risulta completamente
simmetrica; includendo il potenziale coulombiano tale componente è simmetrica
solo per scambi (1, 2) (i.e. il potenziale di Coulomb rompe la simmetria orbitale).
Affinché la funzione d’onda totale sia antisimmetrica per scambio (1, 2), notando che
l’unica simmetria possibile per la parte di isospin dei due protoni è completamente
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Gmax NHH B 〈T 〉
√
〈r2i 〉
√
〈r2ij〉
(MeV) (MeV) (fm) (fm)
Stato Fondamentale
0 1 7.7075 23.3419 1.715 2.971
10 12 8.4157 23.8466 1.733 3.002
20 36 8.4623 23.8080 1.738 3.010
30 72 8.4647 23.7976 1.739 3.012
40 121 8.4649 23.7964 1.739 3.012
50 182 8.4649 23.7962 1.739 3.012
60 256 8.4649 23.7962 1.739 3.012
SVM [30] 30 8.46
Rif. [31] 14 8.4621
Rif. [17] 121 8.4649
Primo Stato Eccitato
10 12 0.0480 2.6081 9.657 16.726
20 36 0.3627 3.8739 7.829 13.560
30 72 0.4723 4.0327 8.413 14.573
40 121 0.5180 4.0965 8.945 15.493
50 182 0.5436 4.1403 9.373 16.235
60 256 0.5596 4.1712 9.719 16.834
Rif. [31] 14 0.2591
Tabella 3.2.5: Misurabili relativi al sistema di tre nucleoni di massa m (3.1.10) nello stato
fondamentale e nel primo stato eccitato per l’interazione (3.1.9) al variare di Gmax, ottenuti
considerando solo stati della base ipersferica simmetrici per scambio dei corpi (1, 2). Si è indicato
con NHH , B, 〈T 〉, 〈r2i 〉 e 〈r2ij〉 rispettivamente il numero di HH della base considerata, l’energia
di legame, il valor medio dell’energia cinetica, la distanza quadratica media delle particelle dal
centro di massa e la distanza quadratica media tra le particelle. Si è fissato mmax = 30, β = 3
fm−1 per la determinazione dello stato fondamentale, β = 1 fm−1 per la determinazione dello
stato eccitato. Sono inoltre riportati i valori ottenuti in letteratura [17, 30, 31].
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Gmax NHH B 〈T 〉 〈Vcoul〉
√
〈r2p〉
√
〈r2n〉
√
〈r2pp〉
√
〈r2pn〉
(MeV) (MeV) (MeV) (fm) (fm) (fm) (fm)
Stato Fondamentale
0 1 6.9927 22.8735 0.7114 1.738 1.738 3.010 3.010
10 12 7.7083 23.3919 0.7019 1.753 1.746 3.041 3.029
20 36 7.7566 23.3529 0.7001 1.758 1.750 3.050 3.036
30 72 7.7593 23.3414 0.6999 1.760 1.752 3.052 3.039
40 121 7.7594 23.3400 0.6998 1.760 1.752 3.053 3.039
50 182 7.7595 23.3398 0.6998 1.760 1.752 3.053 3.039
60 256 7.7595 23.3398 0.6998 1.760 1.752 3.053 3.039
Rif. [17] 121 7.7594
Primo Stato Eccitato
20 36 0.1760 3.4452 0.1617 8.360 7.740 14.822 13.774
30 72 0.2969 3.6991 0.1449 8.867 7.899 15.878 14.263
40 121 0.3531 3.7990 0.1303 9.577 8.261 17.280 15.106
50 182 0.3867 3.8612 0.1193 10.321 8.691 18.724 16.050
60 256 0.4091 3.9031 0.1105 11.117 9.185 20.249 17.098
Tabella 3.2.6: Misurabili relativi al sistema [ppn] di tre nucleoni di massa m (3.1.10) nello
stato fondamentale e nel primo stato eccitato, interagenti tramite potenziale (3.1.9) e potenziale
coulombiano (2.3.21) al variare di Gmax, ottenuti considerando solo stati della base ipersferica
simmetrici per scambio dei corpi (1, 2). Si è indicato con NHH , B, 〈T 〉, 〈Vcoul〉, 〈r2N 〉 e 〈r2NN ′〉
rispettivamente il numero di HH della base considerata, l’energia di legame, il valor medio
dell’energia cinetica e dell’energia potenziale per la parte coulombiana, la distanza quadratica
media delle particelle (nucleone del tipo N) dal centro di massa e la distanza quadratica media tra
le particelle (nucleoni del tipo N ,N ′). Si è fissato mmax = 30, β = 3 fm−1 per la determinazione
dello stato fondamentale, β = 1 fm−1 per la determinazione dello stato eccitato. Per confronto
vengono riportati i risultati ottenuti in [17].
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simmetrica (T12 = 1, T = 1/2, 3/2), bisogna moltiplicare la funzione d’onda per
lo stato di spin completamente antisimmetrico in (1, 2) che corrisponde a S12 = 0;
in definitiva lo spin totale dello stato fondamentale è S = 1/2, tale stato ha
Jpi = 1/2+ e corrisponde al nucleo di 3He. Si noti inoltre che l’energia di legame del
primo stato eccitato, stimabile in ' 0.45 MeV tramite l’analisi della convergenza
dei valori ottenuti, non risulta maggiore dell’energia di legame del sistema [pn] e
pertanto tale stato non è fisicamente accettabile; i misurabili relativi ad esso sono
comunque riportati in tabella per completezza. La stima per le quantità misurabili
relative al nucleo di 3He è B3He = 7.7595 MeV (con convergenza entro il keV) e
raggio quadratico medio rRMS(p) = 1.760 fm, valori vicini al dato sperimentale
(B(sp)3He = 7.718 MeV, r
(sp)
RMS(p) = 1.77 fm).
La differenza di massa nel sistema A = 3 viene definita come D = B3H −B3He
e risulta essere sperimentalmente D = 764 keV (B(sp)3H = 8.482 MeV, B
(sp)
3He =
7.718 MeV). Tramite l’analisi svolta in [32] è stato stimato il contributo coulombiano
a D in 677 keV, valore ottenuto dalla descrizioni dei nuclei 3H e 3He mediante
potenziali realistici; nello stesso lavoro sono identificati altri importanti contributi a
D dovuti alla rottura di simmetria di carica per la forza forte (65 keV), interazione di
momento magnetico (17 keV), differenza di massa n-p (14 keV). I risultati ottenuti
in questo studio portano ad una stima in eccesso del contributo coulombiano di
D pari a 705 keV; tale discrepanza può essere imputata all’utilizzo di potenziali
puramente centrali.
3.3 Risultati per A=4
Si consideri il sistema composto da quattro nucleoni di massa m (3.1.10),
interagenti tramite il potenziale (3.1.9). Le dimensioni dello spazio di Hilbert
H +,Gmax0,0 sono riportate in tabella 3.3.1. Il valore (analitico) degli angoli di rotazione
dipende dal tipo di coordinate di Jacobi utilizzato: in tabella 3.3.2 e 3.3.3 vengono
riportati i valori ottenuti utilizzando rispettivamente le coordinate di Jacobi di
riferimento del tipo K e del tipo H. In tabella 3.3.4 vengono riportati i valori
dell’energia di legame dello stato fondamentale al variare di mmax e Gmax. Il valore
di β è stato fissato a β = 3 fm −1 analizzando i risultati riprodotti in figura 3.3.1,
ottenuti utilizzando mmax = 24 e Gmax = 12.
In tabella 3.3.5 viene mostrato il metodo utilizzato per identificare le simmetrie
degli autostati dell’hamiltoniana: gli stati completamente (anti)simmetrici com-
paiono come singoletto sia nella diagonalizzazione effettuata utilizzando la base
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Gmax NHH Gmax NHH Gmax NHH Gmax NHH
2 6 12 462 22 4368 32 20349
4 21 14 792 24 6188 34 26334
6 56 16 1287 26 8568 36 33649
8 126 18 2002 28 11628 38 42504
10 252 20 3003 30 15504 40 53130
Tabella 3.3.1: Numero di elementi della base HH con L = 0 e valore del momento grandangolare
G ≤ Gmax (A = 4).
i j cosϑij2 sinϑij2 cosϑij3 sinϑij3
1 2 1 0 1 0
1 3 1 0 1/2
√
3/4
1 4 1/3
√
8/9 1/2
√
3/4
2 3 1 0 -1/2
√
3/4
2 4 1/3
√
8/9 -1/2
√
3/4
3 4 −
√
1/3
√
2/3 0 1
Tabella 3.3.2: Angoli di rotazione cinematica per un sistema formato da quattro corpi di massa
uguale nelle coordinate di Jacobi del tipo K.
i j cosϑij2 sinϑij2 cosϑij3 sinϑij3
1 2 1 0 1 0
1 3 −
√
2/3
√
1/3 -1/2
√
3/4
1 4
√
2/3
√
1/3 1/2
√
3/4
2 3 −
√
2/3
√
1/3 1/2
√
3/4
2 4
√
2/3
√
1/3 -1/2
√
3/4
3 4 0 1 0 1
Tabella 3.3.3: Angoli di rotazione cinematica per un sistema formato da quattro corpi di massa
uguale nelle coordinate di Jacobi del tipo H.
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mmax
Gmax 0 4 8 12 16 20
4 28.436 29.115 29.943 30.146 30.188 30.197
8 28.572 29.269 30.144 30.347 30.389 30.398
12 28.578 29.280 30.158 30.361 30.403 30.412
16 28.580 29.283 30.162 30.364 30.406 30.415
20 28.580 29.283 30.162 30.365 30.406 30.416
24 28.580 29.283 30.162 30.365 30.407 30.416
Tabella 3.3.4: Energia di legame (in Mev) per lo stato fondamentale del sistema di quattro
corpi di massa m (3.1.10) interagenti tramite potenziale (3.1.9), ottenuta al variare di mmax e
Gmax (β = 2 fm−1).
1 2 3 4 5
-30.4
-30.2
-30
-29.8
-29.6
-29.4
-29.2
-29
E 
(M
eV
)
β (fm-1)
Figura 3.3.1: Variazioni del livello energetico fondamentale E0 in funzione del parametro β
(A = 4, mmax = 24, Gmax = 12, interazione (3.1.9), masse uguali).
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completa, sia nel caso in cui si limiti la base agli stati (anti)simmetrici per scambio
dei corpi (1, 2); gli autovalori relativi alle tre rappresentazioni di simmetria mista
hanno degenerazione pari alla dimensione della rappresentazione e si separano
in modo prevedibile limitando la base agli stati che abbiano l3 pari (dispari): in
particolare sugli stati pari la simmetria {3, 1} è due volte degenere mentre le sim-
metrie {22} e {2, 12} compaiono come singoletto. In maniera analoga è possibile
identificare gli autostati a simmetria definita utilizzando le coordinate di Jacobi del
tipo H e limitando la base agli stati pari o dispari per scambio delle particelle (1, 2)
e (3, 4): la separazione degli stati è riportata in tabella 3.3.6, dove si osserva come
sia possibile individuare tutte le simmetrie diagonalizzando la matrice hamiltoniana
sulla base ottenuta limitando opportunamente i valori di l1 e l3.
Anche nel caso A = 4 lo stato fondamentale risulta completamente simmetrico e
può essere antisimmetrizzato agendo sulle sole variabili di spin e isospin. La funzione
d’onda totale è il risultato della moltiplicazione della parte orbitale φ{4} (ρ,Ω) per
l’unica funzione completamente antisimmetrica ottenuta tramite il prodotto diretto
di rappresentazioni S4 relative a spin e isospin dei nucleoni
χ{1
4}(σ, τ ) =
1 2
3 4 (σ)
⊗ 1 32 4 (τ) +
1 3
2 4 (σ)
⊗ 1 23 4 (τ)√
2
, (3.3.1)
che fissa i valori dello spin totale e dell’isospin totale a S = T = 0, e lo stato
fondamentale trovato ha numeri quantici Jpi = 0+ corrispondenti al nucleo di 4He.
In tabella 3.3.7 vengono riportati al variare di Gmax (fissando mmax = 24, β = 2
fm−1) gli osservabili calcolati per lo stato legato fondamentale (completamente
simmetrico) del sistema di quattro corpi con masse uguali per l’interazione (3.1.9);
in particolare sono stati calcolati l’energia di legame, la distanza quadratica media
dei corpi dal centro di massa e tra le particelle, il valor medio dell’energia cinetica
ottenuti limitando la base agli stati simmetrici sulla coppia (1, 2) (nel modo K) op-
pure limitando la base agli stati simultaneamente simmetrici per scambi (1, 2), (3, 4)
(nel modo H). Si noti che i corpi sottoposti all’interazione (3.1.9) si dispongono, nel
livello fondamentale, ai vertici di un tetraedro. Il valore per l’energia di legame del
nucleo di 4He viene valutato in B4He = 30.416 MeV , valore in ottimo accordo con i
risultati ottenuti tramite gli altri metodi (riportati in tabella) ma in eccesso rispetto
al dato sperimentale B(sp)4He = 28.30 MeV; tale discrepanza è dovuta in massima
parte all’assenza del termine di interazione coulombiana. L’analisi della convergenza
dei valori ottenuti porta a stimare l’energia di legame per il limite Gmax →∞ in
B∞4He ' 30.42 MeV e l’accuratezza del valore calcolato per Gmax = 20 in ' 4 keV.
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La degenerazione totale della base utilizzata nel caso Gmax = 20 e coordinate
di Jacobi del tipo K è ' 40000, utilizzando invece le coordinate di Jacobi di tipo
H è possibile ridurre le dimensioni della base di un fattore due: in entrambi i
casi tramite i mezzi computazionali utilizzati non sarebbero state possibili né la
diagonalizzazione né la memorizzazione di matrici quadrate di simili dimensioni; per
trattare tali matrici si è fatto grande uso dell’espressione della matrice hamiltoniana
come somma di prodotti di Kronecker (memorizzando quindi solo i fattori di tale
prodotto) e si è fatto ricorso a tecniche di diagonalizzazione iterativa (algoritmo di
Lanczos) che possano utilizzare direttamente tale rappresentazione. In particolare
l’implementazione del metodo esposto in questo lavoro è stata ottimizzata per poter
affrontare il caso (in esame più avanti) in cui si introduca la differenza di massa n-p;
tramite implementazioni ottimizzate sul caso di nucleoni di massa uguale sarebbe
possibile raggiungere e superare il valore Gmax = 30. Per ulteriori informazioni
riguardo i metodi computazionali utilizzati si rimanda il lettore all’appendice C.
L’esistenza di stati eccitati non è stata indagata poiché la sua determinazione
sarebbe andate oltre gli scopi prefissi di questa tesi e avrebbe richiesto un notevole
tempo di calcolo tramite i metodi iterativi di diagonalizzazione utilizzati.
Rappresentazione S4 Autovalori Sim. (1,2) Antisim. (1,2)
(MeV) (MeV) (MeV)
{4} -30.278 -30.278
{3, 1}
-4.630 -4.630
-4.630 -4.630
-4.630 -4.630
{22} 0.755 0.755
0.755 0.755
{2, 12}
1.522 1.522
1.522 1.522
1.522 1.522
{14} 2.450 2.450
Tabella 3.3.5: Livelli energetici più bassi per ogni rappresentazione irriducibile di S4 (relativi
al sistema di quattro nucleoni di massa uguale) ottenuti fissando mmax = 24, Gmax = 10, β = 2
fm−1, potenziale (3.1.9).
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Gmax N
(tipo K)
HH N
(tipo H)
HH B 〈T 〉
√
〈r2i 〉
√
〈r2ij〉
(MeV) (MeV) (fm) (fm)
0 1 1 28.580 48.469 1.488 2.429
2 4 3 28.580 48.469 1.488 2.429
4 13 9 29.283 49.095 1.492 2.436
6 32 20 29.812 49.976 1.487 2.428
8 70 42 30.162 50.400 1.485 2.425
10 136 78 30.278 50.443 1.485 2.425
12 246 138 30.365 50.413 1.487 2.428
14 416 228 30.392 50.382 1.488 2.430
16 671 363 30.407 50.355 1.489 2.431
18 1036 553 30.413 50.338 1.489 2.432
20 1547 819 30.416 50.329 1.490 2.433
SVM [30] 50 30.42
Rif. [31] 75 30.406
Rif. [17] 7872 4056 30.42
Tabella 3.3.7: Misurabili relativi al sistema di quattro nucleoni di massa m (3.1.10) nello stato
fondamentale per l’interazione (3.1.9) al variare di Gmax, ottenuti considerando solo stati della
base ipersferica simmetrici per scambio dei corpi (1, 2) e coordinate di Jacobi del tipo K, oppure
solo stati della base ipersferica simmetrici per scambio dei corpi (1, 2),(3, 4) e coordinate di Jacobi
del tipo H. Si è indicato con NHH , B, 〈T 〉, 〈r2i 〉 e 〈r2ij〉 rispettivamente il numero di HH della base
considerata, l’energia di legame, il valor medio dell’energia cinetica, la distanza quadratica media
delle particelle dal centro di massa e la distanza quadratica media tra le particelle. Si è fissato
mmax = 24, β = 2 fm−1. A scopo comparativo sono riportati i risultati ottenuti in [17, 30, 31].
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3.3.1 Effetto dell’interazione coulombiana
Nel caso si includa l’interazione coulombiana le caratteristiche del livello fonda-
mentale relativo al sistema [ppnn] sono riportate in tabella 3.3.8; la componente
spaziale della funzione d’onda nello stato fondamentale non è più completamente
simmetrica ma risulta simmetrica solo per scambi di particelle (1, 2) e (3, 4): per-
tanto è evidente la convenienza di diagonalizzare la matrice hamiltoniana sugli stati
simmetrici per scambio (1, 2), (3, 4) ottenuti utilizzando le coordinate di Jacobi del
tipo H e limitando gli stati di base a quelli con numeri quantici l1, l3 pari. Come
previsto i protoni si allontanano lievemente dalle posizioni ai vertici del tetraedro
ottenuto non considerando l’interazione coulombiana. Il valore stimato dell’energia
di legame (B(sp)4He = 29.596 MeV con accuratezza ' 4 keV) e del raggio quadratico
medio rRMS(p) = 1.49 fm risultano maggiori del dato sperimentale per il nucleo di
4He (B(sp)4He = 28.30 MeV, r
(sp)
RMS(p) = 1.47 fm) e tale risultato può essere attribuito
all’utilizzo di un potenziale puramente centrale. Anche in questo caso, come nel
caso A = 3, bisogna antisimmetrizzare separatamente gli scambi (1, 2) e (3, 4)
senza agire sulla parte di isospin (fissata a T12 = T34 = 1) ovvero moltiplicare lo
stato per la funzione di spin fissata dalle condizioni S12 = S34 = S = 0; tale stato
risulta avere Jpi = 0+ in accordo con i numeri quantici relativi al nucleo di 4He.
Da notare che tale stato contiene una combinazione di stati di isospin T = 0, 1, 2:
l’inclusione di tali stati nell’approccio esposto risulta naturale, mentre nei metodi
che utilizzano la base HH a simmetria definita [15] aumenta notevolmente il numero
di stati da prendere in considerazione e la dimensione della base che si ottiene
risulta paragonabile a quella della base non simmetrizzata.
3.4 Effetto della differenza di massa dei nucleoni
Nel caso in cui le masse dei costituenti siano differenti le caratteristiche della
base ipersferica non cambiano, ma vengono modificati i parametriW ij =
√
m(mi+mj)
2mimj
e ϑij che entrano nel calcolo della matrice rappresentativa dell’energia potenziale
tramite le equazioni (2.3.5) e (2.3.7). In particolare i parametri ϑij dipendono, nel
caso di masse differenti, anche dall’ordinamento utilizzato: nelle tabelle 3.4.1 e 3.4.2
vengono riportati quelli relativi ai sistemi [ppn] e [nnp] (utilizzando questo ordine
nella definizione del set di coordinate di Jacobi di riferimento) ottenuti fissando le
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masse mp, mn a valori tali che
~2
mp
= 41.50 Mev fm2 ~
2
mn
= 41.44 Mev fm2 (3.4.1)
e utilizzando come massa di riferimento m definita in (3.1.10); nelle tabelle 3.4.3 e
3.4.4 vengono riportati i valori degli angoli di rotazione cinematica per il sistema
[ppnn] e coordinate di Jacobi, rispettivamente, del tipo K o H.
i j cosϑij2 sinϑij2
1 2 1 0
1 3 0.50018 0.86592
2 3 -0.50018 0.86592
Tabella 3.4.1: Angoli di rotazione cinematica per il sistema [ppn] con nucleoni di masse
differenti (3.4.1).
i j cosϑij2 sinϑij2
1 2 1 0
1 3 0.49982 0.86613
2 3 -0.49982 0.86613
Tabella 3.4.2: Angoli di rotazione cinematica per il sistema [nnp] con nucleoni di masse
differenti (3.4.1).
i j cosϑij2 sinϑij2 cosϑij3 sinϑij3
1 2 1 0 1 0
1 3 1 0 0.50018 0.86592
1 4 0.33365 0.94269 0.50018 0.86592
2 3 1 0 -0.50018 0.86592
2 4 0.33365 0.94269 -0.50018 0.86592
3 4 -0.57721 0.81659 0 1
Tabella 3.4.3: Angoli di rotazione cinematica per il sistema [ppnn] con masse differenti (3.4.1)
nelle coordinate di Jacobi del tipo K.
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i j cosϑij2 sinϑij2 cosϑij3 sinϑij3
1 2 1 0 1 0
1 3 -0.81659 0.57721 -0.50018 0.86592
1 4 0.81659 0.57721 0.50018 0.86592
2 3 -0.81659 0.57721 0.50018 0.86592
2 4 0.81659 0.57721 -0.50018 0.86592
3 4 0 1 0 1
Tabella 3.4.4: Angoli di rotazione cinematica per il sistema [ppnn] con masse differenti (3.4.1)
nelle coordinate di Jacobi del tipo H.
Nel caso A = 3 la differenza di massa nei nucleoni costituenti il sistema è stata
introdotta in due modi: dapprima si è intesa tale differenza come perturbazione per
un sistema formato da corpi di massa uguale, successivamente si sono introdotte le
masse differenti nelle definizioni delle coordinate di Jacobi (1.1.8). In appendice B
viene riportato lo sviluppo perturbativo dell’energia cinetica, in tabella 3.4.5 e 3.4.6
vengono riportati i risultati per i sistemi [ppn], [nnp] e [ppnn] interagenti tramite la
(3.1.9) ottenuti includendo o meno il potenziale coulombiano (2.3.21). Tali risultati
conducono ad una stima della differenza di massa tra 3H e 3He pari a 716 keV, di
cui 11 keV sono dovuti alla differenza di massa tra i nucleoni e 705 keV al contributo
coulombiano: tali valori rappresentano un’approssimazione di quelli stimati in [32],
pari a 14 keV per il termine di massa e 677 keV per il coulombiano, e la piccola
discrepanza è dovuta principalmente all’utilizzo in questi calcoli di un potenziale
centrale. L’introduzione della differenza di massa n-p nei sistemi descritti tramite il
potenziale (3.1.9) (parametrizzato sul nucleo di trizio con nucleoni di massa uguale)
e termine coulombiano porta a stime migliori per le quantità misurabili relative al
nucleo di 3H (B3H = 8.47 MeV, rRMS(p) = 1.74 fm) e al nucleo di 3He (B3He = 7.755
MeV, rRMS(p) = 1.761 fm). Si noti inoltre che nel caso A = 4 l’energia di legame
(valutata fino al keV) non cambia introducendo masse differenti per i nucleoni, in
accordo con l’analisi effettuata in [15] che valuta tale contributo < 1 keV.
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Sistema B˜ B 〈T 〉 〈Vcoul〉
√
〈r2p〉
√
〈r2n〉
√
〈r2NN〉
√
〈r2pn〉
(MeV) (MeV) (MeV) (MeV) (fm) (fm) (fm) (fm)
Stato Fondamentale
[nnp] 8.4706 8.4706 23.7989 1.740 1.738 3.011 3.012
[ppn] 8.4592 8.4591 23.7935 1.740 1.738 3.014 3.013
[ppn]coul 7.7550 7.7540 23.3368 0.6996 1.761 1.751 3.054 3.040
Primo Stato Eccitato
[nnp] 0.5603 0.5606 4.1744 9.754 9.720 16.823 16.870
[ppn] 0.5589 0.5586 4.1681 9.719 9.685 16.846 16.799
[ppn]coul 0.4134 0.4089 3.9023 0.1101 11.131 9.184 20.272 17.109
Tabella 3.4.5: Misurabili relativi ai sistemi [ppn], [nnp] nello stato fondamentale con masse
nucleoniche differenti (3.4.1) per l’interazione (3.1.9). Nell’analisi dei sistemi contrassegnati
dall’apice “coul” è stata inclusa l’interazione coulombiana. B˜ è l’energia di legame del livello
fondamentale ottenuta tramite teoria perturbativa, B e gli altri misurabili sono stati ottenuti
utilizzando masse differenti nella definizione delle coordinate di Jacobi; con 〈r2NN 〉 si è indicata la
distanza quadratica media degli unici due nucleoni uguali nel sistema. Si è fissato mmax = 30,
Gmax = 60, β = 3 fm−1.
B 〈T 〉 〈Vcoul〉
√
〈r2p〉
√
〈r2n〉
√
〈r2pp〉
√
〈r2nn〉
√
〈r2pn〉
(MeV) (MeV) (MeV) (MeV) (fm) (fm) (fm) (fm)
30.413 50.338 1.490 1.489 2.433 2.431 2.433
Inclusa interazione coulombiana
29.593 50.027 0.816 1.494 1.490 2.442 2.434 2.437
Tabella 3.4.6: Misurabili relativi al sistemi [ppnn] nello stato fondamentale con masse nucleoniche
differenti (3.4.1) per l’interazione (3.1.9), con o senza interazione coulombiana. Si è fissato
mmax = 24, Gmax = 18, β = 2 fm−1.

Capitolo 4
Spin e isospin
Utilizzando il metodo esposto nei capitoli 1 e 2 è possibile ricavare soluzioni di
stato legato per l’equazione (2.1.1) anche quando il potenziale abbia componenti
spinoriali e isospinoriali, i.e. l’operatore Aˆl(i, j) nella definizione (2.3.1) agisca sugli
stati di spin e isospin delle particelle. Nel capitolo 3 si è mostrato che l’utilizzo di
un potenziale puramente centrale rappresenta una semplificazione eccessiva della
situazione osservata in natura. Infatti [33] è noto come l’interazione nucleare sia
fortemente dipendente dallo spin, osservazione dovuta per esempio alla presenza
in natura del solo stato legato Jpi = 1+ per il nucleo 2H e alla differenza della
lunghezza di scattering NN osservata nei canali 3S1 e 1S0. In questo capitolo
verranno utilizzati potenziali centrali con componenti spinoriali e isospinoriali
nell’ottica di una possibile applicazione del metodo a potenziali nucleari realistici,
ossia potenziali che riproducano i dati sperimentali in urti NN fino all’energia di
soglia per la produzione del pione (' 350 MeV nel sistema del laboratorio).
4.1 Potenziali spin-dipendenti
Nel caso in cui l’operatore Aˆl(i, j) in (2.3.1) agisca nello spazio degli spinori, il
sistema di A nucleoni viene descritto fattorizzando la parte di spin e sviluppando la
componente spinoriale della funzione d’onda sulla base degli stati ortogonali | [s]〉,
dove il set di numeri quantici è costituito dalle terze componenti dello spin di ogni
particella [s] ≡ [s(1)3 , . . . , s(A)3 ]. La funzione d’onda relativa agli stati legati viene
cercata nello spazio generato dalla base | m, [G], [s]〉
| ψ〉 =
∑
m,[G],[s]
u
()
m,[G],[s] | m, [G], [s]〉,
∑
m,[G],[s]
(u())2m,[G],[s] = 1. (4.1.1)
59
60 Spin e isospin
Limitando la trattazione a potenziali centrali descritti dalla (2.3.15), definendo
le matrici
Iσ[s′],[s] ≡ 〈[s′] | [s]〉 = δ[s′],[s]
(A(i,j)σ )[s′],[s] ≡ 〈[s′] | Aˆ(i, j) | [s]〉
(4.1.2)
si può esprimere la matrice hamiltoniana come prodotto tensore
H =− ~
2β2
m
(
T (1) ⊗ I + T (2) ⊗D
)
⊗ Iσ+
+
A∑
i<j
∑
n
V (i,j)n ⊗ G(i,j)n ⊗ A(i,j)σ .
(4.1.3)
L’analisi delle simmetrie del sistema è analoga a quella svolta nel capitolo 2.4; l’e-
spressione esplicita dell’operatore A(i,j)σ può fornire ulteriori regole di superselezione.
Nel presente lavoro verrà utilizzata una variante, spin-dipendente, del potenziale
di Volkov
V (i, j) = V0(rij) + [VS(rij)− V0(rij)]
Sˆ2ij
2
V0(rij) = V1e−r
2
ij/R
2
1 + V2e−r
2
ij/R
2
2
VS(rij) = V1e−r
2
ij/R
2
1 + V ′2e−r
2
ij/R
2
2
(4.1.4)
dove Sˆ2ij è l’operatore di spin totale per la coppia (i, j), V1 = 144.86 MeV, R1 = 0.82
fm, V2 = −66.7 MeV, V ′2 = −97.0 MeV, R2 = 1.6 fm; tale parametrizzazione
corrisponde a fissare le lunghezze di scattering NN 1a = 5.659 fm nel canale
del singoletto di spin S = 0 e 3a = −22.37 fm nel canale del tripletto S = 1,
paragonabili ai dati sperimentali 1a = 5.424± 0.003 fm, 3a = −23.749± 0.008 fm.
Tramite le matrici di Pauli σi il potenziale (4.1.4) si ottiene
V (i, j) = (0)V (rij) + (σ)V (rij)σi · σj (4.1.5)
dove (0)V (rij) = (V0 + 3VS)/4 e (σ)V (rij) = (VS − V0)/4. Con questa parame-
trizzazione del potenziale il sistema formato da due nucleoni di massa uguale m
(3.1.10) risulta avere energia di legame pari a 2.22455 MeV e raggio quadratico
medio
√
〈r2〉 = 2.048 fm nello stato legato di spin totale S = 1, in buon accordo
con i dati sperimentali per il deutone B(sp)2H = 2.224575(9) MeV, r
(sp)
RMS = 1.953(3)
fm.
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La matrice hamiltoniana, sotto forma di prodotto di Kronecker, risulta in tal
caso
H =− ~
2β2
m
(
T (1) ⊗ Iσ ⊗ I + T (2) ⊗ Iσ ⊗D
)
+
+
A∑
i<j
∑
n
{
(0)V (i,j)n ⊗ Iσ + (σ)V (i,j)n ⊗ (σi · σj)
}
⊗ G(i,j)n ,
(4.1.6)
dove le matrici (0)V (i,j)n e (σ)V (i,j)n sono ottenute tramite la relazione (2.3.18).
Definendo S = 12
∑A
i=1 σi l’operatore di spin totale del sistema, si verifica che[
Hˆ, Sˆi
]
= 0 ∀i = 1, 2, 3. (4.1.7)
La condizione [
Hˆ, Sˆ±
]
= 0 (4.1.8)
implica in particolare che gli autostati di H con spin totale S e diverso valore
di S3 sono degeneri. In analogia con quanto fatto per le funzioni HH si defini-
scono gli stati accoppiati di spin totale S, S3 caratterizzati dai numeri quanti-
ci [S] ≡ [S(2), . . . , S(A) = S, S3] ottenuti come combinazione lineare degli stati
[s] ≡ [s(1)3 , . . . , s(A)3 ]
| [S]〉 = ∑
[s]
S [S][s] | [s]〉, (4.1.9)
dove si sono definiti i coefficienti reali
S [S][s] =〈1/2, 1/2; s(1)3 , s(2)3 | S(2), (s(1)3 + s(2)3 )〉×
× 〈S(2), 1/2; s(1)3 + s(2)3 , s(3)3 | S(3), (s(1)3 + s(2)3 + s(3)3 )〉×
× · · · ×
× 〈S(A−1), 1/2;
(
A−1∑
i=1
s
(i)
3
)
, s
(A)
3 | S, S3〉,
(4.1.10)
e la matrice hamiltoniana può essere diagonalizzata separatamente sugli spazi di
Hilbert a S, S3 fisso, i.e. si identificano regole di superselezione tra i settori
H (σ) =
⊕
S,S3
H (σ)S,S3 . (4.1.11)
Dall’analisi svolta nel capitolo 2.4, grazie al fatto che il prodotto diretto di rappre-
sentazioni fondamentali di SA è somma di rappresentazioni fondamentali di SA [25],
si può affermare che lo spazio di Hilbert
H˜ +,mmax,GmaxL=0,M=0,S,S3 ≡H mmax
⊗
H +,GmaxL=0,M=0
⊗
H (σ)S,S3 (4.1.12)
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contiene, per un valore sufficientemente alto di Gmax, gli autostati relativi a tutte
le rappresentazioni di SA. Per isolare le soluzioni fisiche occorre classificare la
simmetria degli autostati ottenuti tramite il processo di diagonalizzazione applicando
la metodologia spiegata nel capitolo 2.4 e identificare gli stati a simmetria definita
(per la parte orbitale e spinoriale) che possono essere antisimmetrizzati sulle variabili
di isospin. Il comportamento di simmetria degli stati di isospin di A nucleoni è
ottenuto tramite le tabelle di Young a due righe [SU(2)]A e tali stati corrispondono
a rappresentazioni irriducibili di SA. Si noti che sono popolate solo le partizioni
{A − j, j} per j intero positivo (o nullo) e minore di A; il valore dell’isospin
totale T degli stati si legge direttamente dalle partizioni tramite la relazione
T ({i, j}) = (i−j)/2. Il numero di possibili stati a T fisso è (2T +1) moltiplicato per
la dimensione della rappresentazione. In base alle regole che governano il prodotto
diretto di rappresentazioni [25] sono antisimmetrizzabili tramite l’isospin soltanto
gli autostati dell’hamiltoniana che corrispondono alle rappresentazioni {j, A− j}
(0 ≤ j ≤ A). L’introduzione di termini che rompono la simmetria sull’isospin, come
il termine di interazione coulombiana, richiede pertanto l’estensione esplicita del
metodo al caso in cui il potenziale sia isospin-dipendente, caso che verrà trattato in
seguito.
4.1.1 Risultati per A=3,4
Introducendo i gradi di libertà di spin e l’interazione (4.1.5) per il sistema di
tre nucleoni il livello energetico più basso si ottiene nel caso S = 3/2 ma tale
stato, che risulta completamente simmetrico per scambio di corpi, non è fisicamente
accettabile poiché non è antisimmetrizzabile agendo solo sulle variabili di isospin. Lo
stato fondamentale fisicamente accettabile risulta essere un doppietto di simmetria
{2, 1}, formato da due stati degeneri sull’energia ma che manifestano differenze
riguardo la posizione dei corpi a causa della loro diversa struttura spaziale. Tale
doppietto può essere combinato opportunamente con lo stato a simmetria mista
{2, 1} della parte isospinoriale e fornire una funzione d’onda totale completamente
antisimmetrica per scambio di particelle in modo analogo a quanto fatto nella
formula (3.2.2): detto | φ{2,1}s 〉 e | φ{2,1}a 〉 rispettivamente lo stato simmetrico e
antisimmetrico del doppietto per la parte spin-orbitale, la funzione d’onda totale,
totalmente antisimmetrica, è data dalla combinazione
| ψ{13}〉 = | φ
{2,1}
s 〉 | χ{2,1}a 〉+ | φ{2,1}a 〉 | χ{2,1}s 〉√
2
, (4.1.13)
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dove | χ{2,1}s 〉 descrive lo stato di isospin con T = 1/2, T12 = 1 (T3 viene fissato dal
contenuto in nucleoni del sistema), | χ{2,1}a 〉 descrive lo stato di isospin con T = 1/2,
T12 = 0, corrispondenti agli stati del doppietto di simmetria {2, 1}.
In tabella 4.1.1 vengono riportati i misurabili ottenuti considerando gli stati
della base ipersferica | [G], [S]〉 simmetrici (antisimmetrici) per scambio sulla coppia
(1,2); è stato riportato con la notazione 〈r2(1,2)〉 il valore di aspettazione del raggio
quadratico medio della particella 1 o 2, con 〈r2(1,2)3〉 quello relativo alla distanza
quadratica tra la particella 3 e la particella 1 o 2. Lo stato fondamentale risulta
quindi avere Jpi = 1/2+ e corrisponde allo stato del nucleo di trizio; il valore ottenuto
per l’energia di legame è B3H = 8.2131 MeV (con convergenza dei valori entro il keV)
e stima per difetto il dato sperimentale B(sp)3H = 8.482 MeV, tuttavia si noti che la
parametrizzazione del potenziale è stata fissata sull’energia di legame sperimentale
del nucleo di deuterio. Inoltre nel caso di descrizione basata su potenziali realistici
l’energia di legame nel caso A = 3 è sottostimata di ∼ 600 – 800 keV (a seconda
del tipo di potenziale) e tale differenza è attribuita al contributo di interazioni a
tre corpi. Lo studio di questo tipo di interazioni è un campo di ricerca attualmente
molto attivo ma non rientra negli scopi prefissi per questa tesi.
In tabella 4.1.1 vengono anche riportati i valori di aspettazioni del raggio
quadratico medio 〈r2i 〉 e della distanza quadratica media tra i corpi 〈r2ij〉 relativi
allo stato | ψ{13}〉 definito tramite la (4.1.13): tali valori risultano indipendenti
dagli indici di particella, coerentemente con la simmetria dello stato, e sono stati
calcolati utilizzando la formula
〈ψ{13} | Oˆ | ψ{13}〉 = 〈φ
{2,1}
s | Oˆ | φ{2,1}s 〉+ 〈φ{2,1}a | Oˆ | φ{2,1}a 〉
2 , (4.1.14)
valida per qualsiasi operatore Oˆ che non agisca nello spazio degli isospin; il calcolo
fornisce per il raggio quadratico medio un valore pari a rRMS(p) = 1.81 fm, superiore
al dato sperimentale. Si noti infine che, con il potenziale utilizzato, non compaiono
stati legati eccitati (con energia di legame B < B 2H) in accordo con la fenomenologia.
Nel caso A = 4 gli autovalori più bassi per le varie rappresentazioni di S4 (e
il canale a spin totale fisso in cui appaiono) sono riportati in tabella 4.1.2: lo
stato fondamentale fisicamente accettabile, ovvero antisimmetrizzabile sugli stati di
isospin, risulta avere simmetria {2, 2} e spin totale nullo ed è pertanto facilmente
identificabile utilizzando le coordinate di Jacobi del tipo H. Anche in tal caso i due
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stati del doppietto | φ{2,2}〉 differiscono per struttura spaziale; in tabella si sono
riportati i valori del raggio quadratico medio e della distanza quadratica media tra i
corpi utilizzando la notazione introdotta sopra, da cui risulta evidente la simmetria
simultanea per scambi (1,2) e (3,4) anche nel caso in cui (modo K) la simmetria
(3,4) non sia stata imposta a priori sugli stati di base. La funzione d’onda totale
completamente antisimmetrica è data dalla combinazione
| ψ{14}〉 = | φ
{2,2}
s 〉 | χ{2,2}a 〉+ | φ{2,2}a 〉 | χ{2,2}s 〉√
2
, (4.1.15)
dove | χ{2,2}s 〉 e | χ{2,2}a 〉 descrivono lo stato di isospin totale T = 0, T3 = 0
(compatibile con il contenuto in nucleoni della particella α) e, rispettivamente
T12 = T34 = 1, T12 = T34 = 0.
In tabella 4.1.3 vengono riportati i misurabili ottenuti considerando gli stati della
base ipersferica | [G], [S]〉 simmetrici (antisimmetrici) per scambio sulla coppia (1,2)
(tipo K) oppure simultaneamente simmetrici (antisimmetrici) per scambi (1,2)(3,4)
(tipo H); le notazioni per i raggi quadratici medi e per le distanze quadratiche
medie sono le stesse utilizzate per la tabella 4.1.1. I mezzi computazionali a
disposizione hanno reso possibile il calcolo solo fino a Gmax = 18 che corrisponde
a una base di dimensione ' 32000. Per il calcolo delle quantità 〈r2i 〉 e 〈r2ij〉 (che
risultano indipendenti dagli indici di particella) è stata utilizzata la formula (4.1.14).
L’energia di legame e raggio quadratico medio per lo stato fondamentale (Jpi = 0+)
risultano B4He = 28.9 MeV (con accuratezza stimata ' 20 keV) e rRMS(p) = 1.52
fm, valori entrambi superiori al dato sperimentale per la particella α B(sp)4He = 28.30,
r
(sp)
RMS(p) = 1.47 fm.
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Rappresentazione S4 Autovalori Sim. (1,2) Antisim. (1,2) S
(MeV) (MeV) (MeV)
{4} -53.792 -53.792 2
{3, 1}
-36.932 -36.932 0
-36.932 -36.932 0
-36.932 -36.932 0
{22} -28.650 -28.650 0
-28.650 -28.650 0
{2, 12}
-3.015 -3.015 1
-3.015 -3.015 1
-3.015 -3.015 1
{14} 0.940 0.940 0
Tabella 4.1.2: Livelli energetici più bassi per ogni rappresentazione irriducibile di S4 (per il
sistema di quattro nucleoni di massa uguale) e relativo valore dello spin totale S ottenuti fissando
mmax = 24, Gmax = 8, β = 2 fm−1, potenziale (4.1.5).
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4.2 Potenziali isospin-dipendenti
L’introduzione dell’interazione coulombiana nel sistema descritto dalla (4.1.6)
ha effetto di rompere la simmetria del sistema nello spazio degli isospin; più in
generale si consideri il caso in cui l’operatore Aˆml (i, j) nella definizione (2.3.1) sia
dato da
Aˆml (i, j) = [Aˆ(σ)(i, j)⊗ Aˆ(τ)(i, j)]l,m (4.2.1)
dove Aˆ(σ) e Aˆ(τ) sono operatori che agiscono rispettivamente nello spazio degli stati
di spin e di isospin. La base completa per lo sviluppo della componente isospinoriale
della funzione d’onda per A nucleoni è costituita dagli stati | [t]〉 dove il set di
numeri quantici è formato dalle terze componenti dell’isospin di ogni particella
[t] ≡ [t(1)3 , . . . , t(A)3 ]. Protoni e neutroni corrispondono infatti alle rappresentazioni
del doppietto con isospin t = 1/2
| p〉 =| t3 = 12〉, | n〉 =| t3 = −
1
2〉, (4.2.2)
che genera uno spazio di Hilbert in cui è possibile definire un operatore di massa
mˆ = M −∆tˆ3, M = mn +mp2 , ∆ = mn −mp (4.2.3)
e un operatore di carica elettrica
qˆ = e(12 + tˆ3). (4.2.4)
Si consideri per ora il caso in cui mn = mp e l’interazione sia data dal potenziale
V (i, j) = V0,1(rij)
1− Sˆ2ij2
 Tˆ 2ij
2 + V1,0(rij)
1− Tˆ 2ij2
 Sˆ2ij
2 (4.2.5)
dove
V0,1(rij) = V1e−r
2
ij/R
2
1 + V2e−r
2
ij/R
2
2 ,
V1,0(rij) = V1e−r
2
ij/R
2
1 + V ′2e−r
2
ij/R
2
2 ,
Sˆ2ij è l’operatore di spin totale per la coppia (i, j), Tˆ 2ij è l’operatore di isospin totale
per la coppia (i, j), V1 = 144.86 MeV, R1 = 0.82 fm, V2 = −66.7 MeV, V ′2 = −97.0
MeV, R2 = 1.6 fm. Utilizzando questo potenziale il sistema di due nucleoni di
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massa uguale m (3.1.10) ha energia di legame di 2.22455 MeV e raggio quadratico
medio
√
〈r2〉 = 2.048 fm nello stato S = 1, T = 0. Tramite le matrici di Pauli σi
agenti sullo spazio di spin e τ i agenti sullo spazio di isospin il potenziale (4.2.5)
può essere scritto nella forma
V (i, j) = (0)V (rij) + (σ)V (rij)σi · σj+
+ (τ)V (rij)τ i · τ j + (στ)V (rij)(σi · σj)(τ i · τ j)
(4.2.6)
con (0)V (rij) = 3(V0,1(rij) + V1,0(rij))/16, (σ)V (rij) = (V1,0(rij) − 3V0,1(rij))/16,
(τ)V (rij) = (V0,1(rij) − 3V1,0(rij))/16, (στ)V (rij) = −(V1,0(rij) + V0,1(rij))/16. De-
finendo Tˆ = 12
∑A
i=1 τˆ i l’operatore di spin totale del sistema, si verifica che in tal
caso [
Hˆ, Tˆ
]
= 0 (4.2.7)
ed è possibile diagonalizzare separatamente la matrice hamiltoniana limitando la
base a stati di T, T3 fisso, i.e. si identificano regole di superselezione tra i settori
H (τ) =
⊕
T,T3
H (σ)T,T3 . (4.2.8)
Considerando invece il potenziale coulombiano, definito tramite le equazioni
(2.3.21) e (4.2.4)
(c)V (i, j) = qˆiqˆj
rij
(4.2.9)
e che si riconduce alla forma (2.3.1), tramite la (4.2.1), definendo (c)V (rij) =
(
√
4pi)e2/rij, (c)Alσ(i, j) = δl,0, (c)Alτ (i, j) = δl,0(1 + τ
(3)
i )(1 + τ
(3)
j )/4, la condizione
di simmetria (4.2.7) viene indebolita
[
(c)Vˆ (i, j), Tˆ3
]
= 0,
[
(c)Vˆ (i, j), Tˆ1
]
6= 0,
[
(c)Vˆ (i, j), Tˆ2
]
6= 0 (4.2.10)
e si hanno regole di superselezione solo tra gli stati che hanno T3 differente. In tali
casi possono essere svolte separatamente le diagonalizzazioni su spazi di Hilbert a
T3 fisso
H (τ)T3 =
⊕
T
H (σ)T,T3 . (4.2.11)
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La matrice hamiltoniana, nel caso in cui mn = mp, è data quindi dalla formula
H = −~
2β2
m
(
T (1) ⊗ I + T (2) ⊗D
)
⊗ Iσ ⊗ Iτ+
+
A∑
i<j
∑
n
{
(0)Vn ⊗ G(i,j)n ⊗ Iσ ⊗ Iτ+
+ (σ)Vn ⊗ G(i,j)n ⊗ (σi · σj)⊗ Iτ+
+ (τ)Vn ⊗ G(i,j)n ⊗ Iσ ⊗ (τ i · τ j)+
+ (στ)Vn ⊗ G(i,j)n ⊗ (σi · σj)⊗ (τ i · τ j)+
+ (c)Vn ⊗ G(i,j)n ⊗ Iσ ⊗ (c)At(i, j)
}
,
(4.2.12)
dove Iτ[t′],[t] ≡ 〈[t′] | [t]〉 = δ[t′],[t] è la matrice identità relativa alla componente
isospinoriale degli stati di base, le matrici (α)Vn, corrispondenti ai vari termini
dell’interazione, sono calcolate secondo la (2.3.18) e, per nucleoni di massa uguale,
risultano indipendenti dagli indici di particella. Il caso di masse nucleoniche differenti
sarà affrontato nel paragrafo 4.2.2.
4.2.1 Risultati per A=3,4
Considerando l’interazione (4.2.6) per A = 3 il livello energetico più basso
risulta essere completamente antisimmetrico e corrisponde allo stato Jpi = 1/2+. In
tabella 4.2.1 vengono riportati i risultati ottenuti considerando gli stati della base
ipersferica | [G], [S], [T ]〉 antisimmetrici per trasposizione dei corpi (1,2). I dati
portano a stimare il contributo del termine coulombiano alla differenza di massa
tra 3H e 3He in 644 KeV, da confrontare al valore previsto in letteratura di 677
KeV con l’utilizzo di potenziali realistici [32]. La stima per l’energia di legame
per il nucleo di trizio è B3H = 8.123 MeV, mentre per il nucleo di 3He risulta
B3He = 7.479 MeV: entrambi i valori (accurati entro il keV) risultano inferiori al
dato sperimentale B(sp)3H = 8.482 MeV, B
(sp)
3He = 7.718 MeV e tale discrepanza (' 300
– 400 keV) è attribuibile all’utilizzo del potenziale centrale isospin-dipendente (4.2.6)
parametrizzato sull’energia di legame del deutone e all’assenza di interazione a tre
corpi; i valori del raggio quadratico medio risultano invece sovrastimati. Si può
inoltre stimare il contributo del canale T = 3/2 all’energia di legame del nucleo di
elio-3 come minore del keV.
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Nel caso A = 4 gli autovalori più bassi per le varie rappresentazioni di S4 (e
il canale di spin e isospin totale in cui appaiono) sono riportati in tabella 4.2.2:
lo stato fondamentale fisicamente accettabile ha T = S = 0, Jpi = 0+, coincide
con lo stato completamente antisimmetrico e per il suo calcolo è possibile limitare
gli stati della base ipersferica | [G], [S], [T ]〉 considerati a quelli antisimmetrici per
scambi (1,2), (3,4) definiti nelle coordinate di Jacobi del tipo H. In tabella 4.2.3
vengono riportati i risultati ottenuti considerando gli stati della base ipersferica
| [G], [S], [T ]〉 antisimmetrici per trasposizione dei corpi (1,2) (modo K) o per scambi
(1,2), (3,4) (modo H). Anche l’energia di legame per la particella α (B4He = 27.87
MeV, di cui BT=1,24He ' 1 keV ) risulta una stima per difetto (' 500 – 600 keV)
del dato sperimentale (B(sp)4He = 28.30 MeV), mentre il raggio quadratico medio
(rRMS(p) = 1.525 fm) risulta maggiore (r(sp)RMS(p) = 1.47 fm). Grazie ai mezzi di
computazione a disposizione è stato possibile arrivare solo fino a Gmax = 14, valore
corrispondente ad una base per lo sviluppo di ∼ 120000 elementi. Il valore di
convergenza stimato per l’energia di legame risulta essere B∞4He ' 27.88 MeV.
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Gmax NHH B 〈T 〉 〈Vcoul〉
√
〈r2i 〉
√
〈r2ij〉
(MeV) (MeV) (MeV) (fm) (fm)
Sistemi S = 1/2 T = 1/2 T3 = ±1/2
0 2 6.8456 22.2735 1.764 3.056
10 42 8.0654 22.9326 1.802 3.122
20 132 8.1189 22.8884 1.811 3.136
30 272 8.1227 22.8741 1.813 3.140
Sistema S = 1/2 T = 1/2 T3 = 1/2 con interazione coulombiana
0 2 6.1468 21.7901 0.6950 1.789 3.100
10 42 7.4181 22.4702 0.6424 1.832 3.172
20 132 7.4741 22.4227 0.6399 1.841 3.189
30 272 7.4783 22.4068 0.6395 1.844 3.194
Sistema S = 1/2 T = 1/2, 3/2 T3 = 1/2 con interazione coulombiana
0 3 6.1468 21.7901 0.6950 1.789 3.100
10 63 7.4187 22.4703 0.6413 1.832 3.172
20 198 7.4746 22.4228 0.6388 1.841 3.189
30 408 7.4789 22.4068 0.6383 1.844 3.194
Tabella 4.2.1: Misurabili relativi ai sistemi nucleari 3H e 3He formati da tre nucleoni di massa
uguale m (3.1.10) nello stato fondamentale, interagenti tramite potenziale (4.2.6), con o senza
potenziale coulombiano (4.2.9), al variare di Gmax, ottenuti considerando solo stati antisimmetrici
per scambio dei corpi (1, 2) della base ipersferica | [G], [S], [T ]〉. Si è indicato con NHH , B, 〈T 〉,
〈Vcoul〉, 〈r2i 〉, 〈r2ij〉 rispettivamente il numero di stati | [G], [S], [T ]〉 della base considerata, l’energia
di legame, il valor medio dell’energia cinetica e dell’energia potenziale dovuta all’interazione
coulombiana, la distanza quadratica media delle particelle dal centro di massa e tra le particelle.
Si è fissato mmax = 30, β = 3 fm−1.
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Rappresentazione S4 Autovalori Sim. (1,2) Antisim. (1,2) S T
(MeV) (MeV) (MeV)
{4} 0.611 0.611 0 0
{3, 1}
0.407 0.407 1 0
0.407 0.407 1 0
0.407 0.407 1 0
{22} -7.101 -7.101 2 0
-7.101 -7.101 2 0
{2, 12}
-10.886 -10.886 1 0
-10.886 -10.886 1 0
-10.886 -10.886 1 0
{14} -27.555 -27.555 0 0
Tabella 4.2.2: Livelli energetici più bassi per ogni rappresentazione irriducibile di S4 (per sistema
formato da quattro nucleoni di massa uguale) e relativo valore dello spin totale S e dell’isospin
totale T ottenuti fissando mmax = 24, Gmax = 4, β = 2 fm−1, potenziale (4.2.6).
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Gmax N
(tipo K)
HH N
(tipo H)
HH B 〈T 〉 〈Vcoul〉
√
〈r2i 〉
√
〈r2ij〉
(MeV) (MeV) (MeV) (fm) (fm)
Sistema S = 0 T = 0 T3 = 0
0 2 2 26.319 46.849 1.514 2.473
2 12 8 26.725 47.056 1.515 2.473
4 42 26 27.555 47.607 1.522 2.486
6 112 64 28.069 48.420 1.518 2.478
8 252 140 28.417 48.842 1.516 2.475
10 504 272 28.534 48.894 1.516 2.476
12 924 492 28.625 48.871 1.518 2.479
14 1584 832 28.654 48.840 1.519 2.481
Sistema S = 0 T = 0 T3 = 0 con interazione coulombiana
0 2 2 25.501 46.515 0.817 1.520 2.483
2 12 8 25.923 46.732 0.800 1.520 2.483
4 42 26 26.762 47.285 0.791 1.528 2.496
6 112 64 27.278 48.100 0.790 1.524 2.488
8 252 140 27.627 48.528 0.787 1.522 2.485
10 504 272 27.746 48.581 0.786 1.522 2.486
12 924 492 27.838 48.559 0.785 1.524 2.489
14 1584 832 27.868 48.528 0.784 1.525 2.490
Sistema S = 0 T = 0, 1, 2 T3 = 0 con interazione coulombiana
0 6 4 25.501 46.515 0.817 1.520 2.483
2 36 20 25.924 46.732 0.798 1.520 2.483
4 126 68 26.763 47.285 0.789 1.528 2.496
6 336 176 27.279 48.100 0.790 1.524 2.488
8 756 392 27.629 48.528 0.785 1.522 2.485
10 1512 776 27.748 48.581 0.784 1.522 2.486
12 2772 1416 27.839 48.559 0.782 1.524 2.489
14 4752 2416 27.869 48.528 0.782 1.525 2.491
Tabella 4.2.3: Misurabili relativi al sistema nucleare 4He formato da quattro nucleoni di
massa uguale m (3.1.10) nello stato fondamentale, interagenti tramite potenziale (4.2.6), con o
senza potenziale coulombiano (4.2.9), al variare di Gmax, ottenuti considerando solo stati della
base ipersferica | [G], [S], [T ]〉 antisimmetrici per scambio dei corpi (1, 2) (ottenuti utilizzando
coordinate di Jacobi del tipo K) o simultaneamente antisimmetrici per scambi (1, 2),(3, 4) (ottenuti
utilizzando coordinate di Jacobi del tipo H). Si è indicato con NHH , B, 〈T 〉, 〈Vcoul〉, 〈r2i 〉, 〈r2ij〉
rispettivamente il numero di stati | [G], [S], [T ]〉 della base considerata, l’energia di legame, il valor
medio dell’energia cinetica e dell’energia potenziale dovuta all’interazione coulombiana, la distanza
quadratica media delle particelle dal centro di massa e tra le particelle. Si è fissato mmax = 24,
β = 2 fm−1.
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4.2.2 Effetto della differenza di masse dei nucleoni
L’introduzione di una differenza di massa tra i nucleoni (mn 6= mp) richiede
particolare attenzione poiché la definizione delle coordinate di Jacobi (1.1.8) dipende
dalla massa dei corpi che costituiscono il sistema. Si consideri un sistema di A
nucleoni descritti dalla configurazione [t] ≡ [t(1)3 , . . . , t(A)3 ], dove | t = 12 , t(i)3 〉 è lo
stato di isospin della i-esima particella. In tale stato le masse dei corpi costituenti è
fissato dalla configurazione [t] ed è possibile quindi definire le coordinate di Jacobi
in analogia con la (1.1.8)
x
[t]
N−j+1 = 〈[t] |
(
2mˆj+1Mˆj
mMˆj+1
)1/2 (
rj+1 − Xˆj
)
| [t]〉 (j = 1, . . . , N), (4.2.13)
dove m è una massa di riferimento arbitraria, Mˆj e Xˆj sono rispettivamente
l’operatore di massa totale e del centro di massa del sottosistema formato dai primi
j corpi
Mˆj =
j∑
i=1
mˆi, Xˆj =
1
Mˆj
j∑
i=1
mˆiri; (4.2.14)
a partire da tali coordinate di Jacobi si possono conseguentemente definire le
variabili ipersferiche (ρ[t] ,Ω[t]) secondo le definizioni date nella sezione 1.2. In tal
senso il sistema di riferimento in cui i numeri quantici [G] (o [K]) sono definiti è
quello descritto dallo stato di isospin. Tralasciando la parte spinoriale si useranno
come elementi della base completa ortonormale gli stati | m, [G], [t]〉
〈ρ,Ω, [τ ] | m, [G], [t]〉 =(
β(α+1)/2
√
m!
(α +m)!L
(α)
m (βρ[t])e−βρ
[t]/2
)
H[G](Ω[t])
A∏
i=1
χ
t
(i)
3
(τi).
(4.2.15)
Qualsiasi operatore hermitiano agente sugli stati di isospin verrà inteso anche come
operatore locale sulle coordinate: posto, ad esempio, Oˆ | [t]〉 =| [t′]〉 si otterrà
〈ρ,Ω,[τ ] | Oˆ | m, [K]L,M , [t]〉 =(
β(α+1)/2
√
m!
(α +m)!L
(α)
m (βρ[t
′
3])e−βρ[t
′]/2
)
Y[K](Ω[t′3])〈[τ ] | [t′3]〉.
(4.2.16)
L’operatore di energia cinetica del sistema assume la forma
T =
A∑
i=1
p2i
2mˆi
(4.2.17)
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e si esprime nel centro di massa del sistema a isospin definiti tramite le coordinate
ipersferiche
T [t] = −~
2
m
∂2
∂(ρ[t])2 +
3N − 1
ρ[t]
∂
∂ρ[t]
− Λ
2(Ω[t])
(ρ[t])2 . (4.2.18)
L’operatore (4.2.17) è diagonale sugli stati di isospin | [t]〉; le proprietà di simmetria
dell’iperraggio (1.2.3) e la conservazione del momento grandangolare nella relazione
(1.3.23) rendono possibile l’espressione dei i suoi elementi di matrice nella forma
Tm′,[K′],[t′3];m,[K],[t] = 〈m′, [K ′] | T [t˜3] | m, [K]〉δ[t′3],[t], (4.2.19)
dove [t˜3] è un arbitrario stato di isospin scelto in modo da avere uguale contenuto
di protoni e neutroni di [t], ovvero ∑Ai=1 t˜(i)3 = ∑Ai=1 t(i)3 .
Si consideri ora il caso in cui nell’interazione descritta dall’equazione (2.3.1)
l’operatore Al(i, j) agisca sulle variabili di isospin delle due particelle. Si costruiscano
pertanto tutti i possibili stati di isospin [t′] per il sistema e sia P[t′] =| [t′]〉〈[t′] | il
proiettore sullo stato di isospin [t′]: è possibile quindi modificare l’equazione (2.3.6)
nella forma
V (i, j) =
∑
[t′]
∑
n,l
V
(i,j)
n,l (ρ)⊗
[
G(i,j)n,l (Ω)⊗ P[t′]Al(i, j)
]
0
. (4.2.20)
Gli operatori V (i,j)n,l (ρ) e G(i,j)n,l,m(Ω) sono diagonali sugli stati di isospin [t], pertanto è
possibile scrivere grazie alla presenza del proiettore
V (i, j) =
∑
[t′]
∑
n,l
V
(i,j)
n,l (ρ[t
′])⊗
[
G(i,j)n,l (Ω[t
′])⊗ P[t′]Al(i, j)
]
0
; (4.2.21)
sia l’operatore V (i,j)n,l (ρ[t
′]), sia G(i,j)n,l,m(Ω[t′]) dipendono in definitiva dalle masse che le
particelle i e j hanno nello stato di isospin [t′].
La matrice hamiltoniana per un sistema di A nucleoni di masse differenti che
interagiscono tramite potenziale (4.2.6) e potenziale coulombiano (4.2.9) è data, in
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forma di prodotto di Kronecker, da
H = −~
2β2
m
(
T (1) ⊗ I + T (2) ⊗D
)
⊗ Iσ ⊗ Iτ+
+
A∑
i<j
∑
[t′]
∑
n
{
(0)V
(i,j)
n,[t′] ⊗ G(i,j)n,[t′] ⊗ Iσ ⊗ P[t′]+
+ (σ)V (i,j)n,[t′] ⊗ G(i,j)n,[t′] ⊗ (σi · σj)⊗ P[t′]+
+ (τ)V (i,j)n,[t′] ⊗ G(i,j)n,[t′] ⊗ Iσ ⊗ P[t′](τ i · τ j)+
+ (στ)V (i,j)n,[t′] ⊗ G(i,j)n,[t′] ⊗ (σi · σj)⊗ P[t′](τ i · τ j)+
+ (c)V (i,j)n,[t′] ⊗ G(i,j)n,[t′] ⊗ Iσ ⊗ P[t′] (c)At(i, j)
}
.
(4.2.22)
Gli effetti dell’introduzione della differenza di massa n-p sugli osservabili dei
sistemi in esame viene riportato in tabella 4.2.4; il valore di Gmax nel caso A = 4 è
stato fissato a 12 (che corrisponde a considerare una base ipersferica di dimensione
' 70000 nel caso di coordinate di Jacobi di tipo K) a causa dei limiti computazionali
dei mezzi a disposizione: si noti infatti che il numero di termini presenti nella somma
(4.2.22) è, in questo caso, maggiore di un fattore ∼ 6 rispetto al caso di nucleoni
con masse uguali, nel quale la matrice hamiltoniana è espressa dalla (4.2.12). I
valori stimati per energie di legame del nucleo di trizio (B3H = 8.127 MeV), di 3He
(B3He = 7.475 MeV) e 4He (B4He = 27.84 MeV) sono inferiori ai dati sperimentali
(B(sp)3H = 8.482 MeV, B
(sp)
3He = 7.718 MeV B
(sp)
4He = 28.30 MeV); tale discrepanza è
attribuibile al tipo di potenziale utilizzato e all’assenza dei termini di interazione
a tre corpi. I risultati ottenuti conducono ad una stima della differenza di massa
tra 3H e 3He pari a 716 keV, di cui 8 keV sono dovuti alla differenza di massa tra
i nucleoni e 644 keV al contributo coulombiano: anche tali valori sono stime per
difetto di quelli riportati in [32], pari a 14 keV per il termine di massa e 677 keV per
il coulombiano; nel caso A = 4 la correzione all’energia di legame risulta < 1 keV
per introduzione di masse differenti per i nucleoni, in accordo con quanto riportato
in [15].
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Sistema B 〈T 〉 〈Vcoul〉
√
〈r2i 〉
√
〈r2ij〉
(MeV) (MeV) (MeV) (fm) (fm)
Tre nucleoni: S = 1/2 T = 1/2
[T3 = −12 ] 8.1266 22.8762 1.812 3.139
[T3 = 12 ] 8.1189 22.8720 1.813 3.140
[T3 = 12 ]
coul 7.4746 22.4045 0.6393 1.844 3.194
Tre nucleoni: S = 1/2 T = 1/2, 3/2
[T3 = 12 ]
coul 7.4753 22.4046 0.6381 1.844 3.194
Quattro nucleoni: S = 0 T = 0
[T3 = 0] 28.625 48.871 1.518 2.479
[T3 = 0]coul 27.838 48.559 0.785 1.524 2.489
Quattro nucleoni: S = 0 T = 0, 1, 2
[T3 = 0]coul 27.840 48.559 0.782 1.524 2.489
Tabella 4.2.4: Misurabili relativi ai sistemi nucleari 3H, 3He e 4He nello stato fondamentale,
composti da nucleoni con masse differenti (3.4.1) interagenti tramite il potenziale (4.2.6), con (apice
“coul”) o senza interazione coulombiana tra i protoni (4.2.9). Si è indicato con B, 〈T 〉, 〈Vcoul〉,
〈r2i 〉, 〈r2ij〉 rispettivamente l’energia di legame, il valor medio dell’energia cinetica e dell’energia
potenziale dovuta all’interazione coulombiana, la distanza quadratica media delle particelle dal
centro di massa e tra le particelle. Si è fissato mmax = 30, Gmax = 30, β = 3 fm−1 per i sistemi
formati da tre nucleoni, mmax = 24, Gmax = 12, β = 2 fm−1 per i sistemi formati da quattro
nucleoni.
Conclusioni
In questo elaborato è stato esposto un utilizzo diretto della base di HH nella
descrizione di sistemi di A particelle. La base non è stata simmetrizzata né
antisimmetrizzata, come richiesto dalla statistica dei sistemi in esame, tuttavia
gli autostati della hamiltoniana del sistema manifestano un comportamento ben
definito sotto simmetria di scambio e tale comportamento è stato individuato nei
sistemi analizzati. Il beneficio dell’utilizzo diretto della base completa consiste
nella forma particolarmente semplice in cui viene espressa l’energia potenziale: ogni
termine del potenziale a due corpi V (i, j) viene infatti sviluppato sugli stati della
PB e quindi espresso tramite le HH definite sul set di riferimento utilizzando i
corrispondenti coefficienti di trasformazione, la cui espressione è nota per qualsiasi
valore del momento grandangolare e per sistemi formati da qualsiasi numero di corpi.
Tale sviluppo del potenziale risulta essere una somma di termini che possono essere
scritti sotto forma di prodotti tensore, dovuti alla separazione delle coordinate
iperradiali e iperangolare utilizzate; inoltre anche l’energia cinetica viene posta
sotto forma di prodotto tensore. La rappresentazione matriciale dell’hamiltoniana
del sistema consiste quindi in una somma di termini espressi tramite il prodotto
di Kronecker di matrici di dimensione molto minore della degenerazione totale
della base HH e tale particolare forma può essere diagonalizzata in modo efficiente
utilizzando le tecniche descritte in appendice C.
Il metodo è stato testato studiando sistemi di tre e quattro nucleoni interagenti
tramite un potenziale centrale a corto raggio (il potenziale di Volkov) utilizzato
spesso in letteratura; i risultati di tale studio si sono rivelati in accordo con quelli
ottenuti tramite metodi differenti. È stato mostrato che tutte le rappresentazioni
delle simmetrie di scambio sono presenti nello spettro e come possono essere
identificate; in particolare gli stati simmetrici o antisimmetrici appaiono come
singoletti mentre gli stati a simmetria mista appaiono come multipletti. Sono state
quindi identificate tutte le simmetrie presenti nello spettro dal confronto con gli
autovalori che si ottengono da diagonalizzazioni effettuate su settori dello spazio
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di Hilbert a simmetria parziale definita (ad esempio a simmetria definita per il
solo scambio di due corpi). Nei casi studiati (A = 3, 4) lo stato fondamentale
fisicamente accettabile (antisimmetrizzabile tramite i risultati della teoria dei
gruppi sulla sola parte di spin e isospin) risulta essere completamente simmetrico;
nel caso A = 3, per interazione puramente centrale, compare uno stato eccitato
(non riscontrato in natura) completamente simmetrico dovuto alla particolare
parametrizzazione del potenziale. Tale stato infatti non viene previsto nel caso in
cui si introduca un opportuno potenziale spin-dipendente, che meglio approssima le
evidenze sperimentali per la forza forte.
Per A = 4 sono stati utilizzati due tipi differenti di coordinate di Jacobi: quelle
di tipo K, corrispondenti alla configurazione 3 + 1, e quelle di tipo H, corrispondenti
alla configurazione 2 + 2. L’utilizzo dei due tipi di coordinate differisce solo per
gli angoli di rotazione cinematica utilizzati nella rappresentazione matriciale del
potenziale e il metodo fornisce in modo sistematico le equazioni per il loro calcolo.
L’introduzione delle coordinate di Jacobi di tipo H si è rivelato particolarmente utile
per limitare la base tramite regole di superselezione: nei casi trattati è possibile
ricavare lo stato fondamentale del sistema limitando la base HH agli elementi con l3
pari definiti su coordinate di tipo K oppure agli elementi con l1 e l3 pari definiti su
coordinate del tipo H; la degenerazione della base nel secondo caso risulta ridotta
di un fattore due rispetto al primo, riducendo contestualmente la complessità di
calcolo nella costruzione della rappresentazione matriciale. Le riduzioni legate
alle simmetrie parziali sono essenziali ai fini computazionali poiché senza di esse,
come si è visto nel testo, le dimensioni delle matrici da diagonalizzare sarebbero
state proibitive; anche riducendo le dimensioni della matrice hamiltoniana tale
valore rimane comunque molto elevato (fino a ' 120000 nei casi trattati) e la
diagonalizzazione diretta è preclusa: è stato quindi necessario utilizzare opportune
tecniche di diagonalizzazione iterativa (algoritmo di Lanczos) che hanno il vantaggio
di sfruttare direttamente l’espressione delle matrici tramite prodotti di Kronecker.
Un ulteriore vantaggio dell’utilizzo diretto della base HH consiste nella possibilità
di includere termini di rottura delle simmetrie senza alcuna modifica sostanziale del
metodo descritto né ulteriore complicazione del problema numerico. Al contrario
l’inclusione di tali termini nei metodi che prevedono la simmetrizzazione preliminare
degli stati di base determina alcune difficoltà e una crescente complessità nei
calcoli: ad esempio, nel caso di sistemi nucleari, la presenza di termini che rompono
la simmetria di carica dei nucleoni richiede l’estensione della base necessaria ad
includere tutti i possibili stati di isospin totale compatibili con il sistema e la
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dimensione totale di tale base è comparabile con quella che si ottiene tramite
un utilizzo diretto della base HH. Nella tesi sono stati analizzati, come esempi
specifici di rottura di simmetria, l’effetto dell’interazione coulombiana tra i protoni
e della differenza di massa n-p. L’effetto di tali inclusioni nei sistemi A = 3, 4
tramite un potenziale puramente centrale porta alla stima per le energie di legame
e i raggi quadratici medi pari a B3H = 8.47 MeV e r(sp)RMS(p) = 1.74 fm per il
nucleo del trizio (B(sp)3H = 8.482 MeV, r
(sp)
RMS(p) = 1.60 fm), B3He = 7.755 MeV e
r
(sp)
RMS(p) = 1.761 fm per il nucleo dell’elio-3 (B
(sp)
3He = 7.718 MeV, rRMS(p) = 1.77
fm), B4He = 7.755 MeV e rRMS(p) = 1.761 fm per il nucleo dell’elio-4 (B(sp)4He = 28.30
MeV, r(sp)RMS(p) = 1.47 fm). Come si è visto nel capitolo 3 il potenziale centrale
utilizzato è stato parametrizzato per riprodurre il valore dell’energia di legame
del nucleo di trizio e fornisce una stima molto lontana dal valore sperimentale per
l’energia di legame del deutone.
Il metodo esposto è stato esteso con facilità al caso in cui il potenziale di
interazione a due corpi sia dipendente dallo stato di spin e di isospin dei due nucleoni.
Tramite l’introduzione di un potenziale spin- e isospin-dipendente, parametrizzato
in modo da riprodurre l’energia di legame del deutone, è stato possibile ricavare
risultati comparabili con i dati sperimentali in tutti i casi A = 2, 3, 4. In particolare
è stato possibile includere nell’analisi il potenziale coulombiano (isospin-dipendente)
e (tramite minime correzioni alle equazioni) il contributo della differenza di massa
n-p; le stime ottenute in tal caso per le energie di legame e i raggi quadratici
medi sono pari a B3H = 8.127 MeV e rRMS(p) = 1.81 fm per il nucleo di trizio,
B3He = 7.475 MeV e rRMS(p) = 1.84 fm per il nucleo di elio-3, B4He = 27.84 MeV e
rRMS(p) = 1.52 fm per il nucleo di elio-4. Si noti che la diagonalizzazione estesa ai
gradi di libertà di spin e isospin fornisce in maniera diretta stati a simmetria definita,
senza dover procedere ad ulteriori simmetrizzazioni; gli stati che manifestano le
proprietà collegate alla statistica del sistema in esame vanno riconosciuti ed è stato
mostrato nel testo come questo sia possibile nei casi analizzati.
In ultima analisi l’utilizzo diretto della base HH e di una dettagliata analisi
delle simmetrie degli stati appare conveniente quando la costruzione esplicita di
stati ipersferici di base a simmetria di scambio definita è complicata (A > 4) o
computazionalmente sfavorita (qualora si includano termini di rottura di simmetria
che portano a favorire il calcolo degli autovalori di matrici di grandi dimensioni). Il
metodo esposto in questa tesi, dove sono stati analizzati potenziali semplici, può
quindi trovare applicazione al caso in cui si utilizzino potenziale realistici e le sue
caratteristiche di sistematicità sul numero di corpi del sistema permettono la sua
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estensione ai casi A > 4, possibile soprattutto grazie allo sviluppo dei mezzi di
calcolo. È inoltre possibile estendere il metodo per trattare il caso di potenziali
a tre corpi: in [14] viene infatti fornito un algoritmo che permette lo sviluppo in
multipoli della base HH per parte orbitale di tali interazioni. L’analisi svolta in
questa tesi costituisce quindi una nuova applicazione del metodo ipersferico per un
sistema di A corpi e risulta un banco di prova dell’approccio esposto nell’ottica
della sua applicazione a sistemi descritti tramite l’utilizzo di potenziali nucleari
realistici.
Appendici
A Raggio quadratico medio
Dalle equazioni (1.1.12), definendo r˜i ≡ ri −R, si ottiene
r˜i · r˜j =
N∑
p=1
a(i)p a
(j)
p x
2
p + 2
N∑
p>q=1
a(i)p a
(j)
q xp · xq; (A.1)
dove A ≥ j > 0,A ≥ i > 0; utilizzando l’uguaglianza
xp · xq
xpxq
= 4pi3
[
Y 01 (xˆp)Y 01 (xˆq)− Y −11 (xˆp)Y 11 (xˆq)− Y 11 (xˆp)Y −11 (xˆq)
]
(A.2)
e le formule (1.2.5), si possono definire le funzioni ipersferiche Op(Ω), Opq(Ω)
x2p = ρ2 sin2 θN · · · sin2 θp+1 cos2 θp ≡ ρ2Op(Ω) (A.3)
xp · xq =ρ2 sin2 θN · · · sin2 θp+1 cos θp sin θp×
× sin θp−1 · · · sin θq+1 cos θqxp · xq
xpxq
≡ ρ2Opq(Ω)
(A.4)
dove si è posto A > p > q, θ1 ≡ 0.
Definendo sugli stati della base ipersferica le matrici R, Op e Opq t.c.
Rm′;m = 〈m | ρ2 | m〉
Op[K′];[K] = 〈[K ′] | Op(Ω) | [K]〉
Opq[K′];[K] = 〈[K ′] | Opq(Ω) | [K]〉
(A.5)
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è possibile esprimere in forma matriciale le quantità (A.1): si ottiene, considerando
spin e isospin (in analogia con quanto fatto nel capitolo 4),
r˜i · r˜j = R⊗
 N∑
p=1
Op ⊗ Iσ ⊗∑
[t]
a(i),[t]p a
(j),[t]
p P[t]+
+2
N∑
p>q
Opq ⊗ Iσ ⊗∑
[t]
a(i),[t]p a
(j),[t]
q P[t]
 .
(A.6)
Tramite lo sviluppo degli autostati della hamiltoniana (2.1.9) la funzione d’onda è
espressa sotto forma di vettore v nella base HH; è quindi possibile calcolare il valore
di aspettazione delle quantità r˜i · r˜j (∀i, j ≤ A) tramite il prodotto vT (r˜i · r˜j)v.
B Calcolo perturbativo
Si consideri un sistema di tre nucleoni in uno stato fissato di isospin [t] (cfr.
sezione 4.2) composto da due corpi di massa uguale (indici di particella 1, 2) ed un
corpo di massa differente (indice 3). L’energia cinetica (4.2.17) si può scrivere nella
forma
T =
A∑
i=1
1 + τˆ (3)i
2
 pˆ2i
2mp
+
1− τˆ (3)i
2
 pˆ2i
2mn
 . (B.1)
Posto
T0 =
A∑
i=1
pˆ2i
2m, (B.2)
dove m è una massa di riferimento arbitraria, si ottiene
T ′ ≡ T − T0 =
A∑
i=1
pˆ2i
2m
[
am + bmτˆ (3)i
]
= amTˆ0 + bm
A∑
i=1
pˆ2i
2mτˆ
(3)
i , (B.3)
dove
am ≡ m(mn +mp)2mnmp − 1 bm ≡
m(mn −mp)
2mnmp
;
supponendo |am|  1 e |bm|  1 si può trattare T ′ come perturbazione agente su
un sistema di tre corpi di massa uguale m. Posto nel centro di massa, tramite la
(1.1.8),
p23 = −~2
4
3∇
2
x1
si ottengono le correzioni all’energia nei sistemi non estesi ai gradi di libertà
isospinoriali
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[p, p, n]:
〈T ′〉 = (am + bm)〈T0〉 − bm
m
〈p23〉 = (am + bm)〈T0〉+
4
3
bm~2
m
〈∇2x1〉;
[n, n, p]:
〈T ′〉 = (am − bm)〈T0〉+ bm
m
〈p23〉 = (am − bm)〈T0〉 −
4
3
bm~2
m
〈∇2x1〉;
considerando stati completamente simmetrici o antisimmetrici per scambio di corpi
nella base ipersferica estesa all’isospin si ottiene
〈
A∑
i=1
pˆ2i
2mτˆ
(3)
i 〉 =
3
2m〈pˆ
2
3τˆ
(3)
3 〉
e
〈T ′〉 = am〈T0〉+ 3bm2m 〈pˆ
2
3τˆ
(3)
3 〉 = am〈T0〉 − 2
bm~2
m
〈∇2x1 τˆ (3)3 〉.
Definendo z = cos 2θ2, gli operatori
T (3) = 1/ρ2
Z(1) = −z
Z(2) = −8(1− z2) ∂
∂z
Z(3) = 2l22 − 2l21 − (1 + z)Λ2
(B.4)
e le corrispondenti matrici rappresentative sulla base ipersferica, si ottiene per il
sistema di tre corpi di massa uguale (in rappresentazione matriciale)
∇2x1 =
β2
2
{
T (1) ⊗ I + T (2) ⊗ Z(2) + T (3) ⊗ Z(3)+
+
[
T (1) − 12T (2) + 6T (3)
]
⊗ Z(1)
}
,
(B.5)
dove si sono utilizzate le matrici (2.1.12) e (2.1.13).
C Note computazionali
Il metodo descritto in questa tesi è stato implementato utilizzando il linguaggio
di programmazione C++. Si è fatto grande uso di librerie aggiuntive, normalmente
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utilizzate per i calcoli legati alla fisica, come la GNU scientific library [34] e
Boost [35]. Le integrazioni sull’iperraggio, come ad esempio la (2.3.18), sono state
svolte numericamente utilizzando le formule di quadratura di Gauss–Laguerre
[20, (25.4.45)] su griglie di 200 punti; le integrazioni sulle variabili iperangolari
z ≡ cos 2φi sono invece state effettuate su griglie di 100 punti utilizzando diversi
tipi di quadrature di Gauss: ad esempio per il calcolo dei coefficienti 3P (2.3.13)
(3P )C
(i)
[K],[K′],[K′′] =
N li,Kini N
l′i,K
′
i
n′i
N l′′i ,K′′in′′i
2(a+b+2) ×
×
∫ 1
−1
dz (1− z)a(1 + z)bP (νi−1,li+1/2)ni (z)P
(ν′i−1,l′i+1/2)
n′i
(z)P (ν
′′
i−1,l
′′
i +1/2)
n′′i
(z),
(C.1)
dove b = (li + l′i + l′′i + 1)/2 è semintero e a = (Ki−1 +K ′i−1 +K ′′i−1 + 3i− 5)/2 è
semintero sugli indici i pari, intero sugli indici i dispari, si sono utilizzate, a seconda
dei casi, le quadrature [20, (25.4.35)] e [20, (25.4.40)]; in altri casi è stato necessario
utilizzare la quadratura [20, (25.4.29)].
Le matrici hamiltoniane relative ai vari casi trattati sono state costruite espli-
citamente e diagonalizzate utilizzando la libreria LAPACK quando le dimensioni
della base ne hanno reso possibile la memorizzazione diretta. Nei casi a dimensio-
ne superiore è stato invece utilizzato un algoritmo iterativo di diagonalizzazione,
l’algoritmo di Lanczos [36] implementato nella libreria IETL [37], utilizzabile nei
casi in cui il prodotto tra matrici e vettori è efficiente (come nel caso di matrici
sparse); nel presente lavoro si sono utilizzate le proprietà del prodotto di Kronecker,
in particolare data la matrice M = A1 ⊗ A2 e il vettore v
w = M · v = (A1 ⊗ A2) · v, (C.2)
dove A1 ha dimensione n×n , A2 ha dimensione m×m e il vettore v ha dimensione
(n ·m), è possibile calcolare il vettore w in tre passi [17]:
(i) il vettore v viene riscritto sotto forma di matrice V di dimensioni m× n ;
Vi,j = v(j+n·i); (C.3)
(ii) viene calcolata la matrice
W = (A1 · (A2 · V )T )T ; (C.4)
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(iii) il vettore w è ottenuto dalla matrice W tramite la formula
w(j+n·i) = Wi,j. (C.5)
L’algoritmo esposto viene facilmente esteso al prodotto tensore di qualsiasi numero
di matrici [38].
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