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Naslov: Primerjava racˇunskih modelov za napovedovanje sˇirjenja bolezni
Avtor: Rok Bosil
Konec leta 2019 se je na Kitajskem pojavil nov virus. Virus so poimeno-
vali SARS-CoV-2 (angl. severe acute respiratory syndrome coronavirus 2 )
in bolezen, ki jo ta povzrocˇa COVID-19. Znaki bolezni so vrocˇina, slabo
pocˇutje, utrujenost, bolezen se lahko razvije v pljucˇnico in vodi celo v smrt.
Zaradi hitrega sˇirjenja virusa, je bil COVID-19 razglasˇen kot pandemija. Cilj
diplomske naloge je primerjava modelov, ki napovedujejo sˇirjenje virusa. Mo-
deli so bili zgrajeni na podatkih pridobljeni iz univerze Johns Hopkins. Za
modeliranje smo uporabili linearno regresijo, nelinearno regresijo z logisticˇno
funkcijo in model SIR. Glede na dobljene rezultate smo ugotovili, da sta
najboljˇsa modela linearna regresija, kjer smo napovedovali samo s podatki
prejˇsnjega tedna in nelinearna regresija z logisticˇno funkcijo.
Kljucˇne besede: COVID-19, napovedovanje, regresija, model SIR.

Abstract
Title: Comparison of computational models for predicting disease spread
Author: Rok Bosil
At the end of 2019 a new virus appeared in China. The virus was named
severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2 ), the disease
it causes was named COVID-19. The symptoms of SARS-Cov-2 can range
from fever, nauseousness, fatigue to pneumonia and even death. Because the
virus has spread extremely rapidly, COVID-19 was proclaimed as a pandemic.
The goal of this bachelor’s thesis is to compare models that predict the spread
of the virus. Our models were built on data provided by Johns Hopkins
University and our chosen models were linear regression, nonlinear regression
with a logistic function and a SIR model. According to the results the best
models seemed to be the linear regression, where the train set was composed
from data from the previous week and the nonlinear regression with a logistic
function.




Decembra 2019 so v Vuhanu na Kitajskem zaznali vecˇ primerov pljucˇnic. Po
tem, ko so sprva izkljucˇili obicˇajne povzrocˇitelje pljucˇnic oz. respiratornih
okuzˇb, so za vzrok pljucˇnice potrdili okuzˇbo z novim koronavirusom. Ta
virus so poimenovali SARS-CoV-2 (angl. severe acute respiratory syndrome
coronavirus 2 ), bolezen, ki jo ta povzrocˇa, pa koronavirus bolezen 2019 oz.
COVID-19. Simptomi bolezni se razvijejo v okoli 2-14 dneh po okuzˇbi z
virusom [3, 16]. Zgodnji znaki bolezni so vrocˇina, slabo pocˇutje, utrujenost,
kasˇelj ter nahod, porocˇani pa so bili tudi primeri, kjer so okuzˇeni izgubili cˇut
vonja in okusa. V resnejˇsih primerih se opazi zadihanost in druge tezˇave z
dihanjem. V najresnejˇsih primerih pa se razvije pljucˇnica, odpoved ledvic
in smrt. Resni primeri se najpogosteje razvijejo pri starejˇsih s pridruzˇenimi
obolenji ali slabim imunskim sistemom. COVID-19 se prenasˇa med ljudmi
preko dihalnih kapljic. Do prenosa pride, ko je okuzˇena oseba v neposredni
blizˇini neokuzˇene in ta vdihne ali dobi na obraz kuzˇne kapljice.
Glede na podatke, ki jih je objavila univerza Johnsa Hopkinsa, je bilo
do 13. avgusta 2020 zabelezˇenih 20.668.102 potrjenih primerov z okuzˇbo s
koronavirusom, od tega zˇe kar 750.429 smrtnih zˇrtev [1]. Vsaj en primer
okuzˇbe so zabelezˇili v 188 drzˇavah po celem svetu. Zaradi hitrega sˇirjenja
novega koronavirusa je Svetovna zdravstevna organizacija (angl. World He-
alth Organization) 11. marca 2020 COVID-19 razgasila za pandemijo. Prav
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tako je epidemijo naslednji dan razglasila tudi Slovenija.
Cilj diplomskega dela je, da analiziramo in primerjamo razlicˇne metode
za napovedovanje sˇirjenja nalezljivih bolezni. Popoln model, ki bi lahko
natancˇno napovedal sˇtevilo na novo okuzˇenih, ne obstaja. Modeliranje je
otezˇeno predvsem zaradi faktorja obnasˇanja ljudi, kako kdo uposˇteva karan-
teno, cˇe je ta sploh odrejena, kdaj in kako pogosto se izvaja testiranje in sˇe
mnogo drugih dejavnikov. Vseeno pa je nasˇa naloga, da s podatki, ki so nam
dosegljivi, analiziramo preizkusˇene modele ter ugotovimo kateri da najboljˇse
rezultate.
Diplomska naloga je sestavljena iz petih poglavij. V 2. poglavju so pred-
stavljne metode in orodja, ki smo jih uporabili med izdelavo naloge, v 3. po-
glavju opiˇsemo podatke, kje smo jih dobili, kako smo jih uporabili in njihovo
pripravo, v 4. poglavju predstavimo dobljene rezultate in sˇe na koncu v 5. po-
glavju povzamemo ugotovitve nasˇe diplomske naloge.
Poglavje 2
Uporabljena orodja in metode
2.1 Programski jezik R
R je programski jezik in okolje, ki se zaradi svoje zmogljivosti ter hitrega in
preprostega dela s podatki uporablja za statisticˇno racˇunanje. Funkcional-
nosti programskega jezika R lahko razsˇirimo s paketi, ki omogocˇajo uporabo
specializiranih statisticˇnih metod ter metod za porocˇanje in vizualiziranje. Za
obdelavo podatkov smo uporabili paket dplyr, za resˇevanje sistema diferen-
cialnih enacˇb smo rabili paket deSolve, za risanje grafov pa paket ggplot2.
2.2 Linearna regresija
Linearna regresija je ena izmed najbolj popularnih in najbolje razumljivih
statisticˇnih metod v okolju strojnega ucˇenja. Pri linearni regresiji zˇelimo s
pomocˇjo linearne funkcije opisati razmerje med eno neodvisno spremenljivko
in eno ali vecˇ odvisnimi spremenljivkami. Glede na to, ali bo odvisnih spre-
menljivk ena ali vecˇ, se linearna regresija locˇi na enostavno linearno regresijo
in mulitiplo linearno regresijo. Mi se bomo ukvarjali z enostavno linearno
regresijo.
Cilj je dobiti linearno funkcijo oblike:
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Y = αX + β, (2.1)
kjer Y neodvisna spremenljiva, X odvisna spremenljivka, α naklon pre-
mice in β zacˇetna vrednost (presecˇiˇscˇe grafa z ordinatno osjo). Ideja je, da
poiˇscˇemo taksˇno linearno funkcijo, ki se najbolje prilega nasˇim ucˇnim podat-
kom. Najpogostejˇsa metoda, kako najdemo funkcijo, ki se najbolje prilega
podatkom, je metoda najmanjˇsih kvadratov. Ta metoda izracˇuna najboljˇso
funkcijo glede na ucˇno mnozˇico na nacˇin, da minimizira vsoto kvadratov
navpicˇnih razlik vsakega primera iz ucˇne mnozˇice do premice.
Slika 2.1: Skica linearne regresije. Modri krogci prikazujejo podatke,
cˇrtkasta posˇevna cˇrta pa izracˇunan model. Napaka je prikazana z navpicˇno
cˇrtkasto cˇrto med dvema krogcema.











β = Y − αX, (2.3)
kjer Xi in Yi predstavljata posamezne vrednosti podatkov v ucˇni mnozˇici
velikosti n, X in Y pa aritmeticˇni sredini vseh X in Y vrednosti ucˇne mnozˇice.
Za gradnjo linearnega modela smo uporabili programski jezik R, ki nam
vrednosti α in β izracˇuna preko vgrajene metode lm.
Da dolocˇimo, kako dober je nasˇ model, uporabimo R2, ki pove, kako blizu
so podatki regresijski krivulji. Vrednost R2 je med 0 in 1. Vecˇja kot je
vrednost R2, boljˇsi je nasˇ model. Cˇe je vrednost R2 = 1, to pomeni, da
vsi podatki lezˇijo na krivulji, torej imamo popolno ujemanje. Enacˇba za







(Yi − Y )2
, (2.4)
kjer je Y aritmeticˇna sredina vseh vrednosti Y , Yi dejanska vrednost pri
indeksu i in fi vrednost, ki jo napove model pri indeksu i.
2.3 Nelinearna regresija
Nelinearna regresija je tip regresije, ki se podatkom prilagaja glede na neko
nelinearno funkcijo. Nelinearne funkcije so vse funkcije, ki niso oblike:
Y = c+ p1X1 + p2X2 + ...+ pkXk, (2.5)
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kjer Y predstavlja neodvisno spremenljivko, X-i eno ali vecˇ odvisnih spre-
menljivk, p-ji parametre in c konstanto. V zgornji enacˇbi lahko katerokoli
odvisno spremenljivko tudi poviˇsamo na zˇeljeno stopnjo (npr. cˇleni so lahko
kvadratni, kubicˇni, ...) in se bo to sˇe vedno sˇtelo za funkcijo, ki jo uporabimo
pri linearni regresiji.
Nelinearna regresija se lahko prilega veliko vecˇim krivuljam kot pa line-
arna, ampak nacˇeloma zahteva vecˇ truda, da najdemo optimalno prileganje.
Poleg tega tu ne moremo uporabljati R2 za dolocˇevanje, kako dobro se nasˇ
model prilega podatkom. R2 pri nelinearni regresiji ne moremo uporabljati,
ker ne drzˇi spodnja vsota:
∑
i
(Yi − fi)2 +
∑
i
(fi − Y )2 =
∑
i
(Yi − Y )2, (2.6)
kjer je Y aritmeticˇna sredina vseh vrednosti Y , Yi dejanska vrednost pri
indeksu i in fi vrednost, ki jo napove model pri indeksu i. Zaradi tega ni
nujno, da vrednost R2 pade med 0 in 1. Zato za analizo prileganja nasˇega
modela ucˇnim podatkom uporabimo standardno napako regresije (angl. stan-
dard error of the regression), ki jo oznacˇimo s kratico S.
Iskanje najboljˇsega prileganja tocˇkam se pri nelinearni regresiji naredi po
metodi nelinearnih najmanjˇsih kvadratov. Za dolocˇitev najboljˇsega prire-
janja smo v R-u uporabili funkcijo nls, katera za resˇevanje problema naj-
manjˇsih kvadratov kot privzet algoritem uporablja Gauss-Newtonov algori-
tem.
2.3.1 Gauss-Newtonov algoritem
Gauss-Newtonov algoritem je iterativni algoritem, ki resˇuje problem neline-
arnih najmanjˇsih kvadratov. Pogoj Gauss-Newtonove metode je, da je ucˇnih
vrednosti vecˇ kot parametrov. Torej, denimo da imamo ucˇno mnozˇico sesta-
vljeno iz n podatkov:
{(xi, yi), (i = 1, ..., n)} (2.7)
in da za prirejanje izberemo funkcijo f , ki je odvisna od m parametrov,
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pri pogoju da je n ≥ m:
f(x, a1, ..., am) = f(x, a). (2.8)







(yi − f(xi, a))2. (2.9)
Algoritem zacˇne z zacˇetnimi vrednostmi za parametre (ki so neki okrogli
priblizˇki optimalnih vrednosti). Zacˇne z zacˇetnimi priblizˇki a0, ki so vektor
zacˇetnih parametrov dolzˇine m, nato pa v vsaki iteraciji le te izboljˇsa:
ai+1 = ai + ∆a, (2.10)
kjer ∆a dobimo po naslednji enacˇbi:
∆a = ai+1 − ai = (JTJ)−1JT (y − f(ai)), (2.11)
kjer je:
y = [y1, ..., yn]
T , (2.12)
f(a) = [f(x1, a), ..., f(xn, a)]
T (2.13)




, (i = 1, ..., n; j = 1, ...,m). (2.14)
2.4 Model SIR
Model SIR je epidemolosˇki model za napovedovanje sˇirjenja nalezljivih bo-
lezni. Ime SIR prihaja iz dejstva, da je model sestavljen iz treh razredov.
Model napoveduje sˇtevilo ljudi, ki so dovzetni za okuzˇbo z virusom (angl.
susceptible) - S, sˇtevilo ljudi, ki so okuzˇeni (angl. infected) - I in sˇtevilo
ljudi, ki je ozdravelo ali pa umrlo zaradi virusa (angl. removed) - R. Model
sta leta 1927 zasnovala Kermack in McKendrick [15]. Model SIR napoveduje,
kako se spreminja sˇtevilo ljudi v teh treh razredih.
Spodaj so nasˇteti in opisani parametri modela:
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• N - skupno sˇtevilo ljudi v populaciji,
• S(t) - sˇtevilo dovzetnih (sˇe neokuzˇenih) ljudi na dan t,
• I(t) - sˇtevilo okuzˇenih ljudi na dan t,
• R(t) - sˇtevilo ljudi, ki so ozdraveli ali umrli za virusom na dan t,
• β - pricˇakovano sˇtevilo ljudi, ki jih okuzˇena oseba okuzˇi na dan,
• D - sˇtevilo dni, ko je oseba potjeno bolna, dokler ne ozdravi ali umre,
• γ - delezˇ okuzˇenih, ki preide v razred R na dan (γ = 1/D).
Slika 2.2: Skica prehajanja med razredi v modelu SIR.
Model SIR predpostavi, da je N konstanten, torej da ne uposˇtevamo
rojstev in smrti, ki niso posledica virusa. Poleg tega model predpostavlja
homogeno populacijo, kar pomeni, da se ne ozira na starost, druge tezˇave z
zdravjem in da je inkubacijska doba takojˇsnja. Model je sestavljen iz treh






















= 0. Za resˇevanje teh diferencialnih enacˇb smo v R-u uporabili
funkcijo ode.
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Iz parametrov β in γ lahko izracˇunamo reprodukcijski faktor R0, ki nam




= β·D. Cˇe je R0 < 1, bo vsak okuzˇeni okuzˇil manj kot eno
osebo, kar nakazuje, da bo izbruh bolezni usahnil. Cˇe pa je R0 > 1, se bo
sˇtevilo okuzˇenih vecˇalo.
Slika 2.3: Vizualizacija rezultatov pridobljenih z modelom SIR. Graf
prikazuje sˇtevilo dovzetnih, okuzˇenih in ozdravljenih skozi cˇas.
2.5 Preverjanje natancˇnosti modelov
Kot smo zˇe omenili pri linearni regresiji, statisticˇne mere R2 ne moremo upo-
rabiti pri nelinearni regresiji. Zato bomo za primerjavo modelov uporabili
standardno napako regresije (S). S nam pove povprecˇno razdaljo opazo-
vanih podatkov od regresijske krivulje. Torej to pomeni, da manjˇsa kot je









Poleg tega bomo za primerjavo modelov uporabili tudi srednjo absolutno








 · 100, (2.19)
kjer je Yi dejanska vrednost pri indeksu i in fi vrednost, ki jo napove
model pri indeksu i. Manjˇsa kot je vrednost MAPE, boljˇsi je model.
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Opis podatkov
Podatke smo pridobili s pomocˇjo centra za sistemsko znanost in inzˇenirstvo
(angl. Center for Systems Science and Engineering (CSSE)) na univerzi
Johns Hopkins. Podatke smo pridobili na naslednji github povezavi: https:
//github.com/CSSEGISandData/COVID-19. Dobili smo podatke za sˇtevilo
potrjenih smrti, okuzˇenih in ozdravljenih za koronavirusom za vsako drzˇavo
med 22. 1. 2020 in 23. 7. 2020.
3.1 Priprava podatkov
Ko smo podatke dobili, so ti bili locˇeni v treh razlicˇnih csv datotekah. Pred-
stavljali so sˇtevilo skupno okuzˇenih, mrtvih in ozdravljenih za virusom na
dolocˇen dan. Preveriti smo morali ali so podatki prisotni za vsak dan, kar je
bilo res. Podatke smo zdruzˇili po drzˇavah, saj so bile nekatere drzˇave locˇene
po provincah in regijah. Ker so bili podatki razvrsˇeni tako, da je bil vsak da-
tum v svojem stolpcu, smo morali podatke preurediti tako, da smo imeli nov
stolpec, kjer so bili zabelezˇeni vsi datumi. Ko smo to naredili, smo zdruzˇili
vse tri datoteke in dodali nove stolpce, ki so nam pomagali pri analizi.







Sˇtevilo potrjenih primerov do
dolocˇenega datuma (podatki dobljeni
iz csv datoteke).
Deaths
Sˇtevilo smrti do dolocˇenega datuma
(podatki dobljeni iz csv datoteke).
Recovered
Sˇtevilo ozdravljenih do dolocˇenega da-
tuma (podatki dobljeni iz csv dato-
teke).
Active
Sˇtevilo aktivnih primerov na dolocˇen
datum (Active = Confirmed - Deaths
+ Recovered).
Removed
Sˇtevilo ljudi, ki so umrli ali ozdraveli do
dolocˇenega datuma (Removed = Deaths
- Recovered).
Population Sˇtevilo ljudi, ki zˇivi v dolocˇeni drzˇavi.
Millions
Sˇtevilo ljudi, ki zˇivi v dolocˇeni drzˇavi
(na milijon).
ConfirmedPerM Sˇtevilo potrjenih primerov na milijon.
Susceptible
Sˇtevilo ljudi, ki se sˇe lahko okuzˇi na
dolocˇen dan (Susceptible = Population
- Confirmed).
ConfirmedLog
Logaritmirano sˇtevilo (osnova e) potr-
jenih primerov na dolocˇen dan.
Tabela 3.1: Tabela parametrov po koncˇani obdelavi podatkov.
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Rezultati
Odlocˇili smo se, da bomo kot obravnavano drzˇavo vzeli Slovenijo. Napovedo-
vali bomo sˇtevilo vseh potrjenih primerov za okuzˇbo z virusom do dolocˇenega
dneva. Tako smo se odlocˇili, saj se nam je napovedovanje te vrednosti zdelo
najbolj enostavno, poleg tega pa lahko iz teh vrednosti brez tezˇav pridobimo
tudi ostale vrednosti, na primer sˇtevilo okuzˇenih na posamezen dan, sˇtevilo
dovzetnih, ... Spodaj je graf, ki predstavlja spreminjanje sˇtevila potrjenih,
aktivnih, ozdravljenih in umrlih za koronavirusom v Sloveniji.
Slika 4.1: Potek koronavirusa v Sloveniji med 22. 1. 2020 in 23. 7. 2020.
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18. 5. 2020 opazimo velik padec sˇtevila aktivnih in narast sˇtevila ozdra-
vljenih, saj Slovenija nekaj cˇasa ni posodabljala sˇtevila ozdravljenih ljudi,
ampak je to naredila na omenjen datum. Za podatke smo se odlocˇili vzeti
podatke prvega vala. Kot je razvidno iz rdecˇe cˇrte na grafu, ki predstavlja
sˇtevilo trenutno okuzˇenih ljudi, je prvi val pri nas potekal nekje med zacˇetkom
marca in zacˇetkom maja. Za zacˇetni datum smo se odlocˇili vzeti tisti dan,
ko je bilo sˇtevilo potrjenih primerov vecˇ kot 20 na milijon prebivalcev. Pri
nasˇih podatkih je to bil 11. 3. 2020. Za podatke smo nato vzeli naslednjih 8
tednov, s katerimi smo zgradili modele za napovedovanje. Napoved za teden
n smo naredili tako, da vsi tedni pred n-tim predstavljajo ucˇno mnozˇico,
testna mnozˇica pa so podatki n-tega tedna.
Potek koronavirusa v Sloveniji lahko napovedujemo tudi na podlagi po-
datkov iz tistih drzˇav, ki so po poteku epidemije pred Slovenijo. Sprva smo
za vsako drzˇavo pogledali, kdaj je bilo sˇtevilo okuzˇenih na milijon prebivalcev
vecˇ kot 20 in drzˇave uredili po datumu. Dobili smo naslednje podatke, kjer
smo nasˇteli le drzˇave, ki so po poteku epidemije pred nami; torej tiste, ki so
vecˇ kot 20 primerov na milijon prebivalcev dosegle pred Slovenijo:
Drzˇava Datum Potrjenih na milijon
Kitajska 6. 2. 2020 21.333
Bahrajn 26. 2. 2020 20.110
Juzˇna Koreja 26. 2. 2020 24.617
San Marino 27. 2. 2020 29.412
Monako 29. 2. 2020 25.641
Italija 1. 3. 2020 27.977
Islandija 3. 3. 2020 32.448
Iran 3. 3. 2020 28.17377
Lihtensˇtajn 4. 3. 2020 26.316
Singapur 5. 3. 2020 20.159
Vatikan 6. 3. 2020 1000
Norvesˇka 6. 3. 2020 20.078
Diplomska naloga 15
Sˇvica 6. 3. 2020 24.910
Sˇvedska 8. 3. 2020 20.227
Belgija 9. 3. 2020 20.712
Sˇpanija 9. 3. 2020 22.958
Avstrija 10. 3. 2020 20.324
Danska 10. 3. 2020 45.738
Francija 10. 3. 2020 27.545
Nizozemska 10. 3. 2020 22.343
Brunej 11. 3. 2020 25.404
Nemcˇija 11. 3. 2020 22.846
Katar 11. 3. 2020 92.514
Slovenija 11. 3. 2020 27.417
Tabela 4.1: Tabela drzˇav razporejenih po datumu, kdaj so dosegli vecˇ kot
20 primerov okuzˇenih na milijon prebivalcev.
Za podatke smo vzeli drzˇave, ki so v geografski blizˇini Slovenije, imajo
podobne socialno ekonomske razmere in so po poteku epidemije nekje od 5
do 7 dni pred nami; izbrali smo Italijo, Norvesˇko in Sˇvico. Za vsako drzˇavo
smo vzeli 8 tednov podatkov od datuma, ko je bilo sˇtevilo vseh dosedaj
potrjenih primerov vecˇ kot 20 na milijon. Da lahko rezultate primerjamo
med drzˇavami, smo kot opazovane podatke vzeli sˇtevilo potrjenih primerov
na milijon prebivalcev, ne pa sˇtevilo potrjenih primerov. Napoved poteka v
Sloveniji za teden n smo naredili tako, da ucˇno mnozˇico predstavlja vseh n
tednov podatkov drzˇav, ki so po poteku epidemije pred nami in n−1 tednov
podatkov iz Slovenije. Ker imamo drzˇav v prvem delu ucˇne mnozˇice (prvih
n− 1 tednov) vecˇ, smo za te vrednosti vzeli aritmeticˇno sredino vseh.
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4.1 Linearna regresija
4.1.1 Napovedovanje z vsemi podatki
Narisali smo graf spreminjanja sˇtevila potrjenih primerov v Sloveniji od 11.
3. 2020 do 5. 5. 2020. Vsaj na zacˇetku smo opazili linearno rast podatkov
in zato kot prvo metodo uporabili linearno regresijo.
Slika 4.2: Sˇtevilo potrjenih primerov v Sloveniji od 11. 3. 2020 do 5. 5.
2020.
Za vsak teden razen prvega smo naredili napoved glede na vse prejˇsnje te-
dne. Za ucˇenje modelov smo uporabili funkcijo lm in za vsak model s pomocˇjo
funkcije summary pogledali podrobnosti modela, kjer smo dobili parametre
linearne funkcije in vrednost R2 za ucˇno mnozˇico. Dobljene parametre smo
vpisali v naslednjo tabelo, kjer Teden predstavlja teden za katerega napove-
dujemo:
Teden α β Funkcija R2
2 37.857 22.143 y = 37.857x+ 22.143 0.990
3 30.686 43.857 y = 30.686x+ 43.857 0.983
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4 36.001 10.176 y = 36.001x+ 10.176 0.985
5 38.015 -6.365 y = 38.015x− 6.365 0.992
6 36.825 7.318 y = 36.825x+ 7.318 0.993
7 34.012 44.973 y = 34.012x+ 44.973 0.985
8 30.554 99.163 y = 30.554x+ 99.163 0.967
Tabela 4.2: Tabela parametrov linearne regresije za Slovenijo, kjer smo ucˇili
na vseh podatkih.
V tabeli smo glede na dobljene parametre lahko zapisali linearne funkcije
oblike y = αx + β, kjer je y sˇtevilo okuzˇenih na dan x. Ko smo dobili
parametre linearne funkcije, smo lahko s pomocˇjo funkcije predict napovedali
vrednosti za ucˇno in testno mnozˇico. Poleg tega smo izracˇunali tudi interval
zaupanja (angl. confidence interval (CI)), ki z 95% natancˇnostjo pove, ali
bo vrednost nekje v tem intervalu (oznaka CI95). CI odgovori na vprasˇanje,
koliksˇna je srednja vrednost za nek dolocˇen x. V nasˇem primeru je to srednja
vrednost sˇtevila okuzˇenih na dolocˇen dan. Spodaj smo podali tri grafe, ki
prikazujejo napovedovanje modela za 2. teden, 4. teden in zadnji teden. Vsi
trije grafi prikazujejo dejanske podatke, napovedane podatke in CI95. V vseh
treh grafih modri krogci predstavljajo sˇtevilo potrjenih primerov, na katerih
smo se ucˇili, zeleni krogci predstavljajo sˇtevilo potrjenih primerov na katerih
smo testirali in cˇrna cˇrta je funkcija, ki nam jo je vrnila linearna regresija.
Poleg tega je z sivo barvo narisan CI95.
Glede na vrednosti R2 v tabeli 4.2 lahko recˇemo, da se podatki zelo lepo
prilegajo regresijski premici. Malo slabsˇe ujemanje opazimo v zadnih parih
tednih. Prav tako, kot je razvidno iz grafov 4.3 in 4.4, vidimo, da modeli v
prvih parih tednih dobro napovedo napredovanje sˇirjenja virusa. Opazimo
pa, da je napoved precej slabsˇa v zadnjem tednu, saj se je takrat sˇirjenje
virusa ustalilo, nasˇ model pa sˇe vseeno napoveduje precejˇsno rast.
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Slika 4.3: Graf linerne regresije za Slovenijo (napovedovanje za 2. teden).
Slika 4.4: Graf linerne regresije za Slovenijo (napovedovanje za 4. teden).
Za medsebojno primerjavo modelov smo za vsak teden izracˇunali tudi
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Slika 4.5: Graf linerne regresije za Slovenijo (napovedovanje za 8. teden).
vrednosti S in MAPE. Pri vsaki napovedi smo izracˇunali te vrednosti z
vsemi podatki, torej za n − 1 tednov, na katerih smo se ucˇili in n-tem, na
katerem smo testirali model. To je drugacˇe kot pa pri vrednostih R2, ki smo
jih dobili samo iz ucˇnega dela podatkov. Poleg tega smo izracˇunali, kaksˇne
so te vrednosti samo za testni del podatkov. Torej, cˇe smo napovedovali
dogajanje v 4. tednu, smo za dobljeni model, ki je bil naucˇen na podalgi
prvih treh tednov, izracˇunali vrednosti v samo zadnjem, 4. tednu. Te smo
oznacˇili s S7 in MAPE7. Dobljene vrednosti smo zapisali v tabelo 4.3.
Teden S S7 MAPE(%) MAPE7(%)
2 46.119 64.794 11.139 17.648
3 48.976 81.674 8.702 10.577
4 35.079 51.749 7.566 5.307
5 34.447 52.066 7.695 3.215
6 65.172 143.435 7.053 10.414
7 99.164 231.193 8.504 16.276
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8 135.352 288.849 16.548 19.764
Tabela 4.3: Tabela statisticˇnih mer linearne regresije za Slovenijo, kjer smo
ucˇili na vseh podatkih.
Iz podatkov vidimo, da je model v prvih parih tednih zelo dobro napo-
vedoval dejansko dogajanje. Predvsem za zadnje tri tedne, pa je nasˇ model
napovedoval vecˇje sˇtevilo okuzˇenih kot jih je dejansko bilo. To vidimo pred-
vsem iz podatkov MAPE7 in S7, ki se v teh tednih krepko povecˇajo. Poleg
vrednosti v tabeli 4.3 smo tudi izracˇunali S in MAPE za vseh 8 tednov, kjer
smo pri vsakem tednu vzeli podatke, ki smo jih napovedali s pomocˇjo vseh
prejˇsnjih tednov. Dobili smo S = 147.382 in MAPE = 10.979%.
4.1.2 Napovedovanje z uporabo podatkov drzˇav, ki so
po poteku epidemije pred nami
Kot je bilo opisano zgoraj, smo podatke za ucˇno mnozˇico dobili glede na
primere iz Sˇvice, Norvesˇke, Italije in Slovenije. Za Slovenijo smo vzeli podatke
le do tedna za katerega napovedujemo, za ostale tri drzˇave pa vse podatke
vkljucˇno s tednom za katerega napovedujemo. Za vsak teden napovedi smo
v spodnjo tabelo zapisali parametre dobljene s pomocˇjo funkcije lm.
Teden α β Funkcija
2 26.458 -42.550 y = 26.458x− 42.550
3 45.608 -168.578 y = 45.608x− 168.578
4 58.041 -289.510 y = 58.041x− 289.510
5 61.879 -350.950 y = 61.879x− 350.950
6 60.233 -348.949 y = 60.233x− 348.949
7 56.498 -308.545 y = 56.498x− 308.545
8 52.083 -244.823 y = 52.083x− 244.823
Tabela 4.4: Tabela parametrov linearne regresije glede na druge drzˇave.
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Kot pri napovedovanju iz podatkov pridobljenih le iz Slovenije smo tudi
tu s pomocˇjo dobljenih parametrov zapisali linearne funkcije oblike y = αx+
β, kjer je y sˇtevilo okuzˇenih na milijon na dan x. Napovedali smo sˇtevilo
okuzˇenih na milijon za posamezni teden ter izracˇunali CI95. Spodaj smo
narisali grafe napovedi za drugi, cˇetrti in osmi teden. Na vsakem grafu v
zadnjem tednu opazimo rahlo odstopanje pri ucˇnih podatkih. Temu je tako,
ker smo za napovedovanje n-tega tedna vzeli vseh n tednov podatkov drugih
drzˇav in n−1 tednov podatkov iz Slovenije. Na vseh treh grafih modri krogci
predstavljajo ucˇno mnozˇico (podatki iz Slovenije in drugih drzˇav) in zeleni
testno mnozˇico (samo slovenski podatki). Narisana je tudi cˇrta, z intervalom
zaupanja, ki predstavlja model, izracˇunan glede na ucˇne podatke.
Slika 4.6: Graf linerne regresije za druge drzˇave (napovedovanje za 2.
teden).
Tudi tukaj smo glede na posamezne modele izracˇunali vrednosti S, MAPE,
S7 in MAPE7, ki so zapisane v tabeli 4.5. Preden smo izracˇunali S in S7
vrednosti, smo morali podatke pomnozˇiti s sˇtevilom prebivalcev (na mili-
jon). Tako iz grafov kot tudi iz prej omenjenih statisticˇnih mer vidimo, da
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Slika 4.7: Graf linerne regresije za druge drzˇave (napovedovanje za 4.
teden).
Slika 4.8: Graf linerne regresije za druge drzˇave (napovedovanje za 8.
teden).
nasˇi modeli napovedo veliko vecˇje sˇtevilo okuzˇenih, kot pa jih je dejansko
bilo. To kazˇe, da je virus v Sloveniji napredoval veliko pocˇasneje, kot pa v
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blizˇnjih drzˇavah, ki so po poteku epidemije pred nami. Tako kot pri zgornji
regresiji tudi tukaj opazimo slabo ujemanje krivulje z dejanskimi podatki,
zato bomo v prihodnje uporabili sˇe nelinearno regresijo in upali, da dobimo
boljˇse ujemanje. Izracˇunali smo tudi vrednosti S in MAPE za napovedi
vseh 8 tednov. Dobili smo S = 2282.737 in MAPE = 156.697%
Teden S S7 MAPE(%) MAPE7(%)
2 111.277 147.542 42.627 37.444
3 457.811 692.494 115.296 102.329
4 900.053 1464.175 166.364 150.837
5 1303.726 2225.953 186.338 188.748
6 1625.563 2860.095 186.523 217.996
7 1888.762 3384.831 180.887 243.954
8 2104.315 3800.906 174.122 264.456
Tabela 4.5: Tabela statisticˇnih mer linearne regresije glede na druge drzˇave.
4.1.3 Napovedovanje le z enim tednom podatkov
Naredili smo tudi regresijo, kjer smo za ucˇne podatke vzeli samo en teden
podatkov. Kot podatke smo vzeli 8 tednov od datuma, ko je bilo v Sloveniji
potrjenih vecˇ kot pa 20 potrjenih primerov na milijon prebivalcev. Torej,
cˇe zˇelimo napovedati dogajanje v n-tem tednu, vzamemo kot ucˇno mnozˇico
podatke iz n − 1 tedna. Ker imamo podatkov za 8 tednov, smo naredili 7
posameznih napovedi. Napovedovali smo s pomocˇjo linearne regresije. V
spodnji tabeli so zapisani dobljeni parametri posameznih napovedi.
Teden α β Funkcija
2 37.857 22.143 y = 37.85714x+ 22.14286
3 35.714 231.571 y = 35.71429x+ 231.5714
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4 46.714 483.714 y = 46.71429x+ 483.7143
5 34.464 823 y = 34.46429x+ 823
6 21.714 1084.571 y = 21.71429x+ 1084.571
7 16 1242.571 y = 16x+ 1242.571
8 9.286 1346.571 y = 9.285714x+ 1346.571
Tabela 4.6: Tabela parametrov napovedi s podatki prejˇsnjega tedna.
Pri tej napovedi nismo narisali grafov za napoved drugega, cˇetrtega in
osmega tedna, saj se bi nekatere linearne funkcije zelo slabo prilegale po-
datkom na katerih se nismo ucˇili ali pa na njih testirali. Zaradi tega smo
narisali graf, kjer za vsak teden uporabimo napoved, ki jo dobimo iz posame-
znih modelov. Iz grafa 4.9 vidimo, da se napoved zelo lepo prilega dejanskim
podatkom. Nasˇ model je napovedal tako zacˇetno rast sˇtevila okuzˇenih, kot
tudi nadaljnjo zmanjˇsanje rasti sˇtevila okuzˇenih.
Slika 4.9: Graf modela, kjer napovedujemo samo s podatki iz prejˇsnjega
tedna.
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Ker smo sˇtevilo potrjenih za vsak teden napovedovali samo s pomocˇjo
podatkov iz prejˇsnjega tedna, pri tem modelu nismo izracˇunali vrednosti S in
MAPE za vse tedne od prvega do tedna za katerega napovedujemo. Namesto
tega smo izracˇunali statisticˇne mere samo za vrednosti, ki smo jih napovedali.
Torej izracˇunali smo samo vrednosti S7 in MAPE7, ki so zapisane v tabeli
4.7. Poleg tega smo na koncu izracˇunali vrednosti S in MAPE iz napovedi









Tabela 4.7: Tabela statisticˇnih mer linearne regresije za Slovenijo, kjer smo
za testno mnozˇico vzeli le en teden.
Opazimo, da so statisticˇne mere pri vseh tednih manjˇse kot pa pri napo-
vedih, kjer smo vzeli kot testno mnozˇico vse prejˇsnje tedne. To nam pove,
da je ta model precej boljˇsi pri napovedovanju sˇtevila potrjenih primerov za
koronavirusom.
4.2 Nelinearna regresija








kjer je y sˇtevilo potrjenih primerov na dan x, α, β in γ pa predstavljajo
parametre. Za dolocˇanje modela nelinearne regresije, smo v R-u uporabili
funkcijo nls, kateri smo morali poleg funkcije podati tudi dobre zacˇetne pri-
blizˇke za neznane parametre. Te priblizˇke smo dobili s pomocˇjo funkcije
SSlogis. Ta funkcija kot vhod vzame ucˇne podatke in izracˇuna zacˇetne vre-
dnosti za prilagajanje logisticˇne funkcije tem podatkom.
Nelinearno regresijo smo naredili samo na podatkih za Slovenijo. Za vsak
teden smo s pomocˇjo funkcije nls dolocˇili ustrezne parametre in jih zapisali
v tabelo 4.8. Ko smo te imeli, smo s pomocˇjo funkcije predF it v knjizˇnici
investr izvedli napoved. Poleg tega smo dobili sˇe interval zaupanja CI95.
Teden α β γ
2 302.440 3.343 1.625
3 582.504 8.087 4.311
4 1232.096 16.731 6.885
5 1295.518 17.434 7.072
6 1348.980 18.108 7.334
7 1393.463 18.727 7.648
8 1419.042 19.106 7.876
Tabela 4.8: Tabela parametrov nelinearne regresije za Slovenijo.
Narisali smo grafe napovedovanja za drugi, cˇetrti in osmi teden. Na grafih
je z modro barvo oznacˇena ucˇna mnozˇica, z zeleno testna mnozˇica in cˇrna
krivulja predstavlja nasˇo napoved.
Za primerjavo modelov smo izracˇunali vrednosti S, MAPE, S7 inMAPE7
in jih zapisali v tabelo 4.9. Poleg teh vrednosti smo izracˇunali sˇe S in
MAPE za vseh osem tednov, kjer smo pri vsakem tednu vzeli podatke, ki
smo jih napovedli s pomocˇjo vseh prejˇsnjih tednov. Dobili smo S = 71.985
in MAPE = 6.633%. Tako iz grafov, kot iz statisticˇnih mer je razvidno,
da se model zelo dobro prilega podatkom v zadnjih tednih, slabsˇe prileganje
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Slika 4.10: Graf nelinerne regresije (teden 2).
Slika 4.11: Graf nelinerne regresije (teden 4).
pa je v prvih parih tednih. Predvsem pri prvih dveh tednih nam model na-
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Slika 4.12: Graf nelinerne regresije (teden 8).
pove, da bo sˇtevilo okuzˇenih precej manjˇse, kot pa je dejansko bilo. To smo
tudi pricˇakovali, saj nelinearna regresija potrebuje precej vecˇ podatkov, da
se model dobro naucˇi, kot pa linearna. V prvih parih tednih pa je bilo ocˇitno
podatkov za ucˇenje sˇe premalo.
Teden S S7 MAPE(%) MAPE7(%)
2 72.315 102.230 10.607 19.610
3 95.026 161.778 14.709 20.570
4 21.795 20.689 8.562 1.899
5 21.715 28.592 7.193 2.230
6 22.614 36.869 6.379 2.558
7 21.083 31.071 5.806 2.143
8 21.806 35.416 5.429 2.452
Tabela 4.9: Tabela parametrov nelinearne regresije za Slovenijo.
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4.3 Model SIR
Pri modelu SIR smo model ucˇili le na podatkih iz Slovenije. Kot pri prejˇsnjih
dveh modelih smo tudi tukaj za podatke vzeli osem tednov od dneva, ko je
bilo potrjenih vecˇ kot 20 primerov okuzˇbe s koronavirusom. Te smo nato
razdelili na ucˇno in testno mnozˇico, kjer je ucˇno mnozˇico za n-ti teden pred-
stavljalo vseh n − 1 tednov. Za zacˇetne vrednosti nasˇega modela smo vzeli
vrednosti prvega dneva v ucˇnih podatkih. Kot zacˇetno sˇtevilo ljudi, ki se
lahko okuzˇi (angl. susceptible - S ), smo vzeli 2078943, kot trenutno sˇtevilo
okuzˇenih (angl. active/infected - I ) smo vzeli 57 in kot trenutno sˇtevilo
ozdravljenih ali umrlih za virusom (angl. removed R) smo vzeli 0.
Teden β γ R0
2 0.284954492 0.001465522 194.439
3 0.177478394 0.001192722 148.801
4 0.144783402 0.004151693 34.873
5 0.12628829 0.01201868 10.508
6 0.11185896 0.01661968 6.731
7 0.09949953 0.01832237 5.430
8 0.08902018 0.01858406 4.790
Tabela 4.10: Tabela parametrov modela SIR.
Poleg prej omenjenih zacˇetnih vrednosti model SIR potrebuje sˇe para-
metra β in γ. Ta dva smo dobili tako, da smo naredili SIR modeliranje za
62.500 parov β in γ. Za vsak parameter smo vzeli 250 vrednosti med 0 in 8 in
naredili pare. Najboljˇse vrednosti smo dolocˇili tako, da smo iskali najmanjˇso
kvadratno napako med ucˇnimi podatki za sˇtevilo aktivnih primerov in sˇtevilo
ozdravljenih ali umrlih. Ta metoda nam je vrnila neke okvirne priblizˇke teh
dveh parametrov. Sˇe bolj natancˇne priblizˇke smo dobili s funkcijo optim, ki
smo ji podali prejˇsnja β in γ in metodo, ki izracˇuna kvadratno napako med
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ucˇnimi podatki za sˇtevilo aktivnih primerov in sˇtevilo ozdravljenih ali umr-
lih. Funkcija optim opravi minimizacijo funkcije, ki jo dobi med vhodnimi
podatki. Minimizacijo opravi po Nelder-Mead simpleks algoritmu. Funkcija
nam je za vsak teden, za katerega smo izvajali napoved, vrnila parametra





Za vsak teden smo glede na dobljene parametre simulirali model SIR in
pogledali kaksˇne podatke je napovedal. Na grafih smo narisali ucˇne in testne
podatke za sˇtevilo trenutno okuzˇenih in sˇtevilo ozdravljenih ali umrlih ter
napovedi modela SIR za te dve vrednosti. Sˇtevila ljudi, ki se sˇe lahko okuzˇi,
nismo narisali, saj bi bili tako grafi nepregledni. Opazimo, da se podatki
dokaj dobro ujemajo pri ucˇni mnozˇici, potem pa nasˇ model napove precej
vecˇjo rast sˇtevila trenutno okuzˇenih, kot je dejansko bilo zabelezˇeno.
Ker zˇelimo med sabo primerjati razlicˇne metode za napovedovanje sˇirjenja
bolezni in smo pri ostalih dveh metodah napovedovali sˇtevilo vseh okuzˇenih
ljudi, moramo tudi pri modelu SIR izracˇunati sˇtevilo vseh potrjenih primerov.
Model nam je vrnil sˇtevilo trenutno okuzˇenih oseb in sˇtevilo ozdravljenih ali
umrlih, a dobimo sˇtevilo vseh potrjenih primerov te dve vrednosti enostavno
sesˇtejemo.
Vrednost reprodukcijskega sˇtevila (R0) je pri vseh tednih nenormalno
visoka, kar napoveduje, da se bo virus izjemno hitro sˇiril. Predvsem v prvih
tednih napovedi, je model napovedal izjemno visok R0. Ta se je pri zadnjih
tednih precej znizˇal in se priblizˇeval bolj realnim vrednostim. Menimo, da
smo tako visoke vrednosti dobili zaradi izjemno nizke vrednosti γ, ta je bila
majhna zato, ker med nasˇimi podatki ni bilo skoraj nicˇ ozdravelih ali umrlih
za virusom. Zaradi tega razloga nasˇega reprodukcijskega faktorja ne moremo
jemati najbolj resno. Vseeno pa lahko recˇemo da so podatki zaskrbljajocˇi,
saj bi bil ta faktor v vsakem primeru vecˇ kot 1, kar nakazuje izbruh bolezni.
Ko smo dobili model, smo izracˇunali sˇe statisticˇne mere S, S7, MAPE in
MAPE7 za vsak teden za katerega smo napovedovali. Te mere smo racˇunali
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Slika 4.13: Graf modela SIR (napoved za 2. teden).
Slika 4.14: Graf modela SIR (napoved za 4. teden).
s sˇtevilom vseh dosedaj potrjenih primerov, ker drugacˇe modelov ne bi mogli
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Slika 4.15: Graf modela SIR (napoved za 8. teden).
ustrezno primerjati. Poleg tega smo kot pri ostalih metodah izracˇunali sˇe S
in MAPE za vseh 8 tednov napovedi. Dobili smo S = 1074.322 in MAPE =
91.950%.
Teden S S7 MAPE(%) MAPE7(%)
2 673.482 951.890 100.755 186.080
3 377.932 646.843 42.481 77.385
4 473.273 927.958 42.668 82.895
5 538.840 1153.276 45.642 88.805
6 580.792 1304.380 48.578 92.934
7 611.487 1397.818 51.199 95.901
8 633.953 1435.730 53.262 96.172
Tabela 4.11: Tabela statisticˇnih mer modela SIR.
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Glede na podatke v tabeli 4.11 lahko recˇemo, da model SIR slabo napo-
veduje dejanski potek sˇirjenja virusa. Vse statisticˇne mere za testne podatke
so izjemno visoke, kar pomeni da se model tem ne prilega. Model za vsak





Cilj diplomske naloge je bila primerjava racˇunskih modelov za napovedovanje
sˇirjenja bolezni. V nalogi smo uporabili pet razlicˇnih metod: tri metode
z linearno regresijo, eno z nelinearno regresijo z logisticˇno funkcijo in SIR
model. Pri linearni regresiji smo kot ucˇno mnozˇico vzeli vse podatke iz
Slovenije, slovenske podatke samo iz prejˇsnjega tedna in podatke iz Slovenije
in blizˇnjih drzˇav, ki so po poteku epidemije pred nami. Pri ostalih dveh
metodah pa smo kot ucˇno mnozˇico uporabili le vse podatke iz Slovenije.
Metoda S MAPE(%)
Linearna regresija - Napovedovanje z
vsemi podatki
147.382 10.979
Linearna regresija - Napovedovanje z
uporabo podatkov drzˇav, ki so po po-
teku epidemije pred nami
2282.737 156.697
Linearna regresija - Napovedovanje le
z enim tednom podatkov
40.321 4.976
Nelinearna regresija 71.985 6.633
Model SIR 1074.322 91.950
Tabela 5.1: Tabela statisticˇnih mer za uporabljene metode.
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Na podlagi rezultatov vidimo, da se je najbolje odnesel model linearne
regresije, kjer smo napovedovali le s podatki iz prejˇsnjega tedna. Dobro sta
se odnesla tudi modela linearne regresije, kjer smo za ucˇno mnozˇico vzeli vse
do tedaj dosegljive podatke in nelinearna regresija. Pri prvi so se podatki
zelo lepo ujemali na zacˇetku poteka epidemije, kjer je sˇtevilo okuzˇenih raslo,
v zadnjih tednih, ko se je stanje zacˇelo umirjati, pa je model napovedoval
vecˇje sˇtevilo okuzˇb, kot jih je dejansko bilo. Pri nelinearni regresiji je za-
radi logisticˇne funkcije model zelo lepo napovedoval podatke v zadnjih parih
tednih, slabsˇe napovedi pa je imel v prvih tednih, kjer je napovedal, da bo
sˇtevilo okuzˇenih ljudi manjˇse kot je dejansko bilo. Najslabsˇe sta se pa od-
nesla model linearne regresije, kjer smo ucˇili glede na druge drzˇave in model
SIR. Pri obeh je model napovedal veliko vecˇje sˇtevilo okuzˇenih, kot pa jih je
dejansko bilo. Pri linearni regresiji je to bil dober znak, saj to pomeni, da
se virus v Sloveniji ni sˇiril tako hitro kot v drugih drzˇavah. Model SIR je
najenostavnejˇsi med epidemolosˇkimi modeli za napovedovanje sˇirjenja bole-
zni. Domnevamo, da bi boljˇse rezultate dobili, cˇe bi uporabili SEIR model,
ki ima dodaten parmeter E, kjer so ljudje, ki so se zˇe okuzˇili z virusom, am-
pak virusa sˇe ne morejo sˇiriti. Poleg tega je pri teh modelih precej drugih
parametrov, ki se jih lahko uporabi, da dobimo bolj realno napoved.
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