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In recent years statistical physics and computational complexity have found mutually interesting
subjects of research. The theory of spin glasses from statistical physics has been succesfully ap-
plied to the boolean satisfiability problem, which is the canonical topic of computational complexity.
The study of spin glasses originated from experimental studies of the magnetic properties of
impure metallic alloys, but soon the study of the theoretical models outshone the interest in
the experimental systems. The model studied in this thesis is that of Ising spins with random
interactions. In this thesis we discuss two analytical derivations on spin glasses: the famous replica
trick on the Sherrington-Kirkpatrick model and the cavity method on a Bethe lattice spin glass.
Computational complexity theory is a branch of theoretical computer science that studies
how the running time of algorithms scales with the size of the input. Two important classes of
algorithms or problems are P and NP, or colloquially easy and hard problems. The first problem
to be proven to belong to the class of NP-complete problems is that of boolean satisfiability, i.e.,
the study of whether there is an assignment of variables for a random boolean formula so that the
formula is satisfied. The boolean satisfiability problem can be tackled with spin glass theory; the
cavity method can be applied to it.
Boolean satisfiability exhibits a phase transition. As one increases the ratio of constraints
to variables the probability of a random formula being satisfiable drops from unity to zero. This
transition of random formulas from satisfiable to unsatisfiable is continuous for small formulas. It
grows sharper with increasing problem size and becomes discrete at the limit of an infinite number
of variables. The cavity method gives a value for the location of the phase transition that is in
agreement with the numerical value.
The cavity method is an analytical tool for studying average values over a distribution, but
it introduces so called surveys that can also be calculated numerically for a single instance. These
surveys inspire the survey propagation algorithm that is implemented as a numerical program to
efficiently solve large instances of random boolean satisfiability problems.
In this thesis I present a parallel version of survey propagation that achieves a speedup by
a factor of 3 with 4 processors. With the improved version we are able to gain further knowledge
on the detailed workings of survey propagation. It is found, firstly, that the number of iterations
needed for one convergence of survey propagation depends on the number of variables, seemingly
as lnN . Secondly, it is found that the constraint to variable ratio for which survey propagation
succeeds is dependent on the number of variables.
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1 Introduction
This thesis studies the connection between statistical physics and computa-
tional complexity theory, a branch of theoretical computer science. Physics
has always benefited from the practical side of computer science in terms of
algorithms and advances in numerical simulations and data analysis. Theo-
retical computer science is less concerned with coding and more similar to
mathematics, so the link to physics is not obvious. The connection between
the theoretical computer science and statistical physics has recently become
deeper, as theoretical analyses and insights have unified models from both
sides.
In statistical physics the subject of interest are collections of microscopic
objects that follow certain rules. The objective is to find macroscopic proper-
ties that abstract away themicroscopic details. Themost familiar case is point
masses interacting with Newtonian forces where statistical physics recreates
the usual thermodynamics (see e.g. [1]). In this thesis we aremore interested
in the famous Ising spins (i.e. spins that can point only up or down, or equiv-
alently have only values in ±1) interacting in a way that tends to align two
spins to point in either the same or opposite directions. In the Ising model
(see [2] for a review) the spins are placed on an orthogonal grid and all inter-
actions tend to align neighboring spins in the same direction. This situation
is called a ferromagnet. Meanwhile, a model where all interactions try to
get neighboring spins to point in opposite directions, is called an antiferro-
magnet. In this thesis, we are interested in a disordered version where both
kinds of interactions occur randomly between spins. This model is called a
spin glass. An illustration of these different spin systems is in Figure 1.
The interest in spin glasses started with the discovery that somematerials
(a) (b) (c)
Figure 1: A ferromagnet (a), an antiferromagnet (b), and a spin glass (c). Both
the antiferromagnet and the spin glass have total magnetization 0, i.e., the
same number of spins pointing up and down, but the structure is different.
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(mostly impure metallic alloys, such as CuMn [3]) behaved in an unexpected
way at low temperatures. It was noticed that these materials exhibit a cusp
in the susceptibility as a function of temperature at low temperatures [3, 4].
In other words, they have amaximum response to an external magnetic field
at a finite temperature.
The earliest theoreticalwork on spin glasses used amodel (knownas RKKY
from the names of the principal authors [5, 6, 7]) where the spins are three-
dimensional vectors and interact with randomly placed impurities with a dis-
tance decaying force. This is a close representation of the physical system.
However, it turns out that a more abstract model captures more of the es-
sential properties. For decades now, theoretical work has mostly focused on
studying a generalized Ising spin system where there are no explicit impuri-
ties. Instead, there are just spins that interact randomly.
It is remarkable that the complex physics of spin glasses is induced by this
very simple and abstract model. The wanted properties did not follow imme-
diately from adopting the model. On the contrary, powerful methods had to
be invented to analyze the Ising spin glass system. In this thesis two of these
are introduced: the replica trick, which is a mathematical tool for getting
from microscopic rules to macroscopic properties; and the cavity method,
which is amore physicallymotivatedway to obtain similar results. Both these
tools are general. They apply also outside the field of spin glass study and
even outside physics, to the problems of computational complexity theory.
Computational complexity theory is also related to deriving macroscopic
properties for collections of microscopic objects. In contrast to physics, the
main interest is in the process itself as opposed to the original microscopic
objects or the final macroscopic result. Computational complexity studies
algorithms that take as input some number n of objects and in the basic form
produce a single answer, a yes or a no. The question then is: what is the
time complexity of the algorithm, that is, how does the time required to find
the solution grow as the input grows [8]. A famous example of a complex
algorithm is that of the traveling salesman. The problem goes: given a set of
cities, can the salesman choose a route to go through each city once in a way
that the total distance traveled is shorter than a given distance. The problem
in the basic form is again answered by a single yes or no. Here the size of the
input is the number of cities. An obvious extension, and a harder problem, is
to ask what is the shortest route. In the computer science literature the basic
form is called a decision problem, while the more general form is called an
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optimization problem.
A famous result is that there is a connection between certain decision
problemswhere finding an efficient solution for one problem leads to finding
an equally efficient solution to many other problems. This result defines the
class of algorithms called NP -complete. It is due to Cook [9] for a few prob-
lems and immediately followed by an extension to about 20 more problems
by Karp [10] .
The problems in NP are hard, meaning that their time complexity as the
function of the input size grows rapidly. The traveling salesman problem
is an example of this. In contrast problems in the class P are easy, mean-
ing that their time complexity grows slowly. It is not mathematically proven
that these two classes, P and NP , are really distinct (although it is generally
believed that they are [11]). NP -complete refers to the group of problems
that are convertible to each other and that all belong to NP . The existence
of this convertibility means that research into any of these algorithms, how-
ever abstract or useless on their own, will generate useful information on all
of the problems in the class, also the useful ones. Cook and Carp did not study
the traveling salesman problem. Instead, they studied boolean satisfiability
which is the canonical NP -complete problem.
Boolean satisfiability deals with formulas of boolean logic [12], i.e., a se-
quence of boolean variables (that take values of either TRUE or FALSE) com-
binedwith the boolean operators AND, OR and NOT. An example of a boolean
formula is
x AND (NOT y) AND ((NOT x) OR z).
The question then is whether we can choose values for all the variables so
that the whole formula has the value TRUE. For a small formula such as the
example the answer is easily found, for the given example a configuration of
x = TRUE, y = FALSE, and z = TRUE makes the whole formula true. When
the number of variables involved and the number of operators used on them
both grow, finding the answer becomes harder. The satisfiability of a boolean
formula has been the subject of not only theoretical work but also of numeri-
cal studies [13, 14]. Again this is mostly because of the convertibility of other
problems to boolean satisfiability.
While computer scientists are more concerned with decision problems,
the connection to physics comes through optimization problems. In equilib-
rium physics one tries to find the state of minimum energy (ground state).
By imposing an energy function (Hamiltonian) on a computational complex-
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ity problem, we can discuss it using terms from physics. For the traveling
salesman problem the energy is simply the length of a given route while
for boolean satisfiability we might work with some measure of how many
constraints (the boolean operators AND, OR, and NOT) are violated. By us-
ing this insight combined with the Boltzmann probability measure P (E) =
exp (−E/T ) and an artificial temperature, the authors of [15] introduced the
application of the simulated annealing algorithm to optimization problems,
such as the above mentioned boolean satisfiability or the traveling salesman
problem. Simulated annealing is a numerical algorithm for finding approxi-
mate estimates for a state of minimum generalized energy, such as the short-
est route for a salesman or the minimum number of violated constraints for
boolean satisfiability.
Numerical studies onboolean satisfiability have shownan interesting phe-
nomenon. It has been found that the fraction of satisfiable formulas decreases
with increasing constraints, when testing for the satisfiability of random for-
mulas generatedwith a constant number of variables, but with varying num-
bers of constraints. Moreover, this decrease has beennoticed to grow sharper
and sharper with an increasing number of variables [13, 14]. A schematic
of this is in Figure 2. Computer scientists call this a zero-one law, while for
physicists a situation where there is a continuous transformation that turns
discrete in the limit of large system size can be called by only one name: a
phase transition.
The connection does not end there. While simulated annealing applies to
any problem where a suitable definition of energy can be formulated, fur-
ther insights have been gained by identifying boolean variables with Ising
spins. This is a natural thing to do as both are variables with just two possi-
ble values. Both the above mentioned techniques of spin glass theory have
been successfully applied to boolean satisfiability: the replica trick [16] and
the cavity method [17]. Both analyses try to find the critical density of con-
straints where the phase transition from satisfiable to unsatisfiable occurs.
While the former gives estimates that are close to the numerical results, the
latter gives a value that is believed to be exact [18].
As an intermediate step in the cavity method applied to boolean satisfia-
bility there appears an object called a survey of magnetic fields. The mag-
netic field on a spin means the tendency of other spins to try to get the spin
to point up or down. In the case of boolean satisfiability it means the ten-
dency of all the constraints to try to get one variable to take either the value
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Figure 2: A schematic of the ratio of satisfiable clauses as a function of the
amount of constraints. The curves represent tests with different problem
sizes so that green is the smallest, blue is larger and red is largest.
TRUE or FALSE. This is merely a substep for finding an analytical value for
the location of the phase transition, but it turns out that these surveys can
also be calculated numerically for a specific boolean formula [19]. This pro-
cess is called survey propagation and with it it is possible to find satisfying
assignments for very large boolean formulas close to the phase transition. It
is known from experiments that the hardest formulas occur near the phase
transition [20], which makes survey propagation all the more exciting. The
surveys give the probability of each variable taking a certain value and this
information can be used to fix the most biased variable. The process is then
repeated for the smaller problem with one less variable. While survey prop-
agation can be used close to the phase transition, it is known that it starts to
fail before reaching the critical density of constraints [21, 22].
This thesis is organized as follows. In Section 2 the replica trick on spin
glasses is described. Section 3 continues by explaining the cavity method on
a different kind of spin glass. Section 4 is an overview of the concepts of com-
putational complexity theory used in this thesis while Section 5 introduces
the cavity method as applied to boolean satisfiability. The survey propaga-
tion algorithm is presented in Section 6 and Section 7 contains my own con-
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tributions, namely a shared memory parallelization of the existing survey
propagation implementation and further numerical results. Finally, Section
8 offers a summary and conclusions.
2 Spin Glasses and the Replica Trick
The term spin glass refers to a theoretical concept and several models used in
the study of a certain type of magnetic system. While a ferromagnet reaches
a state of equilibrium at low temperatures, where all the unit magnets are
aligned, a spin glass gets to a state of frozen disorder [4]. What this means is
that the components of the system, in this thesis mostly Ising spins, tend to
get frozen values so that the thermal average value of the magnetization of
all spins is 0, but the average of correlations between spins is non-zero [23]
or equivalently the correlation between a spin at time t0 and some later time
t is non-zero [24].
Much research has focused on spin glass models, such as the Sherrington-
Kirkpatrick model [23] discussed in this thesis, simply because of their inher-
ent relevance as a theoretical model. Nevertheless, the study of spin glasses
originated from experimental phenomena, mainly from the observation that
there is a cusp in the magnetic susceptibility as a function of temperature
in some materials, such as metals with impurities [3]. The earliest attempts
at modeling the phenomenon theoretically consisted of using magnetic mo-
ments at random locations and with an aligning tendency that decays with
distance [4]. These so-called random site models were an intuitive thing to
do, since this was indeed similar to what happens in the experimental stud-
ies. Regardless, it has provenmuchmore interesting to study amore abstract
model, where the spins themselves are on a uniform lattice, and the disorder
is in the interactions, which are taken to be random. One such model is the
Sherrington-Kirkpatrick (SK) model. Other models, where the randomness is
mainly in the interactions, but the lattice is not uniform, are for example the
spin glass on a Bethe lattice [25] and the spin glass formulation of the boolean
satisfiability problem from computer science [19].
2.1 Sherrington-Kirkpatrick Model
In the SK model we study a rectangular grid of Ising spins, i.e., spins that can
only take a value up or down, or respectively +1 or −1. The Hamiltonian of
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the system is [26, 27]
H ({si}) = −
N∑
i=1
N∑
j=i+1
Jijsisj −
∑
i
hisi, (1)
whereN is the number of spins, curly brackets indicate that the Hamiltonian
is a function of the set of spins {si}, and the double sum goes over each pair
once. The first term describes the interaction between different spins and the
second the effect of a possibly site-dependent external magnetic field hi. The
bonding factors or coupling constants Jij are taken to be randomwith amean
of 0. Depending on the model, the interactions are taken to be short or long
range. Usually short range means that Jij = 0 for all non-neighboring spins,
while long rangemeans that Jij is independent of the distance, i.e., long is the
same as infinite range. The SK model is an infinite range one, and the Jij are
further constrained to have a Gaussian distribution [23].
Sherrington and Kirkpatrick calculated some properties of the model us-
ing the so-called replica trick [23]. Among these was the susceptibility, for
which they indeed got a cusp in the temperature profile, as the experiments
had shown. As the ultimate focus in this thesis is on boolean satisfiability,
the discussion hereafter will be more abstract in nature. The physical results
will not be of utmost interest and the focus is on the mathematical tools and
concepts of the replica calculation. The following subsections go through the
replica derivation explaining the concepts of replica symmetry and breaking
thereof. These concepts are also needed in order to understand the cavity
method.
2.2 The Replica Derivation
For the purposes of this work there are three results we want to find: the
free energy density per spin, an expression for the average magnetization of
a spin, and the value of another order parameter, called q, which is usually
the square of the magnetization [4]. We are interested not only in studying
a certain instance of a SK spin glass, but also of averages over different con-
figurations of the random couplings Jij. The way we will get to the order
parameters of interest is through the partition function, as is often the case
in statistical physics. It turns out that when doing the average over the distri-
bution of the random couplings, we have to do it on the free energy, instead
of on the partition function. This is because averaging over the values of the
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spins is fundamentally different from averaging over the values of the ran-
dom couplings. Averaging the partition function would amount to waiting
for both the couplings and the spins to relax, but the relaxation time of the
couplings in experimental spin glasses is orders ofmagnitude larger. Also the
theoretical model would lose its glassiness in this kind of an annealed case.
Instead, we are interested in quenching the sample, so the Jij are fixed, and
then optimizing the disordered system for its minimum energy.
The partition function and the free energy are
Z =
∑
{si}
exp [−βH ({si})] , (2)
F = − 1
β
lnZ,
where the sum in the partition function goes through all the possible con-
figurations of the spins. We denote by P (Jij) the distribution of the Jij. The
quantity from which we derive the interesting results is the average of the
free energy over the distribution P (Jij), that is
[F ]av = −β−1
∏
i<j
[ˆ ∞
−∞
dJijP (Jij)
]
lnZ,
where [ ]av means averaging over the couplings. The product goes over the
same values of i and j as the double sum in (1) and is understood to be a
double product. We have to integrate over all the couplings Jij so all in all
there areN (N − 1) /2 integrals. Wewill simplify this notation in the following
way
[F ]av = −β−1
ˆ ∏
i<j
[dJijP (Jij)] lnZ,
where the single integral sign is taken to mean all the integrations and the
limits are implicitly the same as before.
Unfortunately this is not an integral that we know how to calculate. This
is where the replica trick steps in. Consider the following series expansion
xn =
∞∑
ν=0
nν lnν (x)
ν!
.
For n small we can just take the first couple of terms, order differently, and
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get [23, 26]
ln (x) = lim
n→0
xn − 1
n
,
which is the famous replica trick. For the moment we will focus on finding
[Zn]av and only later substitute it back into the free energy. Recall the defini-
tion of Z in (2). Before taking the limit n → 0 we will do some algebra to Zn
assuming that n is an integer.
We can write
Zn =
n∏
a=1
∑{
sai
} exp [−βH ({sai })]
 ,
wherewe have introduced a new index a to go through identical copies (repli-
cas) of the system. It is conventional to simplify this notation so that the n
sums are represented by a kind of trace and the product of exponentials is
moved to a sum inside the exponent, that is
Zn =
∑
{
s1i
} · · ·
∑
{
sni
} exp
[
−β
n∑
a=1
H ({sai })
]
≡ Trs exp
[
−β
∑
a
H ({sai })
]
,
where the sum
∑
a is also a shortened version of the previous notation. We
now do the average over the distribution of the couplings. We take P (Jij) to
be a Gaussian with mean 0 and variance J2/N ,
P (Jij) =
√
N
2piJ2
exp
(
−N (Jij)
2
2J2
)
.
Doing the average [Zn]av is just calculating a vast number of similar and sep-
arate Gaussian integrals. The results can be collected back as
[Zn]av = Trs exp
β2J2
2N
∑
i<j
(∑
a
sai s
a
j
)2
+ βh
∑
i
∑
a
sai
 , (3)
where we have taken hi = h for all i [4]. It is of interest for us to write the
square of the sum over replicas as a double sum over two replica indices(∑
a
sai s
a
j
)2
=
∑
a
∑
b
sai s
a
js
b
is
b
j.
We can extract out of this sum the terms that have a = b, because sai sajsai saj =
(sai )
2(saj )
2 = 1 for all i and j. Also it is sufficient to take a sum that goes through
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each pair of replicas just once because of the symmetry and just to take care
of the factor of two, ∑
a,b
sai s
a
js
b
is
b
j = n+ 2
∑
a<b
sai s
a
js
b
is
b
j.
Now we insert this back in to the part of (3) where it appears and we get
β2J2
2N
∑
i<j
(∑
a
sai s
a
j
)2
=
β2J2
2N
N (N − 1)
2
n+
β2J2
2N
2
∑
a<b
∑
i<j
sai s
a
js
b
is
b
j.
We drop the term that is not proportional to N and we add and subtract i = j
terms, finding now
=
β2J2nN
4
+
β2J2
2N
(∑
a<b
∑
i,j
sai s
a
js
b
is
b
j −
∑
a<b
∑
i
sai s
a
i s
b
is
b
i
)
,
where the last term is again not proportional to N and can be dropped. Fi-
nally we change the double sum over i and j to a square of one sum and
rearrange the position of the factors N :
=
β2J2nN
4
+
β2J2N
2
∑
a<b
(∑
i
sai s
b
i
N
)2
.
Remember that we calculated some Gaussian integrals to get rid of the proba-
bility distribution P (Jij). We are now going to reintroduce Gaussian integrals
by applying the well known equation√
λ
2pi
ˆ
dx exp
(
−λx
2
2
+ aλx
)
= exp
(
1
2
λa2
)
backwards many times to our expression for the average of Zn. Taking λ =
β2J2N and a =
∑
i s
a
i s
b
i/N we write
[Zn]av = Trs exp
(
β2J2nN
4
)
exp
(
βh
∑
i
∑
a
sai
)∏
a<b
exp
β2J2N
(∑
i
sai s
b
i/N
)2
1/2
= Trs exp
(
β2J2nN
4
)
exp
(
βh
∑
i
∑
a
sai
)
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∏
a<b
ˆ dQa,b√β2J2N
2pi
exp
{
−β
2J2N
2
(Qa,b)
2 + β2J2N
(∑
i
sai s
b
i/N
)
Qa,b
}1/2
= exp
(
β2J2nN
4
)ˆ ∏
a<b
[
dQa,b
√
β2J2N
2pi
]
exp
(
−β
2J2N
4
∑
a<b
(Qa,b)
2
)
Trs exp
(
β2J2
2
∑
a<b
(∑
i
sai s
b
i
)
Qa,b + βh
∑
i
∑
a
sai
)
,
we have introduced a new n by n matrix Qa,b which is related to the previ-
ously mentioned order parameter q [4]. The form we have now is devoid of
all terms containing both i and j. Instead, we have terms containing a and b.
We have moved from interaction between spins to interaction between dif-
ferent replicas of the same spin. We will do one more transformation before
stopping to discuss some of the implications and properties of the result so
far. Consider the equation
∑
{
s1i
} · · ·
∑
{
sni
} exp
[∑
i
g (sai )
]
= exp
N ln
∑
{Sa}
exp (g (Sa))
 , (4)
where g is an arbitrary function and the new variables Sa are a single spin
indexed by replicas and the sum goes over all the possible values of them. Let
us prove that this equation holds:
exp
N ln
∑
{Sa}
exp (g (Sa))
 = exp
ln
∑
{Sa}
exp (g (Sa))

N
=
∑
{
Sa1
} · · ·
∑
{
SaN
} exp (Ng (Sa)) ,
where we have the same n times N sums as on the left side of (4) only in dif-
ferent order. We can change the order andwriteNg (Sa) =
∑
i g (s
a
i ) assuming
that the fluctuations do not matter in the large N limit [4]. Going back to Zn
we have
[Zn]av =
ˆ ∏
a<b
[
dQa,b
√
β2J2N
2pi
]
exp (NA [Q]) ,
A [Q] =
β2J2n
4
− β
2J2
4
∑
a<b
(Qa,b)
2 + ln
∑
{Sa}
exp
(
β2J2
2
∑
a<b
SaSbQa,b + βh
∑
a
Sa
) .
(5)
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In the limit of large N this integral is solvable with a saddle point method.
The saddle point method for integrals of the form
´
dx exp [Nf (x)] states that
in the limit of large N most of the contribution to the integral will come from
the environment around the maximum of f (x). Thus we can approximate f
by the first couple of terms from its Taylor series, i.e.,
f (x) ≈ f (x0) + f
′′ (x0)
2
(x− x0)2 .
The term with the first derivative is missing from the expansion, since the
integral is evaluated at an extremum of the function, so the first derivative is
zero. All in all the task becomes to find Qa,b so that
∂A
∂Qa,b
= 0
for all Qa,b. There are two ways to go about this, the replica symmetric way,
and the replica symmetry breaking way.
Replica Symmetric Solution
The replica indices were originally introduced in the derivation as just a way
towrite the exponentiation of a sum to order n as n separate sums. As it is just
a mathematical trick to write an equation in a different way, it is natural to
assume that the problem as well as the solution should be symmetric in rela-
tion to swapping two replica indices. As it happens, this assumption does not
give correct results [23, 4], but we shall first consider it before moving on to
breaking of the symmetry. Stated briefly, the replica symmetric assumption
amounts to specifying that [4]
Qa,b =
q if a 6= b0 if a = b , (6)
and we are left to find a solution to the single equation
dA
dq
= 0. (7)
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The equation (7) at limit n → 0 gives out a self-consistency relation for the
order parameter q [26], the solution of which can be substituted back into the
formula giving the free energy density. The key in the derivation is carrying
out the sums explicitly, using the fact [4] that
∑
{Sa}
exp
(
A
∑
a
Sa
)
≈ 1 + n ln (2 coshA) ,
when n→ 0. The final self-consistency relation for the order parameter q [4],
q =
1√
2pi
ˆ
dz exp
(
−z
2
2
)
tanh2 (βJ
√
qz + βh) ,
is in a way the solution for the replica symmetric SK model. It can be proven
[28, 29] that this equation gives a unique solution for q, which in turn gives a
unique solution for the free energy. As it happens [23], the value differs from
the one from numerical simulations by some amount and the value derived
for the entropy at T = 0 is negative, which is of course a priori wrong. Out
of the possible reasons suggested for the failure, it turned out that the replica
symmetric assumption (6) is the one that causes the wrong results. Breaking
this symmetry leads to the correct results [26] as defined by correspondence
with numerical results and a non-negative zero temperature entropy.
Replica Symmetry Breaking Solution
In the previous section we assumed that Qa,b = q for all a 6= b. It is a difficult
problem to choose Qa,b in any other way, because we intend to take the limit
where the Qa,b is a 0× 0matrix. Several ansätze were suggested for the form
of the matrix [30, 31], but the one that has endured the test of time is due to
Parisi [32, 33, 34]. In it the matrix is divided into regions, where the value
is the same within one region and each region has a distinct value qi. The
form of the regions with one division is shown in Figure 3a. Of course, we
have to define this separation in a way that allows us to take the n→ 0 limit,
see [26]. In Figure 3b the matrix is 8 × 8 and the number of regions is 3, but
for the full solution the number of regions will go to infinity. After taking
the number of regions to infinity, the matrix is shrunk to 0 × 0. In this limit
the order parameterQa,b is transformed to a function P (q) on the [0, 1] region
[32, 36]. This situation is called full replica symmetry breaking (RSB). For full
RSB the function is continuous, and for the replica symmetric case it becomes
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(a) (b)
Figure 3: A 4 × 4 Parisi matrix with one level of replica symmetry breaking
(a) and an 8× 8 Parisi matrix with two levels (b) [35].
constant [37].
It has been found that in some cases full replica symmetry breaking is
needed, while in others one step is enough [38, 39]. While the SK model re-
quires full replica symmetry breaking, for the case of boolean satisfiability
only one step of replica symmetry breaking seems to be enough [17]. We will
limit our discussion to one step replica symmetry breaking (1-RSB) here also.
We will not go through the full computation even for the 1-RSB case, only
part of it. The interested reader is referred to e.g. [26]. The interesting
transformation happens in (5) with the term
∑
a<b S
aSbQa,b. We can divide
this sum into calculations of the non-diagonal regions with Qa,b = q0 and
the diagonal regions with Qa,b = q1. We denote the sum over the elements
in the inner regions as
∑
blocks
∑
a<b∈block S
aSb. We can further simplify with∑
a<b S
aSb = 1
2
(
∑
a S
a)2. For the q0 terms we write the sum as the sumwith the
whole matrix minus sums with the regions in the diagonal. The q1 terms we
write as sums over the diagonal regions minus the main diagonal, since that
is defined as zero. All in all
∑
a<b
SaSbQa,b =
1
2
q0(∑
a
Sa
)2
+ (q1 − q0)
∑
blocks
( ∑
a∈block
Sa
)2
− nq1
 .
This is again a form that only has Sa inside the sums and thus provides for
carrying out the sums explicitly. After some calculation (see e.g. [26]) there
appears two connected self-consistency equations, for q0 and q1, which for our
purposes are the solution.
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3 Cavity Method on Spin Glasses
The cavity method was first introduced in [40] to derive the same solutions
for the Sherrington-Kirkpatrick model as had been previously gotten from
the fully replica symmetry breaking solution.
Despite the historical significance of the cavity method on the SK model,
we will skip that derivation. We will move straight to the cavity method on a
Bethe type lattice as in [25]. This is because we are interested in the boolean
satisfiability problem that has more in common with a Bethe lattice than the
lattice in the SK model.
The SK model has what is called a dense graph structure because of the
infinite range interactions; each spin is connected to all the other spins. The
various Bethe style lattices and the boolean satisfiability are on the contrary
sparse, meaning that each spin is connected to just a few other spins and the
interactions are local.
3.1 The Bethe Lattice
The Bethe lattice is a name attributed to several related types of lattices. The
most common type is the inside of a Cayley tree. A Cayley tree is a graph
that is built by starting at a root node. One then adds k + 1 new nodes and
connects them to the root node. Then one adds k new nodes neighboring
each edge node and continues repeating this process. In the graph, all nodes
or spins are connected to exactly k + 1 other nodes. We call the number of
neighbors of a node its connectivity and on a Cayley tree every node has the
same connectivity. The Bethe lattice is then theM innermost shells of a Cayley
tree of N shells, where usually M,N → ∞ with M  N . This graph has nice
properties, mainly that it does not contain loops and hence the amount of
frustration (the fact that the values of spins can not be chosen tominimize the
energy cost of all interactions, as some interactions are conflicting) is fixed
by the boundary conditions at the edge [41, 25]. Unfortunately the boolean
satisfiability problem that is eventually our subject does not produce graph
representations that are trees, they are only locally tree-like [19].
The model that we consider is that of a random graph, where each node
is connected randomly to exactly k + 1 other nodes and all such graphs are
equally probable. Generating examples of such graphs is not trivial for large
graph sizes [42, 43], but for the theoretical analysis, the exact method of gen-
erating such a graph is not important. In addition to the shape of the graph
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being random, a set of coupling constants is chosen for each interacting pair
of spins with some probability distribution. Wewill go through the outline of
the general formalism without taking the case of a certain probability distri-
bution, such as the Gaussian used in the replica formulation. In contrast to
the derivation with the replica trick, the average over the distribution of Jij
can be taken at the very end, instead of the very beginning [25].
We are interested in the free energy at the ground state. Whereas the
derivation with the replica trick wrote the partition function and got the free
energy straight from it using various mathematical tricks with varying lev-
els of soundness, the cavity method uses some simple ideas and physically
motivated assumptions.
We study a Bethe lattice with a cavity defined as a set of q spins that are
connected to just k other spins, instead of k+1 as the rest. The values of these
cavity spins are fixed. We call this graph a cavity graph. We define three
specific operations that we can do to the graph to transform it to another
cavity graph or complete it to a Bethe lattice as defined above.
The idea is to study the shift in the ground state energy with these opera-
tions and use that information to derive the energy density with the assump-
tion that in the thermodynamic limit of N → ∞ the energy is an extensive
quantity, i.e. proportional to N [25]. In other words, the difference between
the energy of a Bethe lattice with N spins to one with N + 1 spins is equal to
the energy density of one spin, e = E (N + 1)−E (N). This is the key assump-
tion, on which everything else is dependent. We use two of the operations to
derive an equation for the energy as an integral over a certain probability dis-
tribution and the third towrite a self-consistency equation for the probability
distribution.
3.2 The Cavity Method
Let us take as an example a Bethe lattice graphwith k+1 = 4 andwith 2 (k + 1)
cavity spins, i.e., spins that only have k neighbors. A portion of this graph
with all the cavity spins and their neighbors is shown in Figure 4. We will
complete this to a non-cavity graph in two different ways, using the opera-
tions of site addition and link addition [44]. Adding a site to a cavity graph
means adding a new spin, and connecting it to k + 1 cavity spins. The values
of cavity spins are fixed, but the values of normal spins are optimized so as
to find the values that give the smallest global energy. By adding two sites,
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Figure 4: An example of a cavity graph from a Bethe lattice of connectivity
k+1 = 4. The 2 (k + 1) = 8 central spins marked with red each only have k = 3
neighbors. Notice that the image of the graph is clipped at the edges, and the
actual graph continues outside the image.
we have converted the original cavity graph to a Bethe lattice of sizeN +2, as
shown in Figure 5. Adding a link means connecting two cavity spins to each
other, making them normal spins and thus requiring us to optimize their val-
ues for the smallest global energy. We can convert our cavity graph to a full
Bethe lattice by adding k+1 links, thus creating a graph of sizeN with no cav-
ity spins as shown in Figure 6. The assumption then is that one can calculate
the ground state energy density e as
e = lim
N→∞
EN/N =
EN+2 − EN
2
=
1
2
[(
EN,2(k+1) + 2∆E
(1)
)− (EN,2(k+1) + (k + 1)∆E(2))]
= ∆E(1) − (k + 1)
2
∆E(2), (8)
where EN is the total energy of an N -spin system, EN,q is the energy of an
N -spin system with q cavity spins, ∆E(1) is the energy of adding one site, and
∆E(2) is the energy of adding one link.
We now consider the third operation for a cavity graph called iteration
[44], where we add a new spin and connect it to k cavity spins. The k spins
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Figure 5: The graph is nowa full Bethe lattice. The two added spins are shown
in green and the added connections with dashed lines. The new spins as well
as the former cavity spins are now optimized for minimum global energy.
gure 4
Figure 6: A full Bethe lattice with N spins. The added links are shown with
dashed lines. The spins are no longer cavity spins and are thus optimized for
minimum global energy.
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Figure 7: A new cavity spin σ0 added in the iteration procedure as well as
the old cavity spins σi, the new couplings Ji and the effective magnetic fields
towards σi.
previously of the cavity type are now optimized for the smallest energy in
relation to the rest of the graph and the new cavity spinwith a fixed value. Let
us label the k spins turned from cavity to normal as σi and the new cavity spin
as σ0. We define hi as the effectivemagnetic field from the rest of the graph to
σi. Finally, we define Ji as the new random coupling constant between σi and
the new cavity spin σ0 (Figure 7). The energy of a new link in the iteration
procedure is thus aminimum of−hiσi−Jiσiσ0 with respect to σi. The fact that
the spins only take values in ±1 lets us write the minimum as an absolute
value of the other variables and we further want to factor the energy to a
part dependent on σ0 and a part that does not depend on σ0. This can be
done, giving
i = min
σi∈±1
[−hiσi − Jiσiσ0] = − |hi + Jiσ0|
= −1
2
(|hi + Ji|+ |hi − Ji|)− σ0 (|hi + Ji| − |hi − Ji|)
≡ −a (Ji, hi)− σ0u (Ji, hi) ,
where we have introduced new functions a and u.
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Replica Symmetric Solution
The replica symmetric (and false) assumption is that the hi as well as a new h0
defined as the coefficient of σ0 in the global energy (i.e. h0 =
∑k
i=1 u (Ji, hi)) are
independent random variables from the same distribution P (h). This allows
us to write a self-consistent equation for P (h) [44],
P (h) =
ˆ
δ
(
h−
k∑
i=1
u (Ji, hi)
)
k∏
i=1
[dhiP (hi)],
where the bar denotes an average over the distribution of all the coupling
constants as well as the distribution over random graphs. A delta function of
several variablesmeans the product of delta functions of one variable each. If
we can solve the distribution P (h), we can also solve the ground state energy
density of the whole graph, since we can write the energy shift ∆E(1) and
∆E(2) in terms of this distribution. For site addition, it is [44]
∆E(1) = min
σ0∈±1
ˆ k+1∑
i=1
i (hi, Ji, σ0)
k+1∏
i=1
[dhiP (hi)]
= −
ˆ (k+1∑
i=1
a (Ji, hi) +
∣∣∣∣∣
k+1∑
i=1
u (Ji, hi)
∣∣∣∣∣
)
k+1∏
i=1
[dhiP (hi)], (9)
where the optimization of the cavity spins σi is hidden inside i. In the next
line it is inside a and u. The optimization of the new spin σ0 is taken care of by
taking the absolute value of the sum over u. Calculating the energy of a link
addition similarly entails optimizing the values of the two connected spins,
σ1 and σ2 [44]:
∆E(2) = min
σ1,σ2∈±1
ˆ
(−h1σ1 − h2σ2 − Jσ1σ2) dh1P (h1) dh2P (h2)
= −
ˆ
max
σ1,σ2∈±1
(h1σ1 + h2σ2 + Jσ1σ2) dh1P (h1) dh2P (h2). (10)
This is the final answer in the replica symmetric case. It gives the replica
symmetric approximation for the ground state energy density.
Replica Symmetry Breaking Solution
In the replica symmetric case, we assumed that there is a single global ground
state that we could treat and use to assume a single distribution P (h) for the
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magnetic fields. This assumption is false. Instead, we have a multitude of lo-
cal ground states separated by large barriers from the global ground state, so
that our discussion must use the local ground states. See [25, 44] for detailed
discussions on the exact definition of a state. We label the states by an index
a and say that each magnetic field hai is taken from a distribution Pi (h). The
distributions in different locations vary and are taken from a new distribu-
tion of distributions: Q [P (h)]. Another assumption is that the distribution
of energies of local ground states is a Poisson distribution, meaning that we
have to define a weighting factor µ. The equations for the energy shifts (9)
and (10) do not apply as they are. Instead, the following exponential forms
give the correct results [44, 38]:
exp
(−µ∆E(1)) = −ˆ exp(µ k+1∑
i=1
a (Ji, hi) + µ
∣∣∣∣∣
k+1∑
i=1
u (Ji, hi)
∣∣∣∣∣
)
k+1∏
i=1
[dhiPi (hi)],
exp
(−µ∆E(2)) = −ˆ exp [µ max
σ1,σ2∈±1
(h1σ1 + h2σ2 + Jσ1σ2)
]
dh1P1 (h1) dh2P2 (h2).
Nowalso the functionsPi are indexed. With the energy shifts defined like this,
equation (8) applies almost directly. What remains, is to take the average over
the distributions of Pi, namely overQ [P (h)]. With thiswe have a prescription
to some specific model of interaction, e.g., Jij from a Gaussian distribution or
uniformly from ±J . The latter situation has been solved explicitly in [44] for
some analytical results. Using a method of population dynamics it is possible
to obtain numerical results with high accuracy [25, 44, 19].
4 Boolean Satisfiability, Factor Graphs and P =
NP
In order to understandwhyweare so interested in the satisfiability of boolean
clauses, we have to discuss the famousP = NP question. For an excellent and
thorough introduction to the subject and theoretical computer science in gen-
eral, see [8]. For our purposes, this thesiswill present here a very brief primer
with only a physicists interest in the mathematical details and definitions.
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4.1 On the Theory of Computation
When discussing the P = NP question a central concept is the Turing ma-
chine. For this and most other discussions it is not really necessary to know
the mathematical details of how a Turing machine is defined in terms of the
operations it can perform and the language it recognizes. What is impor-
tant, is that it gives us a proof that we can relatively safely discuss algorithms
and their performance in the thermodynamical limit of problem size N →∞
using the inexact language of pseudocode that one might use for describing
an algorithm to be implemented on a computer. We will remain safe in the
knowledge that the mathematics is there in case it is needed, but we can use
terms familiar to a physicist with some programming proficiency.
The key concept is that of the big O notation of computational time com-
plexity. It describes how the time taken to calculate a function or algorithm
depends on the size of its input. Consider the following pseudocode for sum-
ming a list of numbers:
function sum(aList)
sum := 0
for each number aNumber ∈ aList do
sum := sum + aNumber
return sum,
where := means assigning a value to a variable and the other symbols take
their self-evident meaning.
Let us derive the time complexity of this function. There are two rows
where the variable sum is manipulated and one where it is simply returned
out of the function. All of these take a constant amount of time regardless of
the size of the list. The rowwhere the variable sum is incremented is repeated
for each number on the list. For our analysis, there remains only the row
where the variable aNumber is assigned to each member of the list one by
one, and this can also be assumed to take a constant time. All in all the time
taken, whenwe count the time taken for each row is 1+1·n+1·n+1 = 2n+2. We
say that the time complexity of our function sum is O (n), by which we mean
that as n goes to infinity, there exists some constant c so that the function takes
less time than cn. Clearly here one such c could be 3, since 3n > 2n + 2 for all
n > 3.
This treatment assumed that taking a number froma list is a task that takes
a constant time. We always have to be careful to onlymake such assumptions
22
if they are correct. It is reasonable to assume a list that can be accessed in
constant time, but it is also easy to imagine a list where taking a number takes
for example a time comparable to the size of the list.
Consider writing the numbers on rocks and laying them out in a row, this
being the list. Now consider you have a stationary adding machine that you
have to bring the rocks to. Nowalso imagine the rocks being so heavy that you
can only carry one at a time. Then clearly the above analysis of the function
sum is wrong, because the first numbers are close by and therefore fast to
get to, but the last ones are a distance comparable to n away and take a long
time to access. Wewill not consider such contrived examples further, but it is
necessary to keep in mind how long each operation on the pseudocode takes.
This is the price we pay for working on a higher level of description instead
of straight at the Turing machine level.
Let us take another example, that of finding the largest difference between
numbers in a list:
function largestDifference(aList)
largestDifference := (−∞)
for each number aNumber ∈ aList except the last
for each number anotherNumber ∈ {numbers
after aNumber on the original aList}
currentDifference := |anotherNumber−aNumber|
if currentDifference > largestDifference
largestDifference := currentDifference
return largestDifference
Again there are two rows that take constant time, the first and the last. All the
three rows that are repeated in the innermost part take constant time. What
remains is to find out how many times they are repeated. Clearly the first
for repeats what follows n − 1 times, where n is the size of the list. But the
next for repeats over a different sized list each time. On the first go it goes
through n− 1 numbers, on the next through n− 2, and so on. Finally it is left
with just one number. There is a closed form formula for this kind of a sum∑n−1
i=1 i = n (n− 1) /2. So all in all the time taken is
1 + 5n (n− 1) /2 + 1 = 5n2/2− 5n/2 + 2,
where we have again assumed that getting a number both from the list and
from a specific slice of the list is a constant time operation. The time com-
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plexity then is O (n2). Notice how all the lower orders of n have no effect, as
we are only interested in the large n limit. We do not have to always go even
to this level of tedious bookkeeping in order to find out an algorithm’s time
complexity. We can just immediately see for example for the largestDif-
ference function that it goes through the list twice the second time inside
the first, so we immediately know that it takes O (n2) time. We just have to
be very careful that we really know how long each portion of the code takes.
Notice how both of these algorithms take an amount of time polynomial in
the size of the problem. With this background and before going to P = NP ,
we are now ready to start the discussion of the boolean satisfiability problem.
4.2 Boolean Satisfiability Problem
Consider a set of boolean variables {xi}, i.e., a set of variables, each of which
can take only the values TRUE or FALSE. A boolean formula is a collection of
these variables with repetition combined with the operators AND (∧), OR (∨),
and NOT (denoted by a bar over the negated variable or group of variables).
One example of such a formula is
(x1 ∧ x2) ∨ x3 ∨ (x4 ∨ x5).
Without losing generality [18], we restrict ourselves to formulas of the form
M∧
a=1
(
k∨
i=1
zai
)
.
We take a conjunction (AND) of so-called clauses, that consist only of a fixed
number k of single, possibly negated variables combined with OR. Here zai
means the i:th variable of the a:th clause either negated or not, i.e., zai ∈
{xi, xi}. This form is known in the literature as k-conjunctive normal form, or
k-CNF for short [18].
The satisfiability problem is to find out whether there is an assignment of
truth values to the variables {xi} so that the truth value of the whole formula
is true. We call such anassignment a configuration,withC ∈ {TRUE, FALSE}N ,
whereN is the number of variables. This seemingly simple question is of im-
mense importance.
Now let us write an algorithm to solve this problem:
function solve(variables, clauses)
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solved := false
for each configuration aConfiguration ∈
{possible configurations of the variables}
if aConfiguration makes all clauses satisfied
solved := true
return solved
Clearly in this algorithm some rows take anything but a constant time. The
repetition goes through all possible configurations of the variables, that is,
the following part is repeated 2N times, where N is the number of variables.
Wewill not write an algorithm for checking whether a configuration satisfies
a formula, but we can reason how long such a function should take. Such
an algorithm should go through all the M clauses once and it should take
at most an amount of time proportional to k, the number of variables in a
clause. Since k is a constant independent of the size of the problem, the time
complexity of this check is thus O (M) and the total time complexity of the
solving algorithm is O (2NM). We are only interested in studying problems
with the ratio of clauses per variable a constant α = M/N independent of
the problem size, so we can further simplify the complexity to O (N2N). This
algorithm takes an amount of time exponential in the problem size.
4.3 P = NP
Consider a different algorithm for solving the satisfiability problem:
function nondeterministicSolve(variables, clauses)
solved := false
choose one random configuration aConfiguration ∈
{possible configurations of the variables}
if aConfiguration makes all clauses satisfied
solved := true
return solved
Clearly this algorithmdoes not takeO (N2N) time, but instead justO (N). Why
is this interesting? Because this is precisely the way the class of problems
called NP is defined. This statement requires some clarification. The theory
of computation using Turing machines is made easier by deriving concepts
of higher abstractionwith straightforwardmethods from lower abstractions.
One such abstraction is a non-deterministic Turing machine that can take a
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guess. The definition for the non-deterministic Turing machine is that it al-
ways guesses “correctly”. Using this definition the above algorithm solves
the boolean satisfiability problem in polynomial time. The letters P and NP
stand for polynomial and non-deterministic polynomial. The often heard dis-
tinction of polynomial versus exponential time is partly justified because it
can be proven that any non-deterministic algorithm can be simulated by a
deterministic one in exponential time by just going through all the possible
combinations [8].
The problem classes P andNP are just the two innermost classes in the hi-
erarchy of problem classes. Let us consider a boolean formula that is known
not to be satisfiable and then ask what is theminimum amount of unsatisfied
clauses in the formula. This problem, called an optimization one, is not solv-
able in polynomial time even on a non-deterministic machine, since there is
no simple check for whether a solution is a minimum. The only option is to
go through all the options keeping track of the minimum, and this truly takes
exponential time.
4.4 Boolean Variables as Spins and the Factor Graph Pre-
sentation
The obvious way to write down a specific boolean formula is of course the
formalready introduced using propositional calculus, i.e., as logical variables
{xi} connected by the operators AND, OR, and NOT. With this representation
all xi ∈ {TRUE, FALSE} and testing whether a formula is satisfied with a con-
figuration of variables C ∈ {TRUE, FALSE}N , amounts to using the simplifica-
tion rules of propositional calculus (FALSE∨FALSE = FALSE, TRUE∨x = TRUE,
TRUE ∧ TRUE = TRUE, FALSE ∧ x = FALSE) successively to finally get a single
TRUE or FALSE.
But there is another way. A boolean variable is an object that can have
one of two values, TRUE or FALSE. An Ising spin is also an object that can
take one of two values, ±1. We can describe a boolean formula as a similar
structure to the Bethe lattice studied in the previous chapter. While for spin
glasses each interaction is pairwise between two spins, for a boolean formula
there are interactions between a group of spins. We can visualize this as a
graph with two kinds of vertices. One type of vertice is spins as with the
Bethe lattice. The other type is called a function or factor in the literature.
Each interaction (clause) is represented by this latter type of vertice. In figure
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Figure 8: The factor graph presentation of boolean formula. The squares
mark clauses and we call them function nodes or factors while the circles
mark variables and we called them variable nodes. A variable that appears
negated in a clause is connected with a dashed line and a variable that ap-
pears plain is connected with a full line.
8 there is an example of such a structure, called a factor graph [45] for the
following example formula:
(x1 ∨ x¯3 ∨ x4) ∧ (x¯2 ∨ x3 ∨ x¯5) .
Wecan nowvisualize a boolean formula as similar to a graph of connected
spins. What about the satisfiability of a formula? A boolean formula is sat-
isfied, if given a configuration of variables with specific values of TRUE or
FALSE, it simplifies to TRUE. It is not satisfied if it simplifies to FALSE. What
we will do is write a Hamiltonian that takes the value 0 if the formula is satis-
fied and a value greater than zero if it is not. We have restricted our formulas
to a form where we need each of the clauses to take the value TRUE for the
whole formula to be TRUE. This suggests that we should take [46]
H (C) =
M∑
a=1
Ea,
whereEa is the energy of each clause. If the clause is TRUE,Ea = 0, andEa > 0
if it is FALSE. It does not really matter what is the exact form of Ea [19], so we
simply choose one way. The following formula has the property that Ea = 1
for a value of FALSE and Ea = 0 for a value of TRUE:
Ea =
k∏
r=1
1 + Jar σir
2
,
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where ir is an index between 1 and N , σi is a spin corresponding to the vari-
able xi with σi = 1 if xi = TRUE, and σi = −1 if xi = FALSE. The coupling
constant Jai is a number in ±1 so that Jai = −1 if xi is negated in the clause a
and Jai = 1 otherwise. With these definitions we are ready to apply the cavity
method to the problem of boolean satisfiability.
5 Cavity Method on Boolean Satisfiability
The cavity method is a tool to analyze the properties of a randomly shaped
graph taken from a probability distributionwith random couplings following
their own probability distribution. In Section 3 we studied spin glasses on a
Bethe lattice, but here the kind of graphwe are interested in is that of boolean
satisfiability in its form called 3-SAT. This means that the formulas are orga-
nized as clauses of three variables each connected with OR whereas clauses
are connected by AND. We produce a random sample of a 3-SAT problem by
taking N variables and connecting each distinct triplet of variables with a
function (factor) node with the probability 6α/N2. For each function node we
take coupling constants with equal probability from ±1. This gives on aver-
age a total of M = αN function nodes and a connectivity of variable nodes
taken from a Poisson distribution with mean 3α [19].
The cavity method analysis of boolean satisfiability proceeds in much the
same way as for the Bethe lattice. We will deal chiefly with the 3-SAT version
of boolean satisfiability. We define again a cavity graph. Now it is defined as
the original problemwithN variables, but where we fix the values of 2r vari-
ables. Here r is a random number taken from the same Poisson distribution
with mean 3α as that used for the original graph. We choose this distribu-
tion because we are going to add a new variable connected to these 2r cavity
variables through r new function nodes. This gives the (almost) correct con-
nectivity for the new variable. There is a small error, as the new SAT problem
has function nodes that have been generated in proportion to N−2 instead of
(N + 1)−2 making the total average connectivity slightly too high. We will ad-
dress this issue later on. [19]
28
Replica Symmetric Solution
To get forward we suppose that the energy of the original cavity graph can
be written as an additive function of the fixed values of the cavity spins [19]
E
({
σ1i , σ
2
i
})
= A−
r∑
i=1
(
h1iσ
1
i + h
2
iσ
2
i
)
, (11)
where we could have as well written the sum to go through 2r values. We
chose instead to write the two cavity variables to be connected to each new
function node separately. Here A is a constant whose value does not matter.
We want to calculate the energy when adding a new spin and the corre-
sponding functions. We add a spin and keep the new spin fixed but optimize
the values of the previous cavity spins for smallest global energy. We do this
by denoting the new energy as
E (σ0) = A−
r∑
i=1
(
1i + 
2
i + Ei
)
,
whereA is the same constant. The ji are the optimized link energies from the
magnetic fields to the former cavity spins. The energy of each new function
node is Ei. Without writing the factors explicitly, we assume that these can
again be factored as a part dependent on the value of σ0 and a part indepen-
dent of σ0, in other words
E (σ0) = A−
r∑
i=1
a
({
J ji
}
,
{
hji
})− σ0 r∑
i=1
u
({
J ji
}
,
{
hji
})
. (12)
As with the Bethe lattice, we identify
h0 =
r∑
i=1
u
({
J ji
}
,
{
hji
}) ≡ r∑
i=1
ui, (13)
which again is used in building a self-consistency equation for the distribu-
tion of magnetic fields P (h). The exact form of the self-consistency relation
is dependent on the interactions, so it is obviously different from that of the
Bethe lattice spin glass. The magnetic field at the new variable is a sum of
the cavity biases ui it receives. By averaging over the Poisson distribution
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marked f3α (r) of the random choice for the number of new functions we get
P (h) =
∞∑
r=0
f3α (r)
ˆ
δ
(
h−
r∑
i=1
ui
)
r∏
i=1
[duiQ (ui)] , (14)
where Q (u) is the distribution of the cavity biases. These are in turn depen-
dent on the inputmagnetic fields
{
hji
}
, sowe can complete the self-consistency
with the second of the two dependent equations [19]
Q (u) =
ˆ
δ [u− u ({J j} , {hj})] dh1dh2P (h1)P (h2). (15)
If we assume that the previous equations for P (h) and Q (u) allow us to
solve P (h) we can calculate the shift in energy when we add one spin. This
is the same as the ground state energy density with the assumption that the
energy is an extensive quantity. By subtracting the energy of the original
cavity graph (11) from the energy of theN+1 graph (12), we get for the energy
shift with a specific value of r[19]
∆E =
r∑
i=1
[−ai + (h1iσ1i + h2iσ2i )]− σ0 r∑
i=1
ui.
If we now optimize this for the values of both the original cavity spins and
the new spin, we get
∆E =
r∑
i=1
[−ai + ∣∣h1i ∣∣+ ∣∣h2i ∣∣]−
∣∣∣∣∣
r∑
i=1
ui
∣∣∣∣∣ .
Finally, by averaging this over the choice of r, the random couplings J , and
over all the random graphs we get
∆E =
∞∑
r=0
f3α (r)
ˆ
∆E
r∏
i=1
[dh1i dh
2
iP (h
1
i )P (h
2
i )].
This is almost the final answer for the ground state energy density, but we
need to make a correction for having slightly too many function nodes as
mentioned before. We delete on average 2α function nodes after adding a
new variable. Each deletion shifts the energy by [19]
∆E ′ =
ˆ ( 3∑
i=1
|hi|+ min
σ1,σ2,σ3∈±1
[
E (σ1, σ2, σ3)−
3∑
i=1
hiσi
])
3∏
i=1
dhiP (hi),
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giving finally the energy density as
e = ∆E − 2α∆E ′.
Replica Symmetry Breaking Solution
As with the Bethe lattice, the replica symmetry breaking assumption is that
we have amultitude of local ground states instead of a single global one. Sim-
ilarly, instead of handling directly the distributions P (h) and Q (u) we must
look at so called surveys on these distributions, i.e., distributions of distri-
butions: P [P (h)] and Q [Q (u)]. The simple iteration equation for a magnetic
field (13) now gets an extra exponential reweighting term [19]. So the replica
symmetry breaking self-consistent pair of equations for cavity biases and
magnetic fields (14) and (15) becomes
Qi (u) =
ˆ
exp
[
µ
(
a
({
J j
}
,
{
hj
})− ∣∣h1∣∣− ∣∣h2∣∣)] (16)
× δ [u− u ({J ji } ,{hji})] dh1dh2Pi (h1)Pi (h2) ,
P0 (h) =
ˆ
exp
[
u
∣∣∣∣∣
r∑
i=1
ui
∣∣∣∣∣
]
δ
(
h−
r∑
i=1
ui
)
r∏
i=1
[duiQ (ui)] . (17)
Notice that in these equations both the average over the distribution of cou-
pling and the average over the choice of r are missing. This is because we
do not expect to find a closed form for the solution of this pair of equations,
but instead iterate with this update mechanism on a population dynamics al-
gorithm [19, 47] and collect detailed numerical statistics. The average over
the couplings and choices of r is done in the population dynamics algorithm
by successively choosing new couplings and new r. The weighting factor µ
needs to be taken into account also when calculating the energy.
The iteration equations (16) and (17) are defined for creating a new sur-
vey on magnetic fields, but they could equally well be used to define a new
survey on cavity biases. This updating of cavity biases based on neighbors
is at the heart of an algorithm called survey propagation for solving a single
instance of a satisfiability problem. In it the weighting factor µ is fixed, and
the delta functions and other mathematical subtleties are mostly abstracted
out for efficient and simple implementation on a computer. The following
section describes the algorithm first in the replica symmetric and then in the
replica symmetry breaking way. Instead of starting from the equations, an
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intuitive understanding of the algorithm is emphasized.
6 Survey Propagation
The analysis of the previous section inspired an efficient algorithm for solv-
ing random instances near the satisfiable-unsatisfiable boundary that was
mentioned in the introduction. This algorithm, which is derived from analyt-
ical results specifically on a random instance, does not fare equally well on
some handcrafted hard instances [48, 49], but for truly random instances it is
extremely efficient.
Survey propagation (SP) is understood easiest when described in terms of
factor graphs. The order of presentation here will follow loosely that of [50].
We will first go through the warning propagation (WP) algorithm which is
easier to understand if not very useful in itself. However, WP is an essential
substep as it introduces the same key concepts that are used also in survey
propagation.
6.1 Warning Propagation
Both the propagation algorithms work by passing messages from node to
node. In warning propagation the important messages are cavity fields and
warnings. A warning is something a function node sends to a variable node
and a cavity field is something that a variable node sends to a function node.
A warning can be either 0 or 1; read as “no warning” or “warning”, respec-
tively. The meaning of a function node sending a warning (i.e., the value 1)
is that it needs the variable to take the correct value in order to be satisfied.
Remember that every function node needs to be satisfied for the formula to
be satisfied, but it is sufficient for just one variable to satisfy a clause. A cav-
ity field is a number that is either positive, negative or zero. A positive cavity
field sent from a variable to a function node means that in the absence of the
function node the variable would prefer to be TRUE, a negative cavity field
means FALSE, and 0means that the variable does not have a preference. The
meaning of preference here is just what the other function nodes are telling
the variable node. The way the function nodes tell a variable something is by
sending warnings. This is best clarified through an example.
Suppose we know for a small segment of a graph shown in Figure 9 all
the warnings except the one sent from function node a to variable node i,
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Figure 9: Related to the calculation of the warning from a to i. The informa-
tion needed is the set of couplings shown as dashed or full lines and the set
of warnings shown as numbers in the lines connecting the different bxy to jx.
that is all warnings bxy → jx are known numbers in {0, 1} and their values are
shown in the figure. Here and elsewhere in this thesis letters a and b refer to
functions and letters i and j refer to variables. Variables that appear negated
in a clause are marked by a dashed line. The segment pictured in Figure 9
corresponds to the formula
j1 ∧ j1 ∧ j2 ∧ j2 ∧
(
j1 ∨ j2 ∨ i
)
.
This particular formula is obviously not satisfiable, since there are conflicting
demands on j2. As this formula does not constitute thewhole original boolean
satisfiability problem, the whole problem can still be satisfiable. In actuality
the clauses b2y could be linked to other variables not shown in this segment.
It is worth noticing that the graph is cut above the bxy functions and below
the variable i, since we do not need to know about them for calculating the
warning from a to i.
Let us go through the calculation from left to right using the language of
personification as used up to this point. We will soon translate this into exact
mathematical formulation. In order to calculate the warning from a to i, we
need the cavity fields from the variables jx to a. For getting those we need the
warnings from bxy to jx.
Let us consider first the cavity field from j1 to a. In the absence of a, j1
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would be TRUE, since both b1y are warning it that they need j1 to be TRUE.
Thus the cavity field of j1 tells a that j1 will be TRUE, and a knows that this
means that j1 will be of no help, as a would want a FALSE from j1. Next a
turns to j2 for help. The function b21 does not send a warning to j2, which
leaves j2 free to listen just to b22 that does send a warning. The effect is that
j2 sends a positive cavity field (meaning it takes the value TRUE) to a, which
immediately satisfies a. Now that a is satisfied, it does not need anything
from any other variables, so it sends a warning of 0 to i, meaning i is free
to do as other functions demand. Suppose the warnings of b21 and b22 were
reversed. Then j2 would choose FALSE, a will not be satisfied by j2 and a
would correspondingly send a warning of 1 to i.
With the addition of some notation we are now ready to write the cal-
culation of a single warning as a simple equation. Let a warning sent from
function a to variable i be wa→i, the coupling between a function (clause) a
and a variable i be Jai so that Jai = −1 if i appears negated in a and Jai = 1 if
i appears plain. Let a cavity field from variable i to function a be cfi→a and
finally let θ be the Heaviside step function. Also denote by V (a) the set of
variables connected to a and by F (i) the set of functions connected to i. The
new value of the warning sent from a to i is
wa→i =
∏
j∈V (a)\i
θ
(−Jaj cfj→a) ,
cfj→a =
∑
b∈F (j)\a
J bjwb→j.
On first look this seems like a chicken-and-egg problem: in order to calcu-
late any warning we already have to know the value of all other warnings. It
turns out that this is exactly the case. The solution is to start from purely ran-
dom initial warnings and to update all the warnings from the current value
of the other warnings. The process is iterated over many times successively
in the hope that at some point a fixed point set of warnings is reached. Then
all the warnings will have converged to values that do not change anymore
when calculated again from the other warnings. This assumption of conver-
gence seems prettymiraculous, but for a special class of factor graphs that are
trees, i.e., they do not contain any loops, it can be proven to hold [45]. Unfor-
tunately, it is known from empirical tests that for general factor graphs with
loops, this simple algorithm does not converge. The key benefit of the sur-
vey propagation algorithm is that it often converges for graphs that are not
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trees. The condition for convergence is that the graph is locally tree-like, i.e.,
the loops are long [50, 19]. Before we go on into SP, we still need to see how
the set of fixed point warnings can be used to solve the underlying boolean
satisfiability problem, which after all has been our main aim all along.
We will go through a step by step example of solving a small boolean sat-
isfiability problemwith warning propagation. The steps are shown in Figure
10. Consider the factor graph and the fixed point warnings shown in Figure
10a. Let us solve this first by heuristic reasoning, before again writing an
exact formulation. In the graph, some variables receive non-zero warnings,
while others receive only zero warnings. Remember that a warning from a
function to a variable means that the function absolutely needs the variable
to be satisfied. If a variable receives conflicting warnings from two func-
tions, in other words the variable is commanded to take two opposing values
at once, we can immediately say that the formula is not satisfiable. A happier
situation arises when one or more functions demand the same value from a
variable. Then we can simply fix that variable. After fixing we have to see
what happens to the other functions connected to the fixed variable: If they
too are satisfied, they can be completely removed; if they are not, their ties
with the fixed variable can be severed.
We can do the fixing in arbitrary order, e.g., starting with the variable
1 (Figure 10a). The variable 1 receives a warning from a, telling it to take
the value FALSE. This value does not satisfy b, so the coupling from b to 1 is
severed, but b is not removed (Figure 10b). Next we fix the value of 2, again to
FALSE and remove function bwith its connections and the connection of c and
2 (Figure 10c). Variable 3 does not get any warnings, so we do not fix it yet.
We fix 4 to TRUE (Figure 10d). Finally we fix 5 and 6 and remove e and f and
cut ties accordingly (Figure 10e). Now we are left with a reduced problem,
and we can start again by iterating from random warnings to get the fixed
point warnings. In this case the graph is remarkably simple and the fixed
point warning is trivially found (Figure 10f), so we can fix the value of 3. We
now have a full solution to the boolean satisfiability problem corresponding
to the factor graph.
To put the solution of a boolean satisfiability problemusing the set of fixed
point warnings on a mathematical founding, we introduce two values, the
local field Hi and contradiction number ci of variable nodes [50]:
Hi =
∑
b∈V (i)
J biwb→i,
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Figure 10: The full solution step by step for the boolean satisfiability formula
using the set of fixed point warnings. See the text for detailed explanation.
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ci =
1 if
(∑
b∈V+(i)wb→i
)(∑
b∈V−(i)wb→i
)
> 0
0 otherwise,
where the notation V± (i) means neighboring function nodes of i, where i
appears non-negated and negated respectively. If any variable node has a
contradiction number of 1, it instantly means that the whole formula is un-
satisfiable, because two functions would need two different values from the
variable. In the situation where all contradiction numbers are 0, we can use
the local fields to fix all the variables that have a nonzero local field. We fix
these variables to the sign of the local field, i.e., positive to TRUE and negative
to FALSE. After fixing all the variables with non-zero local field and reduc-
ing the problem accordingly, we run warning propagation again to find new
fixed point warnings. If it happens that at some iteration all the local fields
(and warnings) are zero, the problem is underconstrained. Then we can fix a
random variable to a random value, and iterate warning propagation again.
6.2 Survey Propagation
Survey propagation uses the same warnings as WP but adds a layer of in-
direction. Instead of sending warnings, the algorithm uses surveys that are
probabilities of sending a warning. The value of a survey, denoted ηa→i is real
in the interval [0, 1], while in WP the warnings were integers 0 or 1. Simi-
larly to WP, the SP algorithm works by starting from random initial surveys
and updating them sequentially, until hopefully a fixed point set of surveys
is reached. Whereas WP only converges for trees, SP can converge also for
general graphs with loops. Numerical experiments show that this is often the
case [50]. The equation for updating a survey from a function a to a variable
i, ηa→i, is [50]
ηa→i =
∏
j∈V (a)\i
[
Πuj→a
Πuj→a +Π
s
j→a +Π
0
j→a
]
,
where the non-normalized probability functions Π are written as [50]
Πuj→a =
 ∏
b∈V sa (j)
(1− ηb→j)
1− ∏
b∈V ua (j)
(1− ηb→j)
 ,
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Πsj→a =
 ∏
b∈V ua (j)
(1− ηb→j)
1− ∏
b∈V sa (j)
(1− ηb→j)
 ,
Π0j→a =
∏
b∈V (j)\a
(1− ηb→j) ,
where the superscript s is short for satisfying, u for unsatisfying, and 0 for
the neutral or indifferent case. We denote as V sa (j) (V ua (j)) the set of func-
tion nodes, excluding a, that neighbor j and that want the same (different)
value from j as a. These are the function nodes that tend to cause j to satisfy
(unsatisfy) a.
The survey ηb→j is the probability of b sending awarning to j, i.e., the prob-
ability that b needs j to take a certain value in order to be satisfied. Accord-
ingly, (1− ηb→j) is the probability that b does not care which value j takes.
Let us go through themeaning of the functionsΠ. The product
∏
b∈V sa (j)(1−
ηb→j) is the probability that none of the functions b, wanting the same value
out of j as a does, care about the value of j. The value in the second square
brackets is the probability that one or more of the functions in V ua (j) do care
about the value of j. In total Πuj→a is the non-normalized probability that j
will take the wrong value from the point of view of a. The other functions Π
are needed to normalize the probability.
After this the new survey ηa→i is easily understood as the probability that
all the other variables j take the wrong value for a. Equivalently, it is the
probability that a needs i, i.e., that a sends a warning to i. If one of the prod-
ucts in the equations is over an empty set, the product is 1 by definition. This
is because all the products amount to probabilities that none of the members
of the set send a warning. The probability that no one sends anything from
an empty set is 1.
The fact that SP does often converge to a set of fixed point surveys is quite
remarkable. Nothing has been explicitly done to guarantee convergence. In-
deed, SP does not converge for problems with the value of the clause to vari-
able ratio α within the satisfiable region but too close to the phase transition
[21]. SP usually finds fixed point surveys for randomly generated instances
close to the phase transition.
Once we have the set of fixed point surveys, we can use them to solve
the underlying satisfiability problem. We define different functions Π, once
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again a neutral one but this time a positive and a negative one too [50]:
Πˆ+i =
 ∏
a∈V−(j)
(1− ηa→i)
1− ∏
a∈V+(i)
(1− ηa→i)
 ,
Πˆ−i =
 ∏
a∈V+(i)
(1− ηa→i)
1− ∏
a∈V−(i)
(1− ηa→i)
 ,
Πˆ0i =
∏
a∈V (i)
(1− ηa→i) .
Thus Πˆ+i (Πˆ
−
i ) is the non-normalized probability that no neighbor wants i to
be FALSE (TRUE) and at least one neighbor of i wants i to be TRUE (FALSE).
The normalized counterparts to these are the weights
W+i =
Πˆ+i
Πˆ+i + Πˆ
−
i + Πˆ
0
i
,
W−i =
Πˆ−i
Πˆ+i + Πˆ
−
i + Πˆ
0
i
,
W 0i = 1−W+i −W−i ,
whereW± are a measure of how biased the variable i is towards either truth
value. The neutral W 0 is the bias towards indifference. In the case of all
surveys being 0 all the weights are 1/3 and survey propagation can give no
further information. If this situation arises, the formula is most likely under-
constrained and solved easily by a local search algorithm such as simulated
annealing [50]. In the case of non-zero surveys, the weights will get differing
values and we can use them to fix a variable. We choose the variable with
the largest difference between the positive and negative weight and fix it to
the value of the larger of them. This gives us a strictly smaller problem that
according to numerical experiments is still satisfiable if the original problem
was satisfiable [50].
7 Parallel Survey Propagation andNumerical Re-
sults
In [50] Braunstein et al. have run survey propagation routinely and collected
statistics with variables numbering up to 105. They have also done isolated
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tests with the number of variables in the order of 106 to 107 variables. In this
thesis I present a parallelized version of their program that is run on up to 107
variables. With this modification I am able to give a more precise estimate
of the values of the clause to variable ratio α for which survey propagation
succeeds and to the complexity of the algorithm as a function of the number
of variables.
7.1 A Parallel Version of Survey Propagation
In [51] Manolios and Zhang developed a version of SP that can be run on
graphics processingunits. Myversion is based on the codeprovidedbyZecchina
et al. [50] at http://users.ictp.it/~zecchina/SP/ and it is run on traditional CPUs.
With some rudimentary changes and the addition of theOpenMP sharedmem-
ory parallelization library I get a speedup by a factor of three in the SP part of
the program using four processes and running for N = 105, α = 4.24. Adding
the calls to other helper programs increses the running time by only three sec-
onds compared to the running time of about 30 seconds with four processes
and 90 seconds with the original serial version.
My parallel version does not solve the problem of scaling to larger prob-
lems completely, since it is still reliant on fitting the whole formula into one
memory. It does help in studying SP in greater detail on the upper end of the
reachable values of N . The authors of [50] collected detailed statistics of SP
up to problem size 105. In this thesis I present further observations with N
up to 106 and some notions on SP with N ≈ 107, which in 2013 is feasible with
a modern desktop computer, since the memories installed are rudimentally
16GB, or even 32GB.
The biggest portion of the running time of the program is spent iterating
over all the edges and updating the surveys. Since the iteration is done in
random order and is repeated until convergence is reached, it can be done in
parallel [51]. In the code the surveys for each clause are updated together in a
function that does not write to any other memory location. There is a simple
loop over the set of clauses that I replaced with one that runs the iterations
of the loop on different processors.
7.2 On the Limit of Applicability of SP
From numerical studies with exact brute force methods it is known that the
critical value for α, below which most random SAT problems are satisfiable
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and above which most are unsatisfiable, is α ≈ 4.267 [19, 52]. I tested the
performance of SP with different values of α below the satisfiability thresh-
old. Clearly SP drops in validity well before the problem becomes actually
unsatisfiable, as can be seen from the results in Figure 11. Ideally in SP the
procedure is to remove only one variablewith each set of fixed point surveys.
This is unfeasible with large N . Instead, some percentage f of the remaining
variables are fixed. I used the value f = 0.01% in these tests. The tests with
N = 50000 were run 20 times for each value of α and the larger ones were
run 10 times for each value of α. The results indicate that the validity region
of SP is N dependent so that larger N push SP to work closer to the satisfi-
ability limit. In [21] Parisi claims that the validity limit of SP converges at
α ≈ 4.253 for infinite N , but my data do not corroborate this claim. In fact for
N = 750000 even at α = 4.254 there were satisfying assignments for 90% of the
formulas.
The reason for this shift is unclear. One possible explanation would be if
themaximum fraction to fix depends onN . Thenwith largerN and a constant
fraction f SPwould solve problemswith larger α and the phenomenonwould
disappear if only fixing one spin at a time. The data in this thesis do not allow
for checking this conjecture.
7.3 On the Computational Complexity of SP
In [50] the authors write that the number of iterations needed to reach con-
vergence to fixed point surveys does not seem to grow with N or possibly
grows as lnN . It is not clear from their data either way. A growth as lnN
would be expected, though, as lnN is the distance where the effect of remov-
ing a variable should decay [19]. Before moving on to the numerical results
on this question, somewords about the theoretical analysis of the complexity
are in order.
Since the algorithm is stochastic, it is not possible to give a precise defi-
nition for the computational complexity. However, we are also interested in
average case complexity. The majority of the time is spent on updating the
surveys and so the number of iterations (each updating all the surveys) is an
interesting measure. As noted in [50], the complexity of an iteration isO (N).
The authors suggest that the complexity of the whole algorithm isO (N2 lnN)
when fixing just one variable with each set of fixed point surveys. Here the
assumption is that the number of iterations needed for convergence grows
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Figure 11: The ratio of succesful SAT assignments found with different val-
ues of α. The dots represent data points and the curves are fitted with the
following function 1
2
− 1
2
tanh (a · x+ b). The curves from left to right are with
values of N in 50000, 100000, 200000, 500000, and 750000. The data points
that correspond to each curve are plotted with the same color as the curve.
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as lnN . The total number of fixed point surveys needed is N . The whole
complexity works out to be O(N ·N · lnN) = O (N2 lnN).
An order ofmagnitude improvement is achieved by fixing a fraction of the
most biased spins at a time, where Braunstein et al. suggest the complexity to
be O
(
N ln2N
)
. This is incorrect. The second logarithm is said to come from
the need to sort the biases in order to find the needed fraction of most biased
variables. The complexity of sorting a list of N objects is indeed O (N lnN),
but the sorting is done after iterating for the fixed point set of surveys. In to-
tal the complexity becomes O (N lnN +N lnN) = O (N lnN). The repetition
over fixing a fraction of variables does not show in the complexity, since it is
done a number of times independent of N .
The question about whether the number of iterations required to reach
fixed point surveys grows as lnN or is constant is almost a moot point. It
does not have any effect on the total computational complexity of SP which
will be in any case O (N lnN). On the other hand, for practical purposes the
question might be relevant, because the constant factor in the complexity of
survey updating is substantially larger than in sorting a simple list of num-
bers. What is meant by a constant factor is that an algorithmmight take time
proportional to N or time proportional to, e.g., 1010N . Both are O (N), but the
latter takes longer, because of the constant before N .
The numerics show clearly that at least one parameter has a significant
impact on how many iterations are needed: the fraction of spins to fix af-
ter each convergence, as shown in Figure 12. In fact there seems to be an
inverse dependence between the fraction to fix and the total number of iter-
ations. This is something that the Braunstein et al. [50] do not consider when
trying to deduce the complexity from data. Instead, they did experiments
with the fraction f following a geometric progression where f ∈ [4%..0.125%]
were tried in order from largest to smallest. The process was stopped when a
correct assignment was found. This is a valid approach when trying to deter-
mine whether SP succeeds at all, since SP succeeds more likely with f small
and takes a shorter time with f large. However, it is not suitable for finding
out the dependence on N of the number of iterations needed. Braunstein et
al. averaged over succesful runs with different fractions f and got numbers
that did not really hold any information on the complexity. Figure 13 shows
my results with a constant f . It shows that there is a weak dependence be-
tween the number of variables and it seemingly takes the form of a logarithm
as would be expected. Further research is needed to verify this.
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Figure 12: The number of iterations (updates to every survey) needed as a
function of the inverse of the ratio of variables to fix per convergence.
10
5
10
6
5 · 10
6
10
7
# variables in the formula
480
500
520
540
560
580
600
620
#
o
f
ti
m
e
s
a
ll
s
u
rv
e
y
s
u
p
d
a
te
d
Figure 13: The number of iterations as a function of the number of variables.
There is a slight growth with N that seems to resemble a logarithm, but the
data are not sufficient to ascertain the fact.
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8 Summary and Conclusions
The junction of statistical physics and computational complexity is exciting.
In the physics side the main area of interest is the theory of spin glasses;
in the computational complexity side boolean satisfiability. The concept of
a spin glass, which was first introduced to explain actual physical observa-
tions, quickly became a research subject on its own. It has long been stud-
ied purely for its assets as an interesting theoretical model. After the major
contributions of Edwards and Anderson [24] as well as Sherrington and Kirk-
patrick [23], both in 1975, there has been tremendous theoretical progress in
the field: the fully replica symmetry breaking solution and physical interpre-
tation by Parisi published in several articles [32, 33, 34, 53] over 1979-1983
that achieved perfect harmony with numerical results; the cavity method,
which allowed for deriving much the same results using a different kind of
reasoning in 1986 [40]; the application of the cavity method to the Bethe lat-
tice in 2001 [25, 44]; and the expansion of spin glassmethods to different fields
of science. The progress and results of physicists have prompted also math-
ematicians to look into the derivations to see whether they could be turned
mathematically sound. The efforts of mathematicians have provided some
analytical bounds and conditions for rigorously proving some of the results
[28, 29]. As these efforts are tangential to the aim of this thesis, they have not
been studied here.
In this thesis, a cursory glance to the basic concepts of computational com-
plexity was given. The big O notation of time complexity and the classes of P
and NP were introduced, and the reasons why these classes are considered
so important were elaborated. The problem of boolean satisfiability was in-
troduced. The work also included an overview on how the similarity of the
spin glass on a Bethe lattice to boolean variables on a factor graph allowed for
the use of the cavity method [17, 19]. With the cavity method we found the it-
eration equations for updating surveys on magnetic fields and with these we
got a numerical algorithm for solving single instances of satisfiability quickly
[19, 50]. The relevant theories are recent: the cavity analysis of boolean satis-
fiability was introduced in 2002; the survey propagation algorithm was pub-
lished only in 2005 in a form accessible also without a deep understanding of
the cavity formalism. As this is a young field, some of the numerical details
are still incomplete.
Using the code provided by Braunstein et al. [50] as a basis, I extended the
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program to work in parallel. This made it possible to gain further insight by
studying formulas with bigger N . My work provides more detailed informa-
tion than the previous literature for some properties of SP. Firstly, the data
in this thesis give a more detailed picture of the scaling behavior in the num-
ber of iterations needed for convergence and support the hypothesis that the
scaling should be of order lnN . Secondly, the nature of the phase transition
where SP stops working was described in detail, including the curious phe-
nomenon where the location of the transition is dependent on N . This thesis
went beyond the previous research in the level of detail in these areas and
my parallel version is faster than the original implementation.
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