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CELLULAR BASES OF GENERALIZED q-SCHUR ALGEBRAS
STEPHEN DOTY AND ANTHONY GIAQUINTO
Abstract. We show that cellular bases of generalized q-Schur algebras can be
constructed by gluing arbitrary bases of the cell modules and their dual basis
(with respect to the anti-involution giving the cell structure) along defining
idempotents. For the rational form, over the field Q(v) of rational functions
in an indeterminate v, our proof of this fact is self-contained and independent
of the theory of quantum groups. In the general case, over a commutative
ring k regarded as a Z[v, v−1]-algebra via specialization v 7→ q for some chosen
invertible q ∈ k, our argument depends on the existence of the canonical basis.
Introduction
Most of this paper amounts to a self-contained study of the rational form S(π) of
a generalized q-Schur algebra by means of its idempotent presentation (see [10, 11,
9]). Our earlier papers studied these algebras via a descent from the associated
quantized enveloping algebraU. This paper adopts the opposite viewpoint, taking
the aforementioned presentations as the starting point. Sections 1 – 7 are self-
contained; that is, independent of the theory of quantum groups. We use only the
given presentation of the rational form and some basic facts (e.g., Weyl’s theorem)
about semisimple Lie algebras (in the proof of Theorem 6.4). Our first main result
is Theorem 7.4: assuming that bases of the cell modules have been determined, a
cellular basis (in the sense of Graham and Lehrer [16]) of the algebra is obtained
by gluing each cell module basis and its dual basis (with respect to the defining
anti-involution) along the idempotent indexed by the highest weight. The cellular
bases so obtained are in general new, even in type A, and even for the classical
q-Schur algebras.
The second part of the paper, starting in Section 8, is not self-contained. In [9]
it was shown that the canonical basis of the divided power A-form AU˙ of Lusztig’s
“modified form” of the corresponding quantized enveloping algebra U descends to
a cellular basis of the A-form of the q-Schur algebra. Here A = Z[v, v−1]. Starting
in Section 8 we assume the results of [9] in order to know that the A-form AS(π)
of the algebra S(π) is free as an A-module, and in order to identify the kernels of
various homomorphisms to smaller q-Schur algebras. Our second main result is
Corollary 8.8, which extends the procedure of Theorem 7.4 to the k-form Sq(π) of
S(π), obtained by specializing v to some chosen invertible q ∈ k. As an application
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of our approach, in Section 9 we give an explicit construction of certain interesting
filtrations of projective Sq(π)-modules coming from an idempotent decomposition
of the regular representation.
Generalized Schur algebras S(π) were introduced by Donkin [6, 7, 8], extending
from type A to arbitrary type some of the results of Green’s monograph [17].
About the same time, the q-Schur algebras in type A were introduced by Dipper
and James [4, 5] (see also Jimbo [20]). The generalized q-Schur algebras Sq(π) of
this paper are q-analogues of Donkin’s generalized Schur algebras; they include the
classical q-Schur algebras in type A as a special case. In general, Sq(π) depends on
a root datum, a finite saturated set π of dominant weights, and a chosen invertible
element q in the ground ring k. In this generality, their rational form S(π) first
appeared §29.2 of Lusztig’s book [25], where they are denoted by U˙/U˙[P ], where
P is the complement of π in the set of dominant weights. For other approaches
to generalized q-Schur algebras emerging around the same time see [15] and [27].
The presentation of the rational form S(π) which forms the starting point for this
paper was obtained in [9] in general, extending earlier results obtained in [11] for
type A. See also [14, 12, 13, 26] for further results related to this point of view.
While our main results are obtained for the quantum case, the methods also
apply to the “classical” case; i.e., the original generalized Schur algebras S(π) as
defined by Donkin. The reader interested only in that case should replace Q(v) by
Q and A by Z throughout the exposition, making any other necessary adjustments
as needed. (One virtue of the defining presentation of S(π) used here is that it
makes sense when v = 1.)
We thank R. Rouquier for pointing out that the quantum Serre relations follow
from the defining relations of S(π), and S. Donkin for pointing out a gap in an
earlier version of the paper. Rouquier directed our attention to Corollary 4.3.2 in
[2] and Proposition B.1 in [21]. However, we do not need those results — in fact
Section 5 of this paper contains a new proof of them.
1. Preliminaries
The definition of generalized quantized Schur algebras depends on a chosen root
datum and a saturated set π of dominant weights. We gather the needed back-
ground notions here.
1.1. We fix a Cartan datum (I, ·), consisting of a finite set I and an integer-valued
symmetric bilinear form (ν, ν ′) 7→ ν · ν ′ on the free abelian group ZI generated by
I, satisfying:
(a) i · i ∈ {2, 4, 6, . . . } for any i ∈ I;
(b) 2 i·j
i·i ∈ {0,−1,−2, . . . } for any i 6= j in I.
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We assume throughout this paper that the given Cartan datum is of finite type;
i.e., the symmetric matrix (i · j) indexed by I × I is positive definite. This is
equivalent to the requirement that the Weyl group W (see §2.1.1 in [25] for a
precise definition of W in this context) associated to (I, ·) is finite.
1.2. We assume given a root datum (X,Π,X∨,Π∨) of type (I, ·). This means
that:
(a) X, X∨ are finitely generated free abelian groups connected by a bilinear
pairing 〈 , 〉 : X∨ × X → Z, such that the map h 7→ 〈h, 〉 from X∨ into the dual
HomZ(X,Z) is an isomorphism.
(b) Π = {αi : i ∈ I}, Π
∨ = {α∨i : i ∈ I} are finite subsets of X, X
∨ respectively.
(They are called the sets of simple roots and coroots, respectively.)
(c) 〈α∨i , αj〉 = 2
i·j
i·i for all i, j ∈ I.
These properties imply that the square matrix (aij)i,j∈I defined by aij =
〈α∨i , αj〉 is a symmetrizable generalized Cartan matrix.
1.3. We put di :=
i·i
2 for each i ∈ I. Then the matrix (diaij)i,j∈I is symmetric.
The vector (di)i∈I is known as the symmetrizing vector; we have all di = 1 in the
simply-laced case.
1.4. The reductive finite dimensional Lie algebra g˜ attached to the given root
datum is the Lie algebra over Q generated by elements ei, fi (i ∈ I) and h ∈ X
∨
subject to the relations:
(a) [h, h′] = 0;
(b) [ei, fj ] = δijα
∨
i ;
(c) [h, ei] = 〈h, αi〉ei, [h, fi] = −〈h, αi〉fi;
(d) (ad ei)
1−aij (ej) = 0, (ad fi)
1−aij (fj) = 0 (for i 6= j)
holding for all i, j ∈ I and all h, h′ ∈ X∨. This Lie algebra will be needed only in
the proof of Theorem 6.4. (Actually, only its semisimple part g, the Lie subalgebra
generated by all ei, fi, hi := [ei, fi] = α
∨
i (i ∈ I) is needed there.
1.5. We will need the partial order D on X (the dominance order) defined by
λ D µ if and only if λ − µ =
∑
i∈I niαi where the ni ∈ Z>0 for all i. We write
λ⊲µ if λDµ and λ 6= µ. We also write µEλ (respectively, µ⊳λ) if λDµ (resp.,
λ⊲ µ). Recall that the set X+ of dominant weights is defined by
X+ = {λ ∈ X : 〈α∨i , λ〉 > 0, all i ∈ I}.
1.6. We say that a set π of dominant weights is saturated if π contains all domi-
nant predecessors of its elements; i.e., if µ′⊳µ for µ′ ∈ X+ and µ ∈ π implies that
µ′ ∈ π. For example, for any λ ∈ X+ the set πλ = X
+[Eλ] = {µ ∈ X+ : µ E λ} is
saturated. In general, saturated subsets of X+ are unions of such sets.
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1.7. Let Q(v) be the field of rational functions in an indeterminate v. For a ∈ Z,
t ∈ N we set [
a
t
]
=
t∏
s=1
va−s+1 − v−a+s−1
vs − v−s
.
By 1.3.1(d) in [25] this is an element of the ring A = Z[v, v−1]. For any integer n
we set
[n] =
[
n
1
]
=
vn − v−n
v − v−1
and if n > 0 we set [n]! = [1] · · · [n − 1] [n] (with [0]! defined to be 1 as usual).
Then it follows that [
a
t
]
=
[a]!
[t]! [a− t]!
for all 0 6 t 6 a.
1.8. We set vi = v
di for each i ∈ I, where di =
i·i
2 as in 1.3. More generally, given
any rational function P ∈ Q(v) we let Pi denote the rational function obtained
from P by replacing v by vi. In particular, this convention applies to the notations
[n]i, [n]
!
i, and
[
a
t
]
i
.
2. The algebra S(π)
Henceforth we fix a root datum (X,Π,X∨,Π∨) of type (I, ·). We always assume
it is of finite type. We write Π = {αi : i ∈ I} and Π
∨ = {α∨i : i ∈ I}. We now
define the main object of study in this paper.
2.1. Definition. Let π be a given finite saturated subset of the poset X+ of
dominant weights. The generalized q-Schur algebra S(π) associated to π is the
associative algebra (with 1) over Q(v) given by generators Ei, Fi (i ∈ I) and 1λ
(λ ∈Wπ) subject to the relations:
(a) 1λ1µ = δλµ1λ,
∑
λ∈Wpi 1λ = 1;
(b) EiFj − FjEi = δij
∑
λ∈Wpi[〈α
∨
i , λ〉]i1λ;
(c) Ei1λ = 1λ+αiEi, 1λEi = 1λ−αiEi, Fi1λ = 1λ−αiFi, 1λFi = Fi1λ+αi
for any λ, µ ∈ Wπ, and i, j ∈ I where in the right hand side of relations (c) we
stipulate that 1λ±αi = 0 whenever λ± αi /∈Wπ.
Note that it makes sense to formally set v = 1 in the definition since there are
no denominators to cause any trouble. By doing so we get another algebra over
Q, which will be denoted by S(π). This is the associative Q-algebra defined by
the same set of generators, subject to the same relations (a)–(c), except in (b) the
quantum integer [〈α∨i , λ〉]i becomes the ordinary integer 〈α
∨
i , λ〉. We call S(π)
the classical rational form of S(π). Later we will see that it coincides with the
rational form of a generalized Schur algebra in Donkin’s sense.
CELLULAR BASES OF GENERALIZED q-SCHUR ALGEBRAS 5
2.2. Convention. In the sequel we will consider expressions involving the symbol
1µ for various µ ∈ X. We adopt the convention that in any formulas involving the
notation 1µ holding in some given S(π), the symbol 1µ will be interpreted as 0
whenever µ /∈Wπ.
In other words, we may when convenient regard S(π) as generated by the family
1µ for all µ ∈ X along with the Ei, Fi for i ∈ I, subject to the relations (a)–(c) of
2.1 along with the additional relation
1µ = 0 for any µ ∈ X−Wπ.
2.3. From the definition it is clear that for any saturated subset π′ ⊆ π there is
a natural surjective algebra homomorphism
ppi,pi′ : S(π)→ S(π
′)
sending generators Ei 7→ Ei, Fi 7→ Fi and sending 1λ 7→ 1λ if λ ∈ Wπ
′, 1λ 7→ 0
otherwise.
2.4. There is a unique Q(v)-linear algebra anti-involution ∗ on S(π) determined
by the properties:
(a) (xy)∗ = y∗x∗ for all x, y ∈ S,
(b) E∗i = Fi, F
∗
i = Ei, 1
∗
µ = 1µ for any i ∈ I, µ ∈ X.
This is easily verified using the defining relations 2.1.
Recall that the longest element w0 of W interchanges the positive and negative
roots, and thus −w0 induces a permutation on the set of simple roots. Given a
saturated subset π of X+ the set −w0(π) is another saturated subset of X
+. It
follows immediately from the defining relations 2.1 that there is a unique algebra
isomorphism ω = ωpi : S(π)→ S(−w0(π)) such that
(c) ω(Ei) = Fi, ω(Fi) = Ei, ω(1µ) = 1−µ for all i ∈ I, µ ∈ X.
Note that the inverse of ωpi is ω−w0(pi).
2.5. The A-form AS(π). Until further notice we fix π and write S for S(π). For
any i ∈ I, a ∈ Z we introduce the quantized divided powers
E
(a)
i =
Eai
[a]!i
, F
(a)
i =
F ai
[a]!i
(a > 0).
If a < 0 we define E
(a)
i = F
(a)
i = 0. Let A = Z[v, v
−1]. The A-form AS = AS(π)
of S(π) is the A-subalgebra generated by all E
(a)
i , F
(a)
i , and 1λ (for i ∈ I, a > 0,
λ ∈Wπ).
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2.6. For a saturated subset π′ of π, the restriction to AS(π) of the homomorphism
ppi,pi′ defined in 2.3 gives a surjective algebra homomorphism that we denote by
Appi,pi′ . It maps AS(π) onto AS(π
′).
The following consequences of the defining relations will be needed later (com-
pare with 23.1.3 in [25]). Note that the sums in parts (b) and (c) below are
finite.
2.7. Lemma. Let S = S(π). For any a, b > 0, µ ∈ Wπ, the following identities
hold in S and AS:
(a) E
(a)
i 1µ = 1µ+aαiE
(a)
i ; F
(b)
i 1µ = 1µ−bαiF
(b)
i
(b) E
(a)
i F
(b)
i 1µ =
∑
t>0
[
a−b+〈α∨i , µ〉
t
]
i
F
(b−t)
i E
(a−t)
i 1µ
(c) F
(b)
i E
(a)
i 1µ =
∑
t>0
[
b−a−〈α∨i , µ〉
t
]
i
E
(a−t)
i F
(b−t)
i 1µ.
Proof. Identity (a) is an obvious consequence of relation 2.1(c) and the definition
of quantized divided powers in 2.5. One proves (b) by an elementary double
induction argument, left to the reader. Identity (c) can be proved by a similar
argument, or one may use the algebra isomorphism ωpi′ (see 2.4) taking S(π
′) onto
S(π), where π′ = −w0(π). By applying ωpi′ to identity (b) for the algebra S(π
′),
interchanging a and b, and replacing −µ by µ, one obtains identity (c) for the
algebra S(π). 
2.8. Plus, minus, and zero parts. Let S+ (respectively, S−) be the Q(v)-
subalgebra of S generated by the Ei (resp., the Fi) for i ∈ I. Put AS
+ = AS∩S
+
and AS
− = AS ∩ S
−. Clearly AS
+ (respectively, AS
−) is the A-subalgebra of S
generated by all divided powers of the Ei (resp., the Fi) for i ∈ I.
Let S0 be the Q(v)-subalgebra of S generated by the idempotents 1µ for µ ∈
Wπ. Clearly we have the vector space decomposition
S0 =
⊕
λ∈Wpi Q(v)1λ.
Put AS
0 = AS∩S
0. Then we have theA-module decomposition AS
0 =
⊕
λ∈WpiA1λ.
The following result is an analogue for the algebras S(π) of the triangular
decomposition of a universal or quantized enveloping algebra.
2.9. Lemma (triangular decomposition). Let S = S(π). We have S = S−S0S+
and AS = AS
−
AS
0
AS
+. The same equalities hold if the three factors on the right
hand side are permuted in any order.
Proof. By the defining relations in 2.1 the algebra S is spanned by elements of
the form
(a) P = x1 · · · xm1µ
where x1, . . . , xm ∈ {Ei, Fi : i ∈ I} and µ ∈ Wπ. In any such product, we can
use relation 2.1(c) to commute the idempotent 1µ to any desired position in the
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product P , at the expense of replacing µ by some other weight µ′. For an element
P0 in the form (a) let d(P0) be the number of pairs (j, j
′) such that 1 6 j 6 j′ 6 m
and xj ∈ {Ei : i ∈ I}, xj′ ∈ {Fi : i ∈ I}. We claim that P0 can be rewritten as
a finite Q(v)-linear combination of elements of the form (a) for which d = 0.
This is proved by induction on d, using the following consequences of the defining
relations 2.1(b):
(b) EiFj = FjEi (i 6= j); EiFi1µ = FiEi1µ + [〈α
∨
i , µ〉]i1µ.
Thus it follows that all elements of S can be expressed as linear combinations
of products P of the form (a) with d(P ) = 0. Since elements of the form (a)
with d = 0 have all occurrences of Fj appearing before any Ei, it follows that
S = S−S+S0. To get the equality S = S+S−S0 just repeat the argument with the
E’s and F ’s interchanged. Finally, in any product of the form (a) with d(P ) = 0
we can use relation 2.1(c) to commute the idempotent to the left of all the Ei’s
and the right of all the Fj ’s, so we obtain the equality S = S
−S0S+. The other
variations for S are obtained similarly.
To prove the claims for the A-form AS, one replaces elements of the form (a)
with elements of the form
(c) P = x1 · · · xm1µ
where now x1, . . . , xm ∈ {E
(b)
i , F
(b)
i : i ∈ I, b > 0} and µ ∈ Wπ. The argument
then proceeds as above, except that we must use Lemma 2.7 to do the necessary
rewriting. The details are left to the reader. 
2.10. Weights and biweights. Let λ, µ ∈ Wπ. We say that any x ∈ S is a
weight vector of left weight λ if 1λx = x, a weight vector of right weight µ if
x1µ = x, and a weight vector of biweight (λ, µ) if 1λx1µ = x. Every weight vector
of biweight (λ, µ) has left weight λ and right weight µ. Any product of generators
in which at least one factor is a generating idempotent 1ν is a weight vector of
some biweight.
The orthogonal idempotent decomposition of the identity given in defining re-
lation 2.1(a) implies that if M is any subalgebra of S (resp., AS) then
(a) M =
⊕
λ∈Wpi 1λM =
⊕
µ∈WpiM1µ =
⊕
λ,µ∈Wpi 1λM1µ.
In particular, this applies to S and AS themselves, which therefore have the direct
sum decompositions:
(b) S =
⊕
λ,µ∈Wpi 1λS1µ, AS =
⊕
λ,µ∈Wpi 1λ(AS)1µ.
These decompositions are the biweight space decompositions of S and AS. Put
ZΠ =
∑
Zαi ⊆ X (the root lattice). Then we also have the decompositions:
(c) S =
⊕
ν∈ZΠ Sν , AS =
⊕
ν∈ZΠ ASν
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defined by the requirements: SνSν′ ⊆ Sν+ν′ , Ei ∈ Sαi , Fi ∈ S−αi , and 1µ ∈ S0.
Here ASν = AS ∩ Sν . Combining (c) with the biweight space decompositions (b)
we obtain the finer decompositions
(d) S =
⊕
ν∈ZΠ; λ,µ∈Wpi 1λSν1µ, AS =
⊕
ν∈ZΠ; λ,µ∈Wpi 1λ(ASν)1µ.
It is easy to see that in this decomposition 1λSν1µ = 0 (and thus 1λ(ASν)1µ = 0)
unless λ− µ = ν.
Next we want to obtain a description of the algebras S+, S− and their A-forms.
2.11. Lemma. Let NΠ = {
∑
i∈I niαi : 0 6 ni ∈ Z} ⊂ ZΠ. We have gradings:
(a) S+ =
⊕
ν∈NΠ S
+
ν ; S
− =
⊕
ν∈NΠ S
−
−ν
(b) AS
+ =
⊕
ν∈NΠ AS
+
ν ; AS
− =
⊕
ν∈NΠ AS
−
−ν
defined by assigning Ei to degree αi and Fi to degree −αi, for each i ∈ I.
Each component S+ν (resp., S
−
−ν) is spanned over Q(v) by the set of all products
Ej1 · · ·Ejr (resp., Fjr · · ·Fj1) such that the number of jk equal to i is ni. Each
component AS
+
ν (resp., AS
−
−ν) is equal to the intersection of S
+
ν (resp., S
−
−ν) with
AS.
If there is no pair λ, µ ∈ Wπ such that λ − µ = ν then S+ν = 0 = S
−
−ν. In
particular, S+ and S− are finite dimensional over Q(v), and AS
+ and AS
− are
finitely generated over A.
Proof. The statements about the graded decompositions (in the first paragraph)
are clear. For the last statement, let x ∈ S+ν , y ∈ S
−
−ν . Then
x = (
∑
λ 1λ)x(
∑
µ 1µ) =
∑
λ,µ 1λx1µ =
∑
λ,µ 1λ1µ+ν x = δλ, µ+ν 1λx
and similarly
y = (
∑
µ 1µ)y(
∑
λ 1λ) =
∑
λ,µ 1µy1λ =
∑
λ,µ 1µ1λ−ν y = δµ, λ−ν 1µy.
This proves that S+ν = 0 = S
−
−ν unless λ − µ = ν for some λ, µ ∈ Wπ. In
particular, only finitely many of the summands in (a), (b) are non-zero. Since
each S+ν , S
−
−ν is finite dimensional over Q(v), and each AS
+
ν , AS
−
−ν is finitely
generated over A, the claims in the last paragraph follow. 
2.12. Lemma. The algebra S = S(π) is finite dimensional over Q(v) and its
A-form AS = AS(π) is finitely generated as an A-module. Furthermore, the
generators Ei, Fi (i ∈ I) are nilpotent in S.
Proof. The first claim follows from the preceding lemma and the triangular de-
composition (Lemma 2.9). The nilpotence of Ei, Fi follow from Lemma 2.7(a),
which implies that for any λ ∈Wπ we have F ai 1λ = E
a
i 1λ = 0 for a large enough.
Then of course F ai = F
a
i · 1 =
∑
λ∈Wpi F
a
i 1λ = 0, and similarly for E
a
i . 
The following important observation will be needed later.
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2.13. Lemma. Let S = S(π), and suppose that λ0 is a maximal element in π. If
w = sirsir−1 · · · si1 is a reduced expression for w ∈W then we have
1w(λ0) = F
(ar)
ir
F
(ar−1)
ir−1
· · ·F
(a1)
i1
1λ0E
(a1)
i1
· · ·E
(ar−1)
ir−1
E
(ar)
ir
where aj = 〈α
∨
ij
, sij−1 · · · si1(λ0)〉, for each j = 1, . . . , r.
Proof. We proceed by induction on the length r of w ∈ W . If r = 1 then w = si
is a simple reflection. Put µ = si(λ0) = λ0− 〈α
∨
i , λ0〉αi and set a = b = 〈α
∨
i , λ0〉
in Lemma 2.7(c). Then we get
F
(a)
i E
(a)
i 1si(λ0) = 1si(λ0)
since Fi1si(λ0) = 1si(λ0)−αiFi = 0 because the weight si(λ0) is minimal in Wπ in
the αi direction. Applying Lemma 2.7(a) we see that E
(a)
i 1si(λ0) = E
(a)
i 1λ0−aαi =
1λ0E
(a)
i , so
F
(a)
i 1λ0E
(a)
i = 1si(λ0).
This proves the result in case r = 1.
Now assume that r > 1 and write w = sirw
′ where w′ = sir−1 · · · si1 . By
induction the result holds for w′, i.e.,
1w′(λ0) = F
(ar−1)
ir−1
· · ·F
(a1)
i1
1λ0E
(a1)
i1
· · ·E
(ar−1)
ir−1
.
For ease of notation set i = ir. Put µ = w(λ0) and set a = b = 〈α
∨
i , w
′(λ0)〉 in
Lemma 2.7(c). Similar to the above, we get
F
(a)
i E
(a)
i 1w(λ0) = 1w(λ0)
since w(λ0) is minimal in the αi direction. Again by Lemma 2.7(a) we have
E
(a)
i 1w(λ0) = E
(a)
i 1w′(λ0)−aαi = 1w′(λ0)E
(a)
i , so
F
(a)
i 1w′(λ0)E
(a)
i = 1w(λ0).
Putting in a = ar, Ei = Eir , and Fi = Fir gives the result. 
2.14. Corollary. Let λ0 be maximal in π and put π
′ = π − {λ0}.
(a) The kernel of the surjective algebra quotient map ppi,pi′ : S(π) → S(π
′)
defined in 2.3 is equal to the two-sided ideal S(π)1λ0S(π) = S(π)
−1λ0S(π)
+.
(b) The natural map S1λ0 ⊗Q(v) 1λ0S→ S1λ0S, given by x⊗ y 7→ xy, is surjec-
tive.
Proof. (a) We know by comparing the defining presentations of S(π) and S(π′)
that the kernel of ppi,pi′ is generated by the set of idempotents of the form 1w(λ0),
for w ∈W . The preceding lemma implies that all of these generators are contained
in S(π)1λ0S(π). The final equality
S(π)1λ0S(π) = S(π)
−1λ0S(π)
+
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follows immediately from the triangular decomposition, Lemma 2.9.
(b) This is clear. 
3. Highest weight representations
We now embark on the study of the finite dimensional representations of S = S(π).
As above, the finite saturated set π is fixed unless stated otherwise.
3.1. Let M be a left S-module. We only consider finite dimensional modules.
Given λ ∈Wπ, a vector v ∈M is a weight vector of weight λ if 1λv = v. Evidently
the subspace 1λM is the set of all weight vectors of weight λ. We have the direct
sum decomposition
(a) M =
⊕
λ∈Wpi 1λM.
We call this the weight space decomposition of M and call the subspace 1λM a
weight space of weight λ. Note that if we introduce, for any h ∈ X∨, the element
(b) Kh =
∑
λ∈Wpi v
〈h, λ〉1λ.
then Kh acts semisimply on any S-module M , and acts as the scalar v
〈h, λ〉 on
the weight space 1λM . This justifies the terminology.
From relations 2.1(c), (a) it follows that for any i ∈ I we have inclusions
(c) Ei(1λM) ⊆ 1λ+αiM ; Fi(1λM) ⊆ 1λ−αiM
for λ ∈ Wπ. So acting by Ei on a weight vector increases the weight by αi and
acting by Fi decreases the weight by αi.
3.2. Definition. Let M be a given S-module. If λ in Wπ has the property that
1λM 6= 0 but 1µM = 0 for all µ⊲ λ, then we say that λ is a highest weight of M
and we call any nonzero element of 1λM a highest weight vector. If 0 6= x0 ∈M is
a weight vector such that Ei · x0 = 0 for every i ∈ I, then x0 is called a maximal
vector of M .
A highest weight vector is also a maximal vector. If M 6= 0 is a finite dimen-
sional S-module then M has at least one highest weight vector, because there are
only finitely many weights in M . It follows that M has at least one maximal
vector. We wish to study the submodules of M which are generated by a chosen
maximal vector.
Let I∗ be the collection of all finite sequences (i1, i2, . . . , ir) over the ‘alphabet’
I, including the empty sequence ǫ.
3.3. Lemma. Let S = S(π). Let x0 be a maximal vector of weight λ in a finite
dimensional left S-module M , and put V = Sx0. Then:
(a) V is the Q(v)-span of elements of the form Fi1Fi2 · · ·Firx0 for various finite
sequences (i1, . . . , ir) (including the empty sequence) in I
∗.
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(b) If 1µV 6= 0 then µE λ, so x0 is a highest weight vector of V .
(c) dimQ(v) 1λV = 1.
(d) V is indecomposable, with a unique maximal submodule and a corresponding
unique simple quotient.
Proof. Part (a) follows from the triangular decomposition S = S−S0S+, which
implies that V = S−x0 since obviously S
+x0 = Q(v) · x0 and S
0x0 = Q(v) · x0.
Part (b) follows from part (a), part (c) is obvious, and to get part (d), let V ′ be the
sum of all proper submodules and note that V ′ 6= V since no proper submodule
contains x0. 
3.4. Corollary. Let S = S(π). Any simple left S-module has a unique highest
weight vector x0, up to scalar multiple.
Proof. Suppose that M is a simple left S-module. By the general theory of finite
dimensional algebras over a field, M is finite dimensional, since it appears as the
top composition factor of some direct summand of the regular representation.
Thus the simple S-module M must have a highest weight vector, which must also
be a maximal vector. Any maximal vector necessarily generates M since M is
simple. Suppose that there are two highest weight vectors, respectively of weight
λ and λ′. Then by part (b) of Lemma 3.3 we must have λ′ E λ and λ E λ′, so
λ = λ′. Then part (c) of Lemma 3.3 forces the two highest weight vectors to be
proportional, and the proof is complete. 
As another corollary of Lemma 3.3 we show that highest weight simple mod-
ules are uniquely determined by their highest weight. This is important for the
classification of the simple S-modules, which will be completed later.
3.5. Corollary. Let S = S(π). Let L,L′ be two simple left S-modules, each of
highest weight λ, for some λ ∈ π. Then L is isomorphic to L′.
Proof. (Compare with the proof of Theorem A of §20.3 in [18].) Let M = L⊕L′.
Suppose that y0, y
′
0 are maximal vectors in L, L
′ respectively. The left weight of
both y0 and y
′
0 is λ. Put x0 = (y0, y
′
0). Then x0 is a maximal vector in M , of left
weight λ. Let N be the submodule ofM generated by x0. Lemma 3.3 implies that
N has a unique simple quotient. But the natural projections N → L, N → L′ are
S-module epimorphisms, so L ≃ L′, as desired. 
The algebra S = S(π) has a family of highest weight modules, one a left module
and one a right module, for each λ ∈ π, which will be denoted by ∆(λ) and ∆(λ)∗,
respectively.
3.6. Proposition. Put S = S(π). For each λ ∈ π there is a unique left S-module
∆(λ) of highest weight λ and a unique right S-module ∆(λ)∗ of highest weight λ
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such that ∆(λ) is the left ideal S(πλ)1λ and ∆(λ)
∗ the right ideal S(πλ)1λ in the
algebra S(πλ), where πλ = {µ ∈ X
+ : µE λ}.
Proof. Evidently λ is a maximal element of πλ. The left ideal S(πλ)1λ becomes a
left S-module via the surjective algebra homomorphism
ppi,piλ : S = S(π)→ S(πλ)
induced by the inclusion of the saturated set πλ ⊆ π (see 2.3). Similarly for the
right ideal 1λS(πλ). 
Later we will see that the modules ∆(λ) are simple as S-modules, for all λ ∈ π,
and that S is a semisimple algebra.
4. Semisimplicity in the rank 1 case
We turn now to the case where the root datum (see 1.2) has rank 1. So we
assume that I = {i} is a singleton and X = X∨ = Z, with αi = 2 and α
∨
i =
1. Dominant weights are just nonnegative integers, and a set π of nonnegative
integers is saturated if and only if n ∈ π and n − 2 > 0 implies that n − 2 ∈ π.
Any subset of 2Z of the form 2Z ∩ [0, x] is saturated, as is any subset of 2Z + 1
of the form (2Z + 1) ∩ [0, x], where x is a positive real number and [0, x] is the
closed interval in the real line R with the given endpoints. In general, a subset of
X+ = Z>0 is saturated if and only if it is a union of such subsets.
We wish to classify the simple representations of S = S(π) in the rank 1 case.
This prepares the way for the classification of simple representations in higher
ranks, and is also needed in the derivation of the quantized Serre relations in
Section 5.
4.1. Lemma. For n ∈ π let x0 be a highest weight vector of ∆(n) and ∆(n)
∗.
Put xt = F
(t)
i · x0 ∈ ∆(n) and x
′
t = x0 · E
(t)
i ∈ ∆(n)
∗, for t > 0. For t < 0 put
xt = x
′
t = 0. Then xt = 0 = x
′
t for all t > n, and furthermore
(a) Fi · xt = [t+ 1]i xt+1, Ei · xt = [n− (t− 1)]i xt−1
(b) x′t · Ei = [t+ 1]i x
′
t+1, x
′
t · Fi = [n− (t− 1)]i x
′
t−1
for t = 0, 1, . . . , n. Thus {x0, . . . , xn} is a basis for ∆(n) and {x
′
0, . . . , x
′
n} is a
basis for ∆(n)∗, and both ∆(n) and ∆(n)∗ are simple S-modules.
Proof. We know that x0 is a nonzero scalar multiple of 1n, so we may as well
assume that x0 = 1n. We have Fi · F
(t)
i 1n = [t + 1]iF
(t+1)
i 1n for all t > 0 by
definition of the quantized divided powers. This gives the first formula in (a). If
t > n then F
(t)
i 1n = 1n−2tF
(t)
i = 0 in ∆(n) by Lemma 2.7(a). From Lemma 2.7)
we have
Ei · F
(t)
i 1n = F
(t)
i Ei1n + [n− (t− 1)]iF
(t−1)
i 1n
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in ∆(n), for all t > 0. This implies the second formula in (a) since Ei1n = 0
in ∆(n). The elements x0, . . . , xm have distinct left weights, so they are linearly
independent. They clearly span ∆(n), and hence form a basis of ∆(n). The
formulas in (a) then imply that ∆(n) is generated, as an S-module, by any one
of its basis elements xt, for any 0 6 t 6 m. Thus ∆(n) is a simple module.
The formulas in (b) can be proved by applying the anti-involution ∗ to the
formulas in (a), and all the rest of the claims about ∆(n)∗ follow. 
We can now prove our main result of this section, which classifies the simple
modules and shows that the algebra S is semisimple.
4.2. Proposition. In the rank one case, the algebra S = S(π) is semisimple,
and a complete set of isomorphism classes of simple left S-modules is given by
{∆(n) : n ∈ π}.
Proof. We proceed by induction on the cardinality of π. If π = {n0} then we have
S = S(1n0 + 1−n0)S = S1n0S, since S1−n0S ⊆ S1n0S by Lemma 2.13. Hence by
the surjectivity in Corollary 2.14(b) we have
dimQ(v) S 6 (dimQ(v)∆(n0))
2.
On the other hand, the standard theory of finite dimensional algebras implies that
dimQ(v) S > (dimQ(v)∆(n))
2
since ∆(n0) is a simple S-module. This proves equality of dimensions, and the
claims follow in case |π| = 1.
Now assume that |π| > 2, and that n0 is maximal in π. Put π
′ = π−{n0}. By in-
duction the algebra S(π′) is semisimple and dimQ(v) S(π
′) =
∑
n∈pi′(dimQ(v)∆(n))
2.
By Corollary 2.14(a) the kernel of ppi,pi′ equals the ideal S1n0S, so by the Corollary
2.14(b) we have dimQ(v) ker ppi,pi′ 6 (dimQ(v)∆(n0))
2. Hence we have
dimQ(v) S = dimQ(v) ker ppi,pi′ +
∑
n∈pi′(dimQ(v)∆(n))
2
6
∑
n∈pi(dimQ(v)∆(n))
2.
On the other hand, since the ∆(n) are pairwise non-isomorphic simple modules
(indeed, no two of them have the same highest weight), the standard theory of
finite dimensional algebras implies that
dimQ(v) S >
∑
n∈pi(dimQ(v)∆(n))
2.
It follows that the dimensions agree, and thus that S is semisimple, with simple
modules as stated. 
4.3. Remark. The proof also establishes the fact that the natural multiplication
map
∆(n0)⊗∆(n0)
∗ → S1n0S
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in Corollary 2.14(b) is actually an isomorphism of S-bimodules (in rank 1). This
can be proved another way, by observing that the spanning set of nonzero F (b)1n0E
(a)
in S1n0S = S
−1n0S
+ is linearly independent, since the elements have distinct bi-
weights.
5. Quantum Serre relations
Whenever the rank |I| of the underlying root datum is at least 2, certain relations
among the negative part generators Fi (i ∈ I) must hold in any S(π), and exactly
the same relations must hold among the positive part generators Ei (i ∈ I).
The relations are known as the quantum Serre relations, since they are quantum
analogues of the usual Serre relations in the universal enveloping algebra of a
semisimple Lie algebra. They arise in the present context as consequences of the
defining relations for S(π).
5.1. Throughout this section we assume |I| > 2 and fix a finite saturated set
π ⊂ X+, and set S = S(π). Fix some i ∈ I. Let π(i) be the set of all integers
〈α∨i , λ〉 > 0 such that λ ∈ Wπ. If 0 6 n = 〈α
∨
i , λ〉 is in π
(i) then so are
all nonnegative integers in the set {n, n − 2, . . . ,−(n − 2),−n}. Thus π(i) is a
saturated set of nonnegative integers for a rank 1 root datum as considered in
the preceding section. The Weyl group in this rank 1 situation may be regarded
as the multiplicative group {−1, 1} acting by multiplication and we write ±π(i)
short for −π(i) ∪ π(i). For any n ∈ ±π(i) we define
(a) 1n =
∑
λ∈Wpi : 〈α∨i , λ〉=n
1λ
regarded as an element of S = S(π). Let S(i) be the subalgebra of S generated by
Ei, Fi, and the 1n (n ∈ ±π
(i)).
5.2. Proposition. The subalgebra S(i) is isomorphic to the associative algebra
with 1 given by the generators Ei, Fi and {1n : n ∈ ±π
(i)} and subject to the
relations
(a) 1m1n = δm,n1n for all m,n ∈ ±π
(i);
∑
n∈±pi(i) 1n = 1;
(b) EiFi − FiEi =
∑
n∈±pi(i) [n]i1n;
(c) Ei1n = 1n+2Ei, 1nEi = 1n−2Ei, Fi1n = 1n−2Fi, 1nFi = Fi1n+2
where in the right hand side of (c) we interpret 1n±2 = 0 whenever n± 2 /∈ ±π
(i).
Thus, S(i) is isomorphic to a rank 1 algebra determined by the saturated set π(i)
and a rank 1 root datum.
Proof. Checking that relations (a)–(c) hold in S(i) is trivial from the definitions
and left to the reader. The fact that these relations hold in S(i) implies that S(i)
is a homomorphic image of the rank 1 algebra defined by the set π(i) and a rank
1 root datum. It follows from Proposition 4.2 that S(i) is semisimple. To finish
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the argument, we need to compare dimensions. For this it is enough to show that
S(i) has at least as many simple modules as its rank 1 covering algebra.
Let n ∈ π(i). By definition of π(i), there is some λ ∈Wπ such that n = 〈α∨i , λ〉.
If λ ∈ π then we may regard ∆(λ) as an S(i)-module by restriction. The generating
maximal vector x0 ∈ ∆(λ) is still maximal for the action of S
(i), and hence the
S(i)-submodule it generates is a simple module of highest weight n. If λ /∈ π
then there is some λ′ ∈ π and some 1 6= w ∈ W such that λ = w(λ′). We may
regard the ideal J = S(πλ′)1λ′S(πλ′) as an S-module via the natural quotient map
S→ S(πλ′). The weight λ is by assumption on the positive side of the reflecting
hyperplane for the simple root αi, so λ+ αi /∈Wπ and thus the vector 1λ ∈ J is
killed by the action of Ei. This implies that the S
(i)-submodule of J generated
by 1λ is a simple module of highest weight n. 
5.3. We will need to consider the elements Kh =
∑
λ∈Wpi v
〈h, λ〉 1λ (any h ∈ X
∨)
defined in 3.1(b). Observe that K0 = 1 and KhKh′ = Kh+h′ for any h, h
′ ∈ X∨.
Consequently Kh is invertible and K
−1
h = K−h. Since Kh1λ = v
〈h, λ〉 1λ for any
λ ∈Wπ it is clear that theKh act semisimply on any finite dimensional S-module.
We are particularly interested in the elements Ki = Kdiα∨i , K
−1
i = K−diα∨i for
our fixed i ∈ I. (See 1.2 for the definition of di.) We have
(a) Ki =
∑
λ∈Wpi v
〈α∨i , λ〉
i 1λ ; K
−1
i =
∑
λ∈Wpi v
−〈α∨i , λ〉
i 1λ
and from the defining relations 2.1(b) and the definition of [n]i in 1.7 we obtain
the relations
EiFj − FjEi = δi,j
Ki −K
−1
i
vi − v
−1
i
(b)
KiEjK
−1
i = v
〈α∨i , αj〉
i Ej ; KiFjK
−1
i = v
−〈α∨i , αj〉
i Fj(c)
which hold in the algebra S = S(π), for any j ∈ I. From (a) and the definition of
the 1n we also have
(d) Ki =
∑
n∈±pi(i)
vni 1n; K
−1
i =
∑
n∈±pi(i)
v−ni 1n;
this shows that S(i) is generated by the four elements Ei, Fi, Ki, K
−1
i . A simple
direct calculation shows that for each n ∈ π(i) we have
(e) 1n =
∏
m∈±pi(i) : m6=n
Ki − v
m
i
vni − v
m
i
.
This is needed in the proof of the following alternative presentation of the algebra
S(i).
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5.4. Proposition. The algebra S(i) is isomorphic to the associative algebra with
1 given by the generators Ei, Fi, Ki, K
−1
i and subject to the relations
(a) KiK
−1
i = 1; EiFi − FiEi =
Ki −K
−1
i
vi − v
−1
i
;
(b) KiEiK
−1
i = v
2
iEi; KiFiK
−1
i = v
−2
i Fi;
(c)
∏
n∈±pi(i) (Ki − v
n
i ) = 0.
Proof. Let S(i) be the algebra given by the presentation in Proposition 5.2, and
let Z be the algebra given by the presentation of the current proposition. Define
an algebra map ψ from S(i) → Z by sending Ei to Ei, Fi to Fi, and 1n to∏
m∈±pi(i) : m6=n
Ki−vmi
vni −v
m
i
. Then check that the elements ψ(Ei), ψ(Fi), and ψ(1n) for
n ∈ ±π(i) satisfy the defining relations (a)–(c) in 5.2.
On the other hand, define an algebra map ψ′ from Z → S(i) by sending Ei
to Ei, Fi to Fi, Ki to
∑
n∈±pi(i) v
n
i 1n, and K
−1
i to
∑
n∈±pi(i) v
−n
i 1n. Verify that
the elements ψ′(Ei), ψ
′(Fi), ψ
′(Ki), ψ
′(K
−1
i ) satisfy the defining relations (a)–(c)
given above. The result follows. 
5.5. From 5.3(d) we have Ki1n = v
n
i 1n for each n ∈ ±π
(i). From this it follows
easily that if M is an arbitrary S(i)-module then
(a) 1nM = {x ∈M : Kix = v
n
i x}.
Thus, we can define weight vectors of weight n in an S(i)-module M as elements
x ∈ M which are fixed under left multiplication by 1n, or equivalently as eigen-
vectors for the operator Ki belonging to the eigenvalue v
n
i .
Now we define Q(v)-linear endomorphisms adKi, adK
−1
i , adEi, and adFi of
the algebra S = S(π) by the rules:
(adKi)x = KixK
−1
i ; (adK
−1
i )x = K
−1
i xKi(b)
(adEi)x = Eix− (KixK
−1
i )Ei ; (adFi)x = (Fix− xFi)Ki.(c)
for any x ∈ S, where the products on the right hand side of each equation take
place in the algebra S. We claim that these endomorphisms satisfy the defining
relations of S(i) given in Proposition 5.4. This is verified by direct calculation,
left to the reader. It follows that these endomorphisms define an S(i)-module
structure on the algebra S = S(π).
5.6. Now we can derive the quantum Serre relations. Taking x = Ej for j 6= i,
we have from 5.5(b), (c) and the relations 5.3(b), (c) that
(a) (adKi)Ej = v
〈α∨i , αj〉
i Ej ; (adFi)Ej = 0.
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From this it follows that Ej is a lowest weight vector of weight aij = 〈α
∨
i , αj〉 for
the adjoint action of S(i).
The classification of rank 1 representations worked out in Section 4 tells us that
the S(i)-submodule of S generated by Ej is isomorphic to ∆(−aij). In particular,
(adEi)
−aijEj is a highest weight vector in the module, and thus
(b) (adEi)
1−aijEj = 0.
On the other hand, one can show by an easy induction on r that for any r we
have
(c) (adEi)
rEj =
r∑
s=0
(−1)s
[
r
s
]
i
Er−si EjE
s
i .
This leads to the following result.
5.7. Theorem. Let the root datum be of rank at least 2. Let π be an arbitrary
finite saturated subset of X+ and let S = S(π). For any i, j ∈ I with i 6= j the
quantum Serre relations∑1−aij
s=0 (−1)
s
[1−aij
s
]
i
E
1−aij−s
i EjE
s
i = 0;(a) ∑1−aij
s=0 (−1)
s
[
1−aij
s
]
i
F
1−aij−s
i FjF
s
i = 0(b)
hold in the algebra S, where aij = 〈α
∨
i , αj〉.
Proof. To get (a) we put r = 1− aij and combine 5.6(b) and (c). To get (b), we
let π′ = −w0(π) and consider the algebra isomorphism ωpi′ defined in 2.4, which
takes S(π′) isomorphically onto S(π) and interchanges Ej with Fj for all j ∈ I.
When the isomorphism is applied to relation (a) above, which holds in the algebra
S(π′), we obtain the relation (b) in the algebra S(π). 
6. Semisimplicity in higher ranks
We consider a general root datum of rank at least 2. We put S = S(π) where
π is a finite saturated subset of X+. We have already shown the existence and
uniqueness (up to isomorphism) of simple modules of highest weight λ, for each
λ ∈ π. First we finish the classification of the simple S-modules, by showing that
there are no others besides the ones constructed thus far. This implies that S
is semisimple. The argument is nearly self-contained, but we do need two well
known facts from the representation theory of complex semisimple Lie algebras:
the classification of the finite dimensional simple modules, and Weyl’s theorem
on complete reducibility.
Given any fixed i ∈ I, let S(i) be the rank 1 subalgebra (see 5.1) of S generated
by Ei, Fi along with all 1n for n ∈ ±π
(i).
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6.1. Proposition. Let S = S(π). If L is a simple left S-module then L is generated
by a highest weight vector of some dominant weight λ ∈ π. Thus L is isomorphic
to the simple quotient of ∆(λ).
Proof. Since L =
⊕
λ∈Wpi 1λL it is clear that L contains a highest weight vector,
say x0, of weight λ ∈ Wπ. Since L is simple, it is generated by x0. For each
i ∈ I we restrict the action of S on L to the rank 1 subalgebra S(i). Then x0 is an
S(i)-maximal vector of weight n = 〈α∨i , λ〉, so by Lemma 3.3 the S
(i)-submodule
it generates has a unique simple quotient. By Proposition 4.2, S(i) is a semisimple
algebra, so in fact that submodule is already simple as a S(i)-module, and thus
n = 〈α∨i , λ〉 > 0. Since this holds for each i ∈ I, we have shown that λ is a
dominant weight. In other words, λ ∈Wπ ∩ X+ = π, as desired. 
This result completes the classification of the simple S-modules. For each
λ ∈ π, there is a unique (up to isomorphism) simple S-module, which appears as
the unique simple quotient of ∆(λ), and this gives a complete set of isomorphism
classes of simple S-modules.
6.2. According to [1, Chapter 2, §7.10] (see Corollary 2 after Proposition 26): If
A is any integral domain and Q is its field of fractions, then for any A-submodule
M of a vector space V over Q the natural map Q⊗AM → V (given by
∑
aj⊗mj 7→∑
ajmj) is injective.
In the above situation, we note that M is torsion-free over A. Thus, if A is a
principal ideal domain and M is finitely generated over A then it follows that M
is free as an A-module.
6.3. Lemma. Let A be an integral domain and Q its field of fractions. Suppose
that M is an A-submodule of V , where V is a vector space over Q.
(a) The natural map Q ⊗A M → V is an isomorphism of vector spaces if and
only if M contains a subset which spans V over Q.
(b) Assume that (a) holds. If in addition M is free over A then any A-basis of
M must be also a Q-basis of V (so M is a lattice in V ).
Proof. (a) The natural map Q⊗A M → V is surjective if and only if M contains
a subset that spans V over Q.
(b) Let B be an A-basis of M . By assumption M contains a subset C which
spans V over Q. But each element of C is expressible as some A-linear combination
of elements of B, so V is spanned by B over Q.
It remains to show that B is linearly independent over Q. Suppose that
r1b1 + r2b2 + · · ·+ rnbn = 0
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in V , for bj ∈ B and rj ∈ Q. Write rj = aj/bj for aj , bj ∈ A with bj 6= 0.
Multiplying by P = b1 · · · bn we obtain an equation
P r1b1 + P r2b2 + · · ·+ P rnbn = 0
in which the coefficients P rj ∈ A. The linear independence of B over A implies
that P rj = 0 for all j. Since P 6= 0 this forces rj = 0 for all j, as desired. 
6.4. Theorem. Let S = S(π). If λ0 is a maximal element in π (with respect to
the partial order E) then the left ideal S1λ0 (and also the right ideal 1λ0S) is a
simple S-module of highest weight λ0. The formal character of ∆(λ0) is given by
Weyl’s character formula.
Proof. (Similar to Sections 5.12–5.15 of [19].) Put A = Q[v, v−1]. Write M(λ0) =
S1λ) , which is a highest weight module of highest weight λ0. Let L(λ0) be its
simple quotient. Clearly L(λ0) is generated by a highest weight vector of weight
λ0. Throughout the following argument, we let V be eitherM(λ0) or L(λ0). Then
V = S−x0 where x0 is a maximal vector in V , so V is the Q(v)-linear span of
elements of the form FBx0 for various sequences B = (i1, . . . , ir) in I
∗. Write
wt(B) =
∑
j αij . Let AV be the AS-submodule of V generated by the maximal
vector x0. Then
AV =
∑
B
AFBx0 and AVµ =
∑
wt(B)=λ0−µ
AFBx0
for any µ ∈ Wπ. As A-modules, both AV and AVµ are finitely generated and
torsion-free. Hence both AV and AVµ are free of finite rank over A. Clearly AV =∑
µ AVµ so we get that AV =
⊕
µ∈Wpi AVµ. The natural mapQ(v)⊗A(AVµ)→ Vµ is
surjective, for any µ ∈Wπ, since Vµ is spanned by all FBx0 with wt(B) = λ0−µ.
(Here we are writing Vµ for the weight space 1µV in V .) By Lemma 6.3 it is
injective as well, hence an isomorphism. It follows that a basis for AVµ over A is
also a basis of Vµ over Q(v), and thus
rank(AVµ) = dimQ(v) Vµ (any µ ∈Wπ).
We claim that the A-module AV is stable under the action of the Ej , Fj , and
1µ for any j ∈ I and any µ ∈ Wπ. This is obvious in the case of the Fj and 1µ,
since
Fj(FBx0) ∈ VA and 1µ(FBx0) = FB1µ+wt(B)x0
is zero if µ + wt(B) 6= λ0 and is FBx0 if µ + wt(B) = λ0. Moreover, for the Ej
we have by the defining relations 2.1(b), (c) that
EjFB = Ej(Fir · · ·Fi1x0)
=
∑
16a6r; ia=j
Fir · · ·Fia+1
∑
µ∈Wpi
[〈α∨j , µ〉]j1µFia−1 · · ·Fi1x0
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and the claim follows by the preceding remarks and the fact that [〈α∨j , µ〉]j ∈ A
for any µ ∈Wπ, j ∈ I.
Now there is a unique homomorphism ϕ of Q-algebras mapping A = Q[v, v−1]
to C that sends v and v−1 to 1. Regard C as an A-module via ϕ, and put
V = C⊗A (AV ) and V µ = C⊗A (AVµ)
for any µ ∈Wπ. Then we have the direct sum decomposition V =
⊕
µ V µ, where
each V µ is a complex vector space with
dimC V µ = rank(AVµ) = dimQ(v) Vµ.
The actions of Ei, Fi, and 1µ on VA yield linear endomorphisms of V that we
denote by ei, fi, and ιµ. We put
hi =
∑
µ∈Wpi〈α
∨
i , µ〉ιµ
for any i ∈ I.
We claim that the endomorphisms ei, fi, hi satisfy Serre’s presentation for the
finite dimensional semisimple Lie algebra g (see 1.4) defined by the Cartan datum.
Since the idempotent linear operators ιλ0 commute and are pairwise orthogonal,
it follows that hi commutes with hj; thus
[hi, hj ] = 0, any i, i ∈ I.
We have ϕ([a]i) = [a]v=1 = a for any integer a and any i ∈ I, so from defining
relations 2.1(b) for the algebra S = S(π) we have
[ei, fj ] = δi,j
∑
µ∈Wpi〈α
∨
i , µ〉ιµ = hi.
Recalling the convention that 1µ = 0 for any µ /∈ Wπ we put also ιµ = 0 for any
µ /∈Wπ. Then we can write hi =
∑
µ∈X〈α
∨
i , µ〉ιµ (which is still a finite sum) and
by defining relation 2.1(c) we have
[hi, ej ] = hiej − ejhi =
∑
µ∈X〈α
∨
i , µ〉ιµej −
∑
µ∈X〈α
∨
i , µ〉ejιµ
=
∑
µ∈X〈α
∨
i , µ〉ιµej −
∑
µ∈X〈α
∨
i , µ〉ιµ+αjej
and by replacing µ by µ− αj in the second sum we obtain
[hi, ej ] =
∑
µ∈X〈α
∨
i , µ〉ιµej −
∑
µ∈X〈α
∨
i , µ− αj〉ιµej
=
∑
µ∈X〈α
∨
i , αj〉ιµej
= 〈α∨i , αj〉ej
where we have used the second part of relation 2.1(a) to get the last line. A
similar calculation proves that
[hi, fj ] = −〈α
∨
i , αj〉fj.
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Finally, we have
ϕ
([
a
n
]
i
)
=
[
a
n
]
v=1
=
(
a
n
)
for any integers a, n with n > 0. Thus the quantum Serre relations in Theorem
5.7 imply that
1−aij∑
s=0
(−1)s
(1−aij
s
)
e
1−aij−s
i eje
s
i = 0 (i 6= j);
1−aij∑
s=0
(−1)s
(1−aij
s
)
f
1−aij−s
i fjf
s
i = 0 (i 6= j)
where aij = 〈α
∨
i , αj〉. Thus the claim is proved.
Now let xi, yi, hi (i ∈ I) be a Chevalley system of generators for the Lie algebra
g. Then by the claim of the preceding paragraph it follows that the map g→ gl(V )
given by xi → ei, yi → fi, hi → hi is a homomorphism of Lie algebras, so V is a
g-module.
All of the preceding discussion applies equally well to V = L(λ0) or V =
M(λ0) = S1λ0 . In either case we now see easily that V is a simple g-module of
highest weight λ0. This follows from Weyl’s theorem on complete reducibility of
finite dimensional representations of semisimple Lie algebras, which implies that
V is completely reducible, and the observation that V is (in both cases under
consideration) generated by a maximal vector, and hence has a unique simple
quotient.
It follows that the weight space dimensions in V are given by Weyl’s character
formula, in both cases V = L(λ0) and V =M(λ0). In particular, this shows that
dimQ(v) L(λ0) = dimQ(v)M(λ0).
Since L(λ0) is a homomorphic image of M(λ0), it follows that L(λ0) = M(λ0)
and we have obtained the result. 
6.5. Corollary. Let S = S(π).
(a) For any λ ∈ π, the modules ∆(λ) and ∆(λ)∗ are simple as left and right
S-modules. The formal character of ∆(λ) is given by Weyl’s character formula,
for each λ ∈ π.
(b) If λ0 is any maximal element of π then S1λ0
∼= ∆(λ0) and 1λ0S
∼= ∆(λ0)
∗.
Proof. (a) By the theorem with π replaced by πλ = {µ ∈ X
+ : µ E λ}, we know
that ∆(λ) and ∆(λ)∗ are simple as left and right S(πλ)-modules. They may be
regarded as S(π)-modules via the natural quotient map S(π)→ S(πλ) defined in
2.3. Since any S(π)-submodule must be also an S(πλ)-submodule, it follows that
they are simple when regarded as S(π)-modules.
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(b) The first isomorphism is clear because ∆(λ) and S1λ0 are both simple
highest weight modules of highest weight λ0. The second follows from the first,
or repeat the argument. 
Now that we know the ∆(λ) are simple modules for all λ ∈ π, we are ready to
prove semisimplicity of S = S(π).
6.6. Proposition. The algebra S = S(π) is semisimple, and a complete set of
isomorphism classes of simple S-modules is given by {∆(λ) : λ ∈ π}.
Proof. Similar to the proof of Proposition 4.2. We proceed by induction on the
cardinality of π. If π = {λ0} is a singleton then S = S1λ0S and by Corollary
2.14(b) it follows that
dimS 6 (dim∆(λ0))
2.
On the other hand,the standard theory of finite dimensional algebras implies that
dimS > (dim∆(λ0))
2.
This proves equality of dimensions, and the claims follow in case |π| = 1.
Assume now that |π| > 2. Let λ0 be a maximal element of π, and put
π′ = π − {λ0}. By induction the algebra S(π
′) is semisimple and dimQ(v) S(π
′) =∑
λ∈Wpi′(dimQ(v)∆(λ))
2. By Corollary 2.14(a) the kernel of the natural quotient
map ppi,pi′ is equal to S1λ0S. By Corollary 2.14(b) again we have dimQ(v) ker ppi,pi′ 6
(dimQ(v)∆(λ0))
2, so
dimQ(v) S = dimQ(v) ker ppi,pi′ +
∑
λ∈Wpi′(dimQ(v)∆(λ))
2
6
∑
λ∈Wpi(dimQ(v)∆(λ))
2.
On the other hand, since the ∆(λ) are pairwise non-isomorphic simple modules
(indeed, no two of them has the same highest weight), the standard theory of
finite dimensional algebras implies that
dimQ(v) S >
∑
λ∈pi(dimQ(v)∆(λ))
2.
Hence the dimensions agree, and the claims follow. 
6.7. Corollary. Let S = S(π) and let λ0 be maximal in π. The natural multipli-
cation map ∆(λ0)⊗∆(λ0)
∗ → S1λ0S considered in Corollary 2.14(b) is actually
an isomorphism of S-bimodules.
Proof. In the situation considered in the proposition, we have ker ppi,pi′ = S1λ0S.
It follows from the preceding result that the kernel of ppi,pi′ must have dimension
(dimQ(v)∆(λ0))
2. Since the multiplication map ∆(λ0) ⊗Q(v) ∆(λ0)
∗ → S1λ0S in
Corollary 2.14(b) is surjective, the result follows by a dimension comparison. 
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7. Constructing cellular bases of S(π)
We now show how fixing an arbitrary basis of the simple module ∆(λ), for each
λ ∈ π, leads to a cellular basis of S(π).
7.1. Cosaturated sets. Let π be a saturated subset of X+. A subset Φ of π is
cosaturated if Φ can be written in the form π−π′, where π′ is a saturated subset of
π. Equivalently, Φ is cosaturated if and only if it is successor-closed with respect
to D; i.e., if λ ∈ Φ and µD λ where µ ∈ π then µ ∈ Φ.
Examples of cosaturated subsets of π are the subsets π[⊲λ] = {µ ∈ π : µ ⊲ λ}
and π[Dλ] = {µ ∈ π : µD λ}.
Given any cosaturated subset Φ of π let S[Φ] =
∑
µ∈Φ S1µS be the ideal gener-
ated by all idempotents 1µ such that µ ∈ Φ. In particular, if Φ = π[⊲λ] or π[Dλ]
then we write S[⊲λ] or S[Dλ] (respectively) for the ideal S[Φ].
7.2. Lemma. Let Φ be any cosaturated subset of π. Write Φ = π − π′ where
π′ is a saturated subset of π. Then S[Φ] is equal to the kernel of the natural
homomorphism ppi,pi′.
Proof. We proceed by induction on the cardinality of Φ. If Φ = {λ0} then λ0 is
necessarily maximal in π, and the result is clear from Corollary 2.14(a). Assume
that |Φ| > 2. Then we can write Φ = Φ′∪{λ} where λ is minimal in Φ (there does
not exist any µ ∈ Φ such that µ⊲λ) and Φ′ = Φ−{λ}. Then Φ′ is also cosaturated
in π and its complement π′ ∪ {λ} is saturated. The diagram of projections
S(π)
ppi,pi′∪{λ} %%▲
▲▲
▲▲
▲▲
▲▲
▲
ppi,pi′
// S(π′)
S(π′ ∪ {λ})
ppi′∪{λ},pi′
99rrrrrrrrrr
commutes. By induction, the kernel of ppi,pi′∪{λ} is the ideal S[Φ
′] generated by
all 1µ with µ ∈ Φ
′. By Corollary 2.14(a) again the kernel of ppi′∪{λ},pi′ is the ideal
of S(π′ ∪ {λ}) generated by 1λ. It follows that the kernel of ppi,pi′ is generated by
all 1µ as µ varies over the set Φ = Φ
′ ∪ {λ}. This completes the proof. 
7.3. Proposition. For each λ ∈ π, let πλ = {µ ∈ π : µ E λ} and put d(λ) =
dimQ(v)∆(λ). Pick elements x1, . . . , xd(λ) ∈ S(πλ)
− such that the set
{xs1λ : 1 6 s 6 d(λ)}
is a Q(v)-basis of ∆(λ) = S(πλ)
−1λ. For each s = 1, . . . , d(λ) let xs ∈ S(π)
−
be any preimage of xs under the quotient map ppi,piλ. Put C
λ
s,t = xs1λx
∗
t , for any
1 6 s, t 6 d(λ). Then the set
B(π) =
⊔
λ∈pi{C
λ
s,t : 1 6 s, t 6 d(λ)}
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is a basis of S = S(π) over Q(v).
Proof. If π = {λ0} has cardinality one we have S = S1λ0S and the claim follows
immediately from the isomorphism of Corollary 6.7.
Proceeding by induction on the cardinality of π, we now assume that |π| > 2.
Pick any maximal element λ0 of π and put π
′ = π − {λ0}. For any λ ∈ π
′, the
quotient map ppi,piλ factors through S(π
′): i.e., the diagram
(b)
S(π)
ppi,pi′ ##❋
❋❋
❋❋
❋❋
❋
ppi,piλ
// S(πλ)
S(π′)
ppi′,piλ
;;✇✇✇✇✇✇✇✇✇
commutes. Thus by the inductive hypothesis the set
B(π′) =
⊔
λ∈pi′{ppi,pi′(C
λ
s,t) : 1 6 s, t 6 d(λ)}
is a basis of the algebra S(π′). We will now show that the set B(π) is linearly
independent. Suppose that there are scalars ωλs,t ∈ Q(v) such that some linear
combination of the elements in B(π) satisfies
(c)
∑
λ∈pi
∑
16s,t6d(λ) ω
λ
s,tC
λ
s,t = 0.
By applying the linear map ppi,pi′ to the equality (c) above we get∑
λ∈pi′
∑
16s,t6d(λ) ω
λ
s,t ppi,pi′(C
λ
s,t) = 0.
By the induction hypothesis B(π′) is a basis, so all the ωλs,t = 0, for λ ∈ π
′,
1 6 s, t 6 d(λ). Hence the original linear combination in equation (c) reduces to
a linear combination of the form∑
16s,t6d(λ0)
ωλ0s,t C
λ0
s,t = 0.
This forces all the ωλ0s,t = 0, for 1 6 s, t 6 d(λ0), since by Corollary 6.7 the set
{Cλ0s,t : 1 6 s, t 6 d(λ0)} is a Q(v)-basis of the ideal S1λ0S. This proves the desired
linear independence of the set B(π).
Since by Proposition 6.6 the cardinality of B(π) is equal to the dimension of
S = S(π), the set B(π) is a basis of S, and the proof is complete. 
Now we can show that the basis constructed in the preceding proposition is
cellular. This is the main result we have been aiming towards.
7.4. Theorem. The basis B(π) in Proposition 7.3 is a cellular basis of S = S(π),
with respect to the anti-involution ∗ defined in 2.4.
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Proof. We have to show that the basis B(π) satisfies the conditions of Definition
1.1 in [16]. One of the requirements is that (Cλs,t)
∗ = Cλt,s for all λ, s, t, which is
clear by the definitions.
Fix λ ∈ π. Consider the cosaturated subset Φ = π[⊲λ], and put π′ = π − Φ.
Then π′ is a saturated subset of π and λ is a maximal element of π′. We have by
Corollary 6.7 an isomorphism
(a) ∆(λ)⊗Q(v) ∆
∗(λ)→ S(π′)1λS(π
′)
induced by multiplication. Since {xs1λ : 1 6 s 6 d(λ)} is a basis of the left
ideal ∆(λ) = S(πλ)1λ, it follows that for any a ∈ S(π) we have unique scalars
ra(s, s
′) ∈ Q(v) such that
(b) a · xs1λ =
∑d(λ)
s′=1 ra(s, s
′)xs′1λ.
It follows from the isomorphism in (a) that in the algebra S(π′) we have equalities
(c) ppi,pi′(a) · ppi,pi′(C
λ
s,t) =
∑d(λ)
s′=1 ra(s, s
′) ppi,pi′(C
λ
s′,t).
Evidently, the coefficient ra(s, s
′) is independent of t. Now we have an algebra
isomorphism S(π)/S[⊲λ] ≃ S(π′) induced by the map ppi,pi′. Reading the equality
(c) via this isomorphism gives the congruence
a · Cλs,t ≡
∑d(λ)
s′=1 ra(s, s
′)Cλs′,t (mod S[⊲λ])
where, as before, ra(s, s
′) is independent of t. This completes the proof. 
The following is an immediate restatement of the preceding theorem.
7.5. Corollary. Let π = {λ1, λ2, . . . , λm} be any enumeration of π such that each
λj is maximal in {λj , . . . , λm}, for all j = 1, . . . ,m. Then each Φj = {λ1, . . . , λj}
is cosaturated in π and
0 ⊂ S[Φ1] ⊂ · · · ⊂ S[Φm−1] ⊂ S[Φm] = S
is an increasing filtration of S = S(π) by two-sided ideals. Each S[Φj] is invariant
under the anti-involution ∗, and⊔
λ∈Φj
{Cλs,t : 1 6 s, t 6 d(λ)}
is a basis of S[Φj] over Q(v), for each j = 1, . . . ,m.
The increasing filtration in the corollary is a defining cell chain for the cellular
structure on S(π), in the sense of Ko¨nig and Xi [22, 23].
7.6. Example. Suppose the root datum has rank one, and π is a finite saturated
subset of X+ = Z>0. Then {F
(b)
i 1n : 0 6 b 6 n} is a basis of ∆(n), for each n ∈ π,
so the set
B(π) =
⊔
n∈pi{F
(b)
i 1nE
(a)
i : 0 6 a, b 6 n}
is the cellular basis of Theorem 7.4 for S(π).
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7.7. It is interesting to compare the cellular basis of Example 7.6 to Lusztig’s
canonical basis of the modified form U˙(sl2) of the quantized enveloping algebra
U(sl2). Let n ∈ π. If a+ b > n then
(a) F
(b)
i 1nE
(a)
i =
∑
t>0
[
a+b−n
t
]
i
E
(a−t)
i 1n−2(a+b−t)F
(b−t)
i .
This follows from Lemma 2.7 by an easy calculation. This shows that for all
a + b > n the element F
(b)
i 1nE
(a)
i is equal to the element E
(n−b)
i 1−nF
(n−a)
i =
E
(a′)
i 1−nF
(b′)
i modulo terms in S[⊲n], where a
′ = n− b, b′ = n− a. Note that the
condition a+ b > n is equivalent to the condition a′ + b′ 6 n. Thus we obtain a
different cellular basis of S of the form
(b)
⊔
n∈pi
(
{F
(b)
i 1nE
(a)
i : a+ b 6 n} ∪ {E
(a′)
i 1−nF
(b′)
i : a
′ + b′ 6 n}
)
which has a unitriangular relation with the original basis. Note that the union in
(b) is not disjoint: when a + b = n we have from (a) the equality F
(b)
i 1nE
(a)
i =
E
(a)
i 1−nF
(b)
i . The basis in (b) is the same as Lusztig’s canonical basis in rank one;
compare with Prop. 25.3.2 in [25].
8. Specialization: cellular bases of Sq(π)
Now we consider specializations Sq(π) with respect to the S(π)-analogue of the
Lusztig divided power integral form of a quantized enveloping algebra. We will
show that an analogue of Theorem 7.4 holds for Sq(π). The argument for this is
less self-contained, and from now on we need to assume some facts that (seem to)
depend on properties of the canonical basis.
8.1. We summarize some results of Lusztig. Fix a root datum (of finite type)
and let U be the quantized enveloping algebra over Q(v) determined by the given
root datum. It is defined by generators Ei, Fi (i ∈ I), Kh (h ∈ X
∨) and relations
which we omit. Let U˙ be the modified form of U constructed in [24] or [25]. This
is generated by an infinite family 1λ (λ ∈ X) of pairwise orthogonal idempotents,
along with Ei1λ, Fi1λ (i ∈ I, λ ∈ X). In [25] it is shown that the canonical basis
for the plus part U+ of U extends to all of U˙. Theorem 29.3.3 in [25], which
Lusztig calls a “refined Peter–Weyl theorem”, is essentially the statement that
this basis is an “integral” cellular basis of U˙ in the sense of [16]. Specifically, the
canonical basis of U˙ can be written as a disjoint union B˙ =
⊔
λ∈X+ B˙[λ], where
(a) B˙[λ] = {bλS,T : S, T ∈ Tλ}.
The set Tλ is any indexing set for a basis of weight vectors of the finite dimensional
simple U˙-module of highest weight λ; this could simply be the set {1, . . . , d(λ)}.
There is a unique Q(v)-linear anti-involution ∗ on U˙ such that 1∗λ = 1λ and
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(Ei1λ)
∗ = 1λFi for all i ∈ I, λ ∈ X. For any λ, S, T we have
(bλS,T )
∗ = bλT,S(b)
u · bλS,T =
∑
S′∈Tλ
ru(S
′, S)bλS′,T (mod U˙[⊲λ])(c)
for all u ∈ U˙, where ru(S, S
′) ∈ A is independent of T . Here U˙[⊲λ] is the ideal
spanned by
⊔
µ⊲λ B˙[µ]; the fact that this is an ideal is implicit in the refined
Peter–Weyl theorem.
There is an integral form AU˙ of U˙, defined as the A-subalgebra of U˙ generated
by all
1λ (λ ∈ X), E
(m)
i 1λ, F
(m)
i 1λ (i ∈ I,m > 0, λ ∈ X).
Lusztig proves that B˙ is an A-basis of AU˙ and that the structure constants with
respect to this basis all lie in A. In particular, AU˙ is free as an A-module and
the natural map
Q(v)⊗A (AU˙)→ U˙
given by a ⊗ u 7→ au, is an isomorphism. For further details on the above facts
see Section 2 of [9].
8.2. For any subset Φ of X+ we define U˙[Φ] to be the subspace of U˙ spanned
over Q(v) by
⊔
µ∈Φ B˙[µ], and we set AU˙[Φ] = AU˙∩U˙[Φ]. Then AU˙[Φ] is spanned
over A by
⊔
µ∈Φ B˙[µ].
Now let π be a given finite saturated subset of X+. Then its complement
Φ = X+− π is a cosaturated subset of X+ and U˙[X+− π], AU˙[X
+− π] are ideals
in U˙, AU˙, respectively. From [9] we have algebra isomorphisms
S(π) ≃ U˙/U˙[X+ − π],(a)
AS(π) ≃ AU˙/AU˙[X
+ − π].(b)
The map U˙→ S(π) giving the isomorphism (a) is the one sending Ei1λ and Fi1λ
onto the corresponding generators of S(π), and the map AU˙→ AS(π) producing
the isomorphism (b) is its restriction. The kernel of each map is generated by the
idempotents 1µ such that µ ∈ X
+ − π.
Given any subset Φ of X+ we write B˙[Φ] =
⊔
λ∈Φ B˙[λ]. The nonzero part of the
image of B˙[π] is an A-basis of AS(π), and in particular, AS(π) is a free A-module
of rank
∑
λ∈pi d(λ)
2. Furthermore, the natural map
(c) Q(v)⊗A (AS(π))→ S(π)
given by a⊗ u 7→ au, is an isomorphism.
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8.3. For λ ∈ π we may regard the simple S(π)-module ∆(λ) as a U˙-module
via the map U˙ → S(π). It must be simple as a U˙-module. The family {∆(λ) :
λ ∈ X+} is a complete set of representatives of the isomorphism classes of simple
unital U˙-modules. (See section 23.1.4 in [25] for the meaning of unital in this
context.) The family {∆(λ) : λ ∈ X+} is also a complete set of representatives of
the isomorphism classes of simple integrable U-modules of type 1. (See section
5.2 of [19] for the definition of type 1 representations.)
For any λ ∈ π let A∆(λ) be the AS-submodule of ∆(λ) generated by a chosen
maximal vector 0 6= vλ ∈ ∆(λ). It is known that A∆(λ) is free as an A-module,
of rank equal to d(λ). Furthermore,
(a) A∆(λ) generates ∆(λ) as a vector space over Q(v),
(b) A∆(λ) =
⊕
µ∈Wpi 1µ(A∆(λ)), where 1µ(A∆(λ)) = A∆(λ) ∩ 1µ∆(λ),
(c) the nonzero part of the image of B˙ in A∆(λ) = AS(πλ)1λ under the map
a 7→ a1λ is an A-basis of A∆(λ).
Conditions (a) and (b) say that A∆(λ) is a minimal admissible lattice in ∆(λ).
In particular, (a) implies that the natural map
Q(v)⊗A (A∆(λ))→ ∆(λ),
given by a ⊗ v 7→ av, is surjective. In fact, by Lemma 6.3 it is an isomorphism.
Furthermore, any A-basis of A∆(λ) is also a Q(v)-basis of ∆(λ).
8.4. Given any commutative ring k with 1 and a fixed invertible element q ∈ k
we regard k as an A-algebra via the ring homomorphism A → k mapping v → q
for all k ∈ Z. We wish to study the algebra
Sq(π) = kS(π) = k⊗A (AS(π)).
This algebra is the k-form of S(π). We call it a generalized q-Schur algebra. We
will identify generators Ei, Fi, and 1λ with their images 1⊗Ei, 1⊗Fi, and 1⊗ 1λ
in Sq(π).
In case k = Q(v), regarded as A-algebra via the natural embedding A ⊂ Q(v),
we may identify Sv(π) = Q(v)S(π) with the rational form S(π).
8.5. Put S = S(π) and AS = AS(π). If Φ is any cosaturated subset of π we
put AS[Φ] =
∑
µ∈Φ AS1µAS. This is the ideal of AS = AS(π) generated by the
idempotents 1µ such that µ ∈ Φ. We have the following “integral” analogue of
Lemma 7.2.
8.6. Lemma. Let Φ be any cosaturated subset of π. Write Φ = π−π′ where π′ is
a saturated subset of π. Then the kernel of the restriction map Appi,pi′ defined in
2.6 is equal to AS[Φ].
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Proof. We will identify elements of B˙ with their images in any S(π). We have by
definition that B˙[π] = B˙[π′]⊔ B˙[Φ]. Since B˙[π], B˙[π′] are respectively Q(v)-bases
of S(π), S(π′) it follows by Lemma 7.2 that the kernel S[Φ] of the map ppi,pi′ is
spanned over Q(v) by B˙[Φ].
The kernel of the restriction map Appi,pi′ is equal to AS ∩ S[Φ]. Evidently
AS[Φ] ⊆ AS ∩ S[Φ]. The reverse inclusion AS[Φ] ⊇ AS ∩ S[Φ] follows from the
preceding paragraph and the fact that B˙[π], B˙[π′] are respectively A-bases of
AS(π), AS(π
′). 
8.7. Proposition. For each λ ∈ π, let πλ = {µ ∈ π : µ E λ}. Choose a maximal
vector 0 6= vλ in A∆(λ), and pick elements x1, . . . , xd(λ) ∈ AS(πλ)
− such that the
set
{xsvλ : 1 6 s 6 d(λ)}
is an A-basis of A∆(λ) = AS(πλ)
−1λ. For each s, let xs ∈ AS(π)
− be any
preimage of xs under the quotient map ppi,piλ. Put C
λ
s,t = xs1λx
∗
t , for any 1 6
s, t 6 d(λ). Then the set
A(π) =
⊔
λ∈pi{C
λ
s,t : 1 6 s, t 6 d(λ)}
is a basis of AS(π) over A.
Proof. By Proposition 7.3 the set A(π) is a Q(v)-basis of S = S(π). Hence it is
linearly independent over Q(v), and hence linearly independent over A. So it is
enough to show that A(π) spans AS over A.
Pick an ordering λ1, λ2, . . . , λn of π such that λj is a maximal element of πj =
{λj , . . . , λn} for all j = 1, . . . , n. Then each πj is a saturated subset of π and Φj =
π−πj is cosaturated. Clearly AS[Φj] ⊂ AS[Φj+1] for all j < n and AS[Φn] ⊂ AS.
We claim that AS[Φn] = AS. To see this, observe that AS[Φn] is a left AS-module.
It contains the idempotents 1λ for any λ ∈ π by definition, and it follows from
an easy induction argument that it contains 1w(λ) for all w ∈ W , λ ∈ π. Thus
1 =
∑
µ∈Wpi 1µ ∈ AS[Φn], so we have the inclusion AS = AS · 1 ⊆ AS[Φn], and
the claim is proved. Hence we have a filtration
0 ⊂ AS[Φ1] ⊂ AS[Φ2] ⊂ · · · ⊂ AS[Φn] = AS
of AS by two-sided ideals. We use this filtration to prove inductively that the set⊔k
j=1{C
λj
s,t : 1 6 s, t 6 d(λj)} spans the ideal AS[Φk] for each k = 1, . . . , n.
Since AS[Φ1] = AS[{λ1}] = AS1λ1AS the claim is true in the base case.
Assuming by induction that
⊔k−1
j=1{C
λj
s,t : 1 6 s, t 6 d(λj)} spans the ideal
AS[Φk−1], the existence of the isomorphism
AS[Φk]/AS[Φk−1] ≃ A∆(λk)⊗A (A∆(λk)
∗)
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shows that each element of AS[Φk] is expressible as an A-linear combination of the
Cλks,t modulo terms in the kernel AS[Φk−1]. Hence
⊔k
j=1{C
λj
s,t : 1 6 s, t 6 d(λj)}
spans AS[Φk], as desired. This completes the proof. 
8.8. Corollary. The basis A(π) of the preceding proposition is a cellular basis of
AS = AS(π), with respect to the anti-involution ∗. For any commutative ring k
which is an A-algebra via the specialization v 7→ q, for an invertible q ∈ k, the
image of this basis in Sq(π) is a cellular basis of Sq(π).
Proof. By Lemma 6.3 the basis A(π) is also a Q(v)-basis of the rational form
S = S(π). By Theorem 7.4 we have the equality (Cλs,t)
∗ = Cλt,s for all λ, s, t.
Furthermore, for any a ∈ AS we have
a · Cλs,t ≡
∑d(λ)
s′=1 ra(s, s
′)Cλs′,t (mod S[⊲λ])
where ra(s, s
′) ∈ Q(v) is independent of t. The fact that A(π) is an A-basis of
AS implies that the coefficients ra(s, s
′) ∈ A in the above expression. This proves
that A(π) is a cellular basis of AS.
For the last statement, recall that by [16] cellularity behaves well under change
of base ring. 
8.9. Remark. It is natural to ask if there is a self-contained proof of Corollary 8.8
which does not depend on a descent from AU˙. This appears to be an interesting
problem. Indeed, verifying that AS(π) is free over A without relying on a descent
from AU˙ seems to be difficult.
9. A filtration on certain projective modules
We consider a natural decomposition of the left regular representation of Sq(π)
into projective modules, coming directly from the given family of orthogonal idem-
potents in the definition of S = S(π) by generators and relations.
9.1. Throughout this section we work over an arbitrary commutative ring k with
1, regarded as A-algebra via the specialization v 7→ q ∈ k, for a given invertible
element q ∈ k. Fix a finite saturated subset π of X+, and write Sq = Sq(π). We
have a decomposition
Sq =
⊕
λ∈Wpi Sq1λ.
This is a decomposition of the left regular representation into projective left mod-
ules. We aim to construct certain natural filtrations on these projectives. We will
work with a fixed maximal element λ1 in π, and proceed inductively.
We write ∆q(λ) for the Sq-module k⊗A (A∆(λ) for each λ. If k is a field, ∆q(λ)
is a q-analogue of a Weyl module; since it is a highest weight module of highest
weight λ, it has a unique maximal submodule with corresponding simple quotient
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denoted by Lq(λ). It can be shown by [16] that (still assuming k is a field) the set
of  Lq(λ), for λ ∈ π, is a complete set of simple Sq(π)-modules, up to isomorphism.
9.2. Lemma. Let λ1 be a maximal element of π. Put π
′ = π−{λ1} and consider
the quotient map p = ppi,pi′. Let pλ be the restriction of p to Sq(π)1λ, for each λ ∈
Wπ. Then pλ maps Sq(π)1λ onto Sq(π
′)1λ or zero, depending whether λ ∈ Wπ
′
or not.
Proof. The map p preserves weight spaces. More precisely, if x1λ = x for some
x ∈ Sq(π) then p(x1λ) = p(x). This implies that p(x)1λ = p(x) if λ ∈ Wπ
′ or
0 = p(x) otherwise. 
9.3. It is clear from the defining relation 2.1(c) that any E
(b)
i (i ∈ I, b > 0) acts as
zero on any vector ǫ ∈ 1λ1S
+
q 1λ. Thus any 0 6= ǫ ∈ 1λ1S
+
q 1λ is a maximal vector of
weight λ1. In other words, any vector in the right ideal ∆q(λ1)
∗ = 1λ1S
+
q = 1λ1Sq
of right weight λ is a maximal vector of (left) weight λ1. Let
ǫ1, . . . , ǫr−1, ǫr
be a k-basis for the biweight space 1λ1S
+
q 1λ. Then ǫ1, . . . , ǫr−1, ǫr are linearly
independent maximal vectors of weight λ1 in Sq1λ. Hence the module P = Sq1λ
contains the submodule
P1 =
⊕r
j=1 Sqǫj1λ ≃
⊕r∆q(λ1).
This is an isotypic submodule of the projective module P = Sq1λ. The number
r of direct summands in P1 isomorphic to ∆q(λ1) is precisely the rank over k of
the λ weight space of ∆q(λ1).
9.4. Lemma. Let Sq = Sq(π). Let P = Sq1λ for some λ ∈Wπ. The kernel of the
restriction pλ of p = ppi,pi′ as above to Sq1λ is precisely the isotypic submodule P1 =⊕r
j=1 Sqǫj1λ ≃
⊕r∆q(λ1) generated by 1λ1S+q 1λ. Here r = rankk 1λ1S+q 1λ =
rankk 1λ∆q(λ1).
Proof. As λ varies overWπ, by counting up the number of copies of ∆q(λ1) in each
Sq1λ we get rankk∆q(λ1) of them, since ∆q(λ1)
∗ = 1λ1S
+
q =
⊕
λ∈Wpi 1λ1S
+
q 1λ has
the same rank over k as ∆q(λ1). We know the kernel of p = ppi,pi′ contains exactly
this number of copies of ∆q(λ1). 
We now obtain the main result of this section. This is a q-analogue of Lemma
1.2c of [8].
9.5. Proposition. Let λ ∈Wπ. Let π = {λ1, λ2, . . . , λm} be ordered so that each
λj is a maximal element of {λj , . . . , λm}, for j = 1, . . . ,m. Then the projective
module P = Sq1λ has a filtration
0 = P0 ⊂ P1 ⊂ P2 ⊂ · · · ⊂ Pn = P
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such that each successive quotient Pj/Pj−1 is isotypic of type ∆q(λj). The multi-
plicity of ∆q(λj) in Pj/Pj−1 is the rank over k of the weight space 1λ∆q(λj).
Proof. This follows by induction. The base case is the preceding lemma. Put πj =
{λj , . . . , λm}, and let Φj = π−πj. Then πj is saturated and Φj is cosaturated, for
each j. Let k > 2. By induction Pk−1 satisfies the statement (for each λ ∈ π). By
considering the map ppi,pik with kernel Sq[Φk−1] we see from the preceding lemma
again that the result holds for Pk. 
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