A method is proposed that either returns all solutions to steady-state models of distillation columns or proves infeasibility. No initial estimates are required. The computational effort grows linearly with the number of stages. Successful solution of a numerically challenging reactive distillation column with 7 steady-states show the robustness of the method. The authors do not know any published software that could compute all solutions to this difficult model without expert tuning.
Significance
A method is proposed that either returns all solutions to steady-state models of distillation columns or proves infeasibility. No initial estimates are required. The computational effort grows linearly with the number of stages. Successful solution of a numerically challenging reactive distillation column with 7 steady-states show the robustness of the method. The authors do not know any published software that could compute all solutions to this difficult model without expert tuning.
Structure of the problems considered
The proposed method assumes that the Jacobian can be permuted to lower block Hessenberg form with many square, structurally nonsingular superdiagonal blocks, see Figure 1 . The goal is to solve the bound-constrained nonlinear system
where F : R n → R n is a continuously differentiable vector-valued function; x and x denote the vector of lower and upper bounds on the variables x, respectively. The variables are partitioned as
into subvectors x i ∈ R d i (i = 0 . . . N), so that n = d 0 + · · · + d N . Similarly to the variables, F is partitioned as
. . .
into subfunctions F i (x) ∈ R d i (i = 1 . . . N + 1); the trailing dimension must be d N+1 := d 0 since the system is square. The lower block Hessenberg structure says that only variables from subvectors x 0 , . . . , x i (i ≤ N) can appear in F i (x):
Equations (2)-(4) describe the block sparsity pattern shown in Figure 1 . The square blocks form the so-called upper envelope. In practice, the lower triangle is sparse.
At first glance, Figure 1 looks like the Dulmage-Mendelsohn decomposition [8, 11] but this is not the case. The Dulmage-Mendelsohn decomposition is inconclusive when applied to the steady-state model of distillation columns as it returns the original system as a single large block.
Hereafter we assume that the equations and variables (corresponding to the rows and columns of the Jacobian) have been permuted in such a way that the Jacobian of the problem is in lower block Hessenberg form. Finding an optimal block decomposition is a difficult task in general. Powerful methods are available that can be used to find a reasonably good decomposition, for example MC33 from HSL [1] .
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A sophisticated block elimination is performed along the upper envelope (square superdiagonal blocks),
working from the left to the right, and from the top to the bottom. A very simple example is elaborated in the SUPPLEMENTARY MATERIAL [13] .
The following notation will be used throughout the next subsection:
k on the right hand side denotes a function: The lower index k tells that the value of the function determines variable x k ; the upper index i is the loop counter of the block elimination algorithm. Similarly, in the equation
, the s i−1 on the left hand side is the value of the function s i−1 on the right hand side evaluated at s i .
Formal statement
Input: A system of equations (1) in lower block Hessenberg form as shown in Figure 1 .
Lower and upper bounds (x and x, resp.) of the variables.
Output: All solutions to the system of equations.
External dependency: A helper algorithm to parameterize the solution set of an underdetermined system of equations, see (6) ; this helper algorithm returns the parameterization (8).
Initialization: For i = 0, apply linear parameterization,
Forward sweep: For i = 1 . . . N Apply the helper algorithm to the ith block, a
considering s i−1 and x i as variables, (dim
The helper algorithm returns the variables s i−1 and x i reparameterized in terms of new parameters s i , in a well-conditioned, explicit fashion:
From (7):
Save (8) together with the transition map s i−1 = s i−1 (s i ) for later use.
Solving the final system:
Backward sweep: The solutions are obtained by simple substitutions:
In practice, the sparsity of the Jacobian is exploited for efficiency reasons, and not all x
are computed and saved in (8) (see Section 3.3). In this case, pass through the transition maps
. . , 1 and recover s i−1 , then x i−1 from (8).
Notes on the algorithm
If the reparameterization steps (8) are skipped and and all the variables are parameterized in terms of s 0 , we get the final system
which is likely to be extremely ill-conditioned due to the deep nesting of reasonably-conditioned trans-
formations. This equation is compared to the final system (9) of the forward sweep in which the reparameterization steps are not skipped. For example, if one compares the term
of (10) to the corresponding term x (9), the difference becomes clear. The former is usually extremely ill-conditioned whereas the latter is reasonably-conditioned by construction, as a result of the reparameterization. The stage-by-stage method [10] and the sequential modular approach to process flowsheeting and optimization [5, Chapter 8] proceed just in this fashion and do not involve any reparameterization. The resulting major flaw of these methods is well-known: they can be extremely sensitive to the initial estimates, up to a point where solving the final system of equations is notoriously difficult or even impossible.
Reparameterization is the key point to achieve numerical stability. The large ill-conditioned problem is split into smaller, reasonably conditioned ones. The idea of the proposed method was abstracted from the multiple shooting method for boundary value problems (BETTS [3, pp. 62-65]), which mitigates in a similar way the conditioning problems of the unstable single shooting method. Implementing the reparameterization (8) is the most challenging step of the algorithm, see Section 3.4.
Exploiting the sparsity
So far a dense lower block Hessenberg form has been assumed: For a given i in (8), all parameterizations are computed and stored for k = 0, . . . , i. It is easy to show that we would compute and store altogether
. That is, the work is proportional to N 2 ; formally, the work is Θ(N 2 ). Luckily, the Jacobian of the distillation columns is not only a lower block Hessenberg structure but also a (bordered) block band matrix and the work can be reduced and made proportional to the number of stages. Formally, the work can be reduced to O(N).
In case of distillation columns, the following recursive formula is proposed to determine which variables have to be reparameterized:
consisting of all variables appearing in some F j ( j ≥ i)
Basically, equation (11) ensures that we pass on every variable that will be needed in later blocks, even if they do not appear in some of the intermediate blocks. Relations (11) tell which variables have to be reparameterized in (8); apart from this, no other changes are necessary to exploit the sparsity, the algorithm is executed as it is presented in Subsection 3.1.
Example. The following system of equations is being solved:
The block elimination is performed with block size one, that is, single variables are eliminated in the following order: x 1 , x 2 , x 3 (upper envelope). The corresponding z i are
Note that x 0 appears in z 2 and z 3 even though the corresponding equations do not depend on x 0 : We have to pass on x 0 because it is needed later, when solving F 4 (x 0 , x 3 ) = 0.
Implementation details
The C++ implementation is available in the SUPPLEMENTARY MATERIAL [13] .
Reparameterization at (8) is the most challenging part of the implementation. The solution set of the underdetermined system of equations (6) defines a manifold ("hyper-surface") of dimension d 0 . Parameterizing multidimensional manifolds can be done [12] but is a highly nontrivial task. However, the case d 0 = 1 is easier to handle, as a 1D manifold is just a union of curves and the arc length is the natural parameter. Therefore, the current implementation works only for 1D manifolds, parameterized by arc length. Our current research focuses on the general higher-dimensional case.
A 1D manifold consists of infinitely many points but it has to be approximated with finitely many parameters in practice. That is, the manifold has to be discretized. A simple piecewise linear approx- All solutions of a system of equations have to be found at (9) . The right hand side of (9) represents a manifold; in case d 0 = 1, it is a 1D manifold (union of curves). A piecewise linear approximation to the this 1D manifold is computed. Finding all solutions to (9) is then easy: We traverse the breakpoints of this piecewise linear manifold and determine the solutions with interpolation at the sign changes. The absence of sign changes indicates infeasibility; the original system of equations has no solution in this case.
The computed reactive distillation column
The rigorous steady-state model is taken from CIRIC & MIAO [7] , corresponding to the cost-optimal column of CIRIC & GU [6] . In the column, ethylene glycol is produced from ethylene oxide and water.
The column can have as many as 7 steady-states depending on the the hold-up volume on the reactive stages. The model equations and parameters, the elimination order, the permutation to lower block Hessenberg form, the AMPL (FOURER et al. [9] ) model of the example and the C++ implementation are all available in the SUPPLEMENTARY MATERIAL [13] . This suffices to reproduce all computations.
Due to the strict space limitations, no further details are given here.
Results and discussion
Block decomposition. The algorithm requires that its input system of equations has been permuted in such a way that the Jacobian is in lower block Hessenberg form shown in Figure 1 . The permutation, determining the elimination order, was obtained by inspection for the column referred to in Section 4.
(As mentioned earlier, powerful methods are available to generate good decompositions automatically, for example MC33 from HSL [1] .) It is clear from Figure 2a that the Jacobian has the desired lower block Hessenberg structure after permutation; the algorithm can be applied. General applicability of the method. The origin of the problem is irrelevant from the point of view of the algorithm. The only relevant aspect is that the Jacobian can be permuted to lower block Hessenberg form. In other words, it is irrelevant whether the problem is the steady state model of a reactive distillation column or the model of an electric circuit, etc.; only the block sparsity pattern matters.
