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”The fundamental laws necessary for the mathematical
treatment of a large part of physics and the whole of
chemistry are thus completely known, and the difficulty
lies only in the fact that application of these laws leads
to equations that are too complex to be solved.”
Paul Dirac
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Resumen
El grafeno se ha convertido en el material revolucionario de esta de´cada, no solo en
el a´mbito teo´rico sino tambie´n en a´reas de desarrollo tecnolo´gico por sus exo´ticas
propiedades. Estas propiedades, surgen como resultado de la naturaleza de los elec-
trones presentes bajo la red del grafeno, en la cual estos poseen comportamientos aso-
ciados a la meca´nica cua´ntica relativista.
Para fin de su estudio teo´rico y concebir sus posibles aplicaciones mediante el calculo
de sus propiedades se hace necesario recurrir a la ecuacio´n de Dirac como aproximacio´n
a la ecuacio´n de autovalores del hamiltoniano de amarre fuerte del grafeno.
Esta aproximacio´n lleva a mostrarnos una serie feno´menos peculiares como lo son el
efecto Zitterbewegung y la paradoja de Klein, que influyen en la presencia de una
conductancia mı´nima en el grafeno y otros efectos de posible aplicacio´n.
El estudio teo´rico de cara´cter netamente anal´ıtico puede tener limitaciones a condiciones
muy particulares de potenciales externos y zonas de ana´lisis, limitaciones que las her-
ramientas nume´ricas de simulacio´n no contienen, ampliando el panorama de condiciones
posibles de analizar.
Este trabajo realiza una exploracio´n del estado del arte en el estudio de grafeno, te´cnicas
nume´ricas en meca´nica cua´ntica y meca´nica cua´ntica relativista, al igual que los de-
sarrollos matema´ticos que llevan a considerar los efectos relativistas en el grafeno, y
un proceso exploratorio de la te´cnica del operador de separacio´n con transformada de
Fourier para la dina´mica de paquetes de onda relativistas en 2D de fermiones sin masa.
Palabras Claves: Grafeno, Ecuacio´n de Dirac, Paradoja de Klein, Efecto Zitterbe-
wegung, Estructura de bandas, Simulacio´n Nume´rica.
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Cap´ıtulo 1
Introduccio´n
A continuacio´n se presenta el resumen de la propuesta de trabajo de grado entregada
en el documento de anteproyecto.
1.1 Objetivos
Objetivo general
Modelizar y simular efectos de confinamiento en el grafeno con me´todos de la f´ısica
computacional.
Objetivos espec´ıficos
• Documentar los aspectos anal´ıticos necesarios para el desarrollo de los efectos de
confinamiento en el grafeno.
• Hacer uso de los me´todos nume´ricos para simular el efecto Zitterbewegung en el
grafeno.
• Hacer uso de los me´todos nume´ricos para simular el tunelamiento de Klein en el
grafeno.
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1.2 Justificacio´n
La elaboracio´n del presente trabajo gira entorno a las tendencias actuales en inves-
tigacio´n y desarrollo en las a´reas de materiales, f´ısica y otras ciencias; en donde las
te´cnicas y me´todos de la f´ısica teo´rica y computacional se han convertido en una he-
rramienta de alto impacto [7, 8], permitiendo la realizacio´n de laboratorios virtuales
que eviten la realizacio´n de experimentos y pruebas de costo significativo o de dif´ıcil
realizacio´n por limitaciones tecnolo´gicas [9].
El grafeno es un arreglo hexagonal planar (monocapa) de a´tomos de carbono que com-
ponen las capas constitutivas del grafito [10, 11]. Este material exhibe propiedades
electro´nicas exo´ticas [12,13] y aspira a propiciar un cambio importante en la electro´nica
y sus aplicaciones [14–16], lo anterior unido a sus extraordinarias propiedades meca´nicas
[17,18] nos permiten pensar en este como el material del futuro [19,20].
Es un material que sirve como escenario para el estudio teo´rico y experimental de
algunos aspectos de la teor´ıa cua´ntica de campos y de la meca´nica cua´ntica relativista
[20, 21] dada la presencia de efectos cua´nticos como el efecto Hall cua´ntico y efectos
de confinamiento relativistas como el efecto Zitterbewegung y el tunelamiento de Klein
[14,22,23].
En an˜os recientes, hay un creciente intere´s por la realizacio´n de simulaciones de los
efectos cua´nticos relativistas en sistemas f´ısicos controlables, teniendo como ejemplo el
efecto Unruh en las trampas de iones, el efecto Zitterbewegung para fermiones masivos
en estado so´lido, propiedades de condensados de Bose-Einstein y estados de excitacio´n
de electrones en sistemas 2D como el grafeno [5,24] donde los para´metros de tunelabil-
idad permiten acceder a distintos reg´ımenes f´ısicos [5].
El efecto Zitterbewegung relativista no ha sido observado au´n experimentalmente, se ha
observado este mismo efecto producido por el acoplamiento esp´ın-o´rbita en estructuras
semiconductores (teoricamente mostrado a partir de la solucio´n de la ecuacio´n de Dirac
y su expansio´n no relativista) representa un gran intere´s de estudio para la emergente
espintro´nica en el desarrollo y modelizacio´n de nanoestructuras semiconductores [25].
El estudio y simulacio´n de los efectos relativistas de confinamiento en grafeno [23,26] en
lo cual se basa este trabajo, se constituye en el estudio del comportamiento de fermiones
de Dirac sin masa bajo las condiciones estructurales y energe´ticas que impone el grafeno
tal como se encuentran asociados estos efectos en la literatura [23,27].
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1.3 Definicio´n del problema
Se busca implementar algoritmos de simulacio´n nume´rica para el ana´lisis de los efectos
de confinamiento relativistas Zitterbewegung y el tunelamiento de Klein presentes en el
grafeno, en los cuales sea posible ajustar algunos para´metros, condiciones iniciales, la
lectura y visualizacio´n de los resultados.
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Parte I
Estado del arte
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Cap´ıtulo 2
Grafeno
Con el descubrimiento del grafeno en el 2004, aislado de cristales de grafito, se ha con-
vertido en un tema de gran intere´s para la comunidad cient´ıfica, tanto de investigadores
teo´ricos como de experimentalistas, relacionando un gran numero de publicaciones y
citaciones en el medio acade´mico, aumentando continuamente dichas publicaciones por
an˜o [1, 2]. El h-indice asociado al tema del grafeno es 1491 (ver fig.2.12), y tiene un
promedio de 20 citaciones por articulo [2], lo que muestra el impacto cient´ıfico que ha
tenido el grafeno desde su descubrimiento.
En la figura 2.2 se aprecia el crecimiento de las publicaciones acerca del tema de na-
noestructuras de carbono, cronolo´gicamente (fig.2.2a) y desde el momento de su des-
cubrimiento (fig.2.2b). En fig.2.2a podemos notar que el intere´s teo´rico por el grafeno
surgio´ mucho antes de su descubrimiento, incluso unos 60 an˜os antes [28]. Si bien el
a´rea de investigacio´n en nanotubos se ha mostrado ma´s fruct´ıfera, se observa que con
base al an˜o de descubrimiento el numero de publicaciones acerca de grafeno es mu-
cho mayor, indicando la tendencia en investigacio´n entre estas 3 formas alotro´picas de
carbono nanoestructurado [1].
La National Science Foundation (NFS) es una de las mayores entidades en finan-
ciamiento de proyectos de investigacio´n en grafeno. En el periodo 2004-2008 (ver
fig.2.3a), la NFS aporto 28 millones de do´lares para los investigadores en dicho tema,
1H-index, es un indice bibliome´trico que indica el mayor numero de art´ıculos que tienen como
mı´nimo h citaciones. En este caso, el tema del grafeno cuenta con 149 art´ıculos
2Elaboracion propia. Los datos para la construccio´n de este gra´fico fueron extra´ıdos de la base de
datos SCOPUS en el mes de abril de 2011.
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Figura 2.1: Calculo de los indices H y G para las publicaciones en investigacio´n sobre
grafeno.
de los cuales, 12 millones de dolares fueron entregados en el an˜o 2008 [2].
La evolucio´n de las a´reas exploradas en la investigacio´n en grafeno se han tornado ma´s
teo´ricas sobre los u´ltimos an˜os como puede apreciarse en fig.2.3b [1]. Un gran numero de
publicaciones se han enfocado en el estudio de estructuras y propiedades f´ısicas de varias
formaciones de grafeno. Estas estructuras incluyen nanocintas, apilamientos, hojas y
capas bidimensionales. Algunas de las propiedades f´ısicas que han sido exploradas
son la estructura de bandas, defectos ato´micos, transporte de carga, ferromagnetismo
y propiedades de semiconductor. Publicaciones ma´s recientes se han enfocados en
sus potenciales aplicaciones como dispositivos de efecto de campo, semiconductores
y resonadores electromeca´nicos, as´ı como aplicaciones en teor´ıa de la informacio´n y
sistemas de computo y almacenamiento avanzado de informacio´n como computacio´n
cua´ntica y espintro´nica [1, 29].
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(a) Cronolo´gicamente (b) A partir del descubrimiento.
Figura 2.2: Nu´mero total de art´ıculos cubiertos por la Science Citation Index por
an˜o [1].
(a) (b)
Figura 2.3: 2.3a Fondos de la NFS para desarrollo de investigaciones en grafeno [2].
2.3b Numero de publicaciones segun corresponde a trabajos teo´ricos o experimentales.
Base de datos INSPEC [1].
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2.1 Primeros compuestos
La historia del grafeno, inicia con los o´xidos de grafito y o´xidos de grafeno (por ex-
foliacio´n del oxido de grafito), los cuales han sido estudiados desde hace ma´s de 170
an˜os. Las primeras preparaciones de exfoliacio´n de oxido de grafito fueron reportadas
hacia 1840 por el alema´n Schafhaeutl, quien hace mencio´n del procedimiento asistido
por a´cido sulfu´rico y por a´cido n´ıtrico [30].
En lo posterior, otra familia de compuestos, denominados Compuestos Intercalados de
Grafito (GIC, por su sigla en ingles - Graphite Intercaletion Compounds -) fueron desa-
rrollados y estudiados. La estructura apilada de grafito es sostenida por los GIC’s pero
los espacios entre capas son ampliados a varios angstrom conduciendo a un desacople
electro´nico de las capas individuales y produciendo efectos de superconductividad en
algunos casos, tambie´n observado en capas individuales de grafeno [30]. Esta separacio´n
entre los planos ato´micos se logra mediante la te´cnica de exfoliacio´n qu´ımica, en la cual
entre los distintos planos ato´micos es ubicada una mole´cula de gran taman˜o teniendo
as´ı capas de grafeno aisladas en una matriz tridimensional [3].
Figura 2.4: Modelo C8K que muestra el apilamiento de capas de grafito y potasio. El
arreglo del intercalamiento sigue la secuencia AαAβAγ donde A es la capa de grafito y
las letras griegas las capas de potasio [3].
En 1961, Boehm encuentra que la reduccio´n qu´ımica de o´xidos de grafito en un medio
alcalino diluido con hidrazina, sulfito de hidro´geno y sales de hierro lleva a la formacio´n
de delgadas capas de carbono que tienen pocas cantidades de hidro´geno y oxigeno.
Boehm en esta observacio´n concluye que las delgadas capas esta´n constituidas de una
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u´nica capa de carbono [30,31].
2.2 Descubrimiento del grafeno
En 1968 Morgan y Somorjai obtienen por medio de caracterizacio´n LEED (Low-Energy
Electron Diffraction) patrones producidos por absorcio´n de pequen˜as mole´culas orga´nicas
en Pt(100). En 1969 despue´s del ana´lisis de estos patrones, podr´ıa interpretarse de los
datos que posiblemente hab´ıa presencia de monocapas de grafito en la superficie del
platino [30].
Los fulerenos, los primeros de esta familia nanoestructurada, son descubiertos en 1985
por los qu´ımicos Harold Kroto, James Heath, Sean O’brien, Robert Curl y Richard
Smalley [32]. Los fulerenos son mole´culas de carbono esfe´ricas que aproximan un cuerpo
de cero dimensiones [22].
El nombre de grafeno fue acun˜ado por primera vez por Boehm en 1986 [33], y tiene
su origen en la necesidad de la descripcio´n de las capas intercaladas de grafito en los
GIC’s [30]. Este te´rmino fue oficializado por la IUPAC en 1997 afirmando que ”The
term graphene should be used only when the reactions, structural relations or other
properties of individual layers are discussed” [34].
Los nanotubos de carbono fueron descubiertos por S. Iijima en 1991 durante el desarrollo
de una investigacio´n en fulerenos [32]. Estos primeros nanotubos de carbono fueron
multipared, teniendo dia´metros exteriores en el rango de 4 a 30 µm, y fue hasta 1993
que el nanotubo de carbono de pared sencilla fue obtenido mediante arco de descarga
en grafito [35].
Recientemente se han observado formas mixtas entre nanotubos de carbono y fulerenos
[35].
En 2004, Novoselov y Geim, de la Universidad de Manchester, descubren el Grafeno.
Hasta este momento, se conceb´ıa que estructuras 2D no pod´ıan existir ya que serian
termodina´micamente inestables. La teor´ıa de Landau indicaba que las contribuciones
te´rmicas en cristales de baja dimensionalidad introducir´ıan desplazamientos en los
a´tomos comparables a las distancias inter-ato´micas [10] y llevar´ıan al cristal de grafeno
a tomar una forma 3D mas estable, como nanotubos o fulerenos3 [36, 37].
3Si bien los nanotubos y fulerenos en su modelizacio´n se conciben como estructuras 1D y 0D,
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Figura 2.5: Ilustracion de formas alotro´picas del carbono [4].
La te´cnica para su obtencio´n en 2004 era de tipo meca´nico. Se trata del me´todo de
exfoliacio´n meca´nica del grafito. Se usa una cinta adhesiva sucesivamente para separar
los cristales de grafito en piezas cada vez ma´s delgadas. Posteriormente la cinta se
disuelve en acetona, y el material es sedimentado sobre una oblea de silicio. En 2005, los
investigadores simplificaron la te´cnica usando el me´todo de deposicio´n en seco evitando
las etapas en las que el grafeno quedase suspendido en liquido [37].
Posterior a ello, te´cnicas de distinta naturaleza, qu´ımica, f´ısico-qu´ımica, meca´nica,
ele´ctrica o catal´ıtica, comenzaron a desarrollarse con e´xito para la obtencio´n de ho-
jas de grafeno [4, 30].
Figura 2.6: L´ınea de tiempo del grafeno.
realmente son estructuras 3D al ser estructuras con dia´metros distintos a una capa ato´mica.
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2.3 Tratamiento del grafeno
El grafeno es un arreglo hexagonal planar (monocapa) de a´tomos de carbono que com-
ponen las capas constitutivas del grafito formado por una red hexagonal (dos redes
triangulares opuestas) [10,11,21,27], cuyos a´tomos presentan hibridizacio´n sp2 [10,21].
Sin embargo, es posible extender esta definicio´n al caso de grafeno bicapa, ambos con
un espectro electro´nico simple presentando un gap cero de semiconductor con un tipo
de electrones y un tipo de huecos. La estructura electro´nica evoluciona ra´pidamente
acerca´ndose al limite de cristal 3D en 10 capas [4,10]. La cantidad de portadores carga
incrementa con las capas, y las bandas de conduccio´n y valencia comienzan a sola-
parse notablemente. Esto conduce a distinguir incluso entre 3 tipos de redes cristalinas
bidimensionales de grafeno, monocapa, bicapa y pocas capas (3 a 10 capas) [10].
En un modelo de primeros vecinos, el grafeno es un semiconductor con separacio´n
de banda nula entre los electrones de valencia y los electrones de conduccio´n, y el
comportamiento de su estructura de bandas en cercan´ıa de los puntos K en las esquinas
de la primera zona de Brillouin es lineal [15,27,28,36]. El grafeno contiene dos a´tomos
por celda unitaria que resulta en dos puntos co´nicos (puntos K ) por zona de Brillouin
[38].
Antes de su descubrimiento, el grafeno era intensamente estudiado a nivel teo´rico como
un camino previo al ana´lisis de las propiedades de los nanotubos de carbono y de los
fulerenos, y hoy d´ıa podr´ıa considerarse el material ma´s estudiado teo´ricamente [4,36].
A trave´s de la deteccio´n del efecto Hall cua´ntico ano´malo se confirma la presencia de
part´ıculas/fermiones de Dirac en su espectro electro´nico. Dado que en estos sistemas
la densidad de estados se desvanece sobre los puntos de Dirac, este semimetal se desv´ıa
considerablemente de la teor´ıa de Landau de l´ıquidos de Fermi, siendo muy similar a
modelos de f´ısica de part´ıculas, en particular electrodina´mica cua´ntica relativista [23].
Dado su comportamiento, la ecuacio´n de Schro¨dinger no muestra de manera natural el
comportamiento de las cargas en el grafeno, sin embargo no implica su imposibilidad
de uso para el estudio de ciertas propiedades [28, 39–41], y se observa que el compor-
tamientos de estos es mejor descrito por la ecuacion de Dirac reflejando naturalmente el
cara´cter lineal de su relacio´n de dispersio´n a bajas energ´ıas (limite hasta 1eV ) [40,42].
Su relacio´n lineal alrededor de los puntos K conduce a un tratamiento equivalente de
fermiones de Dirac sin masa [38,42].
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2.4 Potenciales aplicaciones
Este material exhibe propiedades electro´nicas exo´ticas [12, 13] y aspira a propiciar un
cambio importante en la electro´nica y sus aplicaciones [14–16], lo anterior unido a sus
extraordinarias propiedades meca´nicas [17, 18] nos permiten pensar en este como el
material del futuro [19,20].
Es un material que sirve como escenario para el estudio teo´rico y experimental de
algunos aspectos de la teor´ıa cua´ntica de campos y de la meca´nica cua´ntica relativista
[20, 21] dada la presencia de efectos cua´nticos como el efecto Hall cua´ntico y efectos
de confinamiento relativistas como el efecto Zitterbewegung y el tunelamiento de Klein
[14,22,23].
En an˜os recientes, hay un creciente intere´s por la realizacio´n de simulaciones de los
efectos cua´nticos relativistas en sistemas f´ısicos controlables, teniendo como ejemplo el
efecto Unruh en las trampas de iones, el efecto Zitterbewegung para fermiones masivos
en estado solido, propiedades de condensados de Bose-Einstein y estados de excitacio´n
de electrones en sistemas 2D como el grafeno citeLamata2007, Gerritsma2010 donde
los para´metros de tunelabilidad permiten acceder a distintos reg´ımenes f´ısicos [5].
Debido a las restricciones experimentales, usualmente las muestras de grafeno corre-
sponden a escalas mesosco´picas que conducen a una situacio´n en la que los fermiones
de Dirac son confinados tanto por las estructuras de borde tipo zigzag como por las
estructuras brazo de silla. Este confinamiento es particularmente importante para la
produccio´n de gu´ıas de ondas para electrones que son el elemento principal para la
produccio´n de dispositivos electro´nicos como los transistores de carbono (all-carbon
transistors) [16, 23].
Los transistores basados en grafeno serian ma´s ra´pidos y pequen˜os, consumiendo menos
energ´ıa y disipando mas ra´pidamente el calor que el silicio. Potenciar´ıa nuevas tec-
nolog´ıas en celdas solares y dispositivos de cristal liquido. Los sensores qu´ımicos basa-
dos en grafeno pueden ser aplicados para la deteccio´n de mole´culas gaseosas, tales
como amoniaco y dio´xido de nitro´geno. La alta relacio´n de superficie-masa permitir´ıa
la fabricacio´n de nuevos ultracapacitores y bater´ıas [2].
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Cap´ıtulo 3
Confinamiento cua´ntico
Por confinamiento se entiende la accio´n que producen los potenciales potenciales de
la estructura y/o externos a los cuales se encuentran sometidos los electrones en su
dina´mica, restringiendo estos a una determinada zona en el espacio directo o en el dual.
La ecuacio´n de Dirac como una versio´n relativista de la ecuacio´n de Schro¨dinger para
fermiones (incorporando el grado de libertad de esp´ın de manera ab initio), describe
de manera precisa el espectro del a´tomo de hidro´geno y posee gran importancia en la
teor´ıa de campos cua´nticos, en donde los operadores de creacio´n y aniquilacio´n son
permitidos. Sin embargo, la solucio´n de la ecuacio´n de Dirac para un solo fermio´n
predice dos extran˜os efectos, la paradoja de Klein y el effecto Zitterbewegung [24].
Estos efectos de confinamiento corresponden a casos en los cuales los fermiones de Dirac
son confinados a regiones finitas [23]. Dado que estos efectos de confinamiento relacio-
nan la interaccio´n con antipart´ıculas de los fermiones, estos efectos de confinamiento no
se presentan para casos de bosones [43]. El motivo por el cual a esta escala espacial se
observan comportamientos cua´nticos es porque la zona de confinamiento es del orden
de la longitud de Compton del electro´n,
h
mec
= 0.024A˚.
3.1 Fermiones de Dirac
Los fermiones de Dirac son fermiones que no son sus propias antipart´ıculas y que res-
ponden a la descripcio´n de la ecuacio´n de Dirac, distinguie´ndose de los fermiones de
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Majorana (fermiones que son sus propias antipart´ıculas y responden a la descripcio´n de
la ecuacio´n de este nombre); los fermiones de Dirac en este caso corresponden a estados
de excitacio´n del grafeno a bajas energ´ıas alrededor de los puntos de Dirac (de ah´ı su
nombre), en donde su energ´ıa es linealmente dependiente de k y su masa efectiva es
nula.
m∗ = ~2
(
∂2E
∂kx∂ky
)−1
. (3.1)
La masa efectiva se obtiene a partir de la relacio´n de dispersio´n segu´n la ecuacio´n 3.1.
La masa efectiva es un escalar para los fermiones ubicados cerca de un mı´nimo de
energ´ıa, en este caso en los alrededores de los puntos de Dirac [44,45].
3.2 Efecto Zitterbewegung
El efecto Zitterbewegung fue observado por primera vez por Schro¨dinger al analizar los
resultados de part´ıcula libre para electrones de la ecuacio´n de Dirac. Fue el mismo
Schro¨dinger quien acun˜ar´ıa el te´rmino de Zitterbewegung [46].
El efecto Zitterbewegung corresponde a un movimiento de oscilacio´n alrededor de una
trayectoria en linea recta del movimiento del electro´n, al observar la evolucio´n de un
paquete de onda en el tiempo [5,24,46,47].
Este resultado corresponde al valor esperado del operador α (matriz de Dirac) que da
cuenta del operador velocidad a trave´s del teorema de Ehrenfest [46, 47] de la forma
que sigue:
αˆ(t) =
(
αˆ(0)− cpˆ
Hˆf
)
exp
(
−2ıHˆf t
~
)
.
Esta oscilacio´n en el operador de velocidad a pesar de la ausencia de perturbaciones
externas lleva a una ruptura con el caso cla´sico de causalidad ante la presencia de una
variacio´n de la velocidad sin causa aparente [47]. Este efecto es interpretado como
la interaccio´n entre los fermiones y sus respectivas antipart´ıculas1 [5, 24, 46–48]. Sin
embargo, estas interpretaciones son discutidas, y en particularmente en las estructuras
perio´dicas se considera como un efecto de la conservacio´n de la energ´ıa [49].
1La ecuacio´n de Dirac conduce a soluciones de energ´ıa positiva y negativa a la vez, cuya inter-
pretacio´n corresponde a la existencia de las part´ıculas y antipart´ıculas.
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Figura 3.1: Ilustracio´n del efecto Zitterbewegung para distintas masas [5].
Si bien en el vacio´ su observacio´n y definicio´n experimental y en simulacio´n es compleja
debido al orden de magnitud de la frecuencia de oscilacio´n (~ωz ≈ 1MeV ), al estudiar el
feno´meno los medios semiconductores nanoestructurados se vuelven un escenario ideal
para mejorar las condiciones de los para´metros caracter´ısticos del feno´menos [25,50].
El grafeno, se ha presentado como una estructura ideal para acercar el estudio de los
efectos cua´nticos-relativistas desde la experimentacio´n y simulacio´n a escalas menos
exigentes en te´rminos de resolucio´n de la medida [21]. Una de las implicaciones de este
efecto en el grafeno es la presencia de un mı´nimo finito de conductividad definido por
e2/~ [21]. Efectos de segunda cuantizacio´n pueden hacerse necesarios para considerar
efectos ma´s finos ante la presencia de confinamientos por campos magne´ticos externos
[25,50].
El grafeno, como estructura perio´dica, podr´ıa notar el efecto Zitterbewegung como un
efecto de conservacio´n de energ´ıa tal como lo propone Zawadzki para so´lidos cristalinos
[50], siendo as´ı un feno´meno comu´n de la propagacio´n de paquetes de onda en el medio,
y que no requiere la presencia de un campo externo para su aparicio´n.
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3.3 Paradoja de Klein
La paradoja de Klein hace referencia a un efecto relativista poco intuitivo en el feno´meno
de tunelamiento a trave´s de barreras de potencial. Este corresponde a que fermiones con
energ´ıas superadas incluso en un factor de dos por la barrera de potencial, pueden pasar
a trave´s de esta con probabilidad 1 [21,47,48,51]. As´ı, la probabilidad de tunelamiento
depende muy poco de la altura de la barrera, siendo esta casi transparente a medida
que se acerca a m0c
2, contrario al decaimiento cla´sico de la probabilidad con el aumento
de la altura de la barrera de potencial [40].
E
k
D
V0
Figura 3.2: Esquema del feno´meno de tunelamiento. Barrera de alto V0 y ancho D. Se
acerca un fermio´n de Dirac de momento k y energ´ıa E [6].
Debido a la presencia de los efectos relativistas en el grafeno, este material presenta
intere´s para el estudio del paradoja de Klein y de sus consecuencias [20, 52].
Distintos tipos de potenciales son analizados para observar caracter´ısticas particulares
de confinamiento para posibles aplicaciones, dadas las implicaciones que posee el efecto
de tunelamiento en el grafeno para el transporte de electrones [20,38,52].
La alineacio´n de estados de positrones al interior de la barrera de potencial es lo que
posibilita la probabilidad probabilidad de transmisio´n del electro´n a trave´s de la barrera
[6,21,38], ya que mientras que los estados electro´nicos resultan repulsivos a barreras de
mayor energ´ıa, esta resulta atractiva para estados positro´nicos [6, 21,40].
Este elemento resulta importante debido a que los fermiones en el grafeno son insensi-
bles a la aplicacio´n de potenciales electrosta´ticos (no sufren efectos de localizacio´n de
los electrones cla´sicos) y pueden viajar sin dispersio´n largas distancias en grafeno del
orden de micrometros [52]. As´ı, los fermiones de Dirac resultan no ser confinados por
potenciales electrosta´ticos pero pueden ser confinados mediante la aplicacio´n de campos
magne´ticos [52].
Dado que los fermiones de Dirac en el grafeno no tiene masa no existe un requerimiento
teo´rico de campo ele´ctrico mı´nimo para formar estados positro´nicos bajo la barrera.
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Para crear barreras bien definidas realistas en grafeno con desorden, campos electros-
ta´ticos de  = 105V cm−1 son comu´nmente usados en experimentos [6].
La variacio´n de la probabilidad de tunelamiento no solo es funcio´n de la altura de la
barrera de potencial y de la energ´ıa del fermio´n, sino tambien del angulo de incidencia
de este frente a la barrera, como se ilustra en la figura 3.3.
Una importante consecuencia asociada a la paradoja de Klein presente en el grafeno, es
la existencia de un mı´nimo de conductividad aun en ausencia de portadores de cargas.
Figura 3.3: Probabilidad de transmisio´n para una barrera de ancho de 100nm para el
grafeno monocapa en funcio´n del angulo de incidencia. La energ´ıa de Fermi del electro´n
incidente es 80meV, λ = 50nm, y barrera de potencial V0 de 200 y 285 meV (curva roja
y azul respectivamente) [6].
3.4 Efecto Hall cua´ntico
El efecto Hall cua´ntico es uno de los feno´menos mas peculiares en sistemas electro´nicos
bididmensionales. La cuantizacio´n de la conductancia Hall σxy ha sido ampliamente
aceptada como una cantidad topolo´gica. Cuando un potencial qu´ımico es localizado
con un gap de energ´ıa, se tiene
σxy =
−e2
h
cf , (3.2)
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donde cf es un entero topolo´gico definido para estados ocupados. En el grafeno, debido a
la presencia de fermiones de Dirac sin masa, se presenta el efecto Hall cua´ntico ano´malo
en el que la discretizacio´n de la conductancia Hall [53] es dada como
σxy =
2N + 1
2
e2
h
.
En presencia de un campo constante B perpendicular al plano del sistema, el espectro
de energ´ıa es discreto (discretizacio´n de Landau). Para el caso de fermiones de Dirac
sin masa, el espectro viene dado por
Eνσ =
√
2|e|B~v2F
(
ν +
1
2
± 1
2
)
, (3.3)
donde ν es el nu´mero cua´ntico, vF es la velocidad del electro´n (velocidad de Fermi)
y el termino ±1/2 esta relacionado con la quiralidad, en oposicio´n al caso usual de
dispersio´n parabo´lica relacionada con los niveles de Landau E = ~ωc(ν ± 12) donde ωc
es la frecuencia de ciclotro´n [21].
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Cap´ıtulo 4
Modelos y me´todos de simulacio´n
El efecto Zitterbewegung es dif´ıcil observacio´n tanto en el espacio vac´ıo como en so´lidos,
sin embargo las condiciones presentes en los so´lidos semiconductores son ma´s favorables
al considerar posibilidades de experimentacio´n [50].
Al considerar el ana´lisis, conviene tener en cuenta que seguir un electro´n individual
posee dificultades y ser´ıa ma´s u´til seguir un grupo de electrones en fase [50].
Debido a la magnitud de la amplitud de oscilacio´n asociada al efecto Zitterbewegung,
muchos de los esquemas de simulacio´n usados para el ana´lisis de este efecto consid-
eran sistemas de trampas io´nicas en interaccio´n con luz la´ser o la modificacio´n de los
para´metros mc2 y c con el fin de aumentar la amplitud de oscialcio´n [24,50]. Las tram-
pas io´nicas igualmente sirven de escenario favorable para el ana´lisis y simulacio´n del
tunelamiento de Klein [24].
4.1 Modelizacio´n
Como primera aproximacio´n para la modelizacio´n de sistemas cua´nticos es posible partir
de la ecuacio´n de Schro¨dinger (modelo no relativista) [54]. Una referencia cla´sica en el
estudio teo´rico del grafeno es el trabajo de Wallace en 1947 que estudia las propiedades
del grafito a partir del estudio de capas individuales de este sin consideraciones rela-
tivistas, concibiendo esto como una aproximacio´n inicial y aclarando que una estructura
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bidimensional de este tipo no ser´ıa posible [28].
Eψ(~r) =
−~2
2m
∇2 + Vext(~r) + VG(~r). (4.1)
Al considerar la ecuacio´n de Schro¨dinger en el grafeno, se hace necesario representar el
potencial de la red triangular de forma explicita [40]. En la ecuacio´n 4.1 se observan
dos te´rminos de potencial, que corresponden a la aplicacio´n de un potencial externo
Vext y el potencial debido a los a´tomos de carbono que constituyen la red con sus
respectivas nubes electro´nicas VG. Este u´ltimo potencial es de naturaleza electrosta´tica.
El potencial asociado a la red del grafeno surge del potencial electrosta´tico de los a´tomos
segu´n las dos redes triangulares presentes [41]
La presencia de dos tipos de portadores de cargas en el grafeno (electrones y huecos)
hace necesario que al usar la ecuacio´n de Schro¨dinger sean tratados en ecuaciones
independientes, sin conexio´n alguna como una consecuencia de la regla de suma de
Seitz (ademas de involucrar cada ecuacio´n una masa efectiva diferente) [6].
Sin embargo, dado el comportamiento observado en el grafeno experimentalmente y
consideraciones sobre la simetr´ıa presente por la presencia de las dos redes triangulares,
la literatura enfatiza fuertemente en que la descripcio´n del grafeno se realiza adecuada-
mente a traves de la ecuacio´n de Dirac [6, 55–57].
Al definir la masa efectiva es posible simplificar el hamiltoniano del sistema (ver ec.4.2)
[6], validando la expresio´n alrededor de un punto de intere´s, en este caso los puntos
de Dirac. La masa efectiva generalmente tiene intere´s en los mı´nimos de la relacio´n
de dispersio´n en los cuales la masa efectiva puede ser expresada como un escalar (in-
dependiente de la direccio´n de la relacio´n de dispersio´n evaluada) segu´n la expresio´n
3.1 [44, 45].
Hˆ0 = −ı~vFσ ·∇. (4.2)
La ecuacio´n 4.2 es la ecuacio´n de Dirac para fermiones sin masa. Alrededor de los
puntos de Dirac, la masa efectiva de los electrones es nula. Esta aproximacio´n es solo
va´lida para bajas energ´ıas [40, 42, 55]. σ corresponde a las matrices de Pauli y vF la
velocidad de Fermi.
Sin embargo, a altas energ´ıas el perfil no lineal no se reproduce, y la masa efectiva de
los electrones puede ser negativa. Para tener en cuenta estos efectos se hace necesario
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tomar la forma completa del hamiltoniano de Dirac expresado en la ecuacio´n 4.3 [40].
ı~
∂ψ
∂t
= (cα · p + βmc2)ψ, (4.3)
donde c es la velocidad de la luz, α el vector de matrices de Dirac, p es el operador de
momento y β es la matriz identidad.
La ecuacio´n de Dirac (ec.4.2 y ec.4.3) a diferencia de la ecuacio´n de Schro¨dinger incluye
los efectos de spin ±1
2
que no eran naturales en esta u´ltima, y reflejan de manera general
un sistema de 3+1 dimensiones (3 dimensiones espaciales y 1 dimension temporal) para
una part´ıcula libre [24].
Al incluir potenciales electromagne´ticos, la ecuacio´n de Dirac luce como se indica a
continuacio´n en ec.4.4
ı~
∂ψ
∂t
=
(
c~α · (p− eA(r, t)) + βmc2 + eφ(r, t))ψ, (4.4)
donde A es el potencial vector electromagne´tico y φ el potencial electrosta´tico.
Los nuevos te´rminos incluidos en ec.4.4 permiten incluir las interacciones de los elec-
trones con potenciales externos. Aca´ debe tenerse en cuenta que al usar la ecuacio´n
de Dirac sin consideraciones de masa efectiva de los electrones en grafeno, debemos
partir de la construccio´n del potencial de la red de manera similar como se expone
en ec.4.1 [40, 41]. Conocer este potencial electrostatico con el que contribuye la red
del grafeno (sus a´tomos de carbono y la distribucio´n electro´nica sobre el plano de la
misma, los electrones con hibridacio´n sp2) constituir´ıa resolver inicialmente la ecuacio´n
de Dirac (o en primera aproximacio´n la de Schro¨dinger) para los electrones sp2.
Dado el costo computacional de esta metodolog´ıa, es posible utilizar una aproximacio´n
que parta de los resultados conocidos para los orbitales a partir de solucionar a´tomos
individuales, conocida como aproximacio´n de tight binding (amarre fuerte), como la
usada por Wallace [28] y posteriormente ampliamente referenciada en la literatura para
la obtencio´n del hamiltoniano del grafeno y usada en los paquetes computacionales de
ca´lculos de a´tomos, mole´culas y cristales.
Para mole´culas simples como el hidro´geno, la aproximacio´n del potencial electrosta´tico
molecular puede ser incluido expl´ıcitamente sin requerir de la construccio´n del hamil-
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toniano por un me´todo adicional, tal como se expresa en la ecuacio´n 4.5 [58],
Hˆ = c~ˆα · ~ˆp+ βˆmc2 −
K∑
k=1
e2Zk
|~r − ~Rk|
, (4.5)
siendo Zk el nu´mero ato´mico de los a´tomos (ya que el modelo es va´lido en general para
a´tomos hidrogenoides) y Rk las posiciones de los nu´cleos.
4.1.1 Potencial electrosta´tico
La densidad electro´nica de una mole´cula o sistema molecular esta definida por ec.4.6 [59]
ρ(~r1) = N
∫
ψ∗(~r1, ~r2, . . . , ~rN)ψ(~r1, ~r2, . . . , ~rN)dr2 . . . drN , (4.6)
donde ψ es la funcio´n de onda y N es el nu´mero total de electrones. Una vez calculada
la densidad electro´nica del sistema, el potencial electrosta´tico se obtiene aplicando la
expresio´n 4.7 [59,60]
V (~r) =
∑
i
Zi
| ~Ri − ~r|
−
∫
ρ(~r)
|~r − ~r′|dr′. (4.7)
El primer termino de la ecuacio´n 4.7 representa la contribucio´n nuclear al potencial de
cada uno de los a´tomos de carbono, y el segundo termino corresponde a la contribucio´n
de la densidad electro´nica. Estos ca´lculos pueden ser realizados con distintos niveles
de teo´ria como me´todos de funciones de ondas puras o funcionales de densidad [59].
Dado que los electrones 2pz son aportados a la conduccio´n, estos no se incluyen en la
densidad electro´nica ya que son el objeto de ana´lisis bajo el potencial de la red.
La caracterizacio´n de superficies de potencial de estructuras tipo grafeno esta descrita
por Peralta-Inga [60], estudiando las superficies para estructuras de distinto taman˜o
(entre 6 y 62 a´tomos de carbono).
4.1.2 Aproximacio´n de amarre fuerte
El trabajo precursor del estudio teo´rico de grafeno de Wallace [28] hace uso de la
aproximacio´n de amarre fuerte a primeros vecinos para la construccio´n del hamiltoniano
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del grafito monocapa1.
La aproximacio´n a primeros vecinos puede ser suficiente para describir efectos relevantes
del grafeno, pero aproximaciones de segundos vecinos tambie´n son reportadas en la
literatura [27].
La aproximacio´n de amarre fuerte es una aproximacio´n al ca´lculo de estructuras de
bandas usando un conjunto de funciones de onda base. La solucio´n aproximada de
la funcio´n de onda del sistema se expresa como la combinacio´n lineal de las funciones
bases de a´tomos aislados.
Cuando los a´tomos son puestos en un cristal, las funciones de onda de los orbitales
presentan solapamiento con funciones de onda de a´tomos adyacentes. Sin embargo los
te´rminos de solapamiento se desprecian al considerar que los electrones tienen enlaces
fuertes. As´ı, cualquier correccio´n al potencial ato´mico ∆U se expresa como una adicio´n
a la suma de los hamiltonianos de a´tomos aislados (ver 4.8).
H(~r) =
∑
n
Hat(~r − ~Rn) + ∆U(~r). (4.8)
Luego, la solucio´n aproximada a la funcio´n de onda de la ecuacio´n de Schro¨dinger se
puede expresar como la superposicio´n lineal de las funciones onda base de la expresio´n
4.9
ψ(~r) =
∑
m,n
bm( ~Rn)φm(~r − ~Rn), (4.9)
donde m es el m-e´simo nivel de energ´ıa ato´mico y n es el n-e´simo sitio ato´mico en la
red cristalina [61].
Es conveniente, al asumir que en promedio los electrones se encuentran en enlace fuerte
con los centros de la red, expandir la solucio´n en estados de Wannier (ver ec.4.10) [62].
|ψ~Rn〉 =
1√
N
B.Z.∑
~k
exp(−ı~k · ~R)|ψ~kn〉, |ψ~kn〉 =
1√
N
∑
~R
exp(ı~k · ~R)|ψ~Rn〉. (4.10)
En la seccio´n 6.3 se encontrara con detalle el desarrollo de amarre fuerte para el grafeno.
1Reconocemos que las capas de grafito son en realidad grafeno cuando estas se a´ıslan.
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4.2 Simulacio´n
4.2.1 Ondas planas
Las ondas planas son solucio´n a la ecuacio´n de Helmholtz homoge´nea que forman una
base que representa campos en medios perio´dicos. Los campos (escalares o vectoriales)
se puede expandir en te´rminos de componentes de series de Fourier a lo largo de los
vectores de la red reciproca. De manera similar, las propiedades del medio (perio´dicas
a lo largo del vector de la red reciproca) tambie´n pueden expandirse en componentes
de Fourier.
El me´todo de ondas planas se usa para el ca´lculo de estructuras de bandas. El grado
de precisio´n esta relacionado con el nu´mero de ondas planas tomadas. Para medios ho-
moge´neos, un pequen˜o conjunto de ondas planas (bajas frecuencias) puede representar
bastante bien la solucio´n. Sin embargo, ante la presencia de pequen˜as irregularidades,
presencia de microestructuras u otros tipos de inhomogeneidades, caracterizadas por
altas frecuencias, el me´todo no resulta adecuado.
4.2.2 Me´todo espectral
La idea de los me´todos espectrales es transformar el problema de su descripcio´n orig-
inal a una descripcio´n que involucre la transformada de Fourier para la solucio´n. La
motivacio´n de esto esta´ en que en muchas situaciones la solucio´n en el espacio transfor-
mado se obtiene ma´s sencillamente que en el espacio directo. Luego, la solucio´n original
se evalu´a aplicando la transformada inversa de Fourier a la solucio´n encontrada en el
espacio transformado [63].
La posible facilidad ofrecida al transformar la descripcio´n, es la transformacio´n de las
derivadas de la coordenada del espacio original en multiplicaciones por la coordenada
del espacio transformado [63].
Analizando las propiedades espectrales de la solucio´n de la ecuacio´n de Schro¨dinger
dependiente del tiempo se pueden obtener los autovalores y autovectores del sistema
[64]. El ana´lisis espectral de la ecuacio´n de Dirac permite obtener la densidad de
estados [65].
Para estructuras perio´dicas la solucio´n nume´rica de la ecuacio´n de Dirac y de esta
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con acoplamiento de las ecuaciones de Maxwell se puede desarrollar mediante me´todos
espectrales usando la solucio´n directa de ecuaciones de evolucio´n no lineal sobre las
cuales se aplica su transformada de Fourier [66].
4.2.3 Operador de separacio´n
En los u´ltimos an˜os, este me´todo se ha constituido en un me´todo esta´ndar de simulacio´n
de propagacio´n de ondas y en un me´todo de uso frecuente en solucio´n de ecuaciones
diferenciales no lineales [67].
Aplicado a los sistemas cua´nticos, el uso del me´todo requiere de una primera suposicio´n
para recurrir a la expansio´n de Trotter, que es el fundamento del me´todo. Los oper-
adores que actu´an sobre los estados deben conmutar [68].
Los sistemas cua´nticos en general se pueden formular como una ecuacio´n tipo Schro¨dinger
Hˆψ = ı
∂
∂t
ψ. (4.11)
En general, dado el estado del sistema en el tiempo inicial t0, su descripcio´n en el futuro
es dada por
ψ(x, t) = exp
(
−ı(t− t0)Hˆ
~
)
ψ(x, 0). (4.12)
El operador hamiltoniano consiste de operadores Tˆ y Vˆ , que respectivamente son los
operadores de energ´ıa cine´tica y energ´ıa potencial. El operador de energ´ıa cine´tica es un
operador derivativo y el operador de energ´ıa potencial es un operador multiplicativo. En
el espacio directo, el manejo del operador derivativo podr´ıa no ser tan sencillo, pero al
aplicar la transformada de Fourier este seria un operador multiplicativo. Sin embargo,
en el espacio transformado el operador multiplicativo del espacio directo podr´ıa no ser
tan conveniente manipularlo [63].
Dado que los operadores no conmutan, no es posible la separacio´n de la exponencial de la
suma de operadores como el producto de la exponencial de cada operador, pero por ser la
exponencial matricial, debe cumplir con la formula de Baker-Campbell-Hausdorff2 [68].
Aqu´ı se usara la expansio´n de Trotter para truncar y obtener una aproximacio´n de este
2En la representacio´n de Zassenhaus se describe como exp(A + B) =
exp(A) exp(B) exp(− [A,B] /2) . . .
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resultado.
exp(A+B) = lim
p→∞
(
exp
(
A
2p
)
exp
(
B
p
)
exp
(
A
2p
))p
. (4.13)
Truncando la expansio´n 4.13 en p = 1 obtenemos
(
exp
(
A
2
)
exp(B) exp
(
A
2
))
, aproxima-
cio´n que puede obtenerse mediante el siguiente argumento, suponiendo la conmutacio´n
de los operadores.
Dado que los operadores conmuten (suposicio´n realizada)
exp(A+B) = exp(A) exp(B),
y aplicando la propiedad de potencia
exp(A+B) = exp(A/2) exp(A/2) exp(B).
Nuevamente dado que los operadores conmutan
exp(A+B) = exp(A/2) exp(B) exp(A/2).
La evaluacio´n del operador multiplicativo es sencilla en el espacio directo. Una vez
se evalu´a, se aplica la transformada de Fourier en donde es evaluado con el operador
derivativo (ahora multiplicativo), se aplica la transformada inversa, y nuevamente se
multiplica por el elemento faltante del operador multiplicativo [63,68].
ψ(x, t) = exp
(
−ı∆t Vˆ
2~
)
F−1
{
exp
(
−ı∆t Tˆ
~
)
F
{
exp
(
−ı∆t Vˆ
2~
)
ψ(x, 0)
}}
.
(4.14)
4.2.4 Elementos finitos
El me´todo de elementos finitos, FEM 3, corresponde a una formulacio´n va´lida para la
solucio´n de ecuaciones diferenciales parciales de diversa ı´ndole y no solo correspondi-
ente a problemas de naturaleza cla´sica. El formalismo matema´tico desarrollado en los
esquemas FEM permite extender su aplicacio´n como un me´todo general de solucio´n
aplicables en distintos campos, entre ellos la meca´nica cua´ntica [69].
3Finite Element Method
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Su formulacio´n se basa en el me´todo de Rayleigh-Ritz [69, 70]. El dominio del prob-
lema esta discretizado y se propone como solucio´n una funcio´n interpolante por cada
dominio, sobre la cual se reduce la exigencia de ser diferenciable dos veces a ser una vez
diferenciable por tramos (C2 → C0) al obtener la formulacio´n de´bil de las ecuaciones
de segundo orden (podemos observar que la solucio´n es una funcio´n continua una vez
diferenciable por tramos).
Una vez se hace esto, se obtiene un sistema matricial que representa la formulacio´n
de´bil (formulacio´n integral) de la ecuacio´n diferencial.
Los principales trabajos de FEM aplicados a problemas ato´micos y moleculares aparecieron
en la de´cada de 1970, para casos uno y dos dimensionales. En 1975, Askar calculo las
energ´ıas del a´tomo de hidro´geno en el estado base y primer estado excitado. Luego
Nordholm y Bacsky aplicaron FEM a problemas ma´s generales de estados ligados.
Fridman y Rosenfeld analizaron problemas modelo de la ecuacio´n de Schro¨dinger con
FEM en 1977. Todos estos trabajos mostraron que FEM era un me´todo simple y efi-
ciente para problemas moleculares y ato´micos uno y dos dimensionales. El primer caso
de FEM aplicado a un caso tridimensional fue por Levin y Shertzer, quienes calcularon
los estados basales del helio en 1985 [71].
Soluciones nume´ricas a problemas vibracionales en hojas de grafeno y nanotubos de
carbo´n por la te´cnica FEM se han reportado [72–74] y la solucio´n de la ecuacio´n de
Shro¨dinger para propiedades electro´nicas y estructuras de bandas [69,70].
Si bien el me´todo FEM es ampliamente usado para la solucio´n de ecuaciones diferen-
ciales parciales de segundo orden, este me´todo realmente consiste en una metodolog´ıa
general aplicable a otros sistemas. La ecuacio´n de Dirac, ecuacio´n de primer orden, se
puede solucionar con alta precisio´n con la aplicacio´n de FEM [58].
4.2.5 Monte Carlo
En te´rminos generales el me´todo Monte Carlo es una aproximacio´n estad´ıstica al ca´lculo
de integrales mediante el llamado de posiciones aleatorias, denominadas muestras, cuya
seleccio´n de funcio´n de distribucio´n es importante [75].
El me´todo Monte Carlo es extremadamente general. Sus principios ba´sicos nos permiten
resolver cualquier problema de la f´ısica estad´ıstica (contexto f´ısico) o en general aquellos
problemas cuya naturaleza sea aleatorio [75], tomando adecuadamente la distribucio´n
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que describe el feno´meno [76].
En una simulacio´n Monte Carlo atendemos a seguir la dependencia temporal de un
modelo, para el cual el cambio o crecimiento no procede de un mecanismo riguroso
predefinido (como las ecuaciones de movimiento de Newton) pero si de una manera
estoca´stica que depende de una secuencia de nu´meros aleatorios generados durante la
simulacio´n [76].
El programa de ca´lculo y prediccio´n de estructuras cristalinas USPEX esta basado
en te´cnicas de dina´mica molecular mediante Monte Carlo y me´todos evolutivos para
obtencio´n de las estructuras ma´s estables para una cierta configuracio´n bajo condiciones
de temperatura y presio´n espec´ıficas [77].
Una implementacio´n en python del me´todo Monte Carlo Cua´ntico para la ecuacio´n
de Schro¨dinger tratado como un problema de difusio´n con tiempo imaginario, Monte-
Python, ofrece buenos resultados en simulacio´n de los problemas cla´sicos de tunelamiento
y con alta eficiencia gracias a opciones de paralelizacio´n [78].
Al incluir modelos fuertemente interactuantes en sistemas de redes hexagonales, varias
aproximaciones no perturbativas se han incluido, entre ellas, Monte Carlo, para la
simulacio´n de campos cristalinos efectivos en el grafeno y hamiltonianos de amarre
fuerte [79].
4.2.6 Funcionales de densidad
Distintas metodolog´ıas de simulacio´n ab initio se han implementado en el estudio de
propiedades de interacciones de grafeno, en particular siendo funcionales de densidad
una de las mas usadas para estudios de oxidacio´n de grafeno [80] y de propiedades de
adsorcio´n [81].
Quantum Espresso constituye una implementacio´n opensource de un programa de sim-
ulacio´n ab initio para estructuras cristalinas con funcionales de densidad y con con-
juntos base de ondas planas que representan las soluciones de funciones de onda en
cristales [82].
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4.2.7 Quantum walkers
La te´cnica de caminadores cua´nticos no solo se constituye en una te´cnica para la
bu´squeda de algoritmos ra´pidos en para simulacio´n en computacio´n cua´ntica sino que
permite realizar un ana´lisis de la ecuacio´n de Dirac con caminadores cua´nticos de tiempo
discreto (DTQW) y obtener descripciones de los efectos de confinamiento [26].
29
Cap´ıtulo 5
F´ısica computacional
Las simulaciones nume´ricas ahora son parte integral de la ciencia y la tecnolog´ıa, y la
computacio´n ha llegado a ser un medio necesario para el estudio de la ciencia. Todas
las actividades de intensa investigacio´n desarrolladas en la de´cada de 1950 alrededor
de los primeros sistemas de computo electro´nico como ENIAC y MANIAC, mostraron
la indudable relevancia que tendr´ıan estos sistemas como una herramienta de soporte
activo a las investigaciones cient´ıficas [83].
La f´ısica computacional constituye una a´rea madura de las ciencias computacionales1
en la cual se unen ı´ntegramente diversos elementos de la f´ısica, la matema´tica y las
ciencias de la computacio´n, en lo cual siendo el foco la solucio´n de problemas f´ısicos se
requiere de la comprensio´n de las herramientas de computo y herramientas matema´ticas
(fig.5.1) [84].
La incorporacio´n de la simulacio´n al desarrollo de la ciencia lleva a un nuevo paradigma
de solucio´n de problemas en el que a partir de un problema de la ciencia se elabora un
modelo que bien puede ser de cara´cter continuo o discreto. Se plantea un me´todo de
solucio´n basado en te´cnicas simbo´licas2 o nume´ricas, y segu´n el tipo de te´cnica selec-
cionado continuar con su implementacio´n en lenguajes de programacio´n o paquetes de
1Distinguir ”Ciencias computacionales” (Computational Science o tambie´n en espan˜ol ”com-
putacio´n cientifica”) de las ”Ciencias de la computacio´n” (Computer Science). La primera hace
referencia al uso de las herramientas computacionales en la ciencia y la segunda trata de las bases
teo´ricas de la informacio´n y las posibilidades de automatizacio´n eficiente.
2En este a´mbito, la f´ısica computacional incluye igualmente el uso de paquetes de a´lgebra computa-
cional que asistan los desarrollos simbo´licos/anal´ıticos de los problemas.
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CIENCIAS
COMP.
Hard/Soft
FÍSICA
Aplicación MATEMÁT.Técnica
FÍSICA
COMPUT.
Figura 5.1: Representacio´n de la naturaleza multidisciplinar de la f´ısica computacional
como un solapamiento de la f´ısica, la matematica aplicada y las ciencias computa-
cionales.
a´lgebra computacional. Las posibilidades dadas por la simulacio´n nume´rica ampl´ıan el
tipo de modelos abordables al facilitar su solucio´n para escenarios particulares. Ademas
del ultimo punto incorporado frente al paradigma cla´sico de solucio´n de problemas, se
encuentra la asistencia de las herramientas para la visualizacio´n, lo cual contribuye a
la comprensio´n y ana´lisis de datos (ver figura 5.2) [84].
Valoración
visualización
exploración
Problema
ciencia
Implementación
Fortran, C, Python, Matlab
Maple, Mathematica, Maxima
Método
numerico
simbolico
Modelo
discreto
continuo
Figura 5.2: Nuevo paradigma del desarrollo de la ciencia.
5.1 Algoritmos computacionales
El uso de un equipo de computo para la solucio´n de un problema especifico requiere
de la creacio´n de un conjunto de instrucciones que indican el procedimiento a llevar a
cabo con el fin de obtener el resultado deseado. Podemos afirmar que este problema
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contiene dos pasos, el primero es transformar el problema en forma de ecuacio´n o de
un conjunto lo´gico de pasos que pueda ser seguidos por un computador, y el segundo
es indicarle a este que debe ejecutarse [83].
Este conjunto de pasos lo´gicos y/o instrucciones (finitas) para la solucio´n de un prob-
lema espec´ıfico es conocido como algoritmo.
5.2 Lenguajes de programacio´n
Los programas de computador son los medios a trave´s de los cuales nos comunicamos
con un computador. Estos programas o co´digos se caracterizan por ser un conjunto
de sentencias t´ıpicamente escritas en un lenguaje de programacio´n bien definido. Los
lenguajes de programacio´n pueden dividirse en dos grandes categor´ıas, bajo nivel y alto
nivel.
Los lenguajes de bajo nivel son disen˜ados para trabajar con un hardware dado y su
estructura sinta´ctica y sema´ntica es bastante lejana de los lenguajes naturales. Los
lenguajes de alto nivel no son dependientes del hardware al cual se destinara la apli-
cacio´n y su estructura sinta´ctica resulta ma´s cercana al lenguaje del usuario que al
lenguaje de la maquina [83].
Segu´n las necesidades especificas, puede o no ser conveniente un lenguaje de progra-
macio´n dado.
5.2.1 Breve comparacio´n de lenguajes
La creciente necesidad de incluir el uso de los sistemas de computo para reducir los
tiempos de ejecucio´n de tareas de distinta ı´ndole, desde la contabilidad de un pequen˜o
negocio hasta los ca´lculos de alto rendimiento para simulaciones de interaccio´n de mil-
lones de part´ıculas, y desde la automatizacio´n de sistemas f´ısicos hasta el ana´lisis de
datos de grandes laboratorios, ha conducido a que el ana´lisis de mu´ltiples cualidades
de lenguajes de programacio´n y su comparacio´n sea un tema frecuente en diversas pub-
licaciones, con el fin de ayudar a realizar la seleccio´n de plataforma ra´pidamente en el
transcurso de un proyecto.
Como marco inicial, tendremos como lenguajes de interes C++, ForTran, MatLab y
Python.
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C++ y ForTran son lenguajes compilados de alto nivel3 incluidos por defecto en muchas
distribuciones de linux y facilmente se puede obtener versiones instalables y portables
para windows de manera libre (tanto compiladores como editores).
Dado que su sintaxis incluye elementos de bajo y medio nivel requiere un mayor tiempo
de desarrollo para las aplicaciones pero sus tiempos de ejecucio´n son bajos y ofrecen
mayor flexibilidad en el manejo de tipos de datos (ideal para calculos cr´ıticos) [85,86].
Las estructuras requieren cierre y poseen un nivel de interoperatividad media.
MatLab posee un instalador pesado4 y el espacio en disco requerido es ya superior
a 6GB. MatLab es una plataforma comercial de MathWorks de muy alto costo5 y
los compiladores libres de lenguaje M no poseen compatibilidad completa debido a
ligeras variaciones de la plataforma de MatLab frente a los esta´ndares de codificacio´n
de caracteres6. Al igual que C++ y ForTran requiere terminacio´n de estructuras pero
su sintaxis es mas simple.
Dado que MatLab constituye un lenguaje basado en C++ y ForTran y para su ejecucio´n
requiere una etapa de precompilacio´n, MatLab posee una eficiencia menor que C++ y
ForTran. Posee baja interoperatividad [86].
Python esta incluido por defecto en muchas distribuciones linux y su instalacio´n es
bastante simple en windows usando la distribucio´n EDP7. Las plataformas de desarrollo
e interpretes son libres y su sintaxis es simple tipo MatLab, lo que facilita la migracio´n
[85, 87]. Un listado de equivalencias entre MatLab y Python puede encontrarse en
http://mathesaurus.sourceforge.net/matlab-numpy.html.
En python la indentacio´n es obligatoria para indicar las sentencias pertenecientes a una
estructura, lo cual disminuye el numero de l´ıneas y favorece la legibilidad de co´digo
[85,87].
3Algunos autores suelen mencionar lenguajes de medio nivel, en los cuales ubican a C/C++ y
ForTran para separarlos de lenguajes de mayor nivel de abstraccio´n como Python, MatLab o Java.
4La versio´n 2011a del instalador de MatLab esta alrededor de 5.7GB para windows y 4.9GB para
linux.
5La versio´n 2011b de la instalacio´n ba´sica de MatLab tiene un costo de 2650 dolares. Este valor
no incluye ningu´n toolbox. El toolbox para compilacio´n de co´digo MatLab para la generacio´n de
ejecutables tiene un costo de 6250 dolares.
6Salvo por las aplicaciones que hagan uso de funciones de lectura y escritura en consola y archivos,
se puede esperar un buen nivel de compatibilidad de los compiladores libres frente a las funciones de
MatLab de versiones de 2 an˜os atras.
7Enthought Python Distribution http://www.enthought.com/products/epd.php
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El uso directo de Python con el paquete numpy para las manipulaciones matriciales y
operaciones nume´ricas es algo ma´s lento que MatLab, pero el uso de cualquier modulo
adicional para optimizarle es mucho ma´s ra´pido que MatLab como es ilustrado en la web
de la referencia [88, 89]. Para aplicaciones cr´ıticas tenemos la posibilidad de embeber
co´digo C++ y ForTran reduciendo los tiempos de computo y facilitando el reciclaje de
co´digo. Tiene un alto nivel de interoperatividad [85,90].
Enfocados en la reduccio´n del tiempo de desarrollo y pensando en un mayor nivel
de interoperatividad, se selecciona el lenguaje python para el desarrollo del presente
trabajo de grado.
5.3 Python
Python es un lenguaje de muy alto nivel orientado a objetos dina´micos. Es un lenguaje
interpretado y sacrifica en algo el rendimiento con el fin de optimizar el tiempo de
desarrollo. Puede llamar a otros programas y puede ser embebido en otros programas,
permitiendo el uso de este como lenguaje de scripting para estos programas [85].
Python fue liberado para dominio pu´blico en 1991 y actualmente se encuentra en la
versio´n 3.2, sin embargo aun no hay compatibilidad entre muchas aplicaciones de la
versio´n estable anterior y la actual, por lo que es recomendable aun el uso de la versio´n
2.7 para usuarios finales [90].
Actualmente es fuertemente promovido como un lenguaje para computacio´n cient´ıfica
y en particular como un lenguaje para la f´ısica computacional [85–87,91].
5.3.1 Numpy y Scipy
Numpy y Scipy son dos paquetes de uso frecuente en python para las aplicaciones de tipo
cient´ıfico en lo concerniente a la manipulacio´n, operacio´n, procesamiento y visualizacio´n
de datos nume´ricos. Surgen como una necesidad de la comunidad cient´ıfica bajo los
aspectos mencionados [86].
Numpy cumple el papel equivalente a las funciones de manipulacio´n matricial de Mat-
Lab, y Scipy (el cual es dependiente de Numpy) contiene diversos mo´dulos de cien-
cias computacionales para diferentes aplicaciones como interpolacio´n, integracio´n, es-
tad´ıstica, optimizacio´n, procesamiento de imagen, funciones especiales entre otras,
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siendo un equivalente de los toolboxes de MatLab o de librer´ıas de computacio´n cient´ıfica
como la GSL [86].
5.3.2 Matplotlib
Matplotlib probablemente constituye el paquete de python ma´s usado para gra´ficos 2D.
Provee una manera ra´pida de visualizacio´n de datos y permite la generacio´n de figuras
de calidad de publicacio´n en mu´ltiples formatos. Pylab ofrece una interface orientada
a objetos para Matplotlib muy similar en sintaxis a las opciones gra´ficas de MatLab y
permite extender las capacidades de este a gra´ficos 3D [86,92].
5.4 Paraview
Paraview es una aplicacio´n de visualizacio´n y ana´lisis de datos multiplataforma y de
co´digo abierto. Es posible construir muy ra´pidamente visualizaciones para analizar
datos por te´cnicas cualitativas y cuantitativas, y se puede hacer la exploracio´n de datos
interactivamente o programa´ticamente a trave´s de las capacidades de procesamiento
por lote de Paraview. Paraview admite python como lenguaje de scripting [93].
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Parte II
Modelizacio´n y simulacio´n
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Cap´ıtulo 6
Hamiltoniano del grafeno
Una metodolog´ıa comu´nmente usada para construir el hamiltoniano de un sistema es
la aproximacio´n de amarre fuerte o tight binding. Los electrones en esta aproximacio´n
se asumen que interactu´an, pero su interaccio´n se considera de´bil para perturbar las
funciones de onda a nivel ato´mico. Los electrones esta´n fuertemente unidos a los a´tomos,
pero no completamente [45].
Uno de los aspectos principales del me´todo de amarre fuerte es la seleccio´n de las bases
para la expansio´n de la solucio´n. Las funciones seleccionadas deben cumplir con los
requerimientos de las funciones de Bloch (ec.6.1) [45]
Ψk(r) =
∑
i,j
uk,i (r− rj) exp (ık · rj) , (6.1)
donde i son los orbitales ato´micos, rj son las posiciones de los nu´cleos io´nicos y uk(r)
es una funcio´n perio´dica en el espacio rec´ıproco.
6.1 Enlace qu´ımico del carbono
Un a´tomo de carbono tiene 6 electrones distribuidos en los orbitales ato´micos 1s22s22p2.
Los electrones del orbital 1s del carbono no contribuyen al enlace qu´ımico. En el grafeno,
los orbitales 2s, 2px y 2py hibridizan para formar 3 orbitales planares denominados sp
2,
cada uno con un electro´n. Estos orbitales sp2 originan los enlaces σ en los so´lidos.
Los orbitales sp2 se orientan a lo largo de tres l´ıneas que forman a´ngulos de 120◦entre
ellos (ver figura 6.1b), lo cual es responsable de la estructura de red hexagonal del
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grafeno [11].
(a) Estados ocupados en el carbono
sp
sp
sp 120º
120º
120º
(b) Orbitales sp2
Figura 6.1: Hibridizacio´n sp2 del grafeno.
El orbital 2pz remanente es perpendicular al plano formado por los a´tomos de carbono,
y se combina con los mismo orbitales de diferentes a´tomos de carbono para formar
enlaces pi. Cada orbital 2pz contribuye con un electro´n, habiendo as´ı un electro´n por
sitio de red. Es este orbital el responsable del comportamiento inusual del grafeno [11].
6.2 Estructura cristalina
La red hexagonal es una de las 5 redes de Bravais existentes en 2 dimensiones. Esta,
puede verse como la superposicio´n de dos redes triangulares opuestas con a´ngulos de
60◦(fig.6.2), las cuales corresponden a cada uno de los sitios A y B de la red ilustrados
en la figura 6.3.
Interesa obtener los vectores de la red, que son las direcciones en las cuales desplaza-
mientos en unidades enteras de estos permiten reproducir el patro´n en todo el espacio,
y en el espacio dual dan cuenta de la periodicidad de las funciones de onda para el
electro´n en el potencial. A partir de la figura 6.2 se tiene que los vectores de red son
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a1
a2
30º
60º
120º
Figura 6.2: Determinacio´n de los vectores de red del espacio directo.
A Ba1a2
Figura 6.3: Estructura hexagonal de la red del grafeno. La celda unitaria esta confor-
mada por dos a´tomos, que identifican los sitios de red A y B. a1 y a2 son los vectores
de red en el espacio directo.
a1 = a
(
cos
(pi
6
)
, sen
(pi
6
))
= a
(√
3
2
,
1
2
)
(6.2)
a2 = a
(
cos
(pi
6
)
,− sen
(pi
6
))
= a
(√
3
2
,−1
2
)
,
donde a = ||a1|| = ||a2|| es la distancia al primer vecino de la red.
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A partir de las expresiones de los vectores de red del espacio directo (ec.6.2) y de la
relacio´n entre los vectores de red del espacio directo y reciproco dada por [44]
bi · aj = 2piδij
obtenemos el siguiente sistema de ecuaciones
√
3
2
b2x +
1
2
b2y = 2pi,
√
3
2
b2x − 1
2
b2y = 0,
√
3
2
b1x +
1
2
b1y = 0,
√
3
2
b1x − 1
2
b1y = 2pi,
cuya solucio´n indica los siguientes vectores de red en el espacio reciproco
b1 =
1
a
(
2pi√
3
,−2pi
)
,
=
4pi√
3a
(
1
2
,−
√
3
2
)
, (6.3)
b2 =
1
a
(
2pi√
3
, 2pi
)
,
=
4pi√
3a
(
1
2
,
√
3
2
)
.
6.3 Aproximacio´n de amarre fuerte
La aproximacio´n de amarre fuerte para la construccio´n del hamiltoniano y el calculo de
la estructura de bandas lleva a un sistema de la forma 6.4 [94]
∑
j
(Hij(k)− SijE)uj = 0, (6.4)
donde H es la matriz del hamiltoniano y S es la matriz de solapamiento de orbitales
ato´micos. Para la consideracio´n de primeros vecinos esta u´ltima matriz es igual a la
matriz identidad.
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Siendo ψ y φ las funciones de onda del electro´n del orbital pz asociadas a las respectivas
subredes (en la figura 6.3 A y B) y t la constante de salto1, se obtiene como aproximacio´n
de amarre fuerte la expresio´n 6.52 [23]
− tφn+1,m−1 − tφn+1,m+1 − tφn,m = ψn,mE, (6.5)
−tψn−1,m+1 − tψn−1,m−1 − tψn,m = φn,mE.
Tal como se advirtio´ al principio del capitulo, las funciones deben cumplir con los
requerimientos de funciones de Bloch (ec.6.1) que con los vectores de red del espacio
reciproco (ec.6.3) se plantean las formas
ψn,m = exp
(
ı
√
3kxan
2
+
ıkyam
2
)
u(k), (6.6)
φn,m = exp
(
ı
√
3kxan
2
+
ıkyam
2
)
v(k).
Reemplazando ec.6.6 en ec.6.5 y considerando la periodicidad de las funciones3
−tv(k) exp
(
ı
√
3kxan
2
+
ıkyam
2
)[
exp
(
ı
√
3kxa
2
− ıkya
2
)
+ exp
(
ı
√
3kxa
2
+
ıkya
2
)
+ 1
]
= u(k) exp
(
ı
√
3kxan
2
+
ıkyam
2
)
E,
−tu(k) exp
(
ı
√
3kxan
2
+
ıkyam
2
)[
exp
(
− ı
√
3kxa
2
+
ıkya
2
)
+ exp
(
− ı
√
3kxa
2
− ıkya
2
)
+ 1
]
= v(k) exp
(
ı
√
3kxan
2
+
ıkyam
2
)
E,
y eliminando te´rminos comunes
1La constante de salto da cuenta de las transiciones de electrones de una subred a otra.
2Esta aproximacio´n surge de consideraciones de segunda cuantizacio´n segu´n la forma∑
ijα tij (a †iα bjα + aiαb†jα) donde a† y b† son los operados de creacio´n de las dos subredes, α el
esp´ın y t la energ´ıa de salto de primeros vecinos [23].
3Al provocar un desplazamiento en el espacio reciproco iguales a un vector de red las funciones
toman el mismo valor que sin desplazar, u(k) = u(k +K) donde K = n1b1 + n2b2.
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−tv(k) exp
(
ı
√
3kxa
2
)[
exp
(
− ıkya
2
)
+ exp
(
ıkya
2
)
+ exp
(
−ı√3kxa
2
)]
= u(k)E,
−tu(k) exp
(
− ı
√
3kxa
2
)[
exp
(
ıkya
2
)
+ exp
(
− ıkya
2
)
+ exp
(
ı
√
3kxa
2
)]
= v(k)E.
Ahora se convierten a trigonome´tricas los te´rminos exponenciales. Comenzando por la
primera ecuacio´n del conjunto, y se reagrupan te´rminos
2 cos
(√
3kx
2
)
cos
(
ky
2
)
+ 2ı sen
(√
3kxa
2
)
cos
(
kya
2
)
+ sen2
(√
3kxa
2
)
+ cos2
(√
3kxa
2
)
=
2 exp
(
ı
√
3kxa
2
)
cos
(
kya
2
)
+ 1.
De igual manera para la segunda expresio´n se obtiene el conjugado de este.
Expresado de forma matricial se tiene
(
−E f(k)
f ∗(k) −E
)(
u(k)
v(k)
)
=
(
0
0
)
, (6.7)
con
f(k) = −2t exp
(
ı
√
3kxa
2
)
cos
(
kya
2
)
− t. (6.8)
Para asegurar una solucio´n no trivial al sistema representado en la expresio´n 6.7, el
determinante de la matriz debe ser igual a cero. Desarrollando el determinante y
despejando para la energ´ıa E
E2 = 4t2 cos2
(
kya
2
)
+ t2 + 2t2 cos
(
kya
2
)(
exp
(
ı
√
3kxa
2
)
+ exp
(
−ı√3kxa
2
))
= 4t2 cos2
(
kya
2
)
+ t2 + 4t2 cos
(
kya
2
)
cos
(√
3kxa
2
)
E = ±2t
√√√√cos2(kya
2
)
+
1
4
+ cos
(
kya
2
)
cos
(√
3kxa
2
)
. (6.9)
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Figura 6.4: Relacio´n de dispersio´n del grafeno a partir de la aproximacio´n de amarre
fuerte.
6.4 Hamiltoniano de Dirac
Se puede observar en la figura 6.4a que alrededor de ciertos puntos, en los cuales la
energ´ıa es igual a cero, la relacio´n de dispersio´n puede aproximarse a una relacio´n
lineal. Estos puntos son llamados puntos de Dirac.
A partir de la expresio´n 6.9 sabemos que las ra´ıces corresponden a las ra´ıces de la
expresio´n al interior de la ra´ız (t es distinto de cero).
0 = cos2
(
kya
2
)
+
1
4
+ cos
(
kya
2
)
cos
(√
3kxa
2
)
. (6.10)
Sustituyendo
Y = cos
(
kya
2
)
y X = cos
(√
3kxa
2
)
,
0 = Y 2 +
1
4
+XY,
Y =
−X ±√X2 − 1
2
. (6.11)
Lo cual genera dos curvas solucio´n en el plano complejo. Dado que interesan las solu-
ciones reales, se buscan las soluciones con X tal que el argumento de la ra´ız cuadrada
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presente en ec.6.11 sea mayor que 0, y dada la sustitucio´n, X es el rango de la funcio´n
coseno imponiendo un intervalo adicional a cumplir
X = ((−∞,−1] ∨ [1,∞)) ∧ [−1, 1] ,
= {−1, 1} ,
Y = ±1
2
.
Ahora, se llevara la solucio´n a las variables originales segu´n la sustitucio´n realizado para
ec.6.10. Segu´n la sustitucio´n realizada tenemos
−1 = cos
(√
3kxa
2
)
.
Aplicando la inversa del coseno y despejando para la coordenada k
arccos(−1) =
√
3kxa
2
pi(2n+ 1)
2√
3a
= kx.
De igual manera
1
2
= cos
(
kya
2
)
,
arccos
(
1
2
)
=
kya
2
,
pi
(
2m+
1
3
)
2
a
= ky,
y para el segundo par coordenado
1 = cos
(√
3kxa
2
)
,
arccos(1) =
√
3kxa
2
,
2pin′ 2√
3a
= kx,
−1
2
= cos
(
kya
2
)
,
arccos
(
1
2
)
=
kya
2
,
pi
(
2m′+ 2
3
)
2
a
= ky.
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As´ı, las coordenadas del punto de Dirac del primer par coordenado, con n = 0, m = 0,
son
K =
(
2pi√
3a
,
2pi
3a
)
. (6.12)
Dado que las contribuciones de los puntos de Dirac pueden ser consideradas de manera
independiente, solo se considerara el punto de Dirac de ec.6.12. Realizando la expansio´n
en series de primer orden alrededor de este punto
f(k) = f(K) +∇f(k)|K · (k−K),
= 0 +
−tı√3a exp(ıpi) cos(pi3)
at exp(ıpi) sen
(pi
3
)  ·
kx − 2pi√3a
ky − 2pi
3a
 .
Es conveniente para efectos posteriores definir un desplazamiento del sistema coorde-
nado para ubicar el punto de Dirac en el origen de coordenadas, k′ = k − K, y la
expresio´n 6.8 linealizada en las nuevas coordenadas es
f(k′) =
√
3at
2
(k′x − ık′y). (6.13)
Sustituyendo ec.6.13 en ec.6.7 obtenemos −E
√
3at
2
(k′x − ık′y)√
3at
2
(k′x + ık
′
y) −E
(u(k′)
v(k′)
)
=
(
0
0
)
,
de donde solucionando el determinante de la matriz se observa que la relacio´n de dis-
persio´n es lineal (fig.6.5)
E = ±
√
3at
2
√
k′2x + k′2y .
En la forma matricial 6.4, multiplicamos y dividimos por ~ el lado izquierdo
√
3at
2~
(
0 p′x − ıp′y
p′x + ıp
′
y 0
)(
u(k′)
v(k′)
)
= E
(
u(k′)
v(k′)
)
vF (σ
′
xp
′
x + σ
′
yp
′
y)ψ(k
′) = Eψ(k′), (6.14)
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Figura 6.5: Relacio´n lineal de dispersio´n alrededor del punto K.
donde σ′i con i=x,y son las matrices de Pauli, p
′
i con i=x,y el operador de momento y
vF la velocidad de Fermi, y los autoestados asociados a la forma de autovalores 6.14
son de la forma [40]
ψ =
1√
2
(
± exp(−ıφ)
1
)
, (6.15)
con tanφ = ky/kx. Acorde a la literatura, los valores para la energ´ıa de salto t y la
distancia a primeros vecinos es 2.7eV [23] y 1.47A˚ [27,41] respectivamente, convertidos a
unidades del sistema internacional, y sustituyendo tenemos que el valor de la velocidad
de Fermi es 463557m/s.
La expresio´n 6.14 corresponde a la ecuacio´n de Dirac para fermiones sin masa4. Esta
descripcio´n de los electrones en el grafeno lleva a la presencia de efectos como la paradoja
de Klein y el efecto Zitterbewegung.
4En el grafeno, en el l´ımite de bajas energ´ıas, los electrones poseen una masa efectiva nula.
46
Cap´ıtulo 7
Efectos de confinamiento en el
grafeno
La accio´n de campos electromagne´ticos sobre el grafeno produce una serie de efectos
particulares de intere´s teo´rico y pra´ctico. Entre estos efectos cabe sen˜alar el efecto Hall
fraccionario, el efecto Zitterbewegung y la paradoja de Klein. Esta u´ltima genera una
caracter´ıstica electro´nica particular del grafeno, y es la existencia de un mı´nimo distinto
de cero para la conductancia.
Los campos ele´ctricos contribuyen con un potencial dado por VE = qφ(r, t) [67, 95].
La inclusio´n de los campos ma´gneticos se realiza usando el principio de acoplamiento
mı´nimo [95] que involucra solo la distribucio´n de carga en este y no los momentos de
multipolos de la distribucio´n de carga en contraste al acoplamiento de Pauli. As´ı, usando
el principio de acoplamiento mı´nimo que resulta de redefinir el operador momento como
p− eA [96].
Aplicando estas dos consideraciones en ec.6.14 obtenemos la forma de la ecuacio´n 4.4
para m = 0.
(vF (σxpx + σypy)− vF eσ ·A + eφ(r, t))ψ(k) = Eψ(k) (7.1)
(vF (σxpx + σypy)− vF eσ ·A + eφ(r, t))ψ(k) = ı~ ∂
∂t
ψ(k). (7.2)
La ecuacio´n 7.1 es independiente del tiempo, y la ecuacio´n 7.2 es dependiente del tiempo
y permite analizar la evolucio´n de paquetes de onda en el tiempo. A es el potencial
ma´gnetico vector.
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Las matrices de Pauli σ estan dadas por [47]
σx =
(
0 1
1 0
)
, σy =
(
0 −ı
ı 0
)
, σz =
(
1 0
0 −1
)
.
7.1 Efecto Zitterbewegung
Para efectos experimentales, una posibilidad de validacio´n del efecto lo constituyen las
oscilaciones de la corriente, tal como indico Katsnelson debidas al efecto Zitterbewegung
[97].
El valor del operador de densidad de corriente en la representacio´n de Heisenberg se
construye como
j = eψ†vψ,
donde v es el operador de velocidad.
En meca´nica cua´ntica relativista, el teorema de Ehrenfest tambie´n es va´lido [47]. As´ı
que se aplica para obtener el operador de velocidad. Por la definicio´n del teorema de
Ehrenfest tenemos que
∂xˆ
∂t
=
[
xˆ, Hˆ
]
.
Multiplicando por una funcio´n de onda auxiliar para aplicar los operadores
∂xˆ
∂t
ψ =
[
xˆ, Hˆ
]
ψ,
y expandiendo el conmutador
∂xˆ
∂t
ψ = vF xˆσˆ · pˆψ − vF σˆ · pˆxˆψ
Aplicando los operadores
∂xˆ
∂t
ψ = −vF xˆσˆ · pψ − vF σˆ(ψ + xˆpψ),
y simplificando
∂xˆ
∂t
ψ = −vF σˆψ,
∂xˆ
∂t
= −vF σˆ.
Usando este resultado para el operador de velocidad, la representacio´n de Heisenberg
del operador de corriente y la expresio´n 6.15, tenemos desarrollando
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−j
evF
=
(
exp(ıψ) exp(ıEt/~) 1
)( 0 1− ı
1 + ı 0
)(
exp(−ıψ) exp(−ıEt/~)
1
)
,
=
(
exp(ıψ) 1
)( 1− ı
exp(−ıψ) exp(−ıEt/~) + ı exp(−ıψ) exp(−ıEt/~)
)
,
= exp(ıψ) exp(ıEt/~)− ı exp(ıψ) exp(ıEt/~) +
exp(−ıψ) exp(−ıEt/~) + ı exp(−ıψ) exp(−ıEt/~),
j = −2evF (cos(φ+ Et/~) + sen(φ+ Et/~)). (7.3)
De la expresio´n 7.3 para el operador de densidad de corriente, se observa la oscilacio´n
correspondiente al efecto Zitterbewegung.
7.2 Paradoja de Klein
Dado un campo ele´ctrico que impone una barrera de potencial de la forma
V (x) =
{
V0, 0 ≤ x ≤ D
0, x ≤ 0 ∨D ≤ x .
Siendo las soluciones [6] de los espinores ψ1 y ψ2
ψ1 =

(exp(ıkxx) + r exp(−ıkxx)) exp(ıkyy), x ≤ 0
(a exp(ıqxx) + exp(−ıqxx)) exp(ıkyy), 0 ≤ x ≤ D
t exp(ıkxx+ ıkyy), D ≤ x
ψ2 =

s (exp(ıkxx+ ıφ) + r exp(−ıkxx− ıφ)) exp(ıkyy), x ≤ 0
s′ (a exp(ıqxx+ ıθ) + exp(−ıqxx− ıθ)) exp(ıkyy), 0 ≤ x ≤ D
st exp(ıkxx+ ıkyy + ıφ), D ≤ x
,
donde
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qx =
√
(E − V0)2
~2v2F
− k2y,
s = sgn(E),
s′ = sgn(E − V0),
θ = arctan
(
ky
qx
)
,
siendo θ el a´ngulo de refraccio´n (la indicacio´n de las variables puede verse en la figura
7.1). Usando las condiciones de continuidad de la funcio´n de onda se pueden hallar los
valores de a, b, t y r.
k
E
V0Dkϕ
ϴ
D
Figura 7.1: Esquema del feno´meno de tunelamiento.
Para el coeficiente de refleccio´n r se tiene
r = 2ı exp(ıφ) sen(qxD)
sen(φ)− ss′ sen(θ)
ss′ [exp(−ıqxD) cos(φ+ θ) + exp(ıqxD) cos(φ− θ)]− 2ı sen(qxD) .
Asumiendo |V0| >> |E| el angulo de refraccio´n θ tiende a cero ya que qx se hace mucho
mayor que ky, y s
′ = −1 debido a la misma suposicio´n. Luego
r =
2ı exp(ıφ) sen(qxD) sen(φ)
−2 cos(φ) cos(qxD)− 2ı sen(qxD) ,
r∗r =
sen2(qxD) sen
2(φ)
cos2(φ) cos2(qxD) + sen2(qxD)
,
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y definimos la probabilidad de transmisio´n como T = t∗t = 1− r∗r
T =
cos2(φ) cos2(qxD) + sen
2(qxD)− sen2(qxD) sen2(φ)
cos2(φ) cos2(qxD) + sen2(qxD)
,
=
cos2(φ) cos2(qxD) + sen
2(qxD)(1− sen2(φ))
cos2(φ) cos2(qxD) + 1− cos2(qxD) ,
=
cos2(φ) cos2(qxD) + sen
2(qxD) cos
2(φ)
1 + cos2(qxD)(cos2(φ)− 1) ,
=
cos2(φ)(cos2(qxD) + sen
2(qxD))
1− sen2(φ) cos2(qxD) ,
=
cos2(φ)
1− sen2(φ) cos2(qxD) . (7.4)
En la expresio´n 7.4 se observan dos caracter´ısticas de intere´s. Bajo condiciones de
resonancia qxD = piN con N entero la barrera es invisible al igual que para incidencia
normal (θ = 0 ∨ θ = pi) la probabilidad de transmisio´n siempre sera T = 1. Tambie´n
se puede observar que para qxD = pi(N + 1/2) la probabilidad de transmisio´n tambien
es independiente de la barrera de potencial y solo depende del a´ngulo de incidencia
T = cos(φ).
Las dos condiciones de transmisio´n total corresponden al motivo parado´jico que enuncia
el nombre, ya que la intuicio´n indicar´ıa que la transmisio´n deberia depender de las
caracter´ısticas de la barrera de potencial [21,47,48,51], que como se indico en la seccio´n
3.3 se debe a la alineacio´n de estados positro´nicos al interior de la barrera ya que si
bien los potenciales altos son repulsivos para los electrones, estos son atractivos para
los positrones.
7.2.1 Conductancia mı´nima
Si un cable se conecta a la izquierda a un reservorio con niveles ocupados hasta EF
y a la derecha a un reservorio con niveles ocupados hasta EF + eV , donde V es un
potencial electrosta´tico, fluira´ una corriente I (fig.7.2).
Para un cable ideal, un electro´n en un estado k contribuye con una corriente de I = envk
donde n = 1/L es la densidad lineal y vk =
1
~
∂Ek
k
es la velocidad del electro´n.
Teniendo en cuenta la degeneracio´n del esp´ın, g = 2, la corriente total de izquierda a
derecha es
IL→R =
2e
L
∑
k
vk =
e
pi
∫ kF
0
1
~
∂Ek
dk
dk =
2e
h
∫ EF
0
dE.
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Figura 7.2: Esquema ilustrativo del flujo de corriente en un cable con diferencia de
niveles ocupados en los extremos conectados.
Similarmente, la corriente total de derecha a izquierda sera
IR→L =
2e
h
∫ EF+eV
0
dE,
y por ende la corriente total neta es
I =
2e2
h
V.
La conductancia, en este caso vendra´ dada
G =
I
V
, inverso de la resistencia,
= V
2e2
h
1
V
, sustitucio´n de la corriente,
=
2e2
h
.
Aplicando el formalismo de Bu¨ttiker-Landauer, se agrega un factor a la conductancia
que da´ cuenta de los modos de transmisio´n [98]
G =
2e2
h
∑
m
Tm,
G =
2e2
h
MT. (7.5)
La expresio´n 7.5 da cuenta de la cuantizacio´n de la conductancia. Si consideramos el
caso del grafeno, con incidencia normal o condiciones resonantes, la probabilidad de
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transmisio´n es 1, y con un solo modo de transmisio´n M = 1, tenemos
G =
2e2
hbar
,
que es la conductancia mı´nima en el grafeno.
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Cap´ıtulo 8
Simulacio´n
El presente trabajo de grado se centra en la implementacio´n del me´todo de operador de
separacio´n con transformada ra´pida de Fourier1 para la ecuacio´n de Dirac bidimensional
dependiente del tiempo para fermiones sin masa con aplicacio´n de campos externos. Sin
embargo, esta te´cnica no es restrictiva solo para estas condiciones [67], pero para los
objetivos del trabajo propuesto solo se hara´ el abordaje especifico de estas.
8.1 Me´todo de operador de separacio´n con FFT
El esquema de operador de separacio´n ha sido aplicado en distintos ca´lculos/simulaciones
de paquetes de onda en aproximaciones no relativistas tipo Schro¨dinger en f´ısica ato´mica
y molecular, propagacio´n de paquetes de onda no relativistas en potenciales externos, e
interaccio´n electro´n - la´ser bajo aproximaciones de Schro¨dinger y Dirac [67]. El me´todo
se ha convertido en un referente y un esta´ndar para el estudio de la dina´mica de paquetes
de ondas [68].
Como se indico en la subseccio´n 4.2.3 el me´todo consiste en proponer como solucio´n
general en un tiempo futuro de un estado inicial del sistema como el resultado de la
aplicacio´n de un operador de evolucio´n unitario. Sobre el operador de evolucio´n se aplica
una separacio´n dada a partir de la expansio´n de Trotter (hasta aqu´ı, es propiamente el
1FFT-Split operator.
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operador de separacio´n [63]). As´ı, de las expresiones 4.11 y 4.12 [67,68,95].
Uˆ(∆t) = exp
(
− ı∆tHˆ
~
)
≈ exp
(
− ı∆tVˆ
2~
)
exp
(
− ı∆tTˆ
~
)
exp
(
− ı∆tVˆ
2~
)
, (8.1)
donde Tˆ es el operador de energ´ıa cine´tica, Vˆ el operador de energ´ıa potencial, Uˆ es el
operador de evolucio´n y ∆t el intervalo de tiempo entre cada paso temporal.
La separacio´n sime´trica asegura que el error sea del orden ∆t3. El error esta asociado
a que no se consideran los aportes de los conmutadores de los dos operadores, lo cual
se observa del teorema de Baker-Hausdorff, y por ende el error puede ser estimado a
partir de los conmutadores [68]. Teo´ricamente el me´todo es exacto si los operadores de
energ´ıa cine´tica y potencial conmutan.
La solucio´n 4.12 con el operador de evolucio´n propuesto es estrictamente va´lida si no
hay dependencia explicita de los potenciales con respecto al tiempo, sin embargo se
puede usar un paso temporal muy pequen˜o para despreciar los efectos (cumpliendo con
una frecuencia de muestreo temporal mayor a la frecuencia caracter´ıstica de la variacio´n
del potencial externo) [67].
Otro aspecto adicional en la seleccio´n del paso temporal es la frecuencia de oscilacio´n
asociada a la energ´ıa de la part´ıcula incluyendo su energ´ıa en reposo(
E +m0c
2
~
)
[67, 95] y la relacio´n entre la velocidad asociada al feno´meno y el taman˜o de particio´n
espacial vdt = dx [95].
El paquete de onda inicial, no debe ser gaussiano, sino cualquier otra descripcio´n [67].
Posterior a la separacio´n, el operador de potencial se aplicara´ de forma directa, mientras
que el operador de energ´ıa cine´tica se aplicara en el espacio de momento mediante una
transformada de Fourier. Esto tiene como ventaja, volver el operador diferencial en un
operador multiplicativo [67,68].
La discretizacio´n de los operadores se realiza directamente sobre la malla [67, 68, 95],
es decir, los elementos de la matriz que representa el operador se encuentran en la
(fila,columna) asociada con indices cartesianos a la malla en el espacio directo (en
discretizaciones de esquemas como diferencias finitas y elementos finitos las matrices
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poseen una fila y una columna asociada a los nodos, es decir se hace un mapeo del
espacio 2D a 1D para su representacio´n matricial) [95].
La seleccio´n del orden de aplicacio´n de los operadores puede tener razones especificas por
diversos motivos, entre ellos posibilidades de optimizacio´n de los algoritmos, de donde
observamos que Braun comienza con la aplicacio´n del operador de potencial en el espacio
directo [68] y Mocken comienza con la aplicacio´n del operador de energ´ıa cinetica [67].
Bajo un esquema simple, conviene la aplicacio´n del operador de potencial inicialmente,
ya que evita realizar en esta primera operacio´n la transformada de Fourier, ec.8.2.
Sin embargo el esquema de Mocken permite lograr una optimizacio´n para sistemas
que requieren simulaciones con t grande y alta resolucio´n, mediante la aplicacio´n de
ciertas propiedades sobre el operador que resulta de la aplicacio´n sucesiva de pasos
temporales [67].
ψ(t0 + ∆t) = exp
−ı∆te
(
V I− vF ~ˆσ ·A
)
2~

F−1
exp(−ı∆tvF ~ˆσ · p
~
)
F
exp
−ı∆te
(
V I− vF ~ˆσ ·A
)
2~
ψ(t0)
 . (8.2)
Dado el costo computacional que implica el computo de la exponencial matricial, con-
viene indicar esta en forma trigonome´trica [67], para lo cual se expande la exponencial
en series de potencias y factorizamos (teniendo en cuenta las respectivas propiedades
del operador) [99,100].
Teniendo exp(ıθ · σˆ) con θ¯ = θ||θ|| siendo θ un vector arbitrario. De la identidad
(a · σˆ)(b · σˆ) = a · b+ ı(a× b) · σ,
y por ende
(θ¯ · σˆ)2 = 1.
As´ı
exp(ıθ · σˆ) = exp(ı|θ|(θ¯ · σˆ),
= 1 + ı|θ|(θ¯ · σˆ)− |θ|
2
2!
− ı 1
3!
|θ|3(θ¯ · σˆ) . . . ,
= cos(|θ|)I+ ı(θ¯ · σˆ) sen(|θ|). (8.3)
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Usando ec.8.3 en ec.8.2, y sabiendo que la aplicacio´n del operador momento genera sus
autovalores p = −ı~k, se obtiene
exp
−ı∆te
(
V I− vF ~ˆσ ·A
)
2~
 = cos(√V 2 + v2FA ·Ae∆t2~
)
I
−ı V I− vF σˆ ·A√
V 2 + v2FA ·A
sen
(√
V 2 + v2FA ·A
e∆t
2~
)
,
exp
(
−ı∆tvF ~ˆσ · p
~
)
= cos
(√
k · kvF∆t
)
I− ı σˆ · k√
k · k sen
(√
k · kvF∆t
)
8.2 Unidades de variables
Debido a la escala de magnitud de las variables en este problema particular, desde
cantidades muy pequen˜as como la carga del electro´n, la constante de Planck, y otras
de magnitud grande como la velocidad de la luz o la velocidad de fermi, resulta poco
conveniente el uso de unidades del sistema internacional para efectos nume´ricos, ya que
contribuye al aumento de la propagacio´n del error.
Con este fin, es recomendable trabajar con unidades ato´micas [67]. Para ver la definicio´n
de estas unidades puede remitirse al enlace de wikipedia Atomic Units http://en.
wikipedia.org/wiki/Atomic_units.
Para el trabajo desarrollado aqu´ı sera de importancia las siguientes definiciones2
8.3 Implementacio´n
La implementacio´n del algoritmo de operador de separacio´n con transformada ra´pida
de Fourier para este trabajo puede separarse en 4 bloques como se ilustra en la figura
8.1 y se indican a continuacio´n:
• Definiciones.
• Discretizacio´n.
2Los valores indicados en las magnitudes corresponden a la equivalencia de 1 unidad ato´mica de
dicha magnitud. La tabla contiene los valores aproximados a 4 decimales.
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me 1
e 1
~ 1
c
1
137
Longitud (radio de Bohr a0) 0.5292A˚
Energ´ıa (energ´ıa de Hartree Eh) 27.211eV
Tiempo 2.4189× 10−17s
Velocidad 2.1877m
s
Campo ele´ctrico 51.421V
A˚
Campo magne´tico 2.35× 105T
Tabla 8.1: Tabla de equivalencia de magnitudes y constantes en unidades ato´micas.
• Propagacio´n temporal.
• Visualizacio´n.
8.3.1 Definiciones
El bloque de definiciones lo constituyen los llamados de los mo´dulos requeridos por el
programa principal (l´ıneas 3 a 10 del co´digo A.1), la definicio´n de las constantes ba´sicas
(l´ıneas 14 a 17 del co´digo A.1) y, de la geometr´ıa y condiciones del sistema (l´ıneas 18 a
26 del co´digo A.1).
En los llamados de los mo´dulos se cita el paquete numpy para la creacio´n, manipu-
lacio´n y operacio´n de arreglos multidimensionales. Ademas de arreglos bidimensionales
(tipo matriz) se hara´ uso de arreglos tridimensionales para el manejo de entidades de
mu´ltiples componentes, como el potencial magne´tico vector, la funcio´n de onda de dos
componentes y los operadores.
El mo´dulo numpy.fft es llamado para el uso de las funciones de transformada ra´pida de
Fourier. Python ofrece una interface a la librer´ıa de FFTW 3. En el programa principal
se usa para determinar la posicio´n de los nodos del mallado del espacio dual.
3Fastest Fourier Transform in the West, http://www.fftw.org/.
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Figura 8.1: Diagrama de flujo del programa principal.
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El mo´dulo time se utiliza para determinar el tiempo que toma cada ejecucio´n de la
simulacio´n con la instruccio´n clock.
Adicional a los mo´dulos propios de python, se definen nuevos mo´dulos con el fin de
simplificar algunos procedimientos del programa. El mo´dulo mshCreator contiene la
funcio´n que define un mallado cuadrado regular que se usara para la discretizacio´n
del espacio directo. El mo´dulo Evalmsh define las funciones de evaluacio´n de campos
escalares y vectoriales (por vectorial entie´ndase cualquier elemento que al evaluarse
requiera de almacenarse en un arreglo tridimensional). El mo´dulo SplitOps define
las funciones de cambio de espacio a partir de transformadas de Fourier, la aplicacio´n
de las matrices de Pauli, la definicio´n de la exponencial matricial sobre un tensor, la
aplicacio´n de un operador sobre las funciones de onda, la probabilidad de densidad y
la normalizacio´n de las funciones de onda. El mo´dulo Drawing contiene las funciones
de graficacio´n usadas en este trabajo.
En la segunda parte del bloque se definen las constantes ba´sicas, como la velocidad de
la luz, la carga del electro´n y la velocidad de Fermi. La tercera parte define la longitud
de los lados de la zona de simulacio´n en el espacio directo, el tiempo total de simulacio´n,
los pasos temporales, la funcio´n de onda inicial y los potenciales externos.
8.3.2 Discretizacio´n
La discretizacio´n consiste en la generacio´n de los nodos asociados a los dominios de
intere´s y de la evaluacio´n de las funciones y operadores sobre este espacio discreto
generado.
Tanto el espacio directo como dual, se generan con un mallado cuadrado regular. Para
el espacio directo se hace uso de la funcio´n sqrgrid del mo´dulo mshCreator (co´digo
A.2) creado para este trabajo y el espacio dual directamente con la aplicacio´n de la
instruccio´n de numpy meshgrid. No´tese que el mallado consiste en una matriz en la
cual las filas y columnas se asocian directamente con coordenadas X y Y (l´ıneas 28 a
32 del co´digo A.1).
Una vez generado los mallados se procede a la definicio´n de los valores de las funciones
de potencial, onda y operadores sobre el mallado. La funcio´n de potencial electrosta´tico
se puede almacenar en un arreglo bidimensional, mientras que la funcio´n de potencial
magne´tico y la funcio´n de onda requieren ambos de un arreglo tridimensional de dos
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capas. En el caso del potencial magne´tico las dos capas corresponden a la componente
X y a la componente Y de este, y en la funcio´n de onda corresponde a los valores del
paquete de onda de energ´ıa positiva y al paquete de energ´ıa negativa de la funcio´n de
onda (l´ıneas 34 a 39 del co´digo A.1). La evaluacio´n requiere del mo´dulo propio Evalmsh
(co´digo A.3), el cual para la evaluacio´n de funciones a tramo conocidas como la funcio´n
escalo´n, recta´ngulo entre otras comu´nmente usadas en las formas de potenciales depende
del modulo propio piecefun (co´digo A.4).
Una vez discretizados los potenciales, se definen las componentes de energ´ıa potencial
y energ´ıa cine´tica del operador de evolucio´n. El operador de evolucio´n anal´ıtico es una
matriz de 2x2, pero dado que el espacio esta discretizado, cada componente a su vez
es una matriz donde sus componentes reflejan el valor del operador en dicho punto.
As´ı cada punto del espacio discreto tiene asociado 4 componentes del operador. Luego
la aplicacio´n de las matrices de Pauli y la identidad de dimensio´n 2 son representadas
como un arreglo tridimensional de 4 capas, generando al igual dicha representacio´n
de los operadores de evolucio´n (l´ıneas 41 a 53 del co´digo A.1). La definicio´n de las
aplicaciones de las matrices de Pauli y la identidad se encuentran en el mo´dulo SplitOps
(co´digo A.5).
8.3.3 Propagacio´n temporal
La propagacio´n temporal es el bloque principal del programa (l´ıneas 64 a 80 del co´digo
A.1). Definido el orden de aplicacio´n de los operadores se procede a la aplicacio´n c´ıclica
del siguiente procedimiento
• Aplicacio´n del operador potencial en el espacio directo.
• Transformacio´n de la funcio´n de onda al espacio dual.
• Aplicacio´n del operador cine´tico en el espacio dual.
• Transformacio´n de la funcio´n de onda al espacio directo.
• Aplicacio´n del operador potencial en el espacio directo.
• Cada determinada cantidad de pasos se almacena el valor esperado de la posicio´n
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del paquete de energ´ıa positivo
X¯ =
∑
x,y
Ψ†+XˆΨ+
y la densidad de probabilidad
P =
∑
x,y,E(+,−)
Ψ†Ψ.
La aplicacio´n de los operadores sobre las funciones de onda se definen en el mo´dulo
SplitOps. Esto es necesario ya que no se trata de un producto matriz vector sino del
producto de un arreglo tridimensional de 4 capas (operador) con un arreglo tridimen-
sional de 2 capas (funcio´n de onda). El producto de una capa con otra se define como
un producto elemento a elemento, pero el producto entre los dos arreglos (operador y
funcio´n de onda) genera un arreglo tridimensional de dos capas tal como se define en
ec.8.4, donde los sub´ındices corresponden a las capas de los arreglos tridimensionales.
(
Op0 Op1
Op2 Op3
)(
Ψ0
Ψ1
)
=
(
Op0Ψ0 +Op1Ψ1
Op2Ψ0 +Op3Ψ1
)
, (8.4)
donde las capas del arreglo tridimensional del resultado son representadas por las com-
ponentes del vector resultante en ec.8.4.
8.3.4 Visualizacio´n
El bloque de visualizacio´n corresponde a la graficacio´n de la curva de trayectoria del
paquete de energ´ıa positiva a partir de los valores esperados de la posicio´n en los tiempos
usados para la ilustracio´n del efecto Zitterbewegung, y la graficacio´n de los contornos
de la funcio´n de densidad de probabilidad de los dos paquetes para la ilustracio´n de la
paradoja de Klein. Para ello se hace uso del mo´dulo Drawing (co´digo A.6).
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Parte III
Resultados y discusio´n
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Cap´ıtulo 9
Resultados y discusio´n
Los resultados presentados en este capitulo hacen uso de las constantes y unidades
indicadas en la tabla 8.1 y usando los siguientes valores por defecto para los para´metros
del script.
Longitud zona (l) 3
Tiempo simulacio´n (t) 3000
Resolucio´n espacial (res l) 256
Resolucio´n temporal (res t) 1500
Velocidad de Fermi (v f)
1
137× 300
Potencial ele´ctrico (V) 0.2× rect(1.5, 2, x)
Potencial vector magne´tico (A) (0, 0.0027× rect(1.5, 2., x))
Paquete inicial positivo exp
(
−(x− 0.3)
2 + (y − 1)2
W
)
Paquete inicial negativo exp
(
−(x− 2.5)
2 + (y − 1)2
W
)
Tabla 9.1: Constantes y funciones usadas en la simulacio´n.
La constante W presente en las funciones del paquete de onda en la tabla 9.1 permiten
modular el ancho de banda del paquete de onda.
Los ca´lculos fueron realizados en un equipo doble nu´cleo de 2.1GHz y 2GB de memoria
RAM. El tiempo promedio de cada corrida del programa es de 25 minutos.
La energ´ıa asociada a los potenciales externos se encuentra alrededor de 1eV que es el
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l´ımite va´lido de la aproximacio´n de Dirac, superior a la energ´ıa de los posibles paquetes
usados (esto precisamente se debe al intere´s en la paradoja de Klein).
La interaccio´n de un paquete de onda con componente positiva con la barrera de poten-
cial impuesta por el campo ele´ctrico (ver fig.9.1), resulta en una pequen˜a distorsio´n de
este y finalmente produce su reflexio´n. Aqu´ı, el efecto relacionado con la paradoja de
Klein no se hace presente dado la ausencia de la segunda componente que da cuenta de la
presencia de positrones. La ausencia de positrones, para los cuales la barrera de poten-
cial positiva resulta atractiva, lleva a la aparicio´n de un efecto cla´sico de tunelamiento,
en el cual existe una dependencia directa de la altura de la barrera de potencial.
(a) 300 pasos (b) 600 pasos
(c) 1200 pasos (d) 1500 pasos
Figura 9.1: Test 3. Paquete de onda positivo, campo ele´ctrico y W=0.01.
Para este caso de una sola componente, en presencia de campos magne´ticos el efecto
de distorsio´n sobre el paquete de onda se hace ma´s manifiesto. Igualmente se produce
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la reflexio´n del paquete (ver fig.9.2).
(a) Inicial (b) 900 pasos
(c) 1200 pasos (d) 1500 pasos
Figura 9.2: Test 6. Paquete de onda positivo, campo magne´tico y W=0.01.
Los efectos de distorsio´n en el paquete deben manejarse con cierto cuidado, ya que
pueden ser dependientes del mallado espacial y tambie´n del ancho del paquete de onda.
En los dos casos anteriores, el ancho de banda es comparable al ancho de la barrera de
potencial.
En el caso de paquetes de onda con presencia de las dos componentes de energ´ıa, la
interaccio´n con la barrera de potencial impuesta por el campo ele´ctrico resulta en un
efecto de tunelamiento con probabilidad 1. Obse´rvese en la figura 9.3 que los paquetes
de onda entre los tiempos iniciales y finales terminan opuestos a las posiciones iniciales.
El efecto de la paradoja de Klein se relaciona con la interaccio´n de ambos paquetes de
onda sobre la barrera de potencial, tal como se ha mencionado antes. Ya que la barrera
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de potencial positiva resulta atractiva para positrones, la presencia de estos produce
finalmente el paso de los paquetes de onda al otro lado de la barrera de potencial.
(a) Inicial (b) 900 pasos
(c) 1200 pasos (d) 1500 pasos
Figura 9.3: Test 12. Paquete de onda con dos componentes, campo ele´ctrico y W=0.01.
La modificacio´n del taman˜o del paquete de onda bajo la influencia de la misma barrera
de potencial, en la cual el ancho es semejante a la barrera de potencial lleva a la mani-
festacio´n de efectos de distorsio´n ma´s significativos pero aun permitiendo el feno´meno
de tunelamiento (ver fig.9.4).
Tal como se mostro´ en la seccio´n 7.1, la manifestacio´n del efecto Zitterbewegung es
posible en ausencia de campos externos. Realizando la simulacio´n con potenciales
nulos y calculando los valores esperados de la posicio´n se observan las trayectorias de
la figura 9.5. Se considera que la forma c´ıclica de la trayectoria hacia el lado derecho,
obedece a los efectos de oscilacio´n de Zitterbewegung inducidos por la interaccio´n con
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(a) 600 pasos (b) 900 pasos
(c) 1200 pasos (d) 1500 pasos
Figura 9.4: Test 16. Paquete de onda con dos componentes, campo electrico y W=0.05.
el paquete de onda de energ´ıa negativa.
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(a) res l= 512, res t=3500 (b) res l=1024, res t=7000, t=6000
(c) res l=1024, res t=7000, t=6000, l=6 (d) res l=1024, res t=7000, t=3500
Figura 9.5: Manifestacio´n del efecto Zitterbewegung.
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Cap´ıtulo 10
Conclusiones
Tal como se ha indicado en la literatura, se muestra la presencia de comportamientos
relativistas en el grafeno. El comportamiento relativista presente en este caso no obe-
dece a condiciones de velocidades cercanas a la luz sino debido a las condiciones creadas
por la hibridacio´n sp2 de los a´tomos de carbono.
Se debe resaltar que las consideraciones de amarre fuerte permiten simplificar los mo-
delos requeridos para el ana´lisis, ya que parten de un conjunto de soluciones base
provenientes de resultados de orbitales ato´micos individuales o de resultados de medios
perio´dicos como las funciones de Bloch. Ambos casos, originados de la ecuacio´n de
Schro¨dinger.
Sin usar el me´todo de amarre fuerte se puede partir de los modelos de Schro¨dinger o
de Dirac, lo cual requiere conocer los potenciales aportados por los nu´cleos io´nicos y el
potencial aportado por la distribucio´n electro´nica sobre los enlaces. Sin embargo este
camino posee un mayor costo computacional y una mayor complejidad matema´tica.
Se genero documentacio´n de los procedimientos de cara´cter anal´ıtico de manera deta-
llada, en los cuales para el efecto Zitterbewegung y la conductancia mı´nima se presenta
una metodolog´ıa alternativa de mayor sencillez a la presentada en la literatura, y se
detalla el procedimiento de determinacio´n de los puntos de Dirac ausentes en la litera-
tura.
La aplicacio´n de te´cnicas de simulacio´n nume´rica permite reducir limitaciones ana´liticas
de soluciones a modelos complejos.
La te´cnica del operador de separacio´n con FFT tiene un alto costo computacional, prin-
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cipalmente debido a la aplicacio´n de dos transformadas de Fourier por paso temporal,
y el nivel de discretizacio´n requerido en las componentes espaciales y temporales.
Se obtuvo una simulacio´n del efecto de tunelamiento asociado a la paradoja de Klein.
Adicionalmente se pudo verificar a trave´s de la simulacio´n que aun bajo el modelo
relativista de la ecuacio´n de Dirac la ausencia de la componente del paquete de onda
asociada al positro´n elimina los efectos de la paradoja de Klein, asociando de manera
clara la relacio´n del feno´meno con la interaccio´n de los electrones con su antipart´ıcula,
los positrones.
El ca´lculo del valor esperado del operador de posicio´n permitio´ reconstruir la trayecto-
ria del paquete de onda positiva y observar la manifestacio´n del efecto Zitterbewegung
de manera nume´rica. Se resalta que las publicaciones asociadas al estudio de estos
feno´menos en el grafeno hacen uso de elementos de cara´cter anal´ıtico, que restringen la
posibilidad de variar condiciones iniciales o potenciales de barrera dada la restriccio´n
de la posibilidad de encontrar una solucio´n anal´ıtica y los trabajos de cara´cter nume´rico
abordan otros tipos de propiedades distintas observables a escalas de mayor dimensio´n
(problemas de cara´cter mesosco´pico) o propiedades en las que los efectos de confi-
namiento poseen una manifestacio´n indirecta.
10.1 Trabajo futuro
Se espera como trabajo futuro la ampliacio´n del conjunto de rutinas de simulacio´n con
el fin de cubrir los siguientes aspectos
• Fermiones con masa.
• Ecuacio´n de Dirac 3D.
• Condiciones perio´dicas en el potencial externo.
• Ca´lculo de autocorrelacio´n para determinacio´n de autovalores de energ´ıa y relacio´n
de dispersio´n.
Igualmente el desarrollo de rutinas de elementos finitos para ecuaciones de primer orden,
para su aplicacio´n a la ecuacio´n de Dirac, y contrastar y analizar
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• Dina´mica de paquetes de ondas.
• Aproximacio´n del hamiltoniano por potenciales ato´micos.
• Ca´lculo de estructuras perio´dicas y ca´lculo de estructura de bandas.
• Dominios no regulares.
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Anexo A
Co´digo y mo´dulos
En este anexo, se indica el co´digo realizado.
A.1 Co´digo principal
El co´digo principal es el script que contiene las definiciones de los para´metros, constantes
y desarrolla secuencialmente las distintas operaciones que llevan al resultado presentado.
Actualmente es aplicado para la ecuacio´n de Dirac 2D para fermiones sin masa. A futuro
se espera desarrollar un mo´dulo de FFT-SOM que soporte el problema 3D y fermiones
con masa. La estructura matema´tica para el problema 1D es igual al problema 2D (se
debe tener en cuenta que en 1D no existen campos magne´ticos).
Co´digo A.1: Rutina principal que ejecuta FFT-Split operator
1 # FFT S p l i t Operator app l i e d to Dirac Mass less 2D equat ion
a u t h o r = ”Edward Y. V i l l e g a s ”
3 from numpy import ∗
from numpy . f f t import f f t f r e q , f f t s h i f t
5 from mshCreator import s q r g r i d
from Evalmsh import s c a l a r f i e l d , v e c t o r f i e l d
7 from Spl i tOps import appl iedop , kspace , xspace , probabdens , sigma p , \
iden2 , normal ize
9 from Drawing import contourM , CurvaV
from time import c l o ck #,gmtime , s t r f t im e
11 print ” I n i t i a l i z e c l o ck ”
xvi
t i c = c lo ck ( )
13 print ”Load cons tant s and d e f i n e geometry and parameter s imu la t i on ”
c = 1./137
15 hbar = 1 .
e charge = 1 .
17 v f = c /300
l = 3 .
19 or i g en = array ( [ 0 . , 0 . ] , dtype=f l o a t )
t = 2500 .
21 r e s l = 256
r e s t = 4000
23 P s i 0 s t r =[ ’ exp (−((x [0 ]−0.3)∗∗2+( x [ 1 ] −1 . )∗∗2 ) / 0 . 0 5 ) ’ ,\
’ exp (−((x [0 ]−1.7)∗∗2+( x [ 1 ] −1 . )∗∗2 ) / 0 . 0 5 ) ’ ]
25 Vstr = ’ 0 .05∗ r e c t ( 1 . 5 , 2 . , x [ 0 ] ) ’
Astr = [ ’ 0∗x [ 0 ] ’ , ’ 0 .0027∗ r e c t ( 1 . 5 , 2 . , x [ 0 ] ) ’ ]
27 print ” Bui ld ing s p a t i a l and time mesh”
XYgrid = s q r g r i d ( or igen , l , r e s l )
29 k l i n e = f f t s h i f t ( f f t f r e q ( r e s l , l /( r e s l −1)))
KKgrid = meshgrid ( k l i n e , k l i n e )
31 dt = t / r e s t
t imes = 10
33 print ” Bui ld ing i n i t a l cond i t i on ”
Psi = array ( v e c t o r f i e l d ( XYgrid , P s i 0 s t r ) , dtype=complex )
35 Psi = normal ize ( Ps i )
P s i i n i = Psi
37 print ” Bui ld ing e x t e r n a l p o t e n t i a l s ”
V = s c a l a r f i e l d ( XYgrid , Vstr )
39 A = array ( v e c t o r f i e l d ( XYgrid , Astr ) , dtype=f l o a t )
print ” Ca lcu la te exp(−\ imath \Delta t \hat{V}/\hbar ) ”
41 Vsqrt = s q r t (V∗V + v f ∗ v f ∗sum(A∗A, 0 ) )
ArgPot = Vsqrt ∗ e charge ∗ dt / (2 ∗ hbar )
43 Vcos = iden2 ( cos ( ArgPot ) )
Vsin = s i n ( ArgPot ) ∗ ( iden2 (V) − v f ∗ sigma p (A) ) / ( Vsqrt + \
45 ( abs ( Vsqrt )==0))
expV = Vcos − 1 . j ∗ Vsin
xvii
47 print ” Ca lcu la te exp(−\ imath \Delta t \hat{T}/\hbar ) ”
KK = array ( KKgrid , dtype=f l o a t )
49 Ksqrt = s q r t (sum(KK∗KK, 0 ) )
ArgKin = v f ∗ dt ∗ Ksqrt
51 Kcos = iden2 ( cos ( ArgKin ) )
Ksin = s i n ( ArgKin ) ∗ sigma p (KK) / ( Ksqrt + ( abs ( Ksqrt )==0))
53 expK = Kcos − 1 . j ∗ Ksin
print ” S p l i t operator propagat ion ”
55 t imer = 0
print ”Save f i g i n i ”
57 Psib = ze ro s ( ( 1 , 2 ) , dtype=f l o a t )
Psib [ 0 , 0 ] = sum( Psi [ 0 ] . conjugate ( )∗XYgrid [ 0 ] ∗ Psi [ 0 ] ) . r e a l
59 Psib [ 0 , 1 ] = sum( Psi [ 0 ] . conjugate ( )∗XYgrid [ 1 ] ∗ Psi [ 0 ] ) . r e a l
indPs i = Psib . copy ( )
61 contourM ( XYgrid , probabdens ( Psi ) , [ ’ x ( a . u . ) ’ , ’ y ( a . u . ) ’ , ’ \ p s i ’ ] , \
’ P s i i n i . png ’ )
63 print ” f i g saved ”
while t imer < r e s t :
65 Psi = appl iedop (expV , Psi )
Ps i = kspace ( Psi )
67 Psi = appl iedop (expK , Psi )
Ps i = xspace ( Psi )
69 Psi = appl iedop (expK , Psi )
i f ( t imer%20==0):
71 print ”Time step ” , t imer
Psib [ 0 , 0 ] = sum( Psi [ 0 ] . conjugate ( )∗XYgrid [ 0 ] ∗ Psi [ 0 ] ) . r e a l
73 Psib [ 0 , 1 ] = sum( Psi [ 0 ] . conjugate ( )∗XYgrid [ 1 ] ∗ Psi [ 0 ] ) . r e a l
indPs i = vstack ( [ indPsi , Psib ] )
75 i f ( t imer %500==0):
print ”Save f i g time step ” , t imer
77 contourM ( XYgrid , probabdens ( Psi ) , [ ’ x ( a . u . ) ’ , ’ y ( a . u . ) ’ , ’ \ p s i ’ ] , \
’ P s i ’+s t r ( t imer)+ ’ . png ’ )
79 print ” f i g saved ”
t imer = timer + 1
81 CurvaV( indPs i [ : , 0 ] , indPs i [ : , 1 ] , [ ’ x ( a . u . ) ’ , ’ y ( a . u . ) ’ , ’ Trayector ia ’ ] ,\
xviii
’ z i t terbewegung . png ’ )
83 contourM ( XYgrid , probabdens ( Psi ) , [ ’ x ( a . u . ) ’ , ’ y ( a . u . ) ’ , ’ \ p s i ’ ] , \
’ P s i ’+s t r ( t imer)+ ’ . png ’ )
85 toc = c lock ()− t i c
print ” Ca l cu l a t i on i s done . Time p r o c e s s i n g : ” , toc , ” s . ”
87 print ”c” , c
print ”hbar” , hbar
89 print ” e charge ” , e charge
print ” v f ” , v f
91 print ” l ” , l
print ” t ” , t
93 print ” r e s l ” , r e s l
print ” r e s t ” , r e s t
95 print ”dt” , dt
print ” Psi ” , P s i 0 s t r
97 print ”V” , Vstr
print ”A” , Astr
A.2 mshCreator
Actualmente este mo´dulo solo contiene una funcio´n. La finalidad del mo´dulo es la
creacio´n de mallas bajo ciertos para´metros sin recurrir a malladores externos. El mo´dulo
esta en desarrollo para incluir otros tipos de mallas (no regulares y con elementos no
cuadrados).
Co´digo A.2: Mo´dulo mshCreator
#! /usr / b in /python
2 ## module mshCreator
# −∗− coding : u t f 8 −∗−
4 a l l =[ ’ s q r g r i d ’ ]
a u t h o r =”Edward Y. V i l l e g a s ”
6 from numpy import ∗
def s q r g r i d ( corner , lenght , r e s o l u t i o n ) :
8 endcorner = corner + lenght
x = l i n s p a c e ( corner [ 0 ] , endcorner [ 0 ] , r e s o l u t i o n )
xix
10 y = l i n s p a c e ( corner [ 1 ] , endcorner [ 1 ] , r e s o l u t i o n )
x , y = meshgrid (x , y )
12 return x , y
A.3 Evalmsh
Este mo´dulo contiene funciones para la evaluacio´n de campos escalares y vectoriales
sobre una malla dada. Adicionalmente contiene una funcio´n auxiliar para la divisio´n
auxdivide usada para evitar la divisio´n por cero en la normalizacio´n de elementos de
magnitud cero.
Co´digo A.3: Mo´dulo Evalmsh
#! /usr / b in /python
2 ## module Evalmsh
# −∗− coding : u t f 8 −∗−
4 a l l =[ ’ s c a l a r f i e l d ’ , ’ v e c t o r f i e l d ’ ]
a u t h o r = ”Edward Y. V i l l e g a s ”
6 from numpy import ∗
from p i e c e fun import de l ta , step , rect , ramp , saw
8 def s c a l a r f i e l d (msh , f i e l d ) :
i f ’ l i s t ’ in s t r ( type (msh ) ) :
10 dim = len (msh)
i f not ( ( dim == 2) or ( dim == 1 ) ) :
12 print ”msh argument input as a l i s t take one” \
” or two vectors , but have , ” , dim
14 return
else :
16 g r id = ’ vec ’
e l i f ’ tup l e ’ in s t r ( type (msh ) ) :#tup l e o f numpy−arrays o f meshgrid
18 dim = len (msh)
g r id = ’msh ’
20 else : # numpy−array
dim = msh . shape [ 1 ]
22 g r id = ’msh ’
count = 0
xx
24 x = [ ]
while count < dim :
26 x . append (msh [ count ] )
count = count + 1
28 value = eva l ( f i e l d )
return value
30 def v e c t o r f i e l d (msh , f i e l d ) :
n = len ( f i e l d )
32 value = [ ]
cont = 0
34 while cont < n :
va lue . append ( s c a l a r f i e l d (msh , f i e l d [ cont ] ) )
36 cont = cont + 1
return value
A.4 Piecefun
Este mo´dulo define conocidas funciones por tramos unidimensionales. Estas son us-
adas para las definiciones de las barreras de potencial. El mo´dulo esta en proceso de
desarrollo para la inclusio´n de funciones perio´dicas.
Co´digo A.4: Mo´dulo Piecefun
1 #! /usr / b in /python
## module p i e ce fun
3 # −∗− coding : u t f 8 −∗−
a l l =[ ’ d e l t a ’ , ’ s t ep ’ , ’ r e c t ’ , ’ ramp ’ , ’ saw ’ , ’ t r i a n g l e ’ ]
5 a u t h o r =”Edward Y. V i l l e g a s ”
def d e l t a ( a , x ) :
7 value = ( a==x )∗1 .
return value
9 def s tep ( a , x ) :
va lue = ( a<x )∗1 .
11 return value
def r e c t ( a , b , x ) :
13 # va lue = s t ep (a , x ) − s t ep ( b , x ) # not because r e c t (a , b , b ) shou ld be 1
xxi
value = ( ( a<x )∗ ( x<b ) ) ∗ 1 .
15 return value
def ramp( a , x ) :
17 value = (x−a )∗ s tep ( a , x )
return value
19 def saw ( a , b , x ) :
va lue = (x−a )∗ r e c t ( a , b , x )
21 return value
def t r i a n g l e ( a , x ) :
23 value = (1−abs ( x ) )∗ ( abs ( x)<1)
return value
A.5 SplitOps
Este mo´dulo define las operaciones/a´lgebra realizadas sobre las representaciones de los
tensores. Los tensores son almacenados como hipermatrices (matrices/arreglos de 3
dimensiones) y se definen las reglas de operacio´n.
Co´digo A.5: Mo´dulo SplitOps
#! /usr / b in /python
2 ## module Sp l i tOps
# −∗− coding : u t f 8 −∗−
4 a l l =[ ’ appl i edop ’ , ’ kspace ’ , ’ xspace ’ , ’ probabdens ’ , ’ s igma p ’ , ’ iden2 ’ , ’expM ’ ]
a u t h o r =”Edward Y. V i l l e g a s ”
6 from numpy import ∗
from numpy . f f t import f f t 2 , i f f t 2 , f f t s h i f t , i f f t s h i f t
8 from s c ipy . l i n a l g import expm
sigmax = array ( [ [ [ 0 . ] ] , [ [ 1 . ] ] , [ [ 1 . ] ] , [ [ 0 . ] ] ] , dtype=complex )
10 sigmay = array ( [ [ [ 0 . ] ] , [ [ − 1 . j ] ] , [ [ 1 . j ] ] , [ [ 0 . ] ] ] , dtype=complex )
sigmaz = array ( [ [ [ 1 . ] ] , [ [ 0 . ] ] , [ [ 0 . ] ] , [ [ − 1 . ] ] ] , dtype=complex )
12 sigmap = [ sigmax , sigmay , sigmaz ]
I2 ten = array ( [ [ [ 1 . ] ] , [ [ 0 . ] ] , [ [ 0 . ] ] , [ [ 1 . ] ] ] , dtype=complex )
14 def normal ize ( s t a t e ) :
s t a t e = s t a t e / s q r t (sum( s t a t e . conjugate ( )∗ s t a t e ) )
16 return s t a t e
xxii
def appl iedop ( op , s t a t e ) :
18 dim = s t a t e . shape [ 0 ]
dim2 = dim∗∗2
20 count = 0
app l i ed = [ ]
22 while count < dim2 :
acum = ze ro s ( s t a t e [ 0 ] . shape , dtype=complex )
24 count1 = 0
while count1 < dim :
26 acum = acum + s t a t e [ count1 ]∗ op [ count ]
count1 = count1 + 1
28 count = count + 1
app l i ed . append (acum)
30 app l i ed = array ( appl ied , dtype=complex )
app l i ed = normal ize ( app l i ed )
32 return app l i ed
def kspace ( s t a t e ) :
34 dim = s t a t e . shape [ 0 ]
elm = s t a t e [ 0 ] . shape [ 0 ] ∗ s t a t e [ 0 ] . shape [ 1 ]
36 count = 0
kval = [ ]
38 while count < dim :
kval . append ( f f t s h i f t ( f f t 2 ( s t a t e [ count ] ) ) )
40 count = count + 1
kval = array ( kval , dtype=complex )
42 kval = normal ize ( kval )
return kval
44 def xspace ( s t a t e ) :
dim = s t a t e . shape [ 0 ]
46 count = 0
xval = [ ]
48 while count < dim :
xval . append ( i f f t s h i f t ( i f f t 2 ( s t a t e [ count ] ) ) )
50 count = count +1
xval = array ( xval , dtype=complex )
xxiii
52 xval = normal ize ( xval )
return xval
54 def probabdens ( s t a t e ) :
prob = sum( s t a t e . conjugate ( )∗ s ta te , 0 )
56 prob = prob/sum( prob )
return prob
58 def sigma p (VecOp ) :
dim = VecOp . shape [ 0 ]
60 dim2 = VecOp . shape [ 1 ]
count = 0
62 acum = ze ro s ( ( 4 , dim2 , dim2 ) , dtype=complex )
while count < dim :
64 acum = sigmap [ count ]∗VecOp [ count ] + acum
count = count + 1
66 return acum
def iden2 ( op ) :
68 value = I2ten ∗op
return value
70 def expM( op ) :
dim = op . shape [ 0 ]
72 dim1 = op [ 0 ] . shape
value = ze ro s ( ( dim , dim1 [ 0 ] , dim1 [ 1 ] ) , dtype=complex )
74 countx = 0
while countx < dim1 [ 0 ] :
76 county = 0
while county < dim1 [ 1 ] :
78 matrix = op [ : , countx , county ]
matrix . shape = ( i n t ( s q r t (dim ) ) , i n t ( s q r t ( dim ) ) )
80 matrix = expm( matrix )
matrix = reshape ( matrix , ( dim , 1 , 1 ) )
82 value [ : , countx , county ] = matrix [ : , 0 , 0 ]
county = county + 1
84 countx = countx + 1
return value
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A.6 Drawing
Este mo´dulo contiene las funciones de graficacio´n basadas en la interface de matplotlib.
Co´digo A.6: Mo´dulo Drawing
1 #!/ usr / b in /python
## module Drawing
3 # −∗− coding : u t f 8 −∗−
a l l =[ ’ s u r f a c e ’ , ’ surfaceM ’ ]
5 a u t h o r =”Edward Y. V i l l e g a s ”
from m p l t o o l k i t s . mplot3d import Axes3D
7 import matp lo t l i b as mp
import matp lo t l i b . pyplot as p l o t e a r
9 from matp lo t l i b import rc
mp. t ext . usetex=True
11 #rc ( ’ f on t ’ ,∗∗{ ’ f ami l y ’ : ’ sans−s e r i f ’ , ’ sans−s e r i f ’ : [ ’ He l v e t i c a ’ ]} )
#rc ( ’ t e x t ’ , u s e t e x=True )
13 from numpy import ∗
def s u r f a c e ( domain , fun , l a b e l s ) :
15 i f not ( l en ( domain)==6):
i f l en ( domain)==4:
17 dx = ( domain [1]−domain [ 0 ] ) / 2 0 .
dy = ( domain [3]−domain [ 2 ] ) / 2 0 .
19 else :
print ”Domain should be have 4 or 6 elements , ”\
21 ”but i t have” , l en ( domain )
return
23 else :
dx = domain [ 4 ] ∗ 1 .
25 dy = domain [ 5 ] ∗ 1 .
xmin = domain [ 0 ] ∗ 1 .
27 xmax = domain [ 1 ] ∗ 1 .
ymin = domain [ 2 ] ∗ 1 .
29 ymax = domain [ 3 ] ∗ 1 .
f i g u r a=p l o t e a r . f i g u r e ( )
31 e j e s=Axes3D( f i g u r a )
xxv
e j e s . s e t x l a b e l ( l a b e l s [ 0 ] )
33 e j e s . s e t y l a b e l ( l a b e l s [ 1 ] )
e j e s . s e t z l a b e l ( l a b e l s [ 2 ] )
35 e j e s . s e t a s p e c t ( ’ equal ’ )
x=arange ( xmin , xmax , dx )
37 y=arange ( ymin , ymax , dy )
x , y = meshgrid (x , y )
39 z=eva l ( fun )
e j e s . p l o t s u r f a c e (x , y , z , r s t r i d e =1, c s t r i d e =1, cmap=mp.cm. j e t )
41 p l o t e a r . show ( )
def surfaceM ( domain , Values , l a b e l s , path ) :
43 f i g u r a=p l o t e a r . f i g u r e ( )
e j e s=Axes3D( f i g u r a )
45 e j e s . s e t x l a b e l ( l a b e l s [ 0 ] )
e j e s . s e t y l a b e l ( l a b e l s [ 1 ] )
47 e j e s . s e t z l a b e l ( l a b e l s [ 2 ] )
e j e s . s e t a s p e c t ( ’ equal ’ )
49 e j e s . p l o t s u r f a c e ( domain [ 0 ] , domain [ 1 ] , Values . r ea l , r s t r i d e =1, \
c s t r i d e =1, cmap=mp.cm. j e t )
51 p l o t e a r . s a v e f i g ( path )
def contourM ( domain , values , l a b e l s , path ) :
53 f i g u r a = p l o t e a r . f i g u r e ( )
p l o t e a r . contour f ( domain [ 0 ] , domain [ 1 ] , va lue s . r e a l )
55 p l o t e a r . x l a b e l ( l a b e l s [ 0 ] )
p l o t e a r . y l a b e l ( l a b e l s [ 1 ] )
57 p l o t e a r . t i t l e ( l a b e l s [ 2 ] )
p l o t e a r . axes ( ) . s e t a s p e c t ( ’ equal ’ , ’ datal im ’ )
59 p l o t e a r . s a v e f i g ( path )
def CurvaV( v1 , v2 , l a b e l s , path ) :
61 p l o t e a r . p l o t ( v1 , v2 )
p l o t e a r . x l a b e l ( l a b e l s [ 0 ] )
63 p l o t e a r . y l a b e l ( l a b e l s [ 1 ] )
p l o t e a r . t i t l e ( l a b e l s [ 2 ] )
65 p l o t e a r . s a v e f i g ( path )
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A.6.1 bandstructdrawgraph
Este script es usado para la graficacio´n de la estructura de bandas a partir de la ex-
presio´n anal´ıtica con matplotlib, generando un gra´fico de superficie y otro de contorno.
Con este script se realizaron los graficos 6.4 y 6.5.
Co´digo A.7: Script bandstructdrawgraph
1 from numpy import ∗
from Evalmsh import s c a l a r f i e l d
3 from Drawing import surfaceM , contourM
5 lkx = 5 .
lky = 9 .
7 a= 100
kx = l i n s p a c e (0 , lkx , lkx ∗150)
9 ky = l i n s p a c e (0 , lky , lky ∗150)
xygr id = meshgrid ( kx , ky )
11 E = s c a l a r f i e l d ( xygrid , ’ 2∗2 .7∗ s q r t ( cos ( x [1 ]∗1.47/2)∗∗2+0.25+ ’ + \
cos ( x [ 1 ] ∗ 1 . 4 7 / 2 ) ∗ cos ( s q r t (3)∗ x [ 0 ] ∗ 1 . 4 7 / 2 ) ) ’ )
13 surfaceM ( xygrid ,E , [ ’ $k {x} (1/\AA) $ ’ , ’ $k {y} (1/\AA) $ ’ , ’E (eV) ’ ]\
, ’ Graph sur face . pdf ’ )
15 contourM ( xygrid ,E , [ ’ $k {x} (1/\AA) $ ’ , ’ $k {y} (1/\AA) $ ’ , ’E (eV) ’ ]\
, ’ Graph contour . pdf ’ )
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