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First-Order Algorithms Without Lipschitz Gradient:
A Sequential Local Optimization Approach
Junyu Zhang†† and Mingyi Hong† ∗
Abstract
First-order algorithms have been popular for solving convex and non-convex optimization
problems. A key assumption for the majority of these algorithms is that the gradient of the
objective function is globally Lipschitz continuous, but many contemporary problems such
as tensor decomposition fail to satisfy such an assumption. This paper develops a sequential
local optimization (SLO) framework of first-order algorithms that can effectively optimize
problems without Lipschitz gradient. Operating on the assumption that the gradients are
locally Lipschitz continuous over any compact set, the proposed framework carefully restricts
the distance between two successive iterates. We show that the proposed framework can
easily adapt to existing first-order methods such as gradient descent (GD), normalized gra-
dient descent (NGD), accelerated gradient descent (AGD), as well as GD with Armijo line
search. Remarkably, the latter algorithm is totally parameter-free and do not even require
the knowledge of local Lipschitz constants.
Theoretically, we show that for the proposed algorithms to achieve gradient error bound
of ‖∇f(x)‖2 ≤ ǫ, it requires at most O(1
ǫ
× L(Y )) total access to the gradient oracle, where
L(Y ) characterizes how the local Lipschitz constants grow with the size of a given set Y .
Moreover, we show that the variant of AGD improves the dependency on both ǫ and the
growth function L(Y ). The proposed algorithms complement the existing Bregman Proximal
Gradient (BPG) algorithm, because they do not require the global information about problem
structure to construct and solve Bregman proximal mappings. Additionally, based on several
numerical experiments, we demonstrate that the proposed methods can perform favourably
as compared to the BPG based algorithms in applications such as tensor decomposition.
1 Introduction
Problem Setting. In this paper, we consider solving the following non-convex and non-
gradient-Lipschitz optimization (No-Grad-Lip) problem:
min
x∈Rn
f(x), (1.1)
where the non-convex objective function f(·) is continuously differentiable, globally lower bounded,
and its gradient ∇f(·) may not be globally Lipschitz continuous. That is, there does not exist
a finite L > 0 such that the following condition holds true:
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖, ∀ x, y ∈ Rn. (1.2)
∗† Department of ECE, University of Minnesota Twin Cities, Minneapolis, MN USA †† EE Department,
Princeton University, Princeton, NJ, USA.
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There are many practical examples that have such a challenging No-Grad-Lip property, as we
list below. The first set of examples contains matrix/tensor factorization problem. For example,
consider the following symmetric tensor decomposition problem in CP format, see e.g. [7, 15]:
minimize
x1,γ1,...,xm,γm
∥∥∥T − m∑
i=1
γi · xi ⊗ · · · ⊗ xi︸ ︷︷ ︸
k x′is
∥∥∥2, (1.3)
where xi ∈ Rd are vector variables and γi are scalar variables, T ∈ Rd×···×d is a k-dimensional
tensor, and “⊗” denotes the Kronecker product. It is clear that the Hessian matrix of the
objective function grows unboundedly as ‖xi‖’s grow. Therefore, such an objective function
does not satisfy the global Lipschitz continuity condition (1.2). Similarly, closely related non-
symmetric tensor or matrix factorization problems also do not satisfy (1.2).
The second set of examples are related to training deep neural networks with smooth acti-
vation. Consider the loss function of an autoencoder model [14]:
minimize
W1,...,Wm
∥∥∥X − σ(Wm · · · σ(W2 σ(W1X)) · · · )∥∥∥2, (1.4)
where X ∈ Rd×N is the data matrix consisting of N data points (each with dimension d), Wi’s
are some weight matrices, and σ(·) is an activation function that applies elementwisely to a
matrix input. Besides the unsupervised auto-encoder, the supervised neural network model also
shares such No-Lip-Grad property:
minimize
W1,...,Wm
∥∥∥Y − σ(Wm · · · σ(W2 σ(W1X)) · · · )∥∥∥2 (1.5)
where Y ∈ RN is a row vector that contains the labels of the data points. Recently in [26, Sec.
H], it is verified numerically when training neural networks, the gradient Lipschitz constants
vary significantly across different training iterations, and they are not bounded.
Existing Works. To solve such non-gradient-Lipschitz optimization problems, in a series of
works [2,4] the authors proposed the notion of a L-smooth adaptable (L-smad) function, which
adapts the geometry of the (possibly non-convex) objective function to a certain function h(·)
of Legendre type. Based on this idea, the authors proved a generalized non-Euclidean Descent
Lemma, and proposed a generalized proximal gradient algorithm named Bregman proximal
gradient (BPG), in which certain non-quadratic global upper-bound is minimized at every it-
eration. In [17], a similar idea has been proposed where the authors considered problems in
which Lipschitz smoothness and strong convexity are defined relative to a function h(·). Such
a function is then used to design an algorithm which is closely related to BPG. Since then,
many other extensions of BPG have been developed to deal with the issue of lack of Lipschitz
gradient [5, 8, 10, 12, 13, 16, 23, 25]. For example, in [12, 13] an inertial variant of BPG has been
proposed, which relies on a Nesterov’s momentum type update. In [8] a stochastic version of
BPG has been developed. Moreover, the BPG algorithm and its extensions have been applied
to many applications, such as optimizing linear neural networks [19], non-negative matrix fac-
torization [11], and low rank minimization [9].
While the class of BPG methods possesses some nice theoretical guarantees and have found
many interesting applications, they have a few limitations. Generally speaking, these methods
critically depend on identifying the adaptable function h(·), as well as on solving (to global
optimality) the Bregman proximal mapping defined by such a function. Existing works have
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shown that such Bregman proximal mappings are easy to identify and evaluate for special choices
of objective f(·), such as fourth-order polynomials [4,11], determinant of the Fisher information
matrix [12], linear composition [19], and those that are related to simple sine and cosine functions
[18]. However, in general identifying h(·) and evaluating its Bregman proximal mapping may
not be straightforward. Below we list a few main limitations of the BPG-type methods.
First, constructing the adaptation function h(·) may not be straightforward. For example,
for both the auto-encoder problem (1.4) and the neural network with least square loss (1.5), the
adaptable function h(·) is not known for general activation function σ(·).
Second, even when h(·) is known, evaluating the Bregman proximal mapping, which amounts
to solving the following problem, is not always straightforward
xk+1 = argmin
x
f(xk) + 〈∇f(xk), x− xk〉+ L ·Dh(x, xk). (1.6)
In the above problem, L > 0 is some positive parameter such that Lh ± f are both convex,
and Dh(x, x
k) := h(x)− h(xk)− 〈∇h(xk), x− xk〉 is the Bregman divergence generated by h(·).
Such a problem may not be easy to solve for the following reasons. i) As pointed out in [19],
for general f(·) , (1.6) may not have close-form solutions since it involves the computation of
the convex conjugate function of the problem dependent on h(·). ii) The constant L can be
large and difficult to determine. For example, consider the simplified version of problem (1.4)
and (1.5) when σ(·) is the identity mapping, then these problems, as well as the symmetric
tensor decomposition problem (1.3), all belong to the special cases of higher-order polynomial
optimization problems, whose adaptation functions are known. Specifically, in [16], the authors
have shown that if f(x) is a dth order polynomial, then one can choose the following adaptation
function (for some α > 0, σ > 0)
h(x) =
α
2
‖x‖d2 +
σ
2
‖x‖22. (1.7)
For this problem, choosing the proper algorithmic parameter L relies on estimating the tensor
spectral norm of the coefficient tensors of the polynomial, which is difficult and relies on the
global information about the problem. A rough upper bound on L can be as large as O(nd)
where n is the dimension of the variable, resulting in over-conservative steps. Further, when d is
relatively large, the magnitude of these d-th order terms in Dh(·) will explode quickly and may
cause numerical issues in solving the subproblem.
Third, constructing the adaptation function h(·) often requires global information about
the structure of the objective function f(·). Such requirement is much stronger compared with
the classical first-order methods such as gradient descent, which only requires gradient and
objective function value at successive test points. For example, to construct h(·) of the form
(1.7) for polynomial functions, we need to know the order of the polynomial, which cannot be
easily obtained by only evaluating f(·) and its gradients. Therefore, implementing BPG is more
demanding compared with the conventional Euclidean gradient descent algorithm which only
requires first-order information.
Finally, numerically the BPG-type method may not always find high-quality solutions. In
our numerical experiments, we find that for some highly non-convex problem, BPG can quickly
reduce the size of the gradient, but it often gets stuck at local solutions with large objective
values. However, the conventional (Euclidean) gradient descent method (with properly tuned
stepsize) can often escape these bad local solutions and result in better performance.
Contributions. The above discussion strongly motivates us to develop an alternative class
of algorithms, which complements the BPG in solving No-Grad-Lip optimization problems. In
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particular, our goal is to develop algorithms that are simple to implement, can leverage different
kinds of existing first-order methods, enjoy strong global convergence guarantees, while relying
on as little global information about the optimization problem as possible. This way, many
different alternatives will be made available for this challenging class of problems. The specific
contributions of this work are given below.
(1) We develop a meta framework to solve the optimization problems with No-Lip-Grad. The
proposed framework can easily incorporate existing first-order algorithms such as gradient de-
scent (GD), normalized gradient descent (NGD), and certain versions of accelerated gradient
descent (AGD), so it provides an alternative to the state-of-the-art BPG type algorithms for the
unconstrained No-Lip-Grad optimization problems.
(2) We show that algorithms covered by our framework only require some “local” information
to determine problem parameters, or they can be completely parameter-free. Specifically, in
contrast to BPG-type methods that use an adaptable function h(·) to handle the global relative
smoothness, a few of our proposed algorithms utilize certain local gradient Lipschitz property
defined over the compact sets covering the iterates. Moreover, in cases where such local Lipschitz
constants are not available, we design a first-order algorithm which requires zero knowledge about
the local Lipschitz constants. The idea is to combine the classical Armijo line search method
(see e.g. [1, 3, 22]) with a novel time-varying stepsize upper bound.
(3) We perform rigorous iteration complexity analysis for different kinds of algorithms covered
under our meta framework. We show that to achieve the gradient error bound of ‖∇f(x)‖2 ≤ ǫ,
the majority of the proposed methods require O(1ǫ × L(Y )) total access to the gradient oracle,
where L(Y ) characterizes how certain local Lipschitz constants grow with the size of a given set
Y . Moreover, we show that certain accelerated algorithm can improve the dependency on ǫ to
ǫ−7/8, and the dependency on L(Y ) to L1/2(Y ).
(4) We conduct extensive numerical experiments to compare the BPG algorithm with the pro-
posed algorithms on the tensor decomposition problems (1.3), the auto-encoder problem (1.4)
and the supervised neural network training problem (1.5), and illustrate some interesting prop-
erties about these algorithms.
2 A general meta algorithm
2.1 The basic assumptions
To begin with, we make the following assumptions about our main problem (1.1).
Assumption 1. We assume that f(·) satisfies the following:
(1) It is continuously differentiable, and lower bounded by f∗ := infx f(x) > −∞;
(2) The gradient ∇f(x) is locally Lipschitz continuous at every x, but it does not satisfy the
global Lipschitz condition (1.2). That is, within any compact subset C ⊂ Rn, ∇f(·) is L1(C)-
Lipschitz continuous;
(3) Assume that for any C ⊂ Rn, L1(C) is accessible, that is, L1(·) is either explicitly known or
can be estimated easily; without loss of generality, assume that L1(C) ≥ 1,∀ C ⊂ Rn.
Moreover, sometimes we will need to assume that f(·) also satisfies the following local second-
order Lipschitz continuity condition. This condition will be mainly used to design an accelerated
method.
4
Assumption 2. Assume that f(·) is second-order continuously differentiable. In addition, for
any compact set C ⊂ Rn, the Hessian matrix ∇2f(·) is L2(C)-Lipschitz continuous within C.
That is:
‖∇2f(x)−∇2f(y)‖ ≤ L2(C)‖x− y‖, ∀ x, y ∈ C. (2.1)
We assume that L2(·) is either explicitly known or can be estimated. Without loss of generality,
we assume L2(·) ≥ 1.
A few remarks about these assumptions are in order.
Remark 1. The above set of conditions are quite general, and it is satisfies for many function
classes. For example Assumption 1 does not assume that functions are second-order differen-
tiable; nor is there any assumptions about the compactness of the level sets of f(x). Therefore it
can be used to characterize many practical problems, especially those arise in modern machine
learning applications; see, e.g., problems (1.3) – (1.5) discussed in the previous section. Further,
it is easy to see that the following holds:
L1(C1) ≤ L1(C2), L2(C1) ≤ L2(C2), ∀ C1 ⊆ C2 ⊂ Rn (2.2)
Remark 2. Throughout the paper, we assume that problem (1.1) is unconstrained, the domain
of f(·) is the entire space, and the objective function is smooth. It follows that the algorithms
proposed in this work cannot be used to solve problems that can be handled by the BPG-type
algorithms, such as the D-optimal experiment design [12] (which has a simplex constraint),
or the regularized Poisson Liner Inverse Problem [2] (which has nonsmooth regularizers). We
believe that such extensions are possible, but since this is the first work about the sequential local
optimization framework, we will not over-complicate the presentation.
2.2 The Sequential Local Optimization (SLO) framework
To begin with our discussion about the proposed approach, let us first understand the difficulty
of directly applying the classical analysis of GD to our problem.
Based on Assumptions 1, within any ball B(x0, r), the gradient ∇f(x) is L1
(
B(x0, r)
)
-
Lipschitz continuous within B(x0, r). Consider the following simple GD update
xt+1 = xt − 1L1
(
B(x0, r)
) · ∇f(xt). (2.3)
Setting RT ≥ max0≤t≤T {‖xt−x0‖}, then the sequence {x0, · · · , xT } ⊂ B(x0, RT ). So we can set
r = RT in the GD update formula (2.3), then the classical sufficient descent condition yields [20]
f(xt+1)− f(xt) ≤ − 1
2L1
(
B(x0, RT )
)‖∇f(xt)‖2 for 0 ≤ t ≤ T − 1.
Consequently, one has
min
0≤t≤T−1
{‖∇f(xt)‖2} ≤ 2L1
(
B(x0, RT )
) · (f(x0)− f(x∗))
T
. (2.4)
The above derivation would be correct and would recover the classical analysis of GD [20], if
L1 is a constant independent of B(x0, r). However, when L1
(
B(x0, RT )
)
depends on the size
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of the ball B(x0, RT ), and when the level set of f is not bounded, then the above analysis is
not correct. This is because as T → ∞ the radius RT can grow unboundedly, so the stepsize
1/L1
(
B(x0, RT )
)
can be arbitrarily small. Further, it follows that one cannot choose the stepsize
1/L1
(
B(x0, RT )
)
before actually running the GD iteration because B(x0, RT ) is unknown. In
conclusion, the classical analysis outlined above cannot be directly used to guarantee finding
some xt s.t. ‖∇f(xt)‖ ≤ ǫ.
How to effectively deal with the potential unboundeness of the Lipschitz gradient constant?
Our idea is to divide the algorithm into epochs, and during each epoch a subroutine A performs
optimization over a predefined and fixed region. The benefit of such a sequential local optimiza-
tion framework is clear: within each epoch one can apply (some variants of) the classical GD
analysis (2.3) – (2.4) to understand the algorithm behavior, since the total travelled distance is
bounded and the (local) Lipschitz constant can be estimated. If the sizes of the local regions are
chosen carefully, an overall complexity estimate can also be easily obtained. It is worth noting
that, one can use many existing first-order algorithms to instantiate A. As we will see shortly,
A can be as simple as one single step of (normalized) GD, or can be an entire algorithm that
solves some subproblem to certain accuracy.
Specifically, the proposed SLO algorithmic framework is given in the table below.
Algorithm 1: A Sequential Local Optimization (SLO) Framework
1 input: An objective function f ; an initial point x10; a target precision ǫ > 0;
2 a radius increment D > 0; a small margin d ≥ 0, a subroutine A.
3 default: Lτ1 = L
τ
2 = null, τ = 1, 2, 3, · · ·
4 for τ = 1, 2, 3, · · · do
5 if Lτ1 is required by A then
6 Estimate the gradient Lipschitz constant Lτ1 = L1
(
B(xτ0 ,D)
)
7 if Lτ2 is required by A then
8 Estimate the Hessian Lipschitz constant Lτ2 = L2
(
B(xτ0 ,D)
)
9 for k = 0, 1, 2, · · · do
10 if ‖∇f(xτk)‖ <
√
ǫ then
11 return(xτk). /****End Algorithm 1, if ‖∇f(xτk)‖ is small enough****/
12 Generate xτk+1 = A (f, xτk;Lτ1 , Lτ2 ;xτ0 ,D, d) , which satisfies
‖xτ0 −A (f, xτk;Lτ1 , Lτ2 ;xτ0 ,D, d)‖ ≤ D. (2.5)
if ‖xτk+1 − xτ0‖ ∈ [D − d,D] then
13 xτ+10 = x
τ
k+1.
14 break /****End the τ -th epoch, if xτ
k+1
enters a margin of B(xτ0 , D)****/
Clearly, the iterates of Algorithm 1 are divided into different epochs based on their travel
distance from the first point of the epoch. Let xτ0 be the first point of the τ -th epoch, then
we fix a region B(xτ0 ,D) and estimate Lipschitz constants L
τ
1 and L
τ
2 (if needed), such that the
iterates are updated with these algorithmic parameters. In this case, all the classical first-order
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descent algorithms remain valid inside this region, except that, they may need to be truncated,
so that its the outputs in epoch k will not be too far away from the initial solution xτ0 (cf. (2.5)).
In other words, if an iterate xτk does not meet the termination criteria, then it either remains in
the region B(xτ0 ,D − d) or it enters the region {x : ‖x− xτ0‖ ∈ [D − d,D]}. For the latter case,
we denote its iteration number as Kτ , end the τ -th epoch, and set x
τ+1
0 = x
τ
Kτ
as the first point
of the next epoch.
At this point, Algorithm 1 is still abstract since the precise form of the subroutine A has
not been provided. In the next subsection, we will first provide a sufficient descent condition
that iterates generated by A should satisfy, then develop a generic convergence analysis for
Algorithm 1. To showcase how we can customize existing first-order algorithms to satisfy the
above sufficient descent algorithm, thus making Algorithm 1 converge, we subsequently analyze
two common first-order algorithms – the GD and NGD algorithms.
2.3 Convergence analysis of the SLO framework.
We begin by making the following sufficient descent conditions for the iterates generated by the
subroutine A.
Condition 1. (Sufficient Descent) Let the constants Lτ1 , L
τ
2 and the iterates {xτ0 , xτ1 , · · · , xτKτ }
be generated by the τ -th epoch of Algorithm 1, where Kτ is the iteration counter of the last iterate
of the τ -th epoch. Then there exists a function C1 (·) > 0 such that for k = 1, 2, · · · ,Kτ ,
f(xτk)− f(xτk−1) ≤ −C1 (Lτ1 , Lτ2 , ǫ) · ‖xτk − xτk−1‖2. (2.6)
For 1 ≤ k ≤ Kτ − 1, if ‖∇f(xτk−1)‖ >
√
ǫ, then there exists a function C2 (·) > 0 such that
f(xτk)− f(xτk−1) ≤ −C2 (Lτ1 , Lτ2 , ǫ) . (2.7)
In the following, for the ease of notation we will denote
Cτ1 := C1 (L
τ
1 , L
τ
2 , ǫ) and C
τ
2 := C2 (L
τ
1 , L
τ
2 , ǫ) .
Under Condition 1, we have the following per-epoch descent result.
Lemma 1 (Per-epoch descent). Let {xτ0 , xτ1 , · · · , xτKτ } be the τ -th epoch generated by Algorithm
1, with ‖xτKτ − xτ0‖ ∈ [D − d,D] and min
{‖∇f(xτk)‖ : 0 ≤ k ≤ Kτ − 1} > √ǫ. If Condition 1
holds true and we set D ≥ 12
√
Cτ
2
Cτ
1
+ 2d, then
f(xτKτ )− f(xτ0) ≤ −
√
Cτ1 · Cτ2
2
·D.
As a remark, this lemma indicates that as long as the algorithm does not terminate within
the τ -th epoch, then at least a descent of
√
Cτ
1
·Cτ
2
2 ·D can be achieved.
Proof. For k = 1, 2, · · · ,Kτ − 1, summing up (2.6) and (2.7) respectively yields
f(xτKτ−1)− f(xτ0) ≤ −Cτ1 ·
Kτ−1∑
k=1
‖xτk − xτk−1‖2
(i)
≤ − C
τ
1
Kτ − 1‖x
τ
Kτ−1 − xτ0‖2.
f(xτKτ−1)− f(xτ0) ≤ −(Kτ − 1) · Cτ2 .
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where (i) uses Jensen’s inequality. Combining the above two inequalities yields
f(xτKτ−1)− f(xτ0) ≤ −
1
2
(
Cτ1
Kτ − 1‖x
τ
Kτ−1 − xτ0‖2 + (Kτ − 1) · Cτ2
)
≤ −√Cτ1 · Cτ2 · ‖xτKτ−1 − xτ0‖,
where we use the fact that 12 (a+ b) ≥
√
ab when a, b ≥ 0. For the last iteration, the inequality
(2.7) of Condition 1 implies
f(xτKτ )− f(xτKτ−1) ≤ −Cτ1 · ‖xτKτ − xτKτ−1‖2.
Combine the above two inequalities, we obtain
f(xτKτ )− f(xτ0) ≤ −
√
Cτ1 · Cτ2 · ‖xτKτ−1 − xτ0‖ −Cτ1 · ‖xτKτ − xτKτ−1‖2
≤ −√Cτ1 · Cτ2 · ‖xτKτ−1 − xτ0‖ −Cτ1 · (‖xτKτ − xτ0‖ − ‖xτKτ−1 − xτ0‖)2
≤ −min
ω≥0
{√
Cτ1 · Cτ2 · ω + Cτ1 ·
(‖xτKτ − xτ0‖ − ω)2} .
As long as ‖xτKτ − xτ0‖ ≥
√
Cτ
2
4Cτ
1
, the minimum of the above optimization problem is achieved at
ω∗ = ‖xτKτ − xτ0‖ −
√
Cτ
2
4Cτ
1
. Consequently
f(xτKτ )− f(xτ0) ≤ −
√
Cτ1 · Cτ2 · ω∗ −Cτ1 ·
(‖xτKτ − xτ0‖ − ω∗)2
= −√Cτ1 · Cτ2 · ‖xτKτ − xτ0‖+ Cτ24 .
Note that ‖xτKτ − xτ0‖ ≥ D − d, and D ≥ 12
√
Cτ
2
Cτ
1
+ 2d, the above inequality reduces to
f(xτKτ )− f(xτ0) ≤ −
√
Cτ1 · Cτ2 ·
(
‖xτKτ − xτ0‖ −
1
4
√
Cτ2
Cτ1
)
≤ −√Cτ1 · Cτ2 ·
(
D − 1
4
√
Cτ2
Cτ1
− d
)
≤ −
√
Cτ1 · Cτ2
2
·D.
This completes the lemma.
For the subroutine A, let us use N τA to count the total number of gradient evaluations for
each execution of A in the τ -th epoch, assuming that all the algorithm parameters are pre-
computed. For example, if A contains a single gradient step, then N τA = 1; if A constructs the
next iterate by solving some subproblem without closed-form solution, then N τA will be the total
number of gradient evaluations used to solve the subproblem. Under this notation, the total
computational complexity of Algorithm 1 can be characterized by the following theorem.
Theorem 2. Suppose the Assumption 1 holds true. In addition, if Lτ2 is required by A, we also
suppose Assumption 2 holds. Let {xτk : 0 ≤ k ≤ Kτ , τ = 1, 2, · · · } be generated by the Algorithm
1. Assume the algorithmic parameters satisfy:
∞∑
τ=1
√
Cτ1 · Cτ2
2
·D = +∞, with D ≥ 1
2
√
Cτ2
Cτ1
+ 2d, ∀τ. (2.8)
8
If the subroutine A is chosen so that Condition 1 holds, then it takes at most T epochs to output
a point xτk s.t. ‖∇f(xτk)‖2 ≤ ǫ, where T satisfies
T ≤ inf

τ + 1 :
τ∑
k=1
√
Ck1 · Ck2
2
·D ≥ f(x10)− f∗

 . (2.9)
Let N τA denote the computation complexity of each execution of the subroutine A in the τ -th
epoch, then the total complexity of Algorithm 1 can be upper bounded by
T∑
τ=1
Kτ ·N τA ≤ max
1≤τ≤T
{
N τA
Cτ2
}
· (f(x10)− f∗)+ T∑
τ=1
N τA. (2.10)
Note that Cτ1 and C
τ
2 are defined in (2.6) and (2.7) respectively, and they depend on the Lipschitz
constants and the precision ǫ.
Proof. By the termination criterion of Algorithm 1, we know that ‖∇f(xτk)‖ ≥
√
ǫ for 0 ≤ k ≤
Kτ and 1 ≤ τ ≤ T − 1. Therefore, for the first T − 1 epochs, Lemma 1 indicates that
f(xτKτ )− f(xτ0) ≤ −
√
Cτ1 · Cτ2
2
·D for τ = 1, 2, · · · , T − 1.
Note that our algorithm set xτ+10 := x
τ
Kτ
, summing up the above inequality yields
T−1∑
τ=1
√
Cτ1 · Cτ2
2
·D ≤ f(x10)− f(xT−1KT−1) ≤ f(x10)− f∗.
Due to the first inequality in (2.8), T must be finite, hence we have proved inequality (2.9). Next
we prove inequality (2.10). Note that except for the last iterate of each epoch, all the other
iterates satisfies (2.7) of Condition 1. Therefore, the maximum number of iterations of the τ -th
epoch satisfies
Kτ ≤ f(x
τ+1
0 )− f(xτ0)
Cτ2
+ 1.
Therefore, the total iteration complexity satisfies the following relation
T∑
τ=1
(
f(xτ0)− f(xτKτ )
Cτ2
+ 1
)
·N τA ≤ max
1≤τ≤T
{
N τA
Cτ2
}
·
T∑
τ=1
(
f(xτ0)− f(xτKτ )
)
+
T∑
τ=1
N τA
≤ max
1≤τ≤T
{
N τA
Cτ2
}
· (f(x10)− f∗)+ T∑
τ=1
N τA.
This proves the theorem.
We emphasize that the above result relies on the satisfaction of the abstract Condition 1. So
far it contains many parameters such as Cτ1 , C
τ
2 , N
τ
A that are difficult to interpret. In the next
two subsections, we verify that Condition 1 is satisfied for two variants of the GD algorithm,
and specialize the generic result derived above.
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2.4 The gradient projection subroutine
The first special case of the selection of the subroutine A is the gradient projection algorithm,
which is formally defined as follows.
Definition 1 (Gradient projection subroutine). For any differentiable function f , constants
η, r > 0, and a point x ∈ B(x¯, r), where B(x¯, r) is a ball centered at x¯ with radius r. We define
the gradient projection subroutine as
AGP (f, x, x¯, η, r) :=


x− η∇f(x), if x− η∇f(x) ∈ B(x¯, r),
x¯+ x−η∇f(x)−x¯‖x−η∇f(x)−x¯‖ · r, otherwise,
(2.11)
which is the analytical expression of projecting the gradient descent step onto the ball B(x¯, r):
ProjB(x¯,r)(x− η∇f(x)).
Note that the nature of the gradient projection does not require any second-order information
of f , thus Lτ2 remains its default value in Algorithm 1, i.e., L
τ
2 = null. We also set d = 0 and
the subroutine A in Algorithm 1 is the gradient projection subroutine:
A (f, xτk;Lτ1 , Lτ2 ;xτ0 ,D, d) := AGP
(
f, xτk, x
τ
0 , (L
τ
1)
−1 ,D
)
. (2.12)
Due to the projection nature, the finite travel condition (2.5) is satisfied. To analyze the conver-
gence, it remains to guarantee the Condition 1 and to calculate the functions C1(·) and C2(·),
which is provided in the following lemma.
Lemma 2. Let {xτ0 , xτ1 , · · · xτKτ} be the iterates of the τ -th epoch generated by Algorithm 1, with
d = 0 and Lτ2 = null. Suppose Assumption 1 holds true and the iteration subroutine A is set
according to (2.12). In addition, if ‖∇f(xτk)‖ >
√
ǫ for 0 ≤ k ≤ Kτ − 1, then Condition 1 holds
with
C1 (L
τ
1 , L
τ
2 , ǫ) =
Lτ1
2
and C2(L
τ
1 , L
τ
2 , ǫ) =
ǫ
2Lτ1
, (2.13)
where Lτ1 := L1
(
B(xτ0 ,D)
)
is the local Lipschitz constant.
Proof. First, let us prove the first descent estimate (2.6) for k = 1, 2, · · · ,Kτ . Note that the
gradient projection AGP (·) can be equivalently written as the following optimization problem:
xτk+1 = AGP
(
f, xτk, x
τ
0 , (L
τ
1)
−1 ,D
)
= argmin
‖x−xτ
0
‖≤D
f(xτk) + 〈∇f(xτk), x− xτk〉+
Lτ1
2
‖x− xτk‖2.
Note that the function f has Lτ1-Lipschitz continuous gradient in B(x
τ
0 ,D), and the subroutine
AGP (·) guarantees that the iterates generated in τ -th epoch are restricted in B(xτ0 ,D). It follows
that the Lipschitz continuity property within the set B(xτ0 ,D) indicates
f(xτk+1) ≤ f(xτk) + 〈∇f(xτk), xτk+1 − xτk〉+
Lτ1
2
‖xτk+1 − xτk‖2. (2.14)
By the
Lτ
1
2 -strong convexity of the optimization problem defining AGP , we also have
f(xτk) + 〈∇f(xτk), xτk+1 − xτk〉+
Lτ1
2
‖xτk+1 − xτk‖2
≤ f(xτk) + 〈∇f(xτk), xτk − xτk〉+
Lτ1
2
‖xτk − xτk‖2 −
Lτ1
2
‖xτk+1 − xτk‖2 (2.15)
= f(xτk)−
Lτ1
2
‖xτk+1 − xτk‖2.
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Combining (2.14) and (2.15) yields
f(xτk+1) ≤ f(xτk)−
Lτ1
2
‖xτk+1 − xτk‖2,
which proves (2.6), with C1 (L
τ
1 , L
τ
2 , ǫ) =
Lτ
1
2 .
Next, we prove the second descent condition (2.7) for k = 1, 2, · · · ,Kτ − 1. Because the τ -th
epoch ends at the Kτ -th iteration, by the termination criteria of Algorithm 1 in each epoch, we
know ‖xτk − xτ0‖ < D − d = D for k ≤ Kτ − 1. This further indicates that
xτk = x
τ
k−1 −
1
Lτ1
∇f(xτk−1) ∈ int
(
B(xτ0 ,D)
)
, k = 1, 2, · · · ,Kτ − 1.
This is because if xτk′−1 − 1Lτ
1
∇f(xτk′−1) /∈ int
(
B(xτ0 ,D)
)
for some k′ ≤ Kτ − 1, the xτk′−1 will be
on the boundary of the ball B(xτ0 ,D) due to the projection step, yielding a contradiction. That
is, the gradient steps never exit B(xτ0 ,D) and the gradient projection subroutine just reduces to
the gradient descent step. On the other hand, ‖f(xτk)‖ >
√
ǫ for k = 0, 1, · · · ,Kτ −1. Therefore,
f(xτk) = f
(
xτk−1 −
1
Lτ1
∇f(xτk−1)
)
(2.16)
≤ f (xτk−1)+
〈
∇f(xτk−1),−
1
Lτ1
∇f(xτk−1)
〉
+
Lτ1
2
∥∥∥∥ 1Lτ1∇f(xτk−1)
∥∥∥∥2
= f(xτk−1)−
1
2Lτ1
∥∥∇f(xτk−1)∥∥2
≤ f(xτk−1)−
ǫ
2Lτ1
.
In conclusion, we prove (2.7) with C2(L
τ
1 , L
τ
2 , ǫ) =
ǫ
2Lτ
1
.
As the result of Lemma 2, we have the following corollary by directly substituting Cτ1 =
Lτ
1
2 ,
Cτ2 =
ǫ
2Lτ
1
and d = 0 into Lemma 1.
Corollary 1 (Per-epoch descent). Under the setting of Lemma 2. If ‖∇f(xτk)‖ >
√
ǫ for
0 ≤ k ≤ Kτ − 1, then
f(xτKτ )− f(xτ0) ≤ −
√
ǫ ·D
4
,
as long as we choose D ≥
√
ǫ
2 .
We summarize the complexity result in the following theorem.
Theorem 3. Suppose the Assumptions 1 holds true. Consider Algorithm 1 with the gradient
projection subroutine AGP given in (2.11). If we choose d = 0, D ≥
√
ǫ
2 , and use parameters
specified by (2.12), then it takes at most T =
⌈
4(f(x1
0
)−f∗)√
ǫ·D + 1
⌉
epochs to output a point xτk s.t.
‖∇f(xτk)‖2 ≤ ǫ. Moreover, the total computational complexity can be upper bounded by
T∑
τ=1
Kτ ≤ O
(
∆f
ǫ
· L1
(
B(x10, RT )
))
,
where we denote ∆f := f(x
1
0)− f∗, and RT := 4∆f√ǫ +D.
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Proof. To prove the above result, we only need to specialize Theorem 2 using the constants we
obtained for the gradient projection subroutine AGP . To proceed, we first note that, by using
the choice of Cτ1 and C
τ
2 in (2.13), we obtain the following
∞∑
τ=1
√
Cτ1C
τ
2
2
D =
∞∑
τ=1
√
ǫD
4
= +∞.
It follows that the first relation (2.8) is satisfied. Also our choice of D satisfies the second
inequality in (2.8). It follows that from (2.9), that the upper bound for the number of epoch is
T =
⌈
2(f(x10)− f(x∗))
D
√
Cτ1C
τ
2
+ 1
⌉
=
⌈
4(f(x10)− f(x∗))
D
√
ǫ
+ 1
⌉
. (2.17)
Second, because Algorithm 1 guarantees ‖xτk − xτ0‖ ≤ D and xτ+10 = xτKτ , the triangle
inequality indicates that
‖xτk − x10‖ ≤ ‖xτk − xτ0‖+
τ−1∑
t=1
‖xtKt − xt0‖ ≤ τD ≤ TD =
4∆f√
ǫ
+D := RT , ∀τ, k.
That is, the total distance travelled from x10 is upper bounded by
4∆f√
ǫ
+D. By using the fact
that B(xτ ,D) ⊆ B(x10, RT ), we have
max
1≤τ≤T
{
N τA
Cτ2
}
= max
1≤τ≤T
{
2Lτ1
ǫ
}
≤ 2
ǫ
· L1
(
B
(
x10, RT
))
,
where the first equality utilizes the expression of C2 in (2.13), and N
τ
A = 1 because for AGP each
iteration only access one gradient. Substituting the above inequality into Theorem 2 proves the
current result.
2.5 The normalized gradient descent subroutine
In addition to the gradient projection soubroutine, we also propose a normalized gradient desent
subroutine to solve the problem, which is formally described as follows.
Definition 2 (Normalized gradient descent subroutine). For any differentiable function f , con-
stants η, L > 0, and a point x. We define the normalized gradient descent subroutine as
ANG(f, x, L, d) :=


x− 1L · ∇f(x), if ‖∇f(x)‖ ≤ L · d,
x− d · ∇f(x)‖∇f(x)‖ , otherwise.
(2.18)
Similar to the gradient projection subroutine, the normalized gradient descent subroutine
also does not require any second-order information of f , we can default Lτ2 = null. Furthermore,
unlike the projected gradient descent update, this update is not dependent on the initial solution
xτ0 , nor on the radius D. Therefore, we can use the following short-handed notation to denote
this subroutine:
A (f, xτk;Lτ1 , Lτ2 ;xτ0 ,D, d) := ANG (f, xτk, Lτ1 , d) . (2.19)
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In this update, when the norm of the gradient ∇f(xτk) is not very large (smaller than Lτ1 ·d), then
we proceed with a regular gradient descent step with stepsize (Lτ1)
−1. Otherwise, we proceed
with a normalized gradient descent step with length d. Therefore, under both cases we have
‖ANG(f, xτk, Lτ1 , d)− xτk‖ ≤ d.
As long as ‖xτk − xτ0‖ ≤ D − d, ‖ANG(f, xτk, Lτ1 , d)− xτ0‖ ≤ D. That is, the condition (2.5) is
satisfied. Next, we prove that Condition 1 holds in the following lemma.
Lemma 3. Let {xτ0 , xτ1 , · · · , xτKτ } be the τ -th epoch generated by Algorithm 1, with d ≥
√
ǫ and
Lτ2 = null. Suppose Assumption 1 holds true and we choose the normalized gradient subroutine
ANG given in (2.19). In addition, if ‖∇f(xτk)‖ >
√
ǫ for 0 ≤ k ≤ Kτ − 1, then Condition 1
holds with
C1 (L
τ
1 , L
τ
2 , ǫ) =
Lτ1
2
and C2(L
τ
1 , L
τ
2 , ǫ) =
ǫ
2Lτ1
. (2.20)
Proof. We show that using the constants in (2.20), the inequalities (2.6) and (2.7) hold for
k = 1, 2, · · · ,Kτ . We divide the proof in the following two cases.
Case 1. ‖∇f(xτk−1)‖ ≤ Lτ1d. In this case, xτk−xτk−1 = − 1Lτ
1
·∇f(xτk−1). Because all the iterates
of this epoch remains in B(xτ0 ,D), the L
τ
1-Lipschitz continuity of ∇f(·) in B(xτ0 ,D) indicates
f(xτk) ≤ f(xτk−1)−
1
2Lτ1
‖∇f(xτk−1)‖2 = f(xτk−1)−
Lτ1
2
‖xτk − xτk−1‖2.
Since the ‖∇f(xτk−1)‖ >
√
ǫ, inequality (2.16) is still true. That is,
f(xτk) ≤ f(xτk−1)−
ǫ
2Lτ1
.
Combining the above two inequalities proves the result under Case 1.
Case 2. ‖∇f(xτk−1)‖ > Lτ1d. Under this case we have
xτk − xτk−1 = −d ·
∇f(xτk−1)
‖∇f(xτk−1)‖
, ‖xτk − xτk−1‖ = d. (2.21)
It follows that
f(xτk) ≤ f
(
xτk−1
)
+
〈∇f(xτk−1), xτk − xτk−1〉+ Lτ12 ∥∥xτk − xτk−1∥∥2
= f(xτk−1)− d‖∇f(xτk−1)‖+
Lτ1
2
· d2
≤ f(xτk−1)−
Lτ1
2
· d2
(2.21)
= f(xτk−1)−
Lτ1
2
‖xτk − xτk−1‖2.
Because we have chosen d s.t. d ≥ √ǫ ≥ √ǫ/Lτ1 [where the last inequality comes from Assump-
tion 2-(4)] we also have the following
f(xk+1)− f(xk) ≤ −L
τ
1
2
d2 ≤ − ǫ
2Lτ1
.
Combining the above two inequalities proves the lemma under Case 2.
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Note that the functions C1(·) and C2(·) for the normalized gradient descent subroutine ANG
are identical to those of the gradient projection subroutine. Therefore, Theorem 3 still holds
true, with slightly different choices of parameters d and D.
Theorem 4. Suppose the Assumptions 1 holds true. Consider Algorithm 1 with the normalized
gradient subroutine ANG with parameters specified by (2.19). If we choose d ≥
√
ǫ, D ≥
√
ǫ
2 +2d,
then it takes at most T =
⌈
4(f(x1
0
)−f∗)√
ǫ·D + 1
⌉
epochs to output a point xτk s.t. ‖∇f(xτk)‖2 ≤ ǫ.
Moreover, the total computational complexity can be upper bounded by
T∑
τ=1
Kτ ≤ O
(
∆f
ǫ
· L1
(
B(x10, RT )
))
,
where we denote ∆f := f(x
1
0)− f∗, and RT := 4∆f√ǫ +D.
2.6 A parameter-free line search subroutine
In the previous subsections, the subroutines we have introduced both rely upon a good esti-
mate of the local Lipschitz constants L1(xτ0 ,D), for each epoch τ . Although making such an
assumption is reasonable for many practical problems (e.g., those that will be tested in Sec.
4), in general it is still desirable to have a parameter-free, first-order algorithm whose execution
does not depend on any prior knowledge about the problem. Towards this end, we develop a
subroutine that is based on combining the classical Armijo line search with a new technique
which adaptively changes the search region.
Specifically, our line search is based on finding an update direction d and a stepsize δ such
that the following Armijo line search condition (see e.g. [1, 3, 22]) hold:
f(x+ δ · d) ≤ f(x) + σδ〈∇f(x), d〉, (2.22)
for some σ ∈ (0, 1). We also require the update direction d to satisfy the following gradient
related condition for some α ∈ (0, 1]
〈∇f(x), d〉 ≤ −α‖∇f(x)‖ · ‖d‖. (2.23)
Specifically, when d = −∇f(x), we know α = 1. When the gradient of f is globally Lipschitz
continuous, O(1/ǫ) iteration complexity of the Armijo line search rule is well known, see e.g.
[21,24] and references therein. When the∇f is not globally Lipschitz continuous, despite the fact
that the asymptotic convergence analysis of the above scheme is well established, see e.g. [3,22],
to the best of our knowledge, the traditional Armijo line search methods that search a stepsize
δt in some fixed interval [0, δ¯] does not have global complexity guarantees. In this section, we
propose a simple but novel adaptive interval
[
0, δ¯‖dt‖
]
, where dt is the search direction at the
t-th iteration. The idea is similar to the normalized gradient descent – when the upper bound
is adaptively chosen as above, then the maximum distance between any two successive iterates
are bounded above by δ¯. This way, some local Lipschitz constants can again be utilized in the
complexity analysis.
The propose back-tracking line search subroutine for Algorithm 1 is presented in Algorithm
2 below.
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Algorithm 2: A parameter-free line search subroutine: ALS(f, x, δ¯)
1 default: Constants θ ∈ (0, 1), σ ∈ (0, 1).
2 input: An objective function f and a point x.
3 Find some update direction d 6= 0 such that (2.23) hold.
4 Initialize δ = δ¯‖d‖ .
5 while true do
6 if f(x+ δ · d) > f(x) + σδ〈∇f(x), d〉 then
7 δ = δ · θ.
8 else
9 return(x+ δ · d).
Again, for notational simplicity, we rewrite the line-search subroutine as below:
A(f, xτk;Lτ1 , Lτ2 ;xτ0 ,D, d) = ALS(f, xτk, δ¯) with Lτ1 = Lτ2 = null,D = d = δ¯. (2.24)
In this case where D = d = δ¯, we know from Algorithm 1 that every epoch ends immediately
after one single iteration. Therefore, we can remove the epoch superscripts and simply write the
Algorithm 1 in a cleaner and simpler form as
xt+1 = ALS(f, xt, δ¯). (2.25)
Due to the simplicity of the line search scheme (2.25), we would like to provide an independent
analysis that shares the same spirit of Condition 1, but has a much simpler form. To begin with,
let us first derive a condition under which the line search rule (2.22) can be guaranteed to satisfy.
Lemma 4. Suppose that Assumption 1 is satisfied. Suppose that the search direction d is
gradient related, i.e., (2.23) holds. Let δ¯ > 0 be a constant and let δ¯‖d‖ be an upper bound of the
step size δ.Then as long as the following condition holds
δ ≤ min
{
(1− σ)α‖∇f(x)‖
L1
(
B(x, δ¯)
) · ‖d‖ , δ¯‖d‖
}
,
the line search rule (2.22) is satisfied.
Proof. First, because δ ≤ δ¯‖d‖ , then the two successive iterates generated by the line search
process satisfies the following{
x′ : x′ = x+ δd, 0 ≤ δ ≤ δ¯‖d‖
}
⊂ B(x, δ¯).
By using Assumption 1, there exists a constant L1 = L1
(
B(x, δ¯)
)
such that ∇f is L1-Lipschitz
continuous in B(x, δ¯). Therefore, the descent lemma with constant L1 holds in the region B(x, δ¯),
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and we have the following
f(x+ δ · d) ≤ f(x) + δ〈∇f(x), d〉 + L1δ
2
2
‖d‖2
≤ f(x) + σδ〈∇f(x), d〉 − (1− σ)αδ‖∇f(x)‖‖d‖ + L1δ
2
2
‖d‖2
= f(x) + σδ〈∇f(x), d〉 − αδ‖∇f(x)‖‖d‖
2
(
2(1 − σ)− L1‖d‖ · δ
α‖∇f(x)‖
)
,
where in the second inequality we have used (2.23), and assumed that σ is an arbitrary constant
satisfying σ ∈ (0, 1). That is, as long as δ ≤ min{ (1−σ)α‖∇f(x)‖L1·‖d‖ ,
δ¯
‖d‖}, (2.22) is satisfied.
Corollary 2. Suppose Assumption 1 is satisfied. Consider Algorithm 1 with the ALS subroutine,
with δ¯ satisfying δ¯ >
√
ǫ. Suppose that for a given iteration t, we have ‖∇f(xt)‖ >
√
ǫ, then
f(xt+1)− f(xt) ≤ −σα
√
ǫ · ‖xt+1 − xt‖ (2.26)
and
f(xt+1)− f(xt) ≤ − θσ(1− σ)α
2ǫ
2L1
(
B(xt, δ¯)
) . (2.27)
Proof. First, by Lemma 4 we obtain
f(xt+1)− f(xt) = f(xt + δt · dt)− f(xt) ≤ δtσ〈∇f(xt), dt〉
as long as δt < min
{
(1−σ)α‖∇f(xt)‖
L1(B(xt,δ¯))‖dt‖ ,
δ¯
‖dt‖
}
. By using the fact that ‖xt+1 − xt‖ = δt‖dt‖,
‖∇f(xt)‖ >
√
ǫ and dt is chosen to be gradient related satisfying (2.23), then we further have
f(xt+1)− f(xt) ≤ −σαδt · ‖∇f(xt)‖‖dt‖ ≤ −σα
√
ǫ · ‖xt+1 − xt‖, (2.28)
which proves (2.26). To show (2.27), note that combining the above argument with the back
tracking line search strategy, we know that xt+1 is updated by using
δt ≥ min
{
θ · (1− σ)α‖∇f(xt)‖L1(B(xt, δ¯))‖dt‖
, θ · δ¯‖dt‖
}
.
Then it follows that:
‖xt+1 − xt‖ = δt · ‖dt‖ ≥ θ ·min
{
(1− σ)α√ǫ
L1(B(xt, δ¯))
, δ¯
}
(i)
=
θ(1− σ)α√ǫ
L1(B(xt, δ¯))
, (2.29)
where (i) is because we assume L1(·) ≥ 1, 0 < θ,α, σ ≤ 1 and the fact that we have chosen
δ¯ >
√
ǫ. Therefore, (2.28) and (2.29) indicate that
f(xt+1)− f(xt) ≤ −σα
√
ǫ · θ(1− σ)α
√
ǫ
L1(B(xt, δ¯))
= −θσ(1− σ)α
2ǫ
L1(B(xt, δ¯))
,
which proves (2.27).
Consequently, we have the following complexity result.
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Theorem 5. Suppose Assumption 1 holds true. Let {x0, x1, x2...} be generated by the line search
scheme (2.25) with δ¯ >
√
ǫ. Let xT be the first iterate satisfying ‖∇f(xT )‖ ≤
√
ǫ. Suppose all the
line search directions satisfy the gradient related condition (2.23) for some constant α ∈ (0, 1].
Then RT := max{‖xt−x0‖ : 0 ≤ t ≤ T} ≤ ∆fασ√ǫ and the maximum number of iterations satisfies
T ≤ O
(
∆f
ǫ
· L1
(
B
(
x0, RT + δ¯
)))
.
Specifically, if we set the search directions as −∇f(xt), then the result holds with α = 1.
Proof. Because xT is the output, we know ‖∇f(xt)‖ >
√
ǫ for any 0 ≤ t ≤ T − 1. Therefore, for
any 1 ≤ t ≤ T , Corollary 2 indicates
∆f ≥ f(x0)− f(xt) ≥
t∑
k=1
σα
√
ǫ‖xk − xk−1‖ ≥ σα
√
ǫ‖xt − x0‖.
Therefore, we have ‖xt − x0‖ ≤ ∆fσα√ǫ = RT , ∀ t = 1, · · · , T . This implies that for any t ≤ T ,
B(xt, δ¯) ⊂ B(x0, RT + δ¯). That is, the line search region will never exit B(x0, RT + δ¯). We can
use L1(B(x0, RT + δ¯)) to upper bound all the L1(B(xt, δ¯)). Therefore, Corollary 2 also indicates
that the per-iteration descent is also lower bounded by
f(xt)− f(xt+1) ≥ θσ(1− σ)α
2ǫ
L1
(
B
(
x0, RT + δ¯
)) , ∀ t ≤ T.
Therefore, the total iteration complexity can be upper bounded by
T ≤ O

∆f/ θσ(1− σ)α2ǫ
L1
(
B
(
x0, RT + δ¯
))

 = O(∆f
ǫ
· L1
(
B
(
x0, RT + δ¯
)))
.
This proves the result.
2.7 Discussions
Before concluding this section, we make a few remarks about the computational complexities
we have obtained in this section.
Remark 3. The worst-case computational complexities of different algorithms studied in this
section all depend on L1
(
B(x10, RT )
)
with RT = O
(
∆f√
ǫ
)
, which estimates the worst-case growth
of the Lipschitz constant before the algorithms exit. Such a dependency could be rather pessimistic
since we basically bound the maximum size of the ball max1≤τ≤T (B(xτ0 ,D)) by using the union
of these balls, B(x10, RT ). In practice, we expect that the dependency on the growth of Lipschitz
constants can be much milder. Nevertheless, the above bound provides us a way to characterize
the worst-case complexity bounds for specific class of problems.
Remark 4. To understand how the final complexities grow as a function of ǫ, let us consider a
concrete example. Suppose that L1(r) = O(rp) for some p > 0, then the complexity for finding
a point x¯ such that ‖∇f(x¯)‖2 ≤ ǫ is O
(
ǫ−(p/2+1)∆p+1f
)
. In particular, if f is a Q-th order
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polynomial, then L1(r) = O(rQ−2) and the complexity is O
(
ǫ−Q/2∆Q−1f
)
, which is tight for the
globally Lipschitz continuous case where Q = 2. However, this rate is worse compared to the
BPG-type algorithms. In particular, if the adaptation function h can be found, then it requires
the BPG to solve the Bregman Proximal Mapping O(ǫ−1∆f ) times to achieve ‖∇f(x¯)‖2 ≤ ǫ.
The above difference in the complexity can be mainly attributed to the fact that the infor-
mation utilized by the two approaches are quite different: The various SLO based algorithms
only operate on local information about the problem, while the BPG algorithm requires global
information (so that an adaptation function can be constructed). From this perspective, the SLO
based algorithms, especially the one based on line search, are first-order algorithms since only
gradients and objective values are needed to carry out the computation. On the contrary, the
BPG-type algorithms are, strictly speaking, not first-order algorithms.
More importantly, we note that for the majority of practical problems, the rate of shrinking
the gradient size is not the only criteria to evaluate algorithm performance. What matters the
most is how well the algorithm can reduce the objective value. As we will see shortly, although in
the worst case the SLO based algorithms are relatively slow in reducing the gradient size, they can
be very effective in reducing the objective values, while the BPG-type algorithms often converge
to solutions with high objective values. The different practical and theoretical behaviors of the
two class of algorithms support one of our main points: For challenging problems such as non-
convex problems with No-Lip-Grad, it is imperative to have a few different classes of algorithms
available, so that the practitioners can freely choose according to their practical performances.
3 Accelerated gradient projection algorithm
In the previous section, we have proposed three relatively simple subroutines for the SLO frame-
work, including the gradient projection subroutine AGP , the normalized gradient descent sub-
routine ANG, and a parameter-free line search subroutine ALS. All three methods have achieved
the same complexity of O
(
∆f
ǫ · L1
(
B
(
x0, RT
)))
with RT = O
(
ǫ−
1
2 · ∆f
)
. In this section, we
develop another subroutine which adapts the acceleration technique convex until proven guilty
(CUPG) recently developed in [6]. The CUPG is a first-order algorithm which achieves a rate of
O( ∆f
ǫ7/8
), by assuming that the objective function has global Lipschitz gradient and Lipschitz Hes-
sian. Our goal is two-fold: First, we would like to demonstrate that the SLO framework is flexible
enough to include much more complicated algorithms as subroutines; Second, we would like to
show that by further assuming the local Hessian Lipschitz continuity, it is possible to improve the
computational complexity of the SLO framework to O˜
(
∆f
ǫ7/8
· L
1
2
1
(
B
(
x10, RT
)) · L 142 (B(x10, RT ))
)
.
Note that the development and analysis of the new subroutine is by no means trivial. The
reason is that the CUPG algorithm is derived for the unconstrained problems, where the iterates
cannot be properly bounded. Therefore, similar to the previous development, the key to adapt
such an algorithm to our SLO framework is to properly bound the iterates within each epoch
so that the local Lipschtiz continuity constants can be used.
First of all, let us describe the accelerated gradient projection (AGP) subroutine shown in
Algorithm 3.
Roughly speaking, the main idea of the algorithm is that, given the previous iteration x¯,
a strongly convex surrogate function fˆ(x) is constructed and then optimized by a function
AGP-UPG (Accelerated Gradient Projection Until Proven Guilty). This function will perform a
series of accelerated gradient projection (AGP) steps, followed by a procedure Find-NC-Pair
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Algorithm 3: The AGP subroutinge: AAGP (f, x¯;L1, L2; x¯0,D, ǫ)
1 Set α=2
√
L2 · ǫ 14 , X=
{
x :‖x−x¯0‖≤D−2ǫ 14
}
. /*Algorithm 1 implies x¯∈ int(X)*/
2 Set fˆ(x) := f(x) + α · ‖x− x¯‖2.
3 (Flag, p, u, v, {yˆj}tj=1) = AGP-UPG
(
fˆ ,X, yˆ0 := x¯, ǫˆ :=
ǫ
100 , Lˆ1 := L1 + 2α,α
)
.
4 if Flag ==1,3,5 then
5 return(p).
6 if Flag == 2,4 then
7 b(1) = argminb
{
f(b) : b ∈ {yˆ1, ..., yˆt−1, u}
}
.
8 b(2) = argminb
{
f(b) : b ∈ {u+ α·(u−v)L2·‖u−v‖ , u− α·(u−v)L2·‖u−v‖}}.
9 if f(b(1)) ≤ f(x¯)− α3
64L2
2
then
10 return
(
b(1)
)
.
11 else
12 return
(
b(2)
)
.
if needed to ensure some sufficient descent. The details of the AGP-UPG(·) function is given in
Algorithm 4, and its two sub-functions Certify-Progress(·) and Find-NC-Pair(·) in Algorithm
5 and Algorithm 6 respectively. The main logic of the AGP-UPG(·), Certify-Progress(·) and
Find-NC-Pair(·) are the same as their counterpart in [6]. The main difference is that these
counterparts in [6] are completely unconstrained, whereas in our paper the local constraint set
X should be properly handled. However, our requirements that the iterates generated by AAGP
stay within X significantly complicates the algorithm. For example in Algorithm 4 line 16, 17,
Algorithm 5, line 5, we need to explicitly handle situations when the iterates do not lie in the
interior of X. Additionally, the accelerated gradient methods described in Algorithm 4 has to
rely on the projection step, which makes the resulting analysis much more involved as well.
Finally, it is worth noting that, to avoid confusion of the algorithmic parameters between the
ones used for AGP-UPG(·) and AAGP (·), we put an “ ·ˆ ” notation for the parameters used for
AGP-UPG(·); also we use ∂X to denote the boundary of set X.
In the subsequent sections, we first present a number of properties of these subroutines, and
then derive the overall computational complexity of the entire algorithm.
3.1 Preliminary Results About AGP-UPG(·) function
To better understand the AAGP (·), let us first study the AGP-UPG(·) function defined by Algo-
rithm 4. Roughly speaking, this function performs the main acceleration updates. It takes in
the augmented objective value fˆ , the current feasible set X, the accuracy parameter ǫˆ = ǫ/100,
the (local) Lipschitz constant estimate of fˆ , Lˆ1 = L1 + 2α, and the penalty parameter α as its
input. It will output a flag that contains different status of the algorithms, as well as a few
iterates to be used later. First, let us describe all its possible outcomes encoded in “Flag”, and
then explain how to use the other outputs returned by this procedure under different outcomes.
Remark 5. The function AGP-UPG(·) has the following 5 possible outcomes:
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Algorithm 4: AGP-UPG
(
fˆ ,X, yˆ0 ∈ int(X), ǫˆ, Lˆ1, α
)
1 Initialize: xˆ0 = yˆ0. κ = Lˆ1/α. ω =
√
κ−1√
κ+1
. t = 1.
2 while true do
3 y˜t = xˆt−1 − Lˆ−11 · ∇fˆ(xˆt−1).
4 if y˜t ∈ int(X) then
5 yˆt = y˜t.
6 else
7 yˆt = ProjX{y˜t}. /***yˆt ∈ ∂X, AGP-UPG returns an output and ends.***/
8 if fˆ(yˆt) ≤ fˆ(yˆ0) then
9 return(Flag = 1, yˆt,null,null,null)
10 else
11 w = yˆ0.
12 (u, v) = Find-NC-Pair
(
fˆ , {xˆk}tk=0, {yˆk}tk=0, w
)
.
13 return
(
Flag = 2,null, u, v, {yˆk}tk=0
)
.
14 xˆt = yˆt + ω(yˆt − yˆt−1).
15 w = Certify-Progress
(
fˆ ,X, yˆ0, yˆt, Lˆ1, α, κ
)
. /***Continue loop if w = null***/
16 if w 6= null and w ∈ ∂X then
17 return(Flag = 3, w,null,null,null).
18 if w 6= null and w ∈ int(X) then
19 (u, v) = Find-NC-Pair
(
fˆ , {xˆk}tk=0, {yˆk}tk=0, w
)
.
20 return
(
Flag = 4,null, u, v, {yˆk}tk=0
)
.
21 if ‖∇fˆ(yˆt)‖ ≤
√
ǫˆ then
22 return(Flag = 5, yˆt,null,null,null).
23 t = t+ 1.
Algorithm 5: Certify-Progress
(
fˆ ,X, yˆ0, yˆt, Lˆ1, α, κ
)
1 Function:
2 if fˆ(yˆt) > fˆ(yˆ0) then
3 Return(yˆ0).
4 Set z = yˆt − Lˆ−11 · ∇fˆ(yˆt).
5 if z /∈ int(X) then
6 Return(ProjX{z}).
7 Set ψ(z) = fˆ(yˆ0)− fˆ(z) + α2 ‖z − yˆ0‖2.
8 if ‖∇fˆ(yˆt)‖2 > 2Lˆ1ψ(z) · exp{− t√κ} then
9 Return(z).
10 else
11 Return(null).
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Algorithm 6: Find-NC-Pair
(
fˆ , {xˆk}tk=0, {yˆk}tk=0, w
)
1 for j = 0, 1, ..., t − 1 do
2 for u = yˆj, w do
3 if fˆ(u) < fˆ(xˆj) + 〈∇fˆ(xˆj), u− xˆj〉+ α2 ‖u− xˆj‖2 then
4 Return(u, xˆj).
• Flag = 1: The last iterate of AGP-UPG(·) is on the boundary of X, i.e. yˆt ∈ ∂X; All
the previous iterates are in the interior of X, i.e., {yˆ0, yˆ1, ..., yˆt−1} ⊂ int(X). The output
of AGP-UPG(·) is (Flag = 1, yˆt,null,null,null). Additionally, in this outcome we have
fˆ(yˆt) ≤ fˆ(yˆ0).
• Flag = 2: The last iterate of AGP-UPG(·) yˆt is on the boundary of X, i.e. yˆt ∈ ∂X; All
the previous iterates are in the interior of X, i.e., {yˆ0, yˆ1, ..., yˆt−1} ⊂ int(X). However,
fˆ(yˆt) > fˆ(yˆ0), and Find-NC-Pair(·) output an NC-pair (u, v) s.t.
fˆ(u) < fˆ(v) + 〈∇fˆ(v), u − v〉+ α
2
‖u− v‖2. (3.1)
(It will be shown that such (u, v) can always be found.) The output of AGP-UPG(·) is(
Flag = 2,null, u, v, {yˆk}tk=0
)
.
The vector u∈{yˆ0, ..., yˆt−1}⊂X. However, v ∈{xˆ0, ..., xˆt−1} is not necessarily in X. By
definition of X in Algorithm 3, for ∀i, ‖yˆi − x¯0‖ ≤ D− 2ǫ 14 , and ‖xˆi − x¯0‖ = ‖yˆi + ω(yˆi−
yˆi−1) − x¯0‖ ≤ 3D − 6ǫ 14 . That is, ‖u − x¯0‖ ≤ D, ‖v − x¯0‖ ≤ 3D. Also for this reason,
the constants L1, L2 should be chosen as L1
(
B(x¯0, 3D)
)
and L2
(
B(x¯0, 3D)
)
rather than
L1(X) and L2(X) where X = B(x¯0,D).
• Flag = 3: w 6= null, and w is on the boundary of X, i.e., w ∈ ∂X; All the iterates of
AGP-UPG are in the interior of X, i.e., {yˆ0, yˆ1, ..., yˆt} ⊂ int(X). The output of AGP-UPG(·)
is (Flag = 3, w,null,null,null), and fˆ(w) ≤ fˆ(yˆ0).
• Flag = 4: All the iterates of AGP-UPG are in the interior of X, i.e., {yˆ0, yˆ1, ..., yˆt} ⊂ int(X);
In addition an NC-pair (u, v) satisfying (3.1) is discovered. (It will be shown that an NC-
pair (u, c) can always be found in this situation.) The output of AGP-UPG(·) is (Flag =
4,null, u, v, {yˆk}tk=0), with u ∈ X. In view of the definition of X, we have ‖u− x¯0‖ ≤ D
and ‖v − x¯0‖ ≤ 3D.
• Flag = 5: All the iterates of AGP-UPG are in the interior of X, i.e., {yˆ0, yˆ1, ..., yˆt} ⊂ int(X)
In addition, the last iterate satisfies ‖∇fˆ(yˆt)‖ ≤
√
ǫ. The output of AGP-UPG(·) is (Flag =
5, yˆt,null,null,null).
We remark that the outcomes with Flag = 1, 3 are similar to each other, while the outcomes
of Flag = 2, 4 are similar to each other. However, to make the latter discussion clearer, we will
still categorize the outcomes in 5 cases with different Flag values. Next, we show that when
Flag = 2, 4 we must be able to find the NC-pair (u, v) which satisfies the condition (3.1).
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Lemma 5. Suppose Lˆ1 is chosen so that ∇fˆ(·) is Lˆ1-Lipschitz continuous in X and the following
inequality holds (even if xˆs /∈ X):
fˆ(yˆs+1) ≤ fˆ(xˆs) + 〈∇fˆ(xˆs), yˆs+1 − xˆs〉+ Lˆ1
2
‖yˆs+1 − xˆs‖2, s = 0, 1, · · · , t− 1. (3.2)
When Flag = 2, 4, Algorithm 6 must be able to find an NC-pair (u, v) such that (3.1) is satisfied.
Moreover,
max{fˆ(yˆ1), ..., fˆ (yˆt−1), fˆ(u)} ≤ fˆ(yˆ0). (3.3)
The proof of this lemma is largely similar to its counterpart in [6], which is derived for
(unconstrained) accelerated gradient descent updates, while here it is derived for the projected
accelerated gradient descent updates; we relegate its proof to Appendix B. In the next lemma,
we provide the iteration complexity of the AGP-UPG
(·) function.
Lemma 6. Let t be the maximum number of iterations of AGP-UPG
(
fˆ ,X, yˆ0, ǫˆ, Lˆ1, α
)
before it
exits. Then t satisfies the following
t ≤ 1 +max

0,
√
Lˆ1
α
log
(
2Lˆ1ψ(z)
ǫˆ
)

where z = yˆt−1 − Lˆ−11 · ∇fˆ(yˆt−1).
Proof. Suppose the algorithm ends at the t-th iteration. Then the first t− 1 iterations do not
meet the termination rule for Flag = 1,2,3,4. Therefore, in the subrutine of Certify-Progress,
we have
ǫˆ ≤ ‖∇fˆ(yt−1)‖2 ≤ 2Lˆ1ψ(z) · exp

− t− 1√
Lˆ1/α

 .
This proves the result.
3.2 Iteration complexity of Algorithm 1 with AAGP subroutine
To analyze the overall complexity of SLO with the AAGP subroutine Algorithm 3, we will set
the parameters of the SLO framework as follows:
d = 2 · ǫ 14 , D ≥ 6 · ǫ 14 , Lτ1 = L1(B(xτ0 , 3D)), Lτ2 = L2(B(xτ0 , 3D)), (3.4)
Note that in the Line 6 of Algorithm 1, we set Lτ1 = L1(B(xτ0 ,D)). However, due to the special
structure of the function AGP-UPG(·), as commented in Remark 5, we need to set the parameters
to be Lτ1 = L1(B(xτ0 , 3D)) and Lτ2 = L2(B(xτ0 , 3D)). In summary, in the Line 9 of Algorithm 1,
the k + 1th iteration at epoch τ is generated as
xτk+1 = A (f, xτk;Lτ1 , Lτ2 ;xτ0 ,D, d) := AAGP (f, xτk;Lτ1 , Lτ2 ;xτ0 ,D, ǫ) . (3.5)
Next we proceed to analyze the algorithm. First, we check that the limited travel condition
(2.5) holds true for (3.5). For the AAGP (·) subroutine defined in Algorithm 3, the set X defined
in Line 1 is X = B(xτ0 ,D−2ǫ
1
4 ). If the output xτk+1 is returned by the Line 4-5, i.e., Flag = 1,3,5,
then xτk+1 ∈ X due to the discussion in the Remark 5. That is, ‖xτk+1 − xτ0‖ ≤ D − 2ǫ
1
4 ≤ D.
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On the other hand, if the output xτk+1 is returned by the Line 6-12. In this case, Flag = 2,4
and xτk+1 ∈
{
yˆ1, · · · , yˆt−1, u, u+ α·(u−v)Lτ
2
·‖u−v‖ , u− α·(u−v)Lτ
2
·‖u−v‖
}
. Therefore, by Remark 5 we know that
{yˆ1, · · · , yˆt−1, u} ⊂ X and hence max{‖yˆ1−xτ0‖, · · · , ‖yˆt−1−xτ0‖, ‖u−xτ0‖} ≤ D−2ǫ
1
4 . Because
α = 2
√
Lτ2 · ǫ
1
4 and Lτ2 ≥ 1, we know
max
{∥∥∥∥u+ α · (u− v)Lτ2 · ‖u− v‖ − xτ0
∥∥∥∥ ,
∥∥∥∥u− α · (u− v)Lτ2 · ‖u− v‖ − xτ0
∥∥∥∥
}
≤ ‖u− xτ0‖+
2ǫ
1
4√
Lτ2
≤ D.
Therefore, in all situations, ‖xτk+1 − xτ0‖ ≤ D. The subroutine AAGP (·) chosen according to
(3.5) satisfies condition 2.5.
Next, let us verify the sufficient descent Condition 1.
Lemma 7. Suppose Assumptions 1 and 2 hold true. Let {xτ0 , xτ1 , ..., xτKτ } be the τ -th epoch
generated by Algorithm 1, with D, d, Lτ1 , L
τ
2 defined according to (3.4) and the iteration subroutine
A is set according to (3.5). In addition, if ‖∇f(xτk)‖ >
√
ǫ for 0 ≤ k ≤ Kτ − 1, then Condition
1 holds with
C1 (L
τ
1 , L
τ
2 , ǫ) =
√
Lτ2
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· ǫ 14 and C2(Lτ1 , Lτ2 , ǫ) =
ǫ
3
4
10
√
Lτ2
. (3.6)
The proof of this lemma is relegated to Appendix D. Using the above result, we can directly
apply Lemma 1 and obtain the following per-epoch descent estimate.
Corollary 3 (Per-epoch descent). Suppose Assumptions 1 and 2 hold true. Under the setting
of Lemma 2. If ‖∇f(xτk)‖ >
√
ǫ for 0 ≤ k ≤ Kτ − 1, then
f(xτKτ )− f(xτ0) ≤ −
√
Cτ1 · Cτ2
2
·D ≤ −
√
ǫ ·D
32
.
This is a straightforward corollary of Lemma 1, we only need to realize that we have chosen
D ≥ 6ǫ 14 ≥
√
24
10Lτ2
ǫ
1
4 + 4ǫ
1
4 =
√
Cτ2
Cτ1
+ 2d.
Finally, we have the following iteration complexity result.
Theorem 6. Suppose the Assumptions 1 – 2 hold true. Let {xτk : 0 ≤ k ≤ Kτ , τ = 1, 2, · · · } be
generated by the Algorithm 1. Let us choose d,D,Lτ1 , L
τ
2 according to (3.4) and we choose the sub-
routine A to be the accelerated gradient projection subroutine AAGP with parameters specified by
(3.5). Then it takes at most T =
⌈
32(f(x1
0
)−f∗)√
ǫ·D + 1
⌉
epochs to output a point xτk s.t. ‖∇f(xτk)‖2 ≤
ǫ. The per-iteration complexity of the subroutine AAGP is N τA = O
( √
Lτ
1
(Lτ
2
)
1
4
ǫ−
1
8 · log (1/ǫ)
)
, the
total complexity of Algorithm 1 can be upper bounded by
T∑
τ=1
Kτ ·N τA ≤ O
(
∆f
ǫ7/8
· L
1
2
1
(
B(x10, RT )
)
· L
1
4
2
(
B(x10, RT )
)
log(1/ǫ)
)
,
where we denote ∆f := f(x
1
0)− f∗, and RT := (T + 2) ·D = 32∆f√ǫ + 3D.
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Proof. The bound on T is straightforward. For the per-iteration complexity of AAGP , it suffices
to see that the following constants are used in Lemma 6
Lˆ1 = L
τ
1 + 4
√
Lτ2ǫ
1
4 and α = 2
√
Lτ2ǫ
1
4 .
Thus, the total complexity for invoking the AAGP once is
N τA = O


√
Lˆτ1
α
log(1/ǫ)

 = O
( √
Lτ1
(Lτ2)
1
4
ǫ−
1
8 · log (1/ǫ)
)
.
Therefore, by applying the above choices of N τA and C
τ
2 in (3.6) to Theorem 2, we obtain that
T∑
τ=1
Kτ ·N τA ≤ max
1≤τ≤T
{
N τA
Cτ2
}
· (f(x10)− f∗)+ T∑
τ=1
N τA
= O
(
max
1≤τ≤T
{√
Lτ1(L
τ
2)
1
4
}
ǫ−
7
8∆f log(1/ǫ)
)
.
Note that ‖xτk−x0k‖ ≤ D and xτKτ = xτ+10 for any k, τ , by triangle inequality we know ‖xτ0−x10‖ ≤
(τ − 1)D ≤ (T − 1)D. Consequently, B(xτ0 , 3D) ⊆ B(x10, (T + 2)D) = B(x10, RT ) and
Lτ1 = L1
(
B(xτ0 , 3D)
) ≤ L1(B(x10, RT )), Lτ2 = L2(B(xτ0 , 3D)) ≤ L2(B(x10, RT )),
where RT is given by RT := (T + 2) ·D ≤ 32∆f√ǫ + 3D.
Therefore, we have the following overall complexity estimate:
T∑
τ=1
Kτ ·N τA ≤ O
(
∆f
ǫ7/8
· L
1
2
1
(
B(x10, RT )
)
· L
1
4
2
(
B(x10, RT )
)
log(1/ǫ)
)
.
This completes the proof of the theorem.
4 Numerical Experiments
In this section, we present numerical results which compare the performance of the proposed SLO
framework with the classical gradient descent (GD) algorithm, as well as the BPG algorithm
[2,4]. Specifically, we apply Algorithm 1 with subroutines AGP (·), ANGD(·) and ALS(·), to the
symmetric tensor decomposition problem (1.3), the linear auto-encoder training problem (1.4)
and the supervised deep linear neural network training (1.5). These algorithms will be denoted
as PGD, NGD and LineSearch respectively in our subsequent discussion.
The specific implementations of the algorithms are detailed below. First, throughout the
experiments, we hand-tune the step size for the GD algorithm. Unfortunately, we have to tune
the step size for every initial solution, otherwise GD either explodes or converges very slowly.
For NGD and PGD, the parameter Lτ1 is estimated by randomly sampling a number of points
in the ball B(xτ0 ,D), and then we set L
τ
1 to be the maximum ratio ‖∇f(x)−∇f(x′)‖/‖x− x′‖
among the sampled points. The time for estimating these constants are also counted in the
running time of NGD and PGD. For LineSearch, the search direction is simply chosen to be
−∇f(xt) and we set σ ≡ 0.9 in the Armijo line search rule (2.22). Finally, for BPG, because
24
the considered objective functions are all multivariate polynomials, the adaptable function h is
chosen as
h(x) :=
1
n
‖x‖n2 +
1
2
‖x‖22,
in accordance with [16], where n is the degree of the polynomial objective function. The cor-
responding subproblem of BPG is equivalent to a one-dimension search problem, whose imple-
mentation is detailed in Appendix A. The running time of solving such a problem to ǫ0-accuracy
is only O(log(1/ǫ0)). In all the experiments, we set ǫ0 = 10−16 as the machine accuracy. All the
experiments are implemented with MATLAB 2017b, and are tested on a laptop with Intel (R)
Core (TM) i7-8550U CPU.
4.1 Symmetric tensor decomposition
First, let us consider the symmetric tensor decomposition problem (1.3). For simplicity, we let
the dimension k to be an odd number so that the variable γi can be absorbed into the vector
xi. Therefore, we solve the following problem:
minimize
x1,x2...,xm
f(x) :=
∥∥∥T − m∑
i=1
xi ⊗ · · · ⊗ xi︸ ︷︷ ︸
k x′is
∥∥∥2. (4.1)
The data tensor T is a synthesized symmetric tensor. To generate the data T , we first generate
{xˆ∗1, xˆ∗2, ..., xˆ∗m} ⊆ Rd to be a group of M orthonormal bases. Then we multiply each xˆ∗i by a
randomly generated scalar (which corresponds to γ
1/k
i in view of (1.3)) to create the vectors
{x∗1, ..., x∗m}. Finally, we set T =
∑m
i=1 x
∗
i ⊗ · · · ⊗x∗i , where “⊗” denotes the Kronecker product.
In other words, we set Tj1,j2,...,jk =
∑m
i=1Π
k
s=1x
∗
i (js) for any 1 ≤ j1, ..., jk ≤ d where x∗i (js)
denotes the js-th entry of the vector x
∗
i . In this experiment, we generate a tensor T with
d = 8, k = 5,m = 5. Because T has an exact decomposition in the targeted form, we explicitly
know that the global optimal value is f∗ = minx f(x) = 0.
One remark is that in practice, one often requires ‖xi‖ = 1, i = 1, · · · ,m to yield better prac-
tical performance. In this experiment, to better evaluate the performance of different methods,
we intentionally omit such spherical constraints so that the problem becomes highly non-convex
with a lot of local solutions and unbounded level sets.
We randomly generate 4 synthetic tensors. Because of the high non-convexity of the prob-
lem, different initial solutions may lead to different stationary points. Because these different
stationary points have significantly different objective values, it does not make sense to plot the
averaged curve over multiple random initialization. Therefore, for each synthetic tensor we plot
a representative curve from one single initial solution. We report the gradient size and objective
function value gap versus the running time for all the methods. It is worth noting that the
per-iteration time of GD, NGD, PGD is much smaller than that of BPG and LineSearch, so we
choose the running time instead of iteration number to fairly compare different methods. The
curves are plotted in Figure 1. The overall results are shown in Table 1, which contains the best
and average result over 20 rounds of all methods. In each round, all the methods start from the
same random initial point, and run for 10 seconds.
From this experiment, we can observe that in terms of gradient size, BPG is extremely fast.
It can decrease the gradient to almost 0 in a short time, but it is also easily trapped by the local
solutions. The fixed stepsize GD can find local solutions of similar quality in this experiment
compared to BPG, however it requires case by case stepsize tuning, so it is undesirable in real
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Figure 1: Numerical results on symmetric tensor decomposition, over representative initial points.
applications. The PGD and NGD can find better local solutions compared to GD and BPG. The
LineSearch can always find the best solution in this case, and it requires no parameter tuning.
Finally, it is interesting to observe that a sharp increase in gradient size in the above figures
corresponds exactly to a sharp decrease in the objective value, which characterizes the process
of jumping out of the attraction of saddle points or bad local solutions.
4.2 Unsupervised linear autoencoder training
For the second experiment, we consider the linear autoencoder training problem (1.4), where
the activation function σ(·) is set to be the identity mapping. In this experiment, we randomly
pick 6, 000 data points from the ijcnn1 dataset1, where each data point consists of 22 features
and the whole data matrix has size X ∈ R22×6000. We choose the number of layers to be m = 5,
with weight matrices of size:
W5 ∈ R22×10, W4 ∈ R10×4, W3 ∈ R4×10, W2 ∈ R10×20, W1 ∈ R20×22.
In this case, the optimal objective value is not known. To get the optimal value of the problem
for computing the objective value gap, we randomly initialize and run all 5 methods for multiple
times for enough large number of iterations. Then we choose the minimal objective value
obtained throughout all the observed iterations across all algorithms.
Figure 2 shows the curves generated by different algorithms from 4 representative initial
solutions. Table 2 shows the overall results for the initial solutions generated from four different
distributions. Similar as before, the table contains the best and average result over 20 rounds
of all methods. In each round, all the methods start from the same random initial point, and
run for 10 seconds.
The numerical behavior of different algorithms is similar to that shown in Fig. 1. Therefore,
we omit the repeated comments here. However, we should also point out that when the initial
solution is good enough, the BPG can also converge to a good stationary solution in reasonable
time.
1https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/binary.html
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Tensor #1 Tensor #2
Gradient norm Function value gap Gradient norm Function value gap
best average best average best average best average
GD 8.22e−6 2.46e−5 2.37e+3 2.37e+3 1.93e−8 5.66e−8 1.06e−2 1.06e−2
BPG 0 0 2.37e+3 2.37e+3 0 0 1.06e−2 1.06e−2
LineSearch 8.22e−6 2.17e−5 4.62e−2 4.12e−1 9.70e−11 3.79e−8 8.34e−7 1.07e−3
NGD 1.80e−6 9.19e−6 6.47e−1 2.02e+3 6.96e−9 3.89e−8 1.88e−4 7.92e−3
PGD 1.82e−6 9.27e−6 6.47e−1 2.14e+3 3.54e−9 3.06e−8 1.88e−4 7.94e−3
Tensor #3 Tensor #4
Gradient norm Function value gap Gradient norm Function value gap
best average best average best average best average
GD 8.32e−10 3.00e−9 1.36e−5 1.36e−5 3.04e−4 1.34e−3 2.17e+5 2.17e+5
BPG 0 0 1.36e−5 1.36e−5 0 0 2.17e+5 2.17e+5
LineSearch 1.86e−11 1.53e−9 5.08e−9 9.46e−7 9.64e−6 9.07e−4 2.36e−3 9.91e+3
NGD 1.79e−10 9.22e−10 4.48e−7 5.05e−6 1.03e−5 8.22e−5 3.65e+3 6.36e+3
PGD 1.66e−10 1.61e−9 4.48e−7 6.79e−6 1.07e−5 1.60e−4 3.65e+3 6.36e+3
Table 1: Numerical experiment of symmetric tensor decomposition. For each synthetic tensor, we
generate the initial solutions elementwisely from a uniform distribution over [0, 0.1].
Initial solution entrywise∼Unif[0,0.01] Initial solution entrywise∼Unif[0,0.1]
Gradient norm Function value gap Gradient norm Function value gap
best average best average best average best average
GD 9.02e−8 1.12e−7 2.87e−2 2.87e−2 8.22e−4 9.97e−4 2.82e−2 2.84e−2
BPG 0 0 2.87e−2 2.87e−2 0 0 2.83e−2 2.84e−2
LineSearch 2.56e−9 8.83e−9 5.59e−3 1.68e−2 1.40e−8 1.03e−5 1.03e−11 3.30e−3
NGD 9.02e−8 1.12e−7 1.80e−2 1.80e−2 1.29e−6 9.17e−5 5.77e−3 1.22e−2
PGD 1.21e−10 1.74e−9 1.80e−2 1.80e−2 3.18e−7 1.79e−6 2.35e−7 1.04e−2
Initial solution entrywise∼Unif[0,0.5] Initial solution entrywise∼Unif[0,1]
Gradient norm Function value gap Gradient norm Function value gap
best average best average best average best average
GD 5.60e−3 8.50e−3 2.18e−2 2.37e−2 5.57e−2 1.02e−1 3.89e−2 6.00e−2
BPG 0 0 2.87e−2 2.87e−2 0 0 2.87e−2 2.87e−2
LineSearch 5.77e−6 2.45e−4 5.37e−7 2.20e−4 4.56e−4 5.39e−3 6.13e−4 8.59e−3
NGD 2.92e−4 1.80e−3 6.62e−4 1.69e−2 1.42e−2 2.84e−1 2.46e−2 6.48e−2
PGD 8.86e−4 1.46e−3 2.63e−3 1.59e−2 2.33e−2 1.21e−1 2.43e−2 6.63e−2
Table 2: Numerical experiment of unsupervised training of linear auto-encoder. We generate the ini-
tial solution elementwisely under 4 uniform distributions, i.e. Unif[0,0.01], Unif[0,0.1], Unif[0,0.5] and
Unif[0,1].
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Figure 2: Numerical experiments on unsupervised training of linear auto-encoder, over representative
initial points.
4.3 Supervised linear neural network training
For the third experiment, we consider the supervised training of deep linear neural network (1.4),
where the activation function σ(·) is set to be the identity mapping. In this experiment, we use
the same data matrix X that has been used in the last section, which is randomly subsampled
from ijcnn1 dataset. We choose the number of layers to be m = 4, with weight matrices of size:
W4 ∈ R1×5, W3 ∈ R5×10, W2 ∈ R10×15, W1 ∈ R15×22.
We construct the random label Y by first randomly generating the matrices W ∗1 , ...,W
∗
4 and
then setting Y =W ∗4 · · ·W ∗1X. Therefore, we know that the optimal value in this case is 0.
The way we present the numerical result is the same as that of the linear autoencoder
example, thus the details are omitted. The results are summarized in Fig. 3 and Table 3.
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Figure 3: Numerical experiments on supervised training of linear neural networks.
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Initial solution entrywise∼Unif[0,0.01] Initial solution entrywise∼Unif[0,0.1]
Gradient norm Function value gap Gradient norm Function value gap
best average best average best average best average
GD 2.24e−15 2.42e−15 4.74e−30 5.43e−30 2.00e−14 2.19e−14 2.81e−28 3.37e−28
BPG 0 0 1.82e+1 1.82e+1 0 0 1.82e+1 1.82e+1
LineSearch 7.61e−16 2.15e−15 1.67e−30 6.39e−30 6.04e−16 1.76e−15 1.53e−30 4.97e−30
NGD 2.62e−15 3.29e−15 6.00e−30 8.92e−30 2.72e−15 1.87e−7 6.30e−30 1.10e−12
PGD 1.80e−14 2.73e−14 2.36e−28 5.44e−28 2.38e−15 5.75e−15 5.46e−30 3.21e−29
Initial solution entrywise∼Unif[0,0.5] Initial solution entrywise∼Unif[0,1]
Gradient norm Function value gap Gradient norm Function value gap
best average best average best average best average
GD 6.76e−16 4.08e−14 1.73e−30 8.14e−28 2.33e−6 5.65e−5 8.22e−12 2.82e−8
BPG 0 0 1.82e+1 1.82e+1 0 0 1.82e+1 1.82e+1
LineSearch 3.63e−15 7.36e−15 3.75e−29 2.91e−28 5.74e−8 1.00e−3 4.33e−15 1.17e−5
NGD 2.08e−15 4.57e−15 1.00e−29 6.43e−29 2.52e−5 2.17e−2 1.06e−9 1.70e−3
PGD 3.45e−15 7.43e−7 2.93e−29 2.02e−11 1.56e−1 5.35e−1 3.29e−2 5.71e−1
Table 3: Numerical experiment of supervised training of linear neural networks. We generate the
initial solution elementwisely under 4 uniform distributions, i.e. Unif[0,0.01], Unif[0,0.1], Unif[0,0.5] and
Unif[0,1]. We run each algorithm for 10 seconds and record their minimal gradient norm and function
value obtained. We repeat this for 20 rounds and report the statistics.
In this experiment, the behaviors of the algorithms are similar to those in the previous
examples. The interesting situation happens for initial point # 4, where the initial solution is
almost a stationary point (gradient norm less than 10−10). In this case, BPG quickly converges
to the exact stationary point nearby; GD, NGD and PGD almost do not move, while only
LineSearch quickly gets out of this point and converges to the global optimal solution.
5 Conclusion
In this work, we focus on dealing with non-convex optimization problems without the commonly
assumed global Lipschitz gradient property. We propose and analyze a generic framework called
the Successive Local Optimization (SLO), which possesses strong theoretical guarantees, while
being flexible in using existing first-order algorithms as subroutines. Specifically, we conduct a
generic analysis of the framework, and show how common first-order algorithms, such as pro-
jected gradient descent (GD), normalized GD, and GD with Armijo line search can be easily
incorporated into the SLO framework. Compared with the existing Bregman Proximal Gradi-
ent (BPG) algorithm, the proposed framework does not require global information about the
problem, and does not need to construct and solve Bregman proximal mappings. Moreover, we
show that in a number of problems arising in data science, algorithms belonging to the proposed
framework outperform the BPG by achieving much lower objective values. We believe that the
proposed SLO framework can serve as a useful alternative to the BPG -type algorithms when
dealing with problems without Lispschitz gradients. In the future, we plan to extend the SLO
framework so that it can be applied to a wider class of problems (such as those that includes
constraints and nonsmooth terms), and can be used to solve stochastic problems.
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A Solving the BPG subproblem.
For an objective function f , the BPG method solves the following subproblem in each iteration:
xt+1 = argmin
x
〈∇f(xt), x− xt〉+ L · (h(x) − 〈∇h(xt), x− xt〉 − h(xt))
= argmin
x
〈∇f(xt) + L · ∇h(xt), x〉+ L
n
· ‖x‖n + L
2
· ‖x‖2.
Let gt = ∇f(xt) + L · ∇h(xt). Then the optimal solution xt+1 must equal to ρt · gt for some
ρt > 0. That is, the subproblem is equivalent to
ρt = argmin
ρ>0
p(ρ) := −‖gt‖2 · ρ+ L
n
· ‖gt‖n · ρn + L
2
· ‖gt‖2 · ρ2.
Equivalently, we can solve the nonlinear equation:
p′(ρ) := −‖gt‖2 + L · ‖gt‖n2 · ρn−1 + L · ‖gt‖2 · ρ = 0, ρ > 0. (A.1)
It is straightforward that p′(0) = −‖gt‖2 ≤ 0. Then we apply the following simple binary
search to solve the above equation. So the running time of solving a single BPG subproblem is
O(log(1/ǫ0)).
Algorithm 7: Solving (A.1)
1 Input: An accuracy ǫ0.
2 Initialize: Constants ρ0 = 0, ρ1 = 1.
3 while p′(ρ1) < 0 do
4 ρ0 = ρ1, ρ1 = 2ρ1.
5 while ρ1 − ρ0 > ǫ0 do
6 if p′(ρ0+ρ12 ) > 0 then
7 ρ1 =
ρ0+ρ1
2 .
8 else
9 ρ0 =
ρ0+ρ1
2 .
10 Output: ρ0+ρ12 .
B Proof of Lemma 5
To prove this result, we should first provide the following preliminary result.
Lemma 8. Let {yˆ0, ..., yˆt} and {xˆ0, ..., xˆt} be generated by Algorithm 4. Suppose that for s =
0, 1, ..., t − 1, the following conditions hold:
fˆ(yˆs) ≥ fˆ(xˆs) + 〈∇fˆ(xˆs), yˆs − xˆs〉+ α
2
‖yˆs − xˆs‖2, (B.1)
fˆ(yˆs+1) ≤ fˆ(xˆs) + 〈∇fˆ(xˆs), yˆs+1 − xˆs〉+ Lˆ1
2
‖yˆs+1 − xˆs‖2, (B.2)
fˆ(w) ≥ fˆ(xˆs) + 〈∇fˆ(xˆs), w − xˆs〉+ α
2
‖w − xˆs‖2. (B.3)
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Then
fˆ(yˆs)− fˆ(w) ≤
(
1− 1√
κ
)s
ψ(w) for s = 0, 1, ..., t, (B.4)
where ψ(w) = fˆ(yˆ0)− fˆ(w) + α2 ‖w − yˆ0‖2.
The form of this lemma is the same as the Proposition 1 of [6]. However, Proposition 1 of [6]
is derived for (unconstrained) accelerated gradient descent updates while the Lemma 8 here is
derived for the projected accelerated gradient descent updates. Therefore, we provide the proof
of this lemma in Appendix C for completeness. With this lemma we proceed to the proof of
Lemma 5.
Proof. When Flag = 2: In this case fˆ(yˆt) > fˆ(yˆ0) and w = yˆ0. If we cannot find an NC-pair,
then the conditions (B.1) and (B.3) hold true for Lemma 8. Since (B.2) always holds due to our
selection of Lˆ1, therefore by (B.4), we will have the following contradiction:
0 < fˆ(yˆt)− fˆ(yˆ0) ≤
(
1− 1√
κ
)t
· ψ(yˆ0) = 0.
When Flag = 4: In this case there are two possibilities from the output of Certify-Progress.
In the first situation fˆ(yˆt) > fˆ(yˆ0) and w = yˆ0, which is the same as the case where Flag = 2.
In the second situation, w = yˆt − Lˆ−11 · ∇fˆ(yˆt) and ‖∇fˆ(yˆt)‖2 > 2Lˆ1ψ(w) · exp{− t√κ}. If we
cannot find an NC-pair, then again the conditions (B.1) and (B.3) hold true. Since (B.2) always
holds, then by Lemma 8, we have (B.4), which yields another contradiction that
exp
{
− t√
κ
}
· ψ(w) < 1
2Lˆ1
‖∇fˆ(yˆt)‖2 ≤ fˆ(yˆt)− fˆ(w) ≤
(
1− 1√
κ
)t
· ψ(w),
because ψ(w) = fˆ(yˆ0) − fˆ(w) + α2 ‖w − yˆ0‖2 ≥ fˆ(yˆt) − fˆ(w) + α2 ‖w − yˆ0‖2 > 0. Therefore, for
both cases with Flag = 2, 4, we can find the NC-pair (u, v) such that (3.1) holds.
Consider the proof of the inequality (3.3). When Flag = 2, we have fˆ(yˆt) > fˆ(yˆ0) and
w = yˆ0, hence u ∈ {yˆ0, yˆ1, ..., yˆt−1}. Because the Algorithm 4 does not terminate at yˆ1, ..., yˆt−1,
the output of function Certify-Progress(·) is null for yˆ1, ..., yˆt−1. That is, fˆ(yˆj) ≤ fˆ(yˆ0) for
j = 1, ..., t − 1 and (3.3) is true when Flag = 2. When Flag = 4, we have fˆ(yˆt) ≤ fˆ(yˆ0) and
w = yˆt − 1Lˆ1∇fˆ(yˆt) ∈ int(X), hence u ∈ {yˆ1, ..., yˆt−1, w}. Similar to the argument for Flag = 2,
we have fˆ(yˆj) ≤ fˆ(yˆ0) for j = 1, ..., t − 1. For w, we also have fˆ(w) ≤ fˆ(yˆt)− 12Lˆ1 ‖∇fˆ(yˆt)‖
2 ≤
fˆ(yˆt) ≤ fˆ(yˆ0). Therefore, (3.3) is also true when Flag = 4. In both cases when Flag = 2,4, the
inequality (3.3) holds true.
C Proof of Lemma 8
At the beginning, we should mention that the form of Lemma 8 is exactly the same as the
Proposition 1 of [6]. The main difference is that [6] studies the unconstrained accelerated
gradient descent steps, while our SLO scheme is working on a sequence of locally constrained
problems. Thus the analysis of our Lemma 8 will have to handle the projected gradient descent
steps, which is different from the analysis of Proposition 1 of [6], especially in the construction
of the estimation sequence.
Before presenting the proof, we first recall the following lemma.
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Lemma 9 (Theorem 2.2.7, [20]). Let x¯ be a point and let Lˆ1, α > 0 be some positive numbers.
Define x¯+ := ProjX
{
x¯ − 1
Lˆ1
· ∇fˆ(x¯)}. If for x¯+ and another point x ∈ X, the following
inequalities are satisfied,{
fˆ(x¯+) ≤ fˆ(x¯) + 〈∇fˆ(x¯), x¯+ − x¯〉+ Lˆ12 ‖x¯+ − x¯‖2,
fˆ(x) ≥ fˆ(x¯) + 〈∇fˆ(x¯), x− x¯〉+ α2 ‖x− x¯‖2.
(C.1)
Then we have
fˆ(x) ≥ fˆ(x¯+) + 〈GLˆ1(x¯), x− x¯〉+
1
2Lˆ1
‖GLˆ1(x¯)‖
2 +
α
2
‖x− x¯‖2, (C.2)
where GLˆ1(x¯) = Lˆ1(x¯− x¯+).
Proof. Now we start to prove Lemma 8. Let us first define an estimate sequence. Define
φ0(z) := fˆ(yˆ0) +
α
2
‖z − yˆ0‖2. (C.3)
Let κ = Lˆ1/α. For s = 1, ..., t, we recursively define
φs(z) :=
1√
κ
·
(
fˆ(yˆs) +
1
2Lˆ1
‖GLˆ1(xˆs−1)‖
2 + 〈GLˆ1(xˆs−1), z − xˆs−1〉+
α
2
‖z − xˆs−1‖2
)
+
(
1− 1√
κ
)
· φs−1(z), (C.4)
where by Algorithm 4, we have yˆs = ProjX{xˆs−1 − Lˆ−11 ∇fˆ(xˆs−1)}, and the gradient mapping
satisfies GLˆ1(xˆs−1) = Lˆ1(xˆs−1 − yˆs). Let us assume that
fˆ(yˆs) ≤ min
z
φs(z), for s = 0, 1, ..., t, (C.5)
and
φs(w) ≤ fˆ(w) +
(
1− 1√
κ
)s
ψ(w), for s = 0, 1, ..., t. (C.6)
The proof of inequalities (C.5) and (C.6) are provided in Appendices C.1 and C.2 respectively.
Combining (C.5) and (C.6) yields
fˆ(yˆs) ≤ φs(w) ≤ fˆ(w) +
(
1− 1√
κ
)s
ψ(w), for s = 0, 1, ..., t.
Rearranging the terms proves this lemma.
C.1 Proof of inequality (C.5)
Proof. We prove this inequality by induction. First, for s = 0,
fˆ(yˆ0) = min
z
fˆ(yˆ0) +
α
2
‖z − yˆ0‖2 = min
z
φ0(z).
Then (C.5) holds for s = 0. Suppose (C.5) holds for s = k and k ≤ t−1, now we prove (C.5) for
s = k + 1. Notice that {φs}ts=0 is a sequence of quadratic functions, denote vk = argminz φk(z)
and φ∗k = φk(vk), then we have
φk(z) = φ
∗
k +
α
2
‖z − vk‖2.
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Due to the recursive definition of φk, we have the following relationships:
vk+1 =
(
1− 1√
κ
)
· vk + 1√
κ
· xˆk −
√
κ · (xˆk − yˆk+1) (C.7)
and
φ∗k+1 =
1√
κ
(
1− 1√
κ
)
·
(α
2
‖xˆk − vk‖2 + 〈GLˆ1(xˆk), vk − xˆk〉
)
− 1
2Lˆ1
(
1− 1√
κ
)
· ‖GLˆ1(xˆk)‖
2
+
(
1− 1√
κ
)
φ∗k +
1√
κ
fˆ(yˆk+1). (C.8)
Due to the condition (B.1) and Lemma 9, we have
φ∗k ≥ fˆ(yˆk) ≥ fˆ(yˆk+1) + 〈GLˆ1(xˆk), yˆk − xˆk〉+
1
2Lˆ1
‖GLˆ1(xˆk)‖
2 +
α
2
‖yˆk+1 − xˆk‖2.
Substitute this inequality into (C.8) yields
φ∗k+1 =
1√
κ
(
1− 1√
κ
)
·
(α
2
‖xˆk − vk‖2 + 〈GLˆ1(xˆk), vk − xˆk〉
)
− 1
2Lˆ1
(
1− 1√
κ
)
· ‖GLˆ1(xˆk)‖
2
+
(
1− 1√
κ
)
·
(
fˆ(yˆk+1) + 〈GLˆ1(xˆk), yˆk − xˆk〉+
1
2Lˆ1
‖GLˆ1(xˆk)‖
2 +
α
2
‖yˆk+1 − xˆk‖2
)
+
1√
κ
fˆ(yˆk+1)
= fˆ(yˆk+1) +
1√
κ
(
1− 1√
κ
)
·
(α
2
‖xˆk − vk‖2 + 〈GLˆ1(xˆk), vk − xˆk〉
)
(C.9)
+
(
1− 1√
κ
)
·
(
〈GLˆ1(xˆk), yˆk − xˆk〉+
α
2
‖yˆk+1 − xˆk‖2
)
≥ fˆ(yˆk+1) + 1√
κ
(
1− 1√
κ
)
· 〈GLˆ1(xˆk),√κyˆk + vk − (1 +√κ)xˆk〉.
Note that by (C.7), we have
√
κyˆk + vk − (1 +
√
κ)xˆk (C.10)
=
√
κyˆk + vk − (1 +
√
κ)
(
yˆk +
√
κ− 1√
κ+ 1
(yˆk − yˆk−1)
)
= (
√
κ− 1)yˆk−1 + vk −
√
κyˆk
= (
√
κ− 1)yˆk−1 +
(
(1− 1√
κ
)vk−1 +
1√
κ
xˆk−1 −
√
κ(xˆk−1 − yˆk)
)
−√κyˆk
= (
√
κ− 1)yˆk−1 +
(
1− 1√
κ
)
vk−1 −
(√
κ− 1√
κ
)
xˆk−1
=
(
1− 1√
κ
)
· (√κyˆk−1 + vk−1 − (1 +√κ)xˆk−1)
=
(
1− 1√
κ
)k
· (√κyˆ0 + v0 − (1 +√κ)xˆ0)
= 0
where the last inequality is because yˆ0 = v0 = xˆ0. Substitute (C.10) into (C.4) yields φ
∗
k+1 ≥
fˆ(yˆk+1), which proves (C.5).
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C.2 Proof of inequality (C.6)
Proof. Let us prove (C.6) by induction. When s = 0, we have
φ0(w) = fˆ(yˆ0) +
α
2
‖w − yˆ0‖2
= fˆ(w) +
(
1− 1√
κ
)0
·
(
fˆ(yˆ0)− fˆ(w) + α
2
‖w − yˆ0‖2
)
= fˆ(w) +
(
1− 1√
κ
)0
· ψ(w).
That is, (C.6) is true for s = 0. Now, suppose (C.6) holds for s = k, k ≤ t− 1, then let us prove
that (C.6) holds for s = k + 1. By (B.1) and (B.3), Lemma 9 indicates that
fˆ(w) ≥ fˆ(yˆk+1) + 1
2Lˆ1
‖GLˆ1(xˆk)‖
2 + 〈GLˆ1(xˆk), w − xˆk〉+
α
2
‖w − xˆk‖2.
Substitute this inequality into the definition of φk+1 yields
φk+1(w) =
1
2Lˆ1
‖GLˆ1(xˆk)‖
2 + 〈GLˆ1(xˆk), w − xˆk〉+
α
2
‖w − xˆk‖2
+
(
1− 1√
κ
)
φs(w) +
1√
κ
fˆ(yˆk+1)
≤
(
1− 1√
κ
)
·
(
fˆ(w) +
(
1− 1√
κ
)k
ψ(w)
)
+
1√
κ
· fˆ(w)
= fˆ(w) +
(
1− 1√
κ
)k+1
ψ(w).
Hence we complete the proof.
C.3 Proof of Lemma 9
Proof. Note that the projected point x¯+ is the solution to the following problem
x¯+ = argmin
x∈X
1
2
∥∥x− (x¯− Lˆ−11 · ∇fˆ(x¯))∥∥2.
The optimality condition of this problem indicates that
〈∇fˆ(x¯)− GLˆ1(x¯), x− x¯+〉 ≥ 0. (C.11)
Therefore, we have
fˆ(x)− α
2
‖x− x¯‖2
(C.1)
≥ fˆ(x¯) + 〈∇fˆ(x¯), x− x¯〉
= fˆ(x¯) + 〈∇fˆ(x¯), x¯+ − x¯〉+ 〈∇fˆ(x¯), x− x¯+〉
(C.1)
≥ fˆ(x¯+)− Lˆ1
2
‖x¯+ − x¯‖2 + 〈∇fˆ(x¯), x− x¯+〉
(C.11)
≥ fˆ(x¯+)− Lˆ1
2
‖x¯+ − x¯‖2 + 〈GLˆ1(x¯), x− x¯+〉
= fˆ(x¯+)− Lˆ1
2
‖x¯+ − x¯‖2 + 〈GLˆ1(x¯), x− x¯+ x¯− x¯+〉
= fˆ(x¯+) +
1
2Lˆ1
‖G(x¯)‖2 + 〈GLˆ1(x¯), x− x¯〉.
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Rearranging the terms proves the lemma.
D Proof of Lemma 7
Proof. Consider the k-th iteration of the τ -th epoch:
xτk = AAGP
(
f, xτk−1;L
τ
1 , L
τ
2 ; τD; ǫ
)
,
we prove this lemma in the following two parts. For all the discussion on the Flag values, please
refer to Remark 5.
Part I. Proving the inequality (2.6) for k = 1, 2, ...,Kτ . Note that the property of the output
xτk is dependent on the Flag values in Algorithm 3. We prove the result in the following 4 cases.
Case 1. Flag = 5. In this case, we have xτk = yˆt, and the output of Certify-Progress(·) is
null for the point xτk, meaning that fˆ(x
τ
k) ≤ fˆ(xτk−1). Consequently,
f(xτk)− f(xτk−1) = fˆ(xτk)− fˆ(xτk−1)− α‖xτk − xτk−1‖2
≤ −α‖xτk − xτk−1‖2 (D.1)
≤ −2
√
Lτ2ǫ
1
4 · ‖xτk − xτk−1‖2,
where in the first equality we used the definition of fˆ , and in the last inequality we use the fact
that α = 2
√
Lτ2 · ǫ
1
4 , defined in Line 1 of Algorithm 3.
Case 2. Flag = 2,4, and xτk = b
(1). In this case, (u, v) 6= (null,null). Note that b(1) ∈
{y1, ..., yt−1, u}, then Lemma 5 indicates that fˆ(xτk) = fˆ(b(1)) ≤ fˆ(xτk−1), i.e., (D.1) still holds.
Case 3. Flag = 2,4, and xτk = b
(2). To proceed to the next step, we will need the Lemma 3 and
Lemma 1 of [6]. For completeness, we present these lemmas in the Appendix D.1. Note that,
by Line 9-12 of Algorithm 3, we know b(2) is selected if
f(b(1))− f(xτk−1) > −
α3
64(Lτ2)
2
.
By Lemma 3 of [6] (with yˆ0 = x
τ
k−1 in this case), the above inequality indicates that ‖u−v‖ ≤ α2Lτ
2
and ‖u− xτk−1‖ ≤ α8Lτ
2
.
On the other hand, the NC-pair (u, v) 6= (null,null) in this case and (3.1) holds with
α = 2
√
Lτ2ǫ
1
4 . Therefore,
f(v) + 〈∇f(v), u− v〉 − α
2
‖u− v‖2 − f(u) (i)= fˆ(v) + 〈∇fˆ(v), u − v〉+ α
2
‖u− v‖2 − fˆ(u) (ii)> 0,
where (i) is due to the definition of fˆ and (ii) is due to NC-pair condition (3.1). Consequently,
the following holds
f(u) < f(v) + 〈∇f(v), u− v〉 − α
2
‖u− v‖2.
Together with the fact that ‖u− v‖ ≤ α2Lτ
2
, the above inequality indicates that
f(b(2)) ≤ f(u)− α
3
12(Lτ2)
2
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due to the Lemma 1 of [6]. Then Lemma 5 indicates that
f(xτk) = f(b
(2))≤f(u)− α
3
12(Lτ2)
2
(i)
≤ fˆ(u)− α
3
12(Lτ2)
2
(ii)
≤ fˆ(xτk−1)−
α3
12(Lτ2)
2
(D.2)
(iii)
= f(xτk−1)−
α3
12(Lτ2)
2
.
Where (i) is because f(u) ≤ f(u)+α‖u−xτk−1‖2 = fˆ(u), (ii) is because fˆ(u) ≤ fˆ(yˆ0) = fˆ(xτk−1)
due to Lemma 5, and (iii) is because fˆ(xτk−1) = f(x
τ
k−1) + α‖xτk−1 − xτk−1‖2 = f(xτk−1). Also
note that
‖xτk − xτk−1‖ = ‖b(2) − xτk−1‖ ≤ ‖b(2) − u‖+ ‖u− xτk−1‖ ≤
α
Lτ2
+
α
8Lτ2
≤ 2α
Lτ2
.
Combining the above inequality with (D.2) yields
f(xτk)− f(xτk−1) ≤ −
α3
12(Lτ2)
2
≤ − α
48
‖xτk − xτk−1‖2 = −
√
Lτ2
24
ǫ
1
4 · ‖xτk − xτk−1‖2. (D.3)
Case 4. Flag = 1,3, the output xτk is on the boundary of X, i.e., ‖xτk −xτ0‖ = D− 2ǫ
1
4 = D− d.
Therefore, this case only happens at the end of the epoch, i.e., k = Kτ . Due to the discussion
of Remark 5, xτk satisfies fˆ(x
τ
k) ≤ fˆ(xτk−1). Then (D.1) is still true.
Combining Case 1-4 proves (2.6) with C1(L
τ
1 , L
τ
2 , ǫ) =
√
Lτ
2
24 · ǫ
1
4 .
Part II. Proving the inequality (2.7) for k = 1, 2, ...,Kτ − 1. Note that Flag = 1, 3 only
happens at the last iterate xτKτ , we only need to consider the following three cases.
Case 1. Flag = 5. In this case, we have xτk = yˆt, and ‖∇fˆ(xτk)‖ ≤
√
ǫˆ =
√
ǫ
100 . Note that
‖∇f(xτk)‖ >
√
ǫ and ∇fˆ(xτk) = ∇f(xτk) + 2α(xτk − xτk−1). Consequently, we have
2α‖xτk − xτk−1‖ ≥ ‖∇f(xτk)‖ − ‖∇fˆ(xτk)‖ ≥
9
√
ǫ
10
.
Combined with (D.1), we have
f(xτk)− f(xτk−1) ≤ −α‖xτk − xτk−1‖2 ≤ −α
(
9
√
ǫ
20α
)2
≤ − ǫ
5α
= − ǫ
3
4
10
√
Lτ2
.
Case 2. Flag = 2,4, and xτk = b
(1). The Line 7-12 of Algorithm 3 indicates that
f(xτk)− f(xτk−1) = f(b(1))− f(xτk−1) ≤ −
α3
64(Lτ2)
2
= − ǫ
3
4
8
√
Lτ2
.
Case 3. Flag = 2,4, and xτk = b
(2). Then (D.2) indicates that
f(xτk)− f(xτk1) = f(b(2))− f(xτk−1) ≤ −
α3
12(Lτ2)
2
= − 2ǫ
3
4
3
√
Lτ2
.
Combining Case 1-3 proves (2.7) with C2(L
τ
1 , L
τ
2 , ǫ) =
ǫ
3
4
10
√
Lτ
2
.
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D.1 Supporting lemmas from [6]
Lemma 10 (Lemma 1 of [6]). If the function f(·) has L2-Lipschitz Hessian (in B(u, η)). Let
α > 0 and let u, v satisfy
f(u) < f(v) + 〈∇f(v), u− v〉 − α
2
‖u− v‖2.
If ‖u− v‖ ≤ α2L2 and η ≤ αL2 , then
min
{
f
(
u− η · u− v‖u− v‖
)
, f
(
u+ η · u− v‖u− v‖
)}
≤ f(u)− αη
2
12
.
As a remark, in our case, we only need f to have locally L2-Lipschitz Hessian within the
ball B(u, η), which contains the line segement
[
u− η · u−v‖u−v‖ , u+ η · u−v‖u−v‖
]
. In our case, the line
segment is contained in B(xτ0 , 3D).
Lemma 11 (Lemma 3 of [6]). Consider the AAGP subroutine described in Algorithm 3, let f
have L1-Lipschitz gradient (in B(x¯0, 3D)). If (u, v) 6= (null,null), and f(b(1)) ≥ f(yˆ0) − αν2
for some ν ≥ 0, where yˆ0 = x¯ is the input to AAGP . Then for ∀i,
‖yˆi − yˆ0‖ ≤ ν, ‖u− yˆ0‖ ≤ ν, ‖xˆi − yˆ0‖ ≤ 3ν, ‖u− v‖ ≤ 4ν.
One remark is that ‖u− yˆ0‖ ≤ ν is an intermediate result in the proof of Lemma 3 of [6], we
present this explicitly in the lemma for our need. Another remark is that although our AAGP
differs from its counterpart in [6] by using the projection steps and a few other adaptations,
these changes are irrelevant to the proof of the lemma. Therefore, the proof of Lemma 3 [6] is
still valid for our AAGP .
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