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Abstract
Suppose V G is the fixed-point vertex operator subalgebra of a compact group G acting on a simple abelian
intertwining algebra V . We show that if all irreducible V G-modules contained in V live in some braided tensor
category of V G-modules, then they generate a tensor subcategory equivalent to the category RepG of finite-
dimensional representations of G, with associativity and braiding isomorphisms modified by the abelian 3-cocycle
defining the abelian intertwining algebra structure on V . Additionally, we show that if the fusion rules for the
irreducible V G-modules contained in V agree with the dimensions of spaces of intertwiners among G-modules,
then the irreducibles contained in V already generate a braided tensor category of V G-modules. These results
do not require rigidity on any tensor category of V G-modules and thus apply to many examples where braided
tensor category structure is known to exist but rigidity is not known; for example they apply when V G is
C2-cofinite but not necessarily rational. When V
G is both C2-cofinite and rational and V is a vertex operator
algebra, we use the equivalence between RepG and the corresponding subcategory of V G-modules to show that
V is also rational. As another application, we show that a certain category of modules for the Virasoro algebra
at central charge 1 admits a braided tensor category structure equivalent to RepSU(2), up to modification by
an abelian 3-cocycle.
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1 Introduction
In [DLM1], Dong, Li, and Mason proved the following Schur-Weyl-duality-type result for a simple vertex oper-
ator algebra V : if G is a compact Lie group of automorphisms acting continuously on V , then V is semisim-
ple as a module for G × V G, where V G is the vertex operator subalgebra of G-fixed points. Specifically,
V =
⊕
χ∈ĜMχ ⊗ Vχ, where the sum runs over all finite-dimensional irreducible characters of G, Mχ is the
finite-dimensional irreducible (continuous) G-module corresponding to χ, and the Vχ are non-zero, distinct,
1
irreducible V G-modules. This decomposition thus sets up a correspondence between the category RepG of
finite-dimensional continuous G-modules and the semisimple subcategory CV of V
G-modules generated by the
Vχ. It is then natural to ask whether this correspondence preserves additional structure on the categories under
consideration, in particular tensor category structure.
In [Ki], Kirillov constructed a tensor equivalence Φ : RepG→ CV in a general categorical setting, but under
rather strong conditions: G is finite, and the modules Vχ are contained in a rigid semisimple tensor category of
V G-modules. While the category CV is certainly semisimple, it is unfortunately difficult to establish rigidity for
a tensor category of vertex operator algebra modules. Up to this point, the only general theorem establishing
rigidity for vertex operator algebra module categories by Huang [Hu3] applies to so-called “strongly rational”
vertex operator algebras whose full module categories satisfy strong semisimplicity assumptions. On the other
hand, many vertex operator algebras, including C2-cofinite but non-rational ones [Hu4], admit non-semisimple
tensor categories of modules, and it is not known in general when these tensor categories are rigid. Thus we
would like to show that the functor Φ from [Ki] is a tensor equivalence without using rigidity on any category
of V G-modules.
For the case of G abelian, [Miy1], [CM], and [CKLR] established rigidity for modules in CV , thus effectively
showing that Φ is an equivalence without the a priori assumption of rigidity. Here, we prove that Φ is an
equivalence of symmetric tensor categories for general (non-abelian) compact G under essentially maximally
general conditions: we only require V G to actually have a braided tensor category of modules that includes the
Vχ. Actually, we prove a slightly more general result: the simple vertex operator algebra V can be replaced by
a simple abelian intertwining algebra. Abelian intertwining algebras, introduced in [DL], are a kind of gener-
alized vertex operator algebra graded by an abelian group A, where the usual associativity and commutativity
properties of the vertex operator are modified by an abelian 3-cocycle on A with values in C×. We verify that
the Schur-Weyl duality result of [DLM1] still holds in the abelian intertwining algebra setting, and then show
that if V G has a tensor category of modules including the Vχ, then CV is braided equivalent to a modification
of RepG involving the 3-cocycle on A.
As the proof of our main result does not use rigidity for any category of V G-modules, CV inherits rigidity
from RepG as a corollary. We expect this corollary to have applications in the study of larger categories of V G-
modules as well as twisted V -modules. In this paper, we provide one application: when V is a simple CFT-type
vertex operator algebra and G is finite, we show that if V G is strongly rational, then so is V . This result has
previously appeared in [ADJR], based on [HKL, Theorem 3.5], but under the strong additional assumption that
all irreducible V G-modules other than V G itself have strictly positive conformal weight gradings.
It turns out that the assumption of our main theorem, that V G admits a suitable braided tensor category of
modules, is rather deep. The construction of braided tensor category structure on modules for a vertex operator
algebra is based on the (logarithmic) vertex tensor category theory of Huang-Lepowsky-(Zhang) ([HL1]-[HL4],
[Hu2], [HLZ1]-[HLZ8]; see also the review article [HL5]). The construction of associativity isomorphisms is
particularly difficult, related to convergence and expansion properties of conformal-field-theoretic 4-point func-
tions. Nevertheless, many vertex algebraic tensor categories have been constructed, including for example the
full categories of (grading-restricted, generalized/logarithmic) modules for C2-cofinite vertex operator algebras
([Hu4]). So the results of this paper apply when V G is C2-cofinite; this is known when V is C2-cofinite and G
is finite solvable ([Miy2]), and one conjecures that the same should hold for any finite group G.
In this paper, we also prove a result on existence of braided tensor category structure on CV : if the spaces
of intertwining operators among the V G-modules Vχ are isomorphic to the spaces of intertwiners among the
G-modules Mχ, then CV admits braided tensor category structure. In this situation, all intertwining operators
among the V G-modules Vχ are derived from the vertex operator for the larger algebra V , which has the asso-
ciativity properties needed to obtain associativity isomorphisms in CV . This result applies for example to the
central charge c = 1 Virasoro vertex operator algebra L(1, 0), which is the SU(2)-fixed point subalgebra of the
sl2-weight lattice abelian intertwining algebra.
We expect the main results of this paper to have several additional applications. Perhaps the most prominent
question regarding group actions on vertex operator algebras is the converse of the first application discussed
above: whether V G is strongly rational when V is strongly rational and G is finite. This was recently proved
for G finite cyclic (and by extension, G finite solvable) in [CM] using the rigidity of modules in CV in the case
of G finite cyclic. Thus the results in this paper will likely be needed for the conjectured generalization of
[CM] to all finite G. In a second application, we use the rigidity of CV in work in progress [McR] to study
any (not necessarily semisimple or rigid) braided tensor category C of V G-modules containing CV . When G is
finite, V is an algebra object in C ([HKL]), and we show that every module in C having an associative, unital
action of V is a direct sum of g-twisted V -modules for g ∈ G. As a consequence, C is braided equivalent to
the G-equivariantization of the G-crossed category of twisted V -modules in C. This result partially resolves a
conjecture of Runkel that the braided tensor category constructed in [Ru] is equivalent to the (non-semisimple)
braided tensor category of modules for the even vertex operator subalgebra of the symplectic fermion vertex
operator superalgebra SF (d). In fact, the category in [Ru] seems to be the Z/2Z-equivariantization of the
category of untwisted and parity-twisted SF (d)-modules; thus full resolution of Runkel’s conjecture amounts to
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checking this carefully.
The methods used in this paper are a synthesis of vertex algebraic and tensor categorical techniques. The
main difficulty in showing that the functor Φ : RepG → CV is a braided tensor equivalence is showing that a
natural transformation
JM1,M2 : Φ(M1)⊠ Φ(M2)→ Φ(M1 ⊗M2),
where M1, M2 are objects of RepG, constructed by Kirillov in the case of G finite, is actually an isomorphism.
In [Ki], the proof of both the injectivity and surjectivity of JM1,M2 heavily used the rigidity of objects in
CV . In our vertex algebraic context, we show that surjectivity is a fairly easy consequence of a lemma of
Dong and Mason from [DM]. The proof of injectivity is much more involved and can perhaps be viewed as a
translation of the argument in [Miy1], [CM], and [CKLR] for G abelian into tensor-categorical language, but
considerably generalized to the non-abelian setting where, for example, evaluations and coevaluations in Rep G
are not isomorphisms. Our proof of injectivity illustrates the value of using tensor-categorical methods to study
vertex operator algebra module categories: proving the result directly using intertwining operators would require
careful use of complex analysis to deal with compositions of up to three intertwining operators. Fortunately,
the necessary complex analysis has been done in [HLZ5]-[HLZ8], so we can freely use the resulting associativity
isomorphisms and pentagon identity, among other tensor-categorical structures.
In this paper, we assume some level of familiarity with the language and notation of vertex operator algebras,
but to set up notation and results that we will need later, we include in the next section an overview of the
essential structures from the (logarithmic) vertex tensor category theory of Huang-Lepowsky-(Zhang), as well
as definitions and elementary results related to abelian intertwining algebras.
Acknowledgements I would like to thank Thomas Creutzig, Shashank Kanade, Florencia Orosz Hunziker,
and Jinwei Yang for comments and discussions. Theorem 4.13 and its proof were inspired by a question asked
by Bin Gui on MathOverflow, https://mathoverflow.net/questions/321416/. This work is supported in part by
National Science Foundation grant DMS-1362138.
2 Preliminaries
2.1 Vertex tensor categories
The notion of vertex tensor category was introduced by Huang and Lepowsky in [HL1] to describe the tensor
structures exhibited by suitable module categories for a vertex operator algebra, originally constructed in [HL2]-
[HL4], [Hu2]. A key feature of vertex tensor categories is the existence of a tensor product for each punctured
sphere with two ingoing and one outgoing punctures, equipped with local coordinates at each puncture. Such
tensor products are motivated by the connection, made precise by Huang in [Hu1], between vertex operator
algebras and the geometric picture of conformal field theory introduced by Vafa in [Va] (which in turn is a
variant of the similar picture developed by Segal in [Se]).
In the connection between vertex operator algebras and Vafa conformal field theory, the vertex operator
Y (·, z)· for a vertex operator algebra, with formal variable x replaced by z ∈ C×, corresponds to the sphere
P (z) with ingoing punctures at 0 and z and one outgoing puncture at ∞, with standard local coordinates at the
punctures. Specifically, the local coordinates for P (z) are w 7→ w, w 7→ w−z, and w 7→ 1/w around 0, z, and∞,
respectively. It turns out (see [Hu1]) that vertex operators corresponding to all other choices of local coordinates
at the punctures can be obtained from Y (·, z)· using the Virasoro action on the vertex operator algebra. For
this reason, we will somewhat abuse terminology and use the term “vertex tensor category structure” to refer
simply to the tensor structures pertaining to the sphere P (z), which we now describe following [HLZ1]-[HLZ8].
Let C be a category of grading-restricted generalized modules (in the sense of [HLZ1, Definitions 2.12 and
2.25]) for a vertex operator algebra V . In particular, a module W in C has a conformal weight grading W =⊕
h∈CW[h] where for any h ∈ C, W[h] is the (finite-dimensional) generalized h-eigenspace for the Virasoro
operator L(0) on W . The graded dual W ′ =
⊕
h∈C×W
∗
[h] is also a grading-restricted generalized V -module. We
use W to denote the algebraic completion of W , which is the direct product (as opposed to direct sum) of the
conformal weight spaces W[h]. A useful characterization of the algebraic completion is that it is the full vector
space dual of W ′: W = (W ′)∗.
For h ∈ C, we use πh to denote the projection fromW toW[h]. We now recall the notion of P (z)-intertwining
map from [HLZ3]:
Definition 2.1. Let W1, W2, and W3 be V -modules in C. A P (z)-intertwining map of type
(
W3
W1W2
)
is a linear
map
I :W1 ⊗W2 →W3
satisfying the following conditions:
1. Lower truncation: For any h ∈ C, w1 ∈W1, and w2 ∈ W2, πh−nI(w1⊗w2) = 0 for n ∈ N sufficiently large.
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2. The Jacobi identity :
x−10 δ
(
x1 − z
x0
)
YW3(v, x1)I(w1 ⊗ w2)− x
−1
0 δ
(
−z + x1
x0
)
I(w1 ⊗ YW2(v, x1)w2)
= z−1δ
(x1 − x0
z
)
I(YW1(v, x0)w1 ⊗ w2)
for all v ∈ V , w1 ∈W1, and w2 ∈W2.
From the definition, it is easy to see that a P (z)-intertwining map can be obtained from a logarithmic
intertwining operator
Y(·, x)· :W1 ⊗W2 →W3[log x]{x}
by specializing the formal variable x to z ∈ C× using a choice of branch of logarithm. For simplicity, we will
always use the branch
log z = log |z|+ i arg z
for which 0 ≤ arg z < 2π. Thus given an intertwining operator Y, we will use IY to denote the P (z)-intertwining
map
IY = Y(·, e
log z) · .
Conversely, [HLZ3, Proposition 4.8] shows that any intertwining operator of type
(
W3
W1W2
)
comes from a P (z)-
intertwining map; specifically, the inverse to the map Y 7→ IY is the map I 7→ YI given by
YI(w1, x)w2 =
(
elog z
x
)−L(0)
I
((
elog z
x
)L(0)
w1 ⊗
(
elog z
x
)L(0)
w2
)
(2.1)
for w1 ∈ W1, w2 ∈W2.
Now we recall the notion of P (z)-tensor product in C from [HLZ3]:
Definition 2.2. Suppose W1 and W2 are V -modules in C. A P (z)-tensor product of W1 and W2 in C is a
pair (W1 ⊠P (z) W2,⊠P (z)), where W1 ⊠P (z) W2 is an object of C and ⊠P (z) is a P (z)-intertwining map of type(W1⊠P (z)W2
W1W2
)
, such that the following universal property holds:
For any V -module W3 in C and P (z)-intertwining map I of type
(
W3
W1W2
)
, there is a unique morphism
fI :W1 ⊠P (z) W2 →W3 in C such that
I = fI ◦⊠P (z),
where fI is the canonical extension of fI to W1 ⊠P (z) W2.
Remark 2.3. The identity of the P (z)-tensor product of W1 and W2 may possibly depend on the category C
under consideration, given that it is defined in terms of intertwining maps only from the category C.
Remark 2.4. We use the notation w1 ⊠P (z) w2 = ⊠P (z)(w1 ⊗ w2) for w1 ∈ W1 and w2 ∈ W2, in analogy with
the notation for a tensor product bilinear map in the category of vector spaces. By [HLZ3, Proposition 4.23],
the P (z)-tensor product module is spanned by vectors πh(w1 ⊠P (z) w2) for h ∈ C, w1 ∈ W1, and w2 ∈W2.
Remark 2.5. Equation (2.1) shows how to obtain a tensor product intertwining operator Y⊠P (z) from the
tensor product P (z)-intertwining map. We will frequently need to evaluate such tensor product intertwining
operators at different values of z, so here we record the following consequence of (2.1):
Y⊠P (z2)(w1, e
ℓ(z1))w2 = e
(ℓ(z1)−log z2)L(0)
⊠P (z2)
(
e−(ℓ(z1)−log z2)L(0)w1 ⊗ e
−(ℓ(z1)−log z2)L(0)w2
)
= e(ℓ(z1)−log z2)L(0)
(
e−(ℓ(z1)−log z2)L(0)w1 ⊠P (z2) e
−(ℓ(z1)−log z2)L(0)w2
)
,
where z1, z2 ∈ C
× and ℓ(z1) is any branch of logarithm of z1 (in fact, sometimes we have z1 = z2 and ℓ a possibly
different branch from log). Note that here, Y⊠P (z2)(·, e
ℓ(z1))· is a P (z1)-intertwining map of type
(W1⊠P (z2)W2
W1W2
)
.
Assuming that P (z)-tensor products exist in the category C, they define functors ⊠P (z) : C × C → C. The
P (z)-tensor product of morphisms f1 :W1 → X1 and f2 :W2 → X2 is defined to be the unique homomorphism
(guaranteed by the universal property of the P (z)-tensor product) such that the diagram
W1 ⊗W2
⊠P (z)

f1⊗f2 // X1 ⊗X2
⊠P (z)

W1 ⊠P (z) W2
f1⊠P (z)f2 // X1 ⊠P (z) X2
commutes. By [HLZ3, Proposition 4.23], f1 ⊠P (z) f2 is thus completely characterized by the relation
f1 ⊠P (z) f2(w1 ⊠P (z) w2) = f1(w1)⊠P (z) f2(w2)
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for w1 ∈ W1, w2 ∈W2.
Now we will say that C admits vertex tensor category structure if P (z)-tensor products exist in C and we
have the following natural isomorphisms, described mostly in [HLZ8] (see also the exposition in [CKM, Section
3.3]):
• Parallel transport isomorphisms: For any continuous path γ in C× beginning at z1 and ending at z2, there
is a natural isomorphism Tγ : ⊠P (z1) → ⊠P (z2) characterized by
Tγ;W1,W2(w1 ⊠P (z1) w2) = Y⊠P (z2)(w1, e
ℓ(z1))w2
for all w1 ∈ W1, w2 ∈ W2, where ℓ(z1) is the branch of logarithm determined by log z2 and the path γ.
If γ is a path contained in C× with a branch cut along the positive real axis (tbat is, γ never crosses the
positive real axis or approaches it from the lower half plane), then ℓ(z1) is simply log z1, and we use Tz1→z2
to denote the corresponding parallel transport isomorphism.
• P (z)-unit isomorphisms: For any z ∈ C×, there are natural isomorphisms lP (z);W : V ⊠P (z) W → W and
rP (z);W :W ⊠P (z) V →W for W in C characterized by
lP (z);W (v ⊠P (z) w) = YW (v, z)w
and
rP (z);W (w ⊠P (z) v) = e
zL(−1)YW (v,−z)w
for v ∈ V , w ∈W .
• P (z1, z2)-associativity isomorphisms: For z1, z2 ∈ C
× such that |z1| > |z2| > |z1 − z2| > 0, and for W1,
W2, W3 in C, there is a natural isomorphism
AP (z1,z2);W1,W2,W3 :W1 ⊠P (z1) (W2 ⊠P (z2) W3)→ (W1 ⊠P (z1−z2) W2)⊠P (z2) W3
characterized by
AP (z1,z2);W1,W2,W3(w1 ⊠P (z1) (w2 ⊠P (z2) w3) = (w1 ⊠P (z1−z2) w2)⊠P (z2) w3
for w1 ∈W1, w2 ∈W2, w3 ∈W3. Here, the meaning of triple tensor products of elements of V -modules is
as follows. We identify w1 ⊠P (z1) (w2 ⊠P (z2) w3) ∈ W1 ⊠P (z1) (W2 ⊠P (z2) W3) by its action as an element
in the dual space of (W1 ⊠P (z1) (W2 ⊠P (z2) W3))
′:
〈w′, w1 ⊠P (z1) (w2 ⊠P (z2) w3)〉 =
∑
h∈C
〈w′, w1 ⊠P (z1) πh(w2 ⊠P (z2) w3)〉
for any w′ ∈ (W1⊠P (z1) (W2⊠P (z2)W3))
′, and (w1⊠P (z1−z2)w2)⊠P (z2)w3 is interpreted similarly. Clearly,
these triple tensor products of elements only make sense if the corresponding sums converge absolutely;
such analytic issues are the main reason why constructing associativity isomorphisms in a category of
V -modules is generally difficult.
• P (z)-braiding isomorphisms: For any z ∈ C× and W1, W2 objects of C, there is a natural isomorphism
RP (z);W1,W2 :W1 ⊠P (z) W2 →W2 ⊠P (−z) W1
characterized by
RP (z);W1,W2(w1 ⊠P (z) w2) = e
zL(−1)Y⊠P (−z)(w2, e
log z+πi)w1
for w1 ∈ W1, w2 ∈ W2. Note here that log z + πi may not equal the branch log(−z). The inverse P (z)-
braiding isomorphism is defined the same way, except one uses the branch log z − πi of logarithm for
−z.
Additionally, these natural isomorphisms should satisfy analogues of the triangle, pentagon, and hexagon co-
herence conditions which may be found stated in the proof of [HLZ8, Theorem 12.15].
In [HLZ8], it is shown how to obtain a braided tensor category from the vertex tensor category structure on
C. One chooses the tensor product bifunctor ⊠ to be ⊠P (1) (actually, any z ∈ C
× would work). Then the unit,
associativity, and braiding isomorphisms are as follows:
• The unit object is V and the unit isomorphisms l and r are lP (1) and rP (1), respectively.
• The natural associativity isomorphism A is given by
AW1,W2,W3 = Tr2→1;W1⊠W2,W3 ◦ (Tr1−r2→1;W1,W2 ⊠P (r2) 1W3)◦
◦ AP (r1,r2),W1,W2,W3 ◦ (1W1 ⊠P (r1) T1→r2;W2,W3) ◦ T1→r1;W1,W2⊠W3
where r1, r2 are positive real numbers chosen so that r1 > r2 > r1−r2 > 0. The associativity isomorphisms
do not depend on the choice of such r1, r2 (see for instance [CKM, Proposition 3.32]).
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• The natural braiding isomorphism is given by R = T−1→1 ◦ RP (1).
The triangle, pentagon, and hexagon identities for this braided tensor category structure on C follow from the
corresponding coherence conditions on the vertex tensor category, as shown in [HLZ8, Theorem 12.15].
In [CKM, Section 3.6], the notion of vertex tensor functor was introduced to describe functors which preserve
vertex tensor category structure. In particular, let C1 and C2 be vertex tensor categories with P (z)-tensor product
functors, parallel transport isomorphisms, P (z)-unit and braiding isomorphisms, and P (z1, z2)-associativity iso-
morphisms satisfying the appropriate coherence conditions; we do not necessarily assume that C1 or C2 is a mod-
ule category for a vertex operator algebra. In this context, a vertex tensor functor is a triple (Φ, {JP (z)}z∈C× , ϕ)
where Φ : C1 → C2 is a functor, JP (z) : ⊠P (z) ◦ (Φ × Φ) → Φ ◦ ⊠P (z) is a natural isomorphism for all z ∈ C
×,
and ϕ : V2 → Φ(V1) is an isomorphism (here V1 and V2 are the unit objects of the vertex tensor categories C1
and C2 respectively). These isomorphisms satisfy the following compatibility conditions:
• The natural isomorphisms JP (z) are compatible with parallel transport isomorphisms in the sense that the
diagram
Φ(M1)⊠P (z1) Φ(M2)
JP (z1);M1,M2

Tγ;Φ(M1),Φ(M2) // Φ(M1)⊠P (z2) Φ(M2)
JP (z2);M1,M2

Φ(M1 ⊠P (z1) M2)
Φ(Tγ;M1,M2 ) // Φ(M1 ⊠P (z2) M2)
(2.2)
commutes for all objects M1, M2 in C1 and all continuous paths γ in C
× beginning at z1 and ending at z2.
• The isomorphisms JP (z) and ϕ are compatible with unit isomorphisms in the sense that the diagrams
V2 ⊠P (z) Φ(M)
ϕ⊠P (z)1Φ(M)

lP (z);Φ(M) // Φ(M)
Φ(V1)⊠P (z) Φ(M)
JP(z);V1,M // Φ(V1 ⊠P (z) M)
Φ(lP(z);M )
OO
Φ(M) ⊠P (z) V2
1Φ(M)⊠P (z)ϕ

rP (z);Φ(M) // Φ(M)
Φ(M)⊠P (z) Φ(V1)
JP(z);M,V1 // Φ(M ⊠P (z) V1)
Φ(rP (z);M )
OO
(2.3)
commute for any object M in C1 and z ∈ C
×.
• The natural isomorphisms JP (z) are compatible with associativity isomorphisms in the sense that the
diagram
Φ(M1)⊠P (z1) (Φ(M2)⊠P (z2) Φ(M3))
1Φ(M1)
⊠P (z1)
JP(z2);M2,M3

AP (z1,z2);Φ(M1),Φ(M2),Φ(M3)// (Φ(M1)⊠P (z1−z2) Φ(M2))⊠P (z2) Φ(M3)
JP (z1−z2);M1,M2
⊠P (z2)
1Φ(M3)

Φ(M1)⊠P (z1) Φ(M2 ⊠P (z2) M3)
JP(z1);M1,M2⊠P (z2)
M3

Φ(M1 ⊠P (z1−z2) M2)⊠P (z2) Φ(M3)
JP(z2);M1⊠P(z1−z2)
M2,M3

Φ(M1 ⊠P (z1) (M2 ⊠P (z2) M3))
Φ(AP (z1,z2);M1,M2,M3
)
// Φ((M1 ⊠P (z1−z2) M2)⊠P (z2) M3)
(2.4)
commutes for any objects M1, M2, M3 in C1 and z1, z2 ∈ C
× such that |z1| > |z2| > |z1 − z2| > 0.
• The natural isomorphisms JP (z) are compatible with braiding isomorphisms in the sense that the diagram
Φ(M1)⊠P (z) Φ(M2)
JP(z);M1,M2

RP(z);Φ(M1),Φ(M2)// Φ(M2)⊠P (−z) Φ(M1)
JP (−z);M2,M1

Φ(M1 ⊠P (z) M2)
Φ(RM1,M2 ) // Φ(M2 ⊠P (−z) M1)
(2.5)
commutes for any objects M1, M2 in C1 and z ∈ C
×.
If the JP (z) are natural transformations but not necessarily isomorphisms, we say that (Φ, {JP (z)}z∈C× , ϕ) is a
lax vertex tensor functor.
Given that vertex tensor category structure induces braided tensor category structure, we would like to know
that vertex tensor functors induce braided tensor functors:
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Theorem 2.6. If (Φ, {JP (z)}z∈C× , ϕ) is a (lax) vertex tensor functor between vertex tensor categories C1 and
C2, then (Φ, J = JP (1), ϕ) is a (lax) braided tensor functor with respect to the induced braided tensor category
structures on C1 and C2.
Proof. We just need to show that J and ϕ are compatible with the unit, associativity, and braiding isomor-
phisms in the braided tensor categories C1 and C2. Compatibility with the unit isomorphisms is precisely the
commutativity of the diagrams in (2.3) for the case z = 1, so it remains to consider the associativity and braiding
isomorphisms.
For the associativity isomorphisms, we have to verify that the diagram
Φ(M1)⊠ (Φ(M2)⊠ Φ(M3))
1Φ(M1)
⊠JM2,M3

AΦ(M1),Φ(M2),Φ(M3) // (Φ(M1)⊠ Φ(M2))⊠ Φ(M3)
JM1,M2⊠1Φ(M3)

Φ(M1)⊠ Φ(M2 ⊠M3)
JM1,M2⊠M3

Φ(M1 ⊠M2)⊠ Φ(M3)
JM1⊠M2,M3

Φ(M1 ⊠ (M2 ⊠M3))
Φ(AM1,M2,M3 ) // Φ((M1 ⊠M2)⊠M3)
(2.6)
commutes for any M1, M2, M3 in C1. For this we choose positive real numbers r1, r2 such that r1 > r2 >
r1− r2 > 0. Now we use the following diagrams; here to save space we suppress object subscripts on morphisms
and write Wi = Φ(Mi) for i = 1, 2, 3:
W1 ⊠P (r1) (W2 ⊠P (r2) W3)
AP (r1,r2)

1⊠P (r1)
Tr2→1 // W1 ⊠P (r1) (W2 ⊠W3)
Tr1→1 // W1 ⊠ (W2 ⊠W3)
A

(W1 ⊠P (r1−r2) W2)⊠P (r2) W3
JP(r1−r2)
⊠P (r2)
1

Tr1−r2→1⊠P (r2)
1
// (W1 ⊠W2)⊠P (r2) W3
J⊠P (r2)
1

Tr2→1 // (W1 ⊠W2)⊠W3
J⊠1

Φ(M1 ⊠P (r1−r2) M2)⊠P (r2) W3
JP(r2)

Φ(Tr1−r2→1)⊠P (r2)
1
// Φ(M1 ⊠M2)⊠P (r2) W3
JP(r2)

Tr2→1 // Φ(M1 ⊠M2)⊠W3
J

Φ((M1 ⊠P (r1−r2) M2)⊠P (r2) M3)
Φ(Tr1−r2→1⊠P (r2)
1)
// Φ((M1 ⊠M2)⊠P (r2) M3)
Φ(Tr2→1) // Φ((M1 ⊠M2)⊠M3)
and
W1 ⊠P (r1) (W2 ⊠P (r2) W3)
1⊠P (r1)
JP(r2)

1⊠P (r1)
Tr2→1 // W1 ⊠P (r1) (W2 ⊠W3)
1⊠P (r1)
J

Tr1→1 // W1 ⊠ (W2 ⊠W3)
1⊠J

W1 ⊠P (r1) Φ(M2 ⊠P (r2) M3)
JP(r1)

1⊠P (r1)
Φ(Tr2→1) // W1 ⊠P (r1) Φ(M2 ⊠M3)
JP(r1)

Tr1→1 // W1 ⊠ Φ(M2 ⊠M3)
J

Φ(M1 ⊠P (r1) (M2 ⊠P (r2) M3))
Φ(AP (r1,r2)
)

Φ(1⊠P (r1)
Tr2→1) // Φ(M1 ⊠P (r1) (M2 ⊠M3))
Φ(Tr1→1) // Φ(M1 ⊠ (M2 ⊠M3))
Φ(A)

Φ((M1 ⊠P (r1−r2) M2)⊠P (r2) M3)
Φ(Tr1−r2→1⊠P (r2)
1)
// Φ((M1 ⊠M2)⊠P (r2) M3)
Φ(Tr2→1) // Φ((M1 ⊠M2)⊠M3)
The diagrams commute by definition of the associativity isomorphisms in the braided tensor categories C1 and
C2, the naturality of parallel transport isomorphisms and the JP (z), and the compatibility of the JP (z) with
parallel transport isomorphisms. Now the commutativity of (2.6) follows from the compatibility of the JP (z)
with the P (r1, r2)-associativity isomorphisms in C1 and C2.
For the braiding isomorphisms, we have to verify that
JM2,M1 ◦ RΦ(M1),Φ(M2) = Φ(RM1,M2) ◦ JM1,M2
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for any M1, M2 in C1. This follows from the diagram
Φ(M1)⊠ Φ(M2)
JM1,M2

RP (1);Φ(M1),Φ(M2)// Φ(M2)⊠P (−1) Φ(M2)
JP(−1);M2 ,M1

T−1→1;Φ(M2),Φ(M1)// Φ(M2)⊠ Φ(M1)
JM2,M1

Φ(M1 ⊠M2)
Φ(RP (1);M1 ,M2
)
// Φ(M2 ⊠P (−1) M1)
Φ(T−1→1;M1,M2 ) // Φ(M2 ⊠M1)
which commutes by compatibility of J with the P (1)-braiding and parallel transport isomorphisms, and the
definition R = T−1→1 ◦ RP (1) in C1 and C2.
Remark 2.7. Conversely, given a (lax) braided tensor functor (Φ, J, ϕ) between vertex tensor categories C1 and
C2, one could attempt to extend to a (lax) vertex tensor functor by defining
JP (z) = Φ(T1→z) ◦ J ◦ Tz→1
for z ∈ C×. In [CKM, Theorem 3.68], it was shown that this construction indeed yields a vertex tensor functor
in the special case that Φ is the induction tensor functor from a subcategory of V -modules to A-modules, where
V is a suitable vertex operator subalgebra of A. Actually, the proof in [CKM] works generally, except that
proving compatibility of JP (z) with the parallel transport isomorphisms needs the identity
Tγ;W1,W2 = RP (−1);W2,W1 ◦ RP (1);W1,W2
where γ : [0, 1]→ C× is the continuous path given by γ(t) = e−2πit. This identity always holds in vertex tensor
categories constructed from vertex operator algebra modules, so it would make sense to include it as a coherence
condition in the definition of vertex tensor category.
2.2 Group-module categories modified by abelian 3-cocycles
The notion of abelian intertwining algebra in [DL] is a generalization of the notion of vertex operator algebra
using the cohomology of abelian groups introduced by Eilenberg and MacLane ([Ei], [MacL], [EM1], [EM2]),
specifically the notion of normalized abelian 3-cocycle. Let A be an abelian group.
Definition 2.8. An abelian 3-cocycle on A with values in C× is a pair of functions
F : A× A× A→ C×
and
Ω : A× A→ C×
which satisfies the following conditions:
1. The pentagon identity :
F (α1, α2, α3)F (α1, α2 + α3, α4)F (α2, α3, α4) = F (α1, α2, α3 + α4)F (α1 + α2, α3, α4)
for all α1, α2, α3, α4 ∈ A.
2. The hexagon identities:
F (α1, α2, α3)Ω(α1 + α2, α3)F (α3, α1, α2) = Ω(α2, α3)F (α1, α3, α2)Ω(α1, α3)
and
F (α1, α2, α3)
−1Ω(α1, α2 + α3)F (α2, α3, α1)
−1 = Ω(α1, α2)F (α2, α1, α3)
−1Ω(α1, α3)
for all α1, α2, α3 ∈ A.
The 3-cocycle (F,Ω) is normalized if
F (α1, α2, 0) = F (α1, 0, α3) = F (0, α2, α3) = 1
for α1, α2, α3 ∈ A.
Remark 2.9. It is clear from the hexagon identities that a normalized abelian 3-cocycle also satisfies
Ω(α1, 0) = Ω(0, α2) = 1
for α1, α2 ∈ A.
Remark 2.10. The pentagon and hexagon identities for an abelian 3-cocycle imply that the function α 7→
Ω(α, α) is a quadratic form with associated symmetric bimultiplicative form (α1, α2) 7→ Ω(α1, α2)Ω(α2, α1).
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We may view A as a discrete topological group, so that its dual group Â of homomorphisms χ : A→ U(1) is
a compact topological group. We shall be interested in compact groups G which contain Â as a central subgroup.
If M is any finite-dimensional irreducible unitary representation of such a group G, then the action of Â on M
is given by a character of Â, which is to say, an element of A. Thus the category Rep G of finite-dimensional
continuous representations of G has an A-grading
Rep G =
⊕
α∈A
Repα G
where for any representation M in Repα G, a character χ ∈ Â acts on M by the scalar χ(α).
Recall that Rep G is a rigid symmetric tensor category with unit object and duals, as well as unit, asso-
ciativity, and braiding isomorphisms, inherited from the rigid symmetric tensor category of finite-dimensional
vector spaces over C. Given a normalized abelian 3-cocycle (F,Ω) on A, we will use RepA,F,Ω G to denote the
following modification of the tensor category structure on Rep G:
Definition 2.11. RepA,F,Ω G is the braided tensor category whose objects, morphisms, unit object, and unit
isomorphisms are the same as in Rep G. For objects M1 in Rep
α1 G, M2 in Rep
α2 G and M3 in Rep
α3 G, the
associativity isomorphism in RepA,F,Ω G is given by
AM1,M2,M3(m1 ⊗ (m2 ⊗m3)) = F (α1, α2, α3)
−1 ((m1 ⊗m2)⊗m3)
for mi ∈Mi. For objects M1 in Rep
α1 G and M2 ∈ Rep
α2 G, the braiding isomorphism in RepA,F,Ω G is given
by
RM1,M2(m1 ⊗m2) = Ω(α1, α2)
−1(m2 ⊗m1)
for mi ∈Mi.
Remark 2.12. The pentagon identity for F guarantees that the associativity isomorphisms in RepA,F,Ω G
satisfy the pentagon axiom for a tensor category, and the hexagon identities for F and Ω guarantee that the
braiding isomorphisms in RepA,F,Ω G satisfy the hexagon axioms. The normalization of F guarantees that the
triangle axiom is satisfied in RepA,F,Ω G.
The braided tensor category RepA,F,Ω G is rigid, with the dual of a G-module M given by M
∗. However, it
is necessary to modify either the evaluation or coevaluation morphism of M by F . Specifically, we will take the
coevaluation morphism for M in Repα G to be
iM : C →M ⊗M
∗
1 7→
dimM∑
i=1
mi ⊗m
′
i
where {mi} is a basis for M and {m
′
i} is the corresponding dual basis for M
∗; and we will take the evaluation
morphism for M to be
eM :M
∗ ⊗M → C
m′ ⊗m 7→ F (α,−α, α)−1〈m′,m〉.
Remark 2.13. Verifying that the rigidity axioms for a tensor category are satisfied with this choice of evaluation
and coevaluation amounts to the observation that M∗ is an object of Rep−α G, as well as the identity
F (−α,α,−α) = F (α,−α, α)−1,
for α ∈ A, which follows from the pentagon identity and normalization of F .
The rigid tensor category RepA,F,Ω G is also a ribbon category, with twist θM for M an object of Rep
α G
given by the scalar Ω(α, α)−1. The balancing equation
θM1⊗M2 = RM2,M1 ◦ RM1,M2 ◦ (θM1 ⊗ θM2)
follows from Remark 2.10. The identity θC = 1C is immediate from Remark 2.9, and the relation θ
∗
M = θM∗
amounts to the identity
Ω(α, α) = Ω(−α,−α)
for α ∈ A, which follows from the hexagon identities for (F,Ω), Remark 2.9, and the identity for F in Remark
2.13.
Recall that in a braided ribbon category, the trace Tr f of an endomorphism f :M →M is the endomorphism
of the unit object 1 given by the composition
1
iM−−→M ⊗M∗
(θM ◦f)⊗1M∗−−−−−−−−−→M ⊗M∗
RM,M∗
−−−−−→M∗ ⊗M
eM−−→ 1.
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The categorical dimension of M is then Tr 1M . For a G-module M in Rep
α G, the categorical dimension in
RepA,F,Ω G is thus
(Ω(α, α)Ω(α,−α)F (α,−α, α))−1 dimC M
=
(
F (−α,α, α)F (α,−α, α)−1Ω(α, 0)F (−α, α, α)−1F (α,−α, α)
)−1
dimC M
= dimC M,
using the second hexagon identity in the case α1 = α3 = α, α2 = −α. Thus categorical dimensions in RepA,F,Ω G
agree with the ordinary dimensions of G-modules in Rep G.
2.3 Abelian intertwining algebras and automorphisms
Here we recall the notion of abelian intertwining algebra from [DL] and discuss automorphism groups of abelian
intertwining algebras. Let A be an abelian group and (F,Ω) a normalized abelian 3-cocycle on A with values in
C
×. Define the functions
q : A→ C/Z, b : A× A→ C/Z
by
Ω(α, α) = e2πiq(α), Ω(α1, α2)Ω(α2, α1) = e
2πib(α1 ,α2),
so that b is symmetric and bilinear. For convenience, we also (non-uniquely) fix a lift
bˆ : A× A→ C
such that
b(α1, α2) = bˆ(α1, α2) + Z
for any α1, α2 ∈ A. We will also use the function
B : A×A× A→ C×
given by
B(α1, α2, α3) = F (α1, α2, α3)Ω(α1, α2)F (α2, α1, α3)
−1.
for α1, α2, α3 ∈ A.
Definition 2.14. An abelian intertwining algebra associated to an abelian group A with normalized abelian
3-cocycle (F,Ω) is an A× C-graded vector space
V =
⊕
α∈A,n∈C
V α(n)
equipped with a vertex operator
Y : V → (EndV ){x}
v 7→ Y (v, x) =
∑
n∈C
vn x
−n−1
and two distinguished vectors: 1 ∈ V 0(0) called the vacuum and ω ∈ V
0
(2) called the conformal vector. For α ∈ A
we use the notation V α =
⊕
n∈C V
α
(n), and for n ∈ C we use the notation V(n) =
⊕
α∈A V
α
(n). The data satisfy
the following axioms:
1. The grading-restriction conditions: For any α ∈ A and R ∈ R, V α(n) = 0 for all but finitely many n with
Ren ≤ R. (Optional additional grading-restriction condition:
V α =
⊕
n∈−q(α)
V α(n)
for any α ∈ A.)
2. Lower truncation and compatibility of Y with the A-grading: For any α1, α2 ∈ A and v1 ∈ V
α1 , v2 ∈ V
α2 ,
xbˆ(α1,α2)Y (v1, x)v2 ∈ V
α1+α2((x)).
3. The vacuum and creation properties: For any v ∈ V , Y (1, x)v = v and Y (v, x)1 ∈ V [[x]] with constant
term v.
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4. The Jacobi identity : For any α1, α2, α3 ∈ A and v1 ∈ V
α1 , v2 ∈ V
α2 , v3 ∈ V
α3 ,
x−10
(
x1 − x2
x0
)bˆ(α1,α2)
δ
(
x1 − x2
x0
)
Y (v1, x1)Y (v2, x2)v3
−B(α1, α2, α3)x
−1
0
(
x2 − x1
eπix0
)bˆ(α1,α2)
δ
(
x2 − x1
−x0
)
Y (v2, x2)Y (v1, x1)v3
= F (α1, α2, α3)x
−1
1
(
x2 + x0
x1
)bˆ(α1,α3)
δ
(
x2 + x0
x1
)
Y (Y (v1, x0)v2, x2)v3.
5. The Virasoro relations: If we set Y (ω, x) =
∑
n∈Z L(n)x
−n−2 (note that this is indeed the form of Y (ω, x)
by the normalization of Ω and compatibility of Y with the A-grading), then
[L(m), L(n)] = (m− n)L(m+ n) + c
m3 −m
12
δm+n,01V ,
for any m,n ∈ Z, where c ∈ C is called the central charge of V . Moreover, V(n) is the L(0)-eigenspace of
V with eigenvalue n; for v ∈ V(n), n is denoted wt v and called the conformal weight of v.
6. The L(−1)-derivative property :
Y (L(−1)v, x) =
d
dx
Y (v, x)
for any v ∈ V .
Remark 2.15. The definition of abelian intertwining algebra associated to (F,Ω) does not depend on the choice
of lift bˆ, as replacing bˆ(α1, α2) with the same plus an integer does not change any of the formulas in compatibility
of Y with the A-grading or the Jacobi identity.
Remark 2.16. Because the cocycle in the definition of abelian intertwining algebra is normalized, the subspace
V 0 is a vertex operator algebra (although possibly not Z-graded if the optional grading restriction condition in
the definition fails to hold), and each V α for α ∈ A is a V 0-module. Even more, Y |V α1⊗V α2 is a V
0-intertwining
operator of type
(
V α1+α2
V α1 V α2
)
for all α1, α2 ∈ A.
Example 2.17. If we take an abelian group A with F = 1 and Ω = 1, then an abelian intertwining algebra
associated to (F,Ω), together with the optional additional grading restriction condition, is a strongly A-graded
conformal vertex algebra in the sense of [HLZ1].
Example 2.18. Suppose we take A = Z/2Z, F = 1, and
Ω(i1 + 2Z, i2 + 2Z) = (−1)
i1i2
for i1, i2 ∈ Z. Then (F,Ω) is a normalized abelian 3-cocycle, and an abelian intertwining algebra associated to
(F,Ω) is a vertex operator superalgebra. If we include the optional additional grading restriction condition, we
get a vertex operator superalgebra of “correct statistics” in the terminology of [CKL], that is, V 0¯ is Z-graded
and V 1¯ is ( 1
2
+ Z)-graded.
We will need to use the following associativity property of the vertex operator for an abelian intertwining
algebra, which is a consequence of the Jacobi identity (see [DL, Remark 12.31]): for v1 ∈ V
α1 , v2 ∈ V
α2 ,
v3 ∈ V
α3 , and v′ ∈ V ′ (where V ′ =
⊕
α∈A,n∈C(V
α
(n))
∗ is the graded dual of V ),
〈v′, Y (v1, z1)Y (v2, z2)v3〉(z1 − z2)
bˆ(α1,α2)z
bˆ(α1,α3)
1 z
bˆ(α2,α3)
2
and
F (α1, α2, α3)〈v
′, Y (Y (v1, z1 − z2)v2, z2)v3〉(z1 − z2)
bˆ(α1,α2)z
bˆ(α1,α3)
1 z
bˆ(α2,α3)
2
are the expansions of a common rational function, with poles possible only at z1 = 0, z2 = 0, and z1 = z2, in
the regions |z1| > |z2| > 0 and |z2| > |z1 − z2| > 0, respectively. If we use f(z1, z2) to represent this common
rational function (which of course also depends on v1, v2, v2, v3, and v
′), then we have the following equalities
of multivalued analytic functions:
〈v′, Y (v1, z1)Y (v2, z2)v3〉 = z
−bˆ(α1,α2)−bˆ(α1,α3)
1 z
−bˆ(α2,α3)
2
(
1−
z2
z1
)−bˆ(α1,α2)
f(z1, z2)
on the region |z1| > |z2| > 0, and
〈v′, Y (Y (v1,z1 − z2)v2, z2)v3〉
= F (α1, α2, α3)
−1(z1 − z2)
−bˆ(α1,α2)z
−bˆ(α1,α3)−bˆ(α2,α3)
2
(
1 +
z1 − z2
z2
)−bˆ(α1,α3)
f(z1, z2)
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on the region |z2| > |z1 − z2| > 0.
We would like to compare the branches of these multivalued functions obtained by specializing complex
powers of z1, z2, and z1 − z2 using the branch of logarithm log z = log |z|+ i arg z for which 0 ≤ arg z < 2π. To
this end, for z1, z2 ∈ C
× for which |z1| > |z2|, we write
log(z1 − z2) = log z1 + log
(
1−
z2
z1
)
+ 2πipz1,z2 ,
where log
(
1− z2
z1
)
represents the standard series of log(1− x) centered at x = 0 specialized to x = z2/z1, and
pz1,z2 is some integer. Note that if also |z2| > |z1 − z2| > 0 we then have
log z1 = log(z2 − (z2 − z1)) = log z2 + log
(
1 +
z1 − z2
z2
)
+ 2πipz2,z2−z1 .
With this notation, if |z1| > |z2| > |z1 − z2| > 0, we can calculate:
〈v′, Y (v1,e
log z1)Y (v2, e
log z2)v3〉 = (e
log z1)−bˆ(α1,α2)−bˆ(α1,α3)(elog z2)−bˆ(α2,α3)
(
1−
z2
z1
)−bˆ(α1,α2)
f(z1, z2)
= (elog(z1−z2))−bˆ(α1,α2)e2πipz1,z2 bˆ(α1,α2)(elog z2)−bˆ(α1,α3)
(
1 +
z1 − z2
z2
)−bˆ(α1,α3)
·
· e−2πipz2,z2−z1 bˆ(α1,α3)(elog z2)−bˆ(α2,α3)f(z1, z2)
= (Ω(α1, α2)Ω(α2, α1))
pz1,z2 (Ω(α1, α3)Ω(α3, α1))
−pz2,z2−z1 ·
· F (α1, α2, α3)〈v
′, Y (Y (v1, e
log(z1−z2))v2, e
log z2)v3〉.
We state the result of this calculation as a proposition:
Proposition 2.19. If z1, z2 ∈ C
× satisfy |z1| > |z2| > |z1 − z2| > 0, then
〈v′, Y (Y (v1,e
log(z1−z2))v2, e
log z2)v3 = Az1,z2(α1, α2, α3)〈v
′, Y (v1, e
log z1)Y (v2, e
log z2)v3〉,
where
Az1,z2(α1, α2, α3) = (Ω(α1, α2)Ω(α2, α1))
−pz1,z2 (Ω(α1, α3)Ω(α3, α1))
pz2,z2−z1 F (α1, α2, α3)
−1,
for any v1 ∈ V
α1 , v2 ∈ V
α2 , v3 ∈ V
α3 , and v′ ∈ V ′.
Remark 2.20. If r1 and r2 are positive real numbers satisfying r1 > r2 > r1 − r2 > 0, then it is clear that
pr1,r2 = pr2,r2−r1 = 0. Thus we have Ar1,r2(α1, α2, α3) = F (α1, α2, α3)
−1 in this case.
In addition to the above associativity result for Y , we will need the following skew-symmetry result, which
can be found in [Ca, Lemma 1.2.2] (see also the proof of [GL, Proposition 2.6]):
Proposition 2.21. For v1 ∈ V
α1 and v2 ∈ V
α2 ,
Y (v1, x)v2 = Ω(α1, α2)e
xL(−1)Y (v2, e
πix)v1.
Iterating skew-symmetry 2p times for p ∈ Z yields the following corollary:
Corollary 2.22. For v1 ∈ V
α1 and v2 ∈ V
α2 ,
Y (v1, x)v2 = (Ω(α1, α2)Ω(α2, α1))
p Y (v1, e
2πipx)v2.
We will also need to consider products of three vertex operators. The following proposition is a special case
of [DL, Theorem 12.33], which generalizes [FHL, Proposition 3.5.1] to abelian intertwining algebras:
Proposition 2.23. For any v1 ∈ V
α1 , v2 ∈ V
α2 , v3 ∈ V
α3 , v4 ∈ V
α4 , and v′ ∈ V ′, the series
〈v′, Y (v1, z1)Y (v2, z2)Y (v3, z3)v4〉
converges absolutely in the region |z1| > |z2| > |z3| > 0 and can be extended to a multivalued analytic function
of the form
f(z1, z2, z3)
z
bˆ(α1,α4)
1 z
bˆ(α2,α4)
2 z
bˆ(α3,α4)
3 (z1 − z2)
bˆ(α1,α2)(z1 − z3)bˆ(α1,α3)(z2 − z3)bˆ(α2,α3)
where f(z1, z2, z3) is a Laurent polynomial.
We say that an abelian intertwining algebra V is simple if the only A-graded subspaces closed under the
actions of vn for all v ∈ V , n ∈ C are 0 and V . We will need the following:
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Proposition 2.24. If V is a simple abelian intertwining algebra, then the V 0-modules V α are simple for all
α ∈ A. In particular, V 0 is a simple vertex operator algebra.
Proof. Fix any non-zero v ∈ V α. It is sufficient to show that V α = span{unv |u ∈ V
0, n ∈ Z}. This will follow
from showing V = span{unv |u ∈ V, n ∈ C}, because then compatibility of Y with the A-grading shows
V = span{unv |u ∈ V, n ∈ C} =
⊕
β∈A
span{unv |u ∈ V
β , n ∈ C} ⊆
⊕
β∈A
V α+β = V,
so that V α+β must equal span{unv |u ∈ V
β, n ∈ C} for all β ∈ A.
Now set V˜ = span{unv | u ∈ V, n ∈ C}. To show that V˜ = V , note that since v is non-zero and A-
homogeneous, V˜ is a non-zero A-graded subspace of V . Thus since V is simple, we only need to show that V˜ is
closed under the the left action of the vertex operator Y . Specifically, we need to show that for all v1, v2 ∈ V ,
the coefficients of the series Y (v1, x1)Y (v2, x2)v are contained in V˜ .
The first thing to notice is that the easy generalization of [LL, Propositions 4.5.6 and 4.5.7] to intertwining
operators among modules for the vertex operator algebra V 0 implies that for any β ∈ A, V˜ ∩ V β is a V 0-
submodule of V β . This means that V˜ is preserved by L(0), and hence V˜ is L(0)-graded.
Now consider the graded dual V ′ =
⊕
α∈A,n∈C(V
α
(n))
∗, and let 〈·, ·〉 denote the natural bilinear pairing
between V ′ and V . Define
V˜ ⊥ = {v′ ∈ V ′ | 〈v′, v˜〉 = 0 for all v˜ ∈ V˜ }.
Since V˜ is doubly graded by A and by conformal weight, the same is true of V˜ ⊥. Then we have (V˜ ⊥)⊥ = V˜
because this relation holds when restricted to each finite-dimensional subspace V α(n) for α ∈ A and n ∈ C. Thus
to show that the coefficients of Y (v1, x1)Y (v2, x2)v are contained in V˜ for any v1, v2 ∈ V , it is sufficient to show
that the series
〈v′, Y (v1, x1)Y (v2, x2)v〉 = 0
for all v′ ∈ V˜ ⊥.
By linearity, it is enough to consider the case that v1 ∈ V
α1 and v2 ∈ V
α2 for some α1, α2 ∈ A. Then by
[DL, Remark 12.31],
(x1 − x2)
bˆ(α1,α2)x
bˆ(α1,α)
1 x
bˆ(α2,α)
2 〈v
′, Y (v1, x1)Y (v2, x2)v〉
is the expansion (in non-negative powers of x2) of a rational function f(v
′;x1, x2) on C
2 with possible poles only
at x1 = 0, x2 = 0, and x1 = x2. Moreover,
F (α1, α2, α)x
bˆ(α1,α2)
0 (x2 + x0)
bˆ(α1,α)x
bˆ(α2,α)
2 〈v
′, Y (Y (v1, x0)v2, x2)v〉
is the expansion of f(v′; x2 + x0, x2) in the direction of non-negative powers of x0. But if v
′ ∈ V˜ ⊥, it is clear
that the series expansion of f(v′;x2 + x0, x2) equals zero, so the same is true of f(v
′;x1, x2). It follows that
〈v′, Y (v1, x1)Y (v2, x2)v〉 = 0 whenever v
′ ∈ V˜ ⊥, completing the proof.
Now we define automorphisms for an abelian intertwining algebra:
Definition 2.25. An automorphism of an abelian intertwining algebra V associated to an abelian group A
with normalized 3-cocycle (F,Ω) is a linear automorphism g of V which satisfies:
1. For any α ∈ A, g · V α = V α.
2. For any v1, v2 ∈ V , g · Y (v1, x)v2 = Y (g · v1, x)g · v2.
3. g · 1 = 1 and g · ω = ω.
Remark 2.26. We require an automorphism g of V to preserve the A-grading, and in fact g preserves the
conformal weight grading as well because g · ω = ω implies g commutes with L(0).
Example 2.27. Suppose χ : A→ C× is a group homomorphism. Then compatibility of Y with the A-gradation
implies that χ determines an automorphism of any abelian intertwining algebra associated to A via
χ · v = χ(α)v
for v ∈ V α, any α ∈ A. In particular, viewing A as discrete, the unitary dual Â of homomorphisms A → U(1)
is a compact topological group acting faithfully as automorphisms of V .
If G is a group of automorphisms of an abelian intertwining algebra V , we use V G to denote the fixed points
of G, that is, the subspace of all v ∈ V such that g · v = v for all g ∈ G. It is clear that V G ∩ V 0 is a vertex
operator subalgebra of V 0. Note also that V G ∩ V 0 = V 〈G,Â〉. Since we will always want V G to be a vertex
operator algebra, we will generally assume Â ⊆ G. Note that since automorphisms of V preserve the A-grading,
Â will be central in any automorphism group G that contains it.
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3 From G-modules to V G-modules
In this section and the next, V will be a simple abelian intertwining algebra with compact automorphism group
G. Our goal in this section is to introduce a functor from RepG to the category of V G-modules that are
contained in V . The appropriate functor to use was constructed in [Ki]; to show that it induces an equivalence
of abelian categories, we need a Schur-Weyl-type decomposition of V as a G×V G-module. Such a decomposition
was obtained in [DLM1] in the case that V is a vertex operator algebra, so we just need to show that essentially
the same proof there carries over to the abelian intertwining alebra case. First, we establish the setting for this
section and the next:
Assumption 3.1. We will always work under the following assumptions:
• A is a countable abelian group with normalized 3-cocycle (F,Ω) on A with values in C×.
• V is a simple abelian intertwining algebra associated to A and (F,Ω).
• G is a compact Lie group of automorphisms of V containing Â. (Note that G could be finite if A is.)
• The action of G on V is continuous in the sense that for any α ∈ A, n ∈ C, the action of G on the
finite-dimensional vector space V α(n) is continuous with respect to the standard Euclidean topology on V
α
(n)
(in particular, this topology may be given by any norm ‖ · ‖).
3.1 Schur-Weyl duality for abelian intertwining algebras
In [DLM1], it was proved that if V is a simple vertex operator algebra and G is a compact Lie group of
automorphisms acting continuously on V , then as a G × V G module,
V =
⊕
χ∈Ĝ
Mχ ⊗ Vχ
where the sum runs over all irreducible finite-dimensional continuous characters of G, Mχ is the irreducible
G-module corresponding to χ, and the Vχ are (non-zero) distinct irreducible V
G-modules. Here, we show that
the arguments in [DLM1] generalize to the case that V is a suitable abelian intertwining algebra:
Theorem 3.2. Suppose V is a simple abelian intertwining algebra associated to a countable abelian group A
with 3-cocycle (F,Ω), and suppose G is a compact Lie group of continuous automorphisms of V containing Â.
Then as a G× V G-module,
V =
⊕
χ∈Ĝ
Mχ ⊗ Vχ,
where the sum runs over all irreducible finite-dimensional characters of G, Mχ is the irreducible G-module
corresponding to χ, and the Vχ are non-zero distinct irreducible V
G-modules.
Proof. In the abelian intertwining algebra setting, the decomposition of V into a sum of tensor product modules
works exactly as in [DLM1]: First, since G acts continously on each finite-dimensional vector space V α(n), V
decomposes as the direct sum of finite-dimensional irreducible (continuous) G-modules. Thus for each χ ∈ Ĝ,
we set V χ to be the sum of all G-submodules in V that are isomorphic to Mχ. So V =
⊕
χ∈Ĝ V
χ, although a
priori some V χ could be zero. Note that since Â ⊆ G and the V α are inequivalent Â-modules, for any χ we
have V χ ⊆ V α for some single α ∈ A. Then, the V G-submodule Vχ and the isomorphism V
χ ∼= Mχ ⊗ Vχ are
obtained by taking Vχ to be the space of “highest weight vectors” in V
χ with respect to a certain (non-canonical)
upper-triangular subalgebra of the group algebra L1(G).
We still need to check that the proofs of the following assertions from [DLM1] carry through in our setting:
1. V χ is non-zero for any χ ∈ Ĝ. Here, the proof in [DLM1] relies on the following facts:
(a) There is a finite-dimensional faithful G-submodule contained in V .
(b) If V χ and V ψ are non-zero, so is V ρ whenever Mρ is a submodule of Mχ ⊗Mψ.
(c) If V χ 6= 0, so is V χ
∗
where χ∗ is the dual character to χ.
2. The Vχ are distinct irreducible V
G-modules.
The proof of 1(a) in [DLM1] uses only the compactness and finite-dimensionality of the Lie group G, as
well as on the existence of an increasing sequence of finite-dimensional G-invariant subspaces of V that exhaust
V . Unlike in [DLM1], in the abelian intertwining algebra setting we cannot necessarily take the sequence of
subspaces {VN} where VN =
⊕
n≤N V(n), since this subspace might not be finite dimensional. However, since
we are assuming that A is countable, we can enumerate A as {α0, α1, α2, . . .} and then take
VN =
N⊕
i=0
⊕
Ren≤N
V αi(n),
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which does give a sequence of finite-dimensional G-submodules of V that exhausts V , by our assumptions on the
grading of an abelian intertwining algebra. The proof of point 1(c) in [DLM1] goes through unchanged except
that we need to use the generalization of [DLM1, Proposition 2.1], obtained here in the proof of Proposition
2.24, that V = span{unv |u ∈ V, n ∈ C} for any A-homogeneous v ∈ V .
Now the proof of point 1(b) in [DLM1] relies on [DM, Lemma 3.1]. Here we state this lemma in the somewhat
generalized form needed for the abelian intertwining algebra setting:
Lemma 3.3. If {v
(i)
1 }
n
i=1 is a set of non-zero vectors in V
α1 and {v
(i)
2 }
n
i=1 is a set of linearly independent
vectors in V α2 for some α1, α2 ∈ A, then
n∑
i=1
Y (v
(i)
1 , x)v
(i)
2 6= 0.
In light of Proposition 2.24, this lemma (as well as the original [DM, Lemma 3.1]), is a corollary of the
following:
Lemma 3.4. Suppose W1 and W2 are irreducible modules for a vertex operator algebra algebra V , W3 is a third
V -module, and Y is an intertwining operator of type
(
W3
W1W2
)
. If {w
(i)
1 }
n
i=1 is a set of non-zero vectors in W1
and {w
(i)
2 }
n
i=1 is a set of linearly independent vectors in W2, then
n∑
i=1
Y(w
(i)
1 , x)w
(i)
2 6= 0.
The proof of this lemma is the same as the proof of [DM, Lemma 3.1]: one uses commutativity for the
intertwining operator Y to show that if
∑n
i=1 Y(w
(i)
1 , x)w
(i)
2 = 0, then also
∑n
i=1 Y(w
(i)
1 , x)aw
(i)
2 = 0, where a
is any linear combination of products of the form v
(1)
n1 · · · v
(k)
nk for v
(1), . . . , v(k) ∈ V and n1, . . . , nk ∈ Z. Then
a density theorem argument using the irreducibility of W2 and the linear independence of the w
(i)
2 shows that
a can be chosen so that aw
(i)
2 = δi,jw
(i)
2 for any particular 1 ≤ j ≤ n. Thus, Y(w
(j)
1 , x)w
(j)
2 = 0, and [DL,
Proposition 11.9] implies w
(j)
1 must be zero for all j. This completes the verification that the proof in [DLM1]
extends to our abelian intertwining algebra setting to show that V χ 6= 0 for every χ ∈ Ĝ.
Now to verify that the Vχ remain distinct irreducible modules in the abelian intertwining algebra setting:
the proof in [DLM1] is based on Howe’s theory of dual pairs (see for instance [Ho]) and essentially requires
components of vertex operators to fill up the endomorphism ring of finite-dimensional conformal-weight-graded
G-submodules of V . To apply the proof in the abelian intertwining algebra setting, we need to verify the
following assertion:
• Suppose f is a G-endomorphism of the finite-dimensional G-module W where W is either
⊕
Ren≤N V
α
(n)
for some α ∈ A or
⊕
Ren≤N (V
α1
(n)
⊕ V α2
(n)
) for α1, α2 ∈ A, where N is some fixed integer. Then for any
n ∈ C with Ren ≤ N ,
f |W(n) =
∑
i
v(i)ni |W(n)
for some v(i) ∈ V G and ni ∈ Z (which could depend on n as well as on f).
It is enough to verify the above assertion for a G-endomorphism f of W =
⊕
Ren≤N (V
α1
(n)
⊕ V α2
(n)
). The
argument is basically the same as for [DLM1, Lemma 2.2], but we provide a few more details. For m ∈ Z
let P≤m denote the projection from W to
⊕
Ren≤mW(n); this is a G-module endomorphism of W because G
preserves the conformal weight spaces of W . Also let PW denote the projection from V onto W with respect to
the conformal weight and A-gradings, also a G-module homomorphism.
Now we claim that
E = span{PW vnP≤m | v ∈ V
0, n,m ∈ Z}
is a subalgebra of EndW . To verify this claim, first note that E contains 1W because this equals PW1−1P≤N .
Next, we need to show that
(PW vnP≤m)(PW v
′
n′P≤m′) ∈ E
for v, v′ ∈ V 0, m,n,m′, n′ ∈ Z. We may assume that v, v′ are homogeneous with respect to the conformal weight
gradation of V 0. In this case, for homogeneous w ∈ W ,
P≤mPW v
′
n′w =
{
v′n′w if Rewtw ≤ min(N + n
′ + 1− wt v′, m+ n′ + 1− wt v′)
0 otherwise
= v′n′P≤M(v′,n′,m)w
where M(v′, n′,m) = min(N + n′ + 1− wt v′, m+ n′ + 1− wt v′). Thus
(PW vnP≤m)(PW v
′
n′Pm′) = PW vnv
′
n′P≤min(m′,M(v′,n′,m)).
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Now by [LL, Proposition 4.5.7], we have, for any w ∈ V ,
vnv
′
n′w =
M∑
i=0
L∑
j=0
(
n− L
i
)(
L
j
)
(vn−L−i+jv
′)n′+L+i−jw (3.1)
where L and M are nonnegative integers chosen such that vkw = 0 for k ≥ L and v
′
kw = 0 for k > M +n
′. Now
if we choose L and M large enough so that these relations hold when w is any vector of a (finite) basis for W ,
then (3.1) holds for any w ∈W . Thus we get
(PW vnP≤m)(PW v
′
n′P≤m′) =
M∑
i=0
L∑
j=0
(
n− L
i
)(
L
j
)
PW (vn−L−i+jv
′)n′+L+i−jP≤min(m′,M(v′,n′,m)) ∈ E,
completing the proof that E is an algebra in EndW .
Now we observe that as an E-module, W = (W ∩ V α1) ⊕ (W ∩ V α2), and by applying [LL, Proposition
4.5.6] and the fact that each V α is an irreducible V 0-module, we see that these two summands of W are
irreducible E-modules. Since W is a completely reducible E-module, a density theorem argument shows that
E = End(W ∩ V α1) ⊕ End(W ∩ V α2). Since G preserves the A-grading of V as well as W , G acts on this
subalgebra of EndW by conjugation, so E decomposes as a direct sum of irreducible G-modules.
For any irreducible character χ of G, the sum of all G-submodules in E isomorphic to Mχ is
Eχ = span{PW vnP≤m | v ∈ V
0 ∩ V χ,m,n ∈ Z};
this is because gvng
−1 = (g · v)n and because PW and P≤m are G-module homomorphisms. In particular, if f
is an A-grading-preserving G-endomorphism of W , f is a linear combination
f =
∑
i
PW v
(i)
ni P≤mi
where v(i) ∈ V G are homogeneous and mi, ni ∈ Z. So if Ren ≤ N , we have
f |W(n) =
∑
i
′
v(i)ni |W(n) ,
where the sum is restricted to i such that mi ≥ Ren and wt v
(i) +Ren− ni − 1 ≤ N . Note that if f |W(n) 6= 0,
this restricted sum cannot be empty. Finally, we simply note that any G-endomorphism f of W automatically
preserves the A-grading because such an endomorphism commutes with Â ⊆ G.
3.2 The functor
We continue to work in the setting of Assumption 3.1. Here, we discuss a functor Φ introduced in [Ki] from
RepG to the (semisimple) abelian category CV of V
G-modules generated by the Vχ, χ ∈ Ĝ, appearing in the
decomposition of V as a G × V G-module. In [Ki, Theorem 2.11], it was shown that when G is finite and CV
is contained in a rigid, semisimple, braided tensor category of V G-modules, Φ is a braided tensor equivalence.
However, rigidity is generally rather difficult to establish for a category of vertex operator algebra modules. On
the other hand, if G is finite abelian, V is a vertex operator algebra, and the Vχ are contained in a braided tensor
category of V G-modules, the rigidity of the modules Vχ was proven in [Miy1], [CM] (and see [CKLR, Appendix
A] for the compact abelian case). We will settle the question of when Φ is a braided tensor equivalence in the
next section, where we show that for general compact G and an abelian intertwining algebra V , Φ is a braided
tensor equivalence from RepA,F,ΩG to CV exactly when CV is contained in some vertex (and thus also braided)
tensor category of V G-modules.
We now recall the functor Φ : Rep G → CV constructed in [Ki]: Given a finite-dimensional continuous
G-module M , M ⊗ V is a V G-module (not in CV unless G is finite) with vertex operator 1M ⊗ Y , as well
as a G-module with the tensor product G-module structure. Then the G-fixed points of M ⊗ V is another
V G-module. Note that since as a G× V G-module
M ⊗ V =
⊕
χ∈Ĝ
(M ⊗Mχ)⊗ Vχ,
(M ⊗ V )G contains (finitely many) copies of Vχ only if M
∗
χ is contained in M . Thus (M ⊗ V )
G is an object of
CV . Thus we can define the functor Φ by:
• For any module M in Rep G, Φ(M) = (M ⊗ V )G.
• For any morphism f :M1 →M2 of finite-dimensional G-modules, Φ(f) = (f ⊗ 1V )|(M1⊗V )G .
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Note that the image of Φ(f) indeed lies in the G-fixed points of M2⊗V , and that Φ(f) is also a homomorphism
of V G-modules.
Proposition 3.5. For each irreducible character χ ∈ Ĝ, there is a V G-module isomorphism ϕχ : Vχ → Φ(M
∗
χ)
given by
ϕχ(vχ) =
∑
i
m′χ,i ⊗ (mχ,i ⊗ vχ)
for vχ ∈ Vχ, where {mχ,i} is a basis for Mχ and {m
′
χ,i} is the corresponding dual basis of M
∗
χ. Moreover, Φ is
an equivalence of abelian categories between Rep G and CV .
Proof. It is evident that the indicated linear map ϕχ is an injective V
G-module homomorphism from Vχ to
(M∗χ⊗V )
G. It is also surjective becauseM∗χ⊗Mψ contains a (necessarily one-dimensional) non-zero G-invariant
subspace if and only if ψ = χ.
For the equivalence of abelian categories, we have just shown that every irreducible object Vχ of CV is
isomorphic to some Φ(M) where M = M∗χ is irreducible. Also, since the Vχ are irreducible and distinct,
Φ induces isomorphisms on spaces of morphisms between irreducible modules. Now it follows that Φ is an
equivalence because both RepG and CV are semisimple.
To address the question of whether Φ gives an equivalence of tensor categories, we will need the natural
transformation J of [Ki] to relate tensor products in CV to tensor products in RepA,F,Ω G. In fact, even if the
Vχ are not necessarily contained in a braided tensor category of V
G-modules, we can express J as a linear map
between spaces of intertwining operators. Given modules W1, W2, and W3 for a vertex operator algebra, we use
VW3W1W2 to denote the vector space of intertwining operators of type
(
W3
W1W2
)
.
For finite-dimensional continuous G-modules M1, M2, and M3, we define
JM3M1,M2 : HomG(M1 ⊗M2,M3)→ V
Φ(M3)
Φ(M1)Φ(M2)
(3.2)
as follows: Given a G-module homomorphism f :M1 ⊗M2 →M3, we have an intertwining operator Yf of type(
M3⊗V
M1⊗V M2⊗V
)
given by
Yf (m1 ⊗ v1, x)(m2 ⊗ v2) = f(m1 ⊗m2)⊗ Y (v1, x)v2
for m1 ∈ M1, m2 ∈ M2, and v1, v2 ∈ V . Since f and the components of Y are G-module homomorphisms, the
restriction of Yf to G-fixed points of (M1 ⊗ V )⊗ (M2 ⊗ V ) maps into G-fixed points of (M3 ⊗ V )((x)). Hence
JM3M1,M2(f) = Yf |Φ(M1)⊗Φ(M2)
is a V G-intertwining operator of type
(
Φ(M3)
Φ(M1)Φ(M2)
)
.
We do not need tensor category structure on CV or any larger category of V
G-modules to prove that JM3M1,M2
is injective:
Proposition 3.6. For any G-modules M1, M2, and M3 in Rep G, the linear map J
M3
M1,M2
is injective.
Proof. Because Rep G is semisimple, we may assume that M1 = M
∗
χ, M2 = M
∗
ψ, and M3 = M
∗
ρ for irreducible
characters χ, ψ, ρ ∈ Ĝ. We shall show that if the intertwining operator Y = JM3M1,M2(f) ◦ (ϕχ ⊗ ϕψ) of type(Φ(M∗ρ )
Vχ Vψ
)
equals zero, then f = 0 as well. Thus suppose for all vχ ∈ Vχ and vψ ∈ Vψ we have
0 = Y(vχ, x)vψ =
∑
i,j
Yf
(
m′χ,i ⊗ (mχ,i ⊗ vχ), x
) (
m′ψ,j ⊗ (mψ,j ⊗ vψ)
)
=
∑
i,j
f(m′χ,i ⊗m
′
ψ,j)⊗ Y (mχ,i ⊗ vχ, x)(mψ,j ⊗ vψ)
=
∑
i,j,k
〈f(m′χ,i ⊗m
′
ψ,j),mρ,k〉m
′
ρ,k ⊗ Y (mχ,i ⊗ vχ, x)(mψ,j ⊗ vψ)
=
∑
k
(
m′ρ,k ⊗
∑
j
Y
(∑
i
〈f(m′χ,i ⊗m
′
ψ,j),mρ,k〉(mχ,i ⊗ vχ), x)
)
(mψ,j ⊗ vψ)
)
.
Since the basis vectors m′ρ,k are linearly independent, we have∑
j
Y
(∑
i
〈f(m′χ,i ⊗m
′
ψ,j),mρ,k〉(mχ,i ⊗ vχ), x)
)
(mψ,j ⊗ vψ) = 0
for all k. Now we may take vψ to be non-zero so that the vectors {mψ,j ⊗ vψ} are linearly independent. Then
because V is simple, [DM, Lemma 3.1] (or more precisely, its generalization Lemma 3.4 here) implies that∑
i
〈f(m′χ,i ⊗m
′
ψ,j),mρ,k〉(mχ,i ⊗ vχ) = 0
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for all j, k. Assuming also that vχ is non-zero so that the vectors {mχ,i ⊗ vχ} are linearly independent, this
means that
〈f(m′χ,i ⊗m
′
ψ,j),mρ,k〉 = 0
for all i, j, k, that is, f = 0.
4 The main theorems
Continuing to work under Assumption 3.1, our goal in this section is to show that if the linear maps JM3M1,M2 :
HomG(M1 ⊗M2,M3) → V
Φ(M3
Φ(M1)Φ(M2)
are surjective as well as injective, then the category CV of V
G-modules
has vertex tensor category structure. Conversely, if we know that CV is contained in any vertex tensor category
of V G-modules (which could be larger than CV ), then Φ induces a braided tensor equivalence (and in particular
the maps JM3M1,M2 are surjective). In this second case, the tensor products of modules in CV are thus independent
of the larger category C (recall Remark 2.3), and since RepA,F,Ω G is rigid (and indeed ribbon), CV will be a
ribbon braided tensor subcategory of V G-modules.
4.1 Equal fusion rules implies vertex tensor category structure
In this subsection, we assume that the linear maps JM3M1M2 are isomorphisms, and in particular, surjective. This
allows us to identify the P (z)-tensor products in the category CV of V
G-modules. Moreover, this effectively
means that all V G-intertwining operators in CV are derived from the vertex operator on V , which has the
associativity properties needed to establish the P (z1, z2)-associativity isomorphisms in CV .
Theorem 4.1. If the linear map JM3M1,M2 : HomG(M1 ⊗M2,M3) → V
Φ(M3)
Φ(M1)Φ(M2)
of (3.2) is surjective for all
finite-dimensional continuous G-modules M1, M2, M3, then the category CV of V
G-modules has vertex tensor
category structure as described in Section 2.1
Proof. We first need to show the existence of P (z)-tensor products in CV for z ∈ C
×; then the existence of parallel
transport, unit, and braiding isomorphisms follow immediately from the universal property of the P (z)-tensor
product (see [HLZ8, Section 12.2]). Then we need to establish existence of P (z1, z2)-associativity isomorphisms
in CV for |z1| > |z2| > |z1 − z2| > 0. Finally, the only extra condition we need to verify for the coherence
properties of [HLZ8, Theorem 12.15] is suitable convergence of products of three intertwining operators in CV
(see [HLZ8, Assumption 12.2]).
For z ∈ C×, the P (z)-tensor product of modules W1, W2 in CV can be constructed essentially as in [HLZ3,
Proposition 4.33]. Specifically, since Φ is an equivalence of categories, we may take W1 = Φ(M1) and W2 =
Φ(M2) for M1, M2 modules in RepG. Then we can take
Φ(M1)⊠P (z) Φ(M2) =
⊕
χ∈Ĝ
HomG(M1 ⊗M2,Mχ)
∗ ⊗Φ(Mχ)
with tensor product P (z)-intertwining map
⊠P (z) =
∑
χ∈Ĝ
∑
i
f ′i ⊗
(
J
Mχ
M1,M2
(fi)
)
(·, elog z)·,
where for each χ ∈ Ĝ, {fi} represents any basis of HomG(M1 ⊗M2,Mχ), and {f
′
i} is the dual basis. Note that
although Ĝ may be infinite, HomG(M1 ⊗M2,Mχ) is non-zero for only finitely many χ, so Φ(M1)⊠P (z) Φ(M2)
is an object of CV .
Now to show that Φ(M1) ⊠P (z) Φ(M2) satisfies the universal property of a P (z)-tensor product, consider
any P (z)-intertwining map I of type
(
W3
Φ(M1) Φ(M2)
)
where W3 is a module in CV . Since CV is semisimple and
equivalent as a category to RepG, we may takeW3 = Φ(Mψ) for some ψ ∈ Ĝ. Then because J
Mψ
M1,M2
is surjective
by assumption, YI = J
Mψ
M1,M2
(f) for some G-module homomorphism f :M1⊗M2 →Mψ. So one needs to verify
that
J
Mψ
M1,M2
(f) = η ◦
(∑
χ,i
f ′i ⊗ J
Mχ
M1,M2
(fi)
)
(4.1)
for some unique V G-module homomorphism η : Φ(M1) ⊠P (z) Φ(M2) → Φ(Mψ). In fact, the construction
of Φ(M1) ⊠P (z) Φ(M2) shows that η amounts to a linear functional on HomG(M1 ⊗ M2,Mψ)
∗, that is, a
homomorphism in HomG(M1 ⊗M2,Mψ). Naturally enough, one then uniquely takes η = f for (4.1) to hold.
This establishes the existence of P (z)-tensor products in CV .
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Now to establish the existence of P (z1, z2)-associativity isomorphisms, it is sufficient to prove the following
convergence and associativity of intertwining operators in CV (see for instance [HLZ6, Theorem 9.29, Corollary
9.30]):
• Given modules W1, W2, W3, W4, and X1 in CV and intertwining operators Y1, Y2 of types
(
W4
W1X1
)
and(
X1
W2W3
)
, respectively, the series
〈w′4,Y1(w1, z1)Y2(w2, z2)w3〉 =
∑
h∈C
〈w′4,Y1(w1, z1)πh(Y2(w2, z2)w3)〉
converges absolutely (to a multivalued analytic function) when |z1| > |z2| > 0 for any w1 ∈ W1, w2 ∈ W2,
w3 ∈ W3, and w
′
4 ∈ W
′
4. Moreover, there is a module X2 in CV and intertwining operators Y
1, Y2 of types(
W4
X2W3
)
and
(
X2
W1W2
)
, respectively, such that
〈w′4,Y
1(Y2(w1, z0)w2, z2)w3〉 =
∑
h∈C
〈w′4,Y
1(πh(Y
2(w1, z0)w2), z2)w3〉
converges absolutely when |z2| > |z0| > 0 for any w1 ∈ W1, w2 ∈ W2, w3 ∈ W3, and w
′
4 ∈ W
′
4, and such
that
〈w′4,Y1(w1, z1)Y2(w2, z2)w3〉 = 〈w
′
4,Y
1(Y2(w1, z1 − z2)w2, z2)w3〉
(as multivalued functions) in the region |z1| > |z2| > |z1 − z2| > 0.
• Conversely, given modules W1, W2, W3, W4, X2 and intertwining operators Y
1, Y2, as above, there is a
module X1 in CV and intertwining operators Y1, Y2 as above such that
〈w′4,Y
1(Y2(w1, z0)w2, z2)w3〉 = 〈w
′
4,Y1(w1, z0 + z2)Y2(w2, z2)w3〉
in the region |z0 + z2| > |z2| > |z0| > 0.
To establish this convergence and associativity of intertwining operators in CV , we note that because CV is
semisimple, all multivalued functions obtained from compositions of intertwining operators as above are sums
of ones obtained by taking Wi to be simple V
G-modules of the form Vχ for χ ∈ Ĝ. Moreover, because Φ is a
categorical equivalence, we may freely use either Vχ or Φ(M
∗
χ) together with the isomorphisms ϕχ : Vχ → Φ(M
∗
χ)
of the previous section. Thus we consider a product of intertwining operators
〈w′4,Y1(w1, z1)Y2(w2, z2)w3〉
where Y1 is of type
(
Φ(M4)
Vχ1 Φ(N1)
)
and Y2 is of type
(
Φ(N1)
Vχ2 Vχ3
)
, for χ1, χ2, χ3 ∈ Ĝ andM4, N1 irreducible G-modules.
Since by assumption the linear maps JM3M1,M2 are surjective, we can take
Y1 = J
M4
M∗χ1
,N1
(f1) ◦ (ϕχ1 ⊗ 1Φ(N1))
and
Y2 = J
N1
M∗χ2
,M∗χ3
(f2) ◦ (ϕχ2 ⊗ ϕχ3)
for f1 ∈ HomG(M
∗
χ1 ⊗N1,M4) and f2 ∈ HomG(M
∗
χ2 ⊗M
∗
χ3 , N1).
Then using {mχ1,i}, {mχ2,j}, and {mχ3,k} to denote bases of Mχ1 , Mχ2 , and Mχ3 , and using {m
′
χ1,i},
{m′χ2,j}, and {m
′
χ3,k
} to denote their respective dual bases, we have from the definitions
〈w′4,Y1(w1, z1)Y2(w2, z2)w3〉 =
∑
j,k
〈w′4,Y1(w1, z1)
(
f2(m
′
χ2,j ⊗m
′
χ3,k)⊗ Y (mχ2,j ⊗w2, z2)(mχ3,k ⊗w3)
)
〉
=
∑
i,j,k
〈
w′4, f1(m
′
χ1,i ⊗ f2(m
′
χ2,j ⊗m
′
χ3,k))⊗ Y (mχ1,i ⊗ w1, z1)Y (mχ2,j ⊗ w2, z2)(mχ3,k ⊗ w3)
〉
,
and this series converges absolutely when |z1| > |z2| > 0. If we write
g = f1 ◦ (1M∗χ1 ⊗ f2) ◦ A
−1
M∗χ1
,M∗χ2
,M∗χ3
,
and apply Proposition 2.19 and Remark 2.20 in the case that z1, z2 are positive real numbers such that z1 >
z2 > z1 − z2 > 0, we get
〈w′4,Y1(w1, e
log z1)Y2(w2, e
log z2)w3〉 = F (α1, α2, α3)·
·
∑
i,j,k
〈g((m′χ1,i ⊗m
′
χ2,j)⊗m
′
χ3,k)⊗ Y (Y (mχ1,i ⊗ w1, e
log(z1−z2))(mχ2,j ⊗w2), e
log z2)(mχ3,k ⊗ w3)〉
=
〈
w′4,Y
1
(∑
i,j
(m′χ1,i ⊗m
′
χ2,j)⊗ Y (mχ1,i ⊗ w1, e
log(z1−z2))(mχ2,j ⊗ w2), e
log z2
)
w3
〉
= 〈w′4,Y
1(Y2(w1, e
log(z1−z2))w2, e
log z2)w3〉,
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where V χi ⊆ V αi for i = 1, 2, 3,
Y1 = F (α1, α2, α3)J
M4
M∗χ1
⊗M∗χ2
,M∗χ3
(g) ◦ (1M∗χ1⊗M
∗
χ2
⊗ ϕχ3)
is an intertwining operator of type
(
Φ(M4)
Φ(M∗χ1
⊗M∗χ2
)Vχ3
)
and
Y2 = J
M∗χ1
⊗M∗χ2
M∗χ1
,M∗χ2
(1M∗χ1⊗M
∗
χ2
) ◦ (ϕχ1 ⊗ ϕχ2)
is an intertwining operator of type
(Φ(M∗χ1⊗M∗χ2 )
Vχ1 Vχ2
)
. This shows that there are single-valued branches of the
multivalued functions
〈w′4,Y1(w1, z1)Y2(w2, z2)w3〉
and
〈w′4,Y
1(Y2(w1, z1 − z2)w2, z2)w3〉
that agree on any simply-connected set containing the intersection of the region |z1| > |z2| > |z1 − z2| > 0 with
R+ × R+. Consequently, the two multivalued functions restrict to equal multivalued functions on the domain
|z1| > |z2| > |z1 − z2| > 0.
The same kind of argument shows that it is possible to write any iterate
〈w′4,Y
1(Y2(w1, z0)w2, z2)w3〉
of intertwining operators in CV as a product of intertwining operators. This establishes the existence of asso-
ciativity isomorphisms in CV .
Finally, establishing the coherence conditions for the vertex tensor category structure on CV requires the
additional convergence condition found in [HLZ8, Assumption 12.2]:
• Given modulesW1,W2,W3,W4,W5, X1, X2 in CV and intertwining operators Y1, Y2, Y3 of types
(
W5
W1 X1
)
,(
X1
W2 X2
)
,
(
X2
W3W4
)
, respectively, the double series
〈w′5,Y1(w1, z1)Y2(w2, z2)Y3(w3, z3)w4〉 =
∑
h1,h2∈C
〈w′5,Y1(w1, z1)πh1 (Y2(w2, z2)πh2 (Y3(w3, z3)w4))〉
converges absolutely when |z1| > |z2| > |z3| > |z4| > 0 for any w1 ∈W1, w2 ∈W2, w3 ∈W3, w4 ∈W4, and
w′5 ∈ W
′
5. Moreover, the convergent double series can be extended to a multivalued analytic function with
only possible poles at zi = 0,∞ (i = 1, 2, 3) and zi = zj (i 6= j). Near each singular point, the multivalued
function can be expanded as a series having the same form as the expansion of a solution to a regular
singular point differential equation at a singularity.
To verify this condition, we may again take Wi = Vχi for i = 1, 2, 3, 4, W5 = Φ(M5), Xj = Φ(Nj) for j = 1, 2,
Y1 = J
M5
M∗χ1
,N1
(f1) ◦ (ϕχ1 ⊗ 1Φ(N1))
for f1 ∈ HomG(M
∗
χ1 ⊗N1,M5),
Y2 = J
N1
M∗χ2
,N2
(f2) ◦ (ϕχ2 ⊗ 1Φ(N2))
for f2 ∈ HomG(M
∗
χ2 ⊗N2, N1), and
Y3 = J
N2
M∗χ3
,M∗χ4
(f3) ◦ (ϕχ3 ⊗ ϕχ4)
for f3 ∈ HomG(M
∗
χ3 ⊗M
∗
χ4 , N2). Then we have
〈w′5,Y1(w1, z1)Y2(w2, z2)Y3(w3, z3)w4〉
=
∑
i,j,k,l
〈w′5, f1(m
′
χ1,i ⊗ f2(m
′
χ2,j ⊗ f3(m
′
χ3,k ⊗m
′
χ4,l)))⊗
⊗ Y (mχ1,i ⊗w1, z1)Y (mχ2,j ⊗w2, z2)Y (mχ3,k ⊗ w3, z3)(mχ4,l ⊗ w4)〉,
using the usual notation for bases of G-modules and their duals. The desired convergence and expansion
condition then follows directly from Proposition 2.23.
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4.2 Vertex tensor category structure implies a braided equivalence
In general it seems to be difficult to show that the linear maps JM3M1,M2 are surjective (and thus calculate the
fusion rules among the Vχ) without using associativity of intertwining operators. However, in many cases, vertex
tensor category structure on a suitable category of V G-modules is known independently. Thus in this subsection
we will work under the following assumption:
Assumption 4.2. There is a vertex tensor category C (as in [HLZ1]-[HLZ8]) of grading-restricted generalized
V G-modules that contains all Vχ for χ ∈ Ĝ.
For any z ∈ C×, any morphism f : M1 ⊗M2 → M3 in RepA,F,Ω G induces a P (z)-intertwining map If of
type
(
Φ(M3)
Φ(M1) Φ(M2)
)
by
If = J
M3
M1,M2
(f)
(
·, elog z
)
· .
Then the universal property of P (z)-tensor products implies there is a unique V G-module homomorphism
JP (z);M1,M2 : Φ(M1)⊠P (z) Φ(M2)→ Φ(M1 ⊗M2)
such that
JP (z);M1,M2(w1 ⊠P (z) w2) = I1M1⊗M2 (w1 ⊗w2)
for w1 ∈ Φ(M1) and w2 ∈ Φ(M2). We will set ⊠ = ⊠P (1) and JM1,M2 = JP (1);M1,M2 . An easy consequence of
Proposition 4.7 is the following:
Proposition 4.3. For all modules M1, M2 in RepA,F,ΩG and all z ∈ C
×, JP (z);M1,M2 is surjective.
Proof. From the definitions,
Φ(f) ◦ JP (z);M1,M2 = If
for any G-module homomorphism f :M1⊗M2 →M3. Thus Φ(f) ◦JP (z);M1,M2 = 0 exactly when If = 0, which
occurs exactly when f = 0 by Proposition 3.6.
Now suppose F : Φ(M1⊗M2)→W is any morphism in C such that F ◦JP (z);M1,M2 = 0. Since Φ(M1⊗M2)
is semisimple, the image of F is a semisimple V G-module in CV and thus isomorphic to some Φ(M3) because Φ
is an equivalence of categories. Thus
F = i ◦ ϕ ◦ Φ(f)
where i is the inclusion of the image of F into W , ϕ is an isomorphism from Φ(M3) to the image of W , and f :
M1⊗M2 →M3 is some G-module homomorphism. Since i◦ϕ is injective, it follows that Φ(f)◦JP (z);M1,M2 = 0,
and hence f = 0 and F = 0, showing that JP (z);M1,M2 is surjective.
We claim that the morphisms JP (z);M1,M2 determine a natural transformation JP (z) from ⊠P (z) ◦ (Φ×Φ) to
Φ ◦ ⊗, that is, for all morphisms f1 :M1 → M˜1 and f2 :M2 → M˜2 in RepA,F,Ω G, the diagram
Φ(M1)⊠P (z) Φ(M2)
Φ(f1)⊠P (z)Φ(f2)

JP (z);M1,M2 // Φ(M1 ⊗M2)
Φ(f1⊗f2)

Φ(M˜1)⊠P (z) Φ(M˜2)
J
P (z);M˜1,M˜2 // Φ(M˜1 ⊗ M˜2)
commutes. To verify this, take w1 =
∑
im
(1)
i ⊗ v
(1)
i ∈ Φ(M1) and w2 =
∑
jm
(2)
j ⊗ v
(2)
j ∈ Φ(M2). We have
JP (z);M˜1,M˜2 ◦ (Φ(f1)⊠P (z) Φ(f2))(w1 ⊠P (z) w2)
= JP (z);M˜1,M˜2
((∑
i
f1(m
(1)
i )⊗ v
(1)
i
)
⊠P (z)
(∑
j
f2(m
(2)
j )⊗ v
(2)
j
))
=
∑
i,j
(
f1(m
(1)
i )⊗ f2(m
(2)
j )
)
⊗ Y
(
v
(1)
i , e
log z
)
v
(2)
j
= (f1 ⊗ f2)⊗ 1V
(∑
i,j
(m
(1)
i ⊗m
(2)
j )⊗ Y
(
v
(1)
i , e
log z
)
v
(2)
j
)
= Φ(f1 ⊗ f2) ◦ JP (z);M1,M2
(
w1 ⊠P (z) w2
)
,
as desired.
We can actually show that Φ, the natural transformations JP (z), and the isomorphism ϕ1 : V
G → Φ(C)
determine an (a priori lax) vertex tensor functor if we give RepA,F,ΩG the following vertex tensor category
structure:
21
• All P (z)-tensor product functors are the usual tensor product in RepA,F,ΩG.
• For a continuous path γ in C× beginning at z1 and ending at z2, let p ∈ Z such that log z1 + 2πip is
the branch of logarithm at z1 determined by log z2 and the path γ. Then for M1 in Rep
α1 G and M2 in
Repα2 G, the parallel transport isomorphism
Tγ;M1,M2 :M1 ⊠P (z1) M2 = M1 ⊗M2 −→M1 ⊠P (z2) M2 =M1 ⊗M2
is scalar multiplication by (Ω(α1, α2)Ω(α2, α1))
−p.
• For all z ∈ C×, the P (z)-unit and P (z)-braiding isomorphisms are the unit and braiding isomorphisms in
RepA,F,Ω G.
• For z1, z2 ∈ C
× such that |z1| > |z2| > |z1 − z2| > 0, the P (z1, z2)-associativity isomorphism is given by
AP (z1,z2);M1,M2,M3 = Az1,z2(α1, α2, α3)ARepG;M1,M2,M3
(recall the notation of Proposition 2.19) when each Mi is in Rep
αi G for i = 1, 2, 3.
Remark 4.4. If we apply the recipe in [HLZ8] (see also Section 2.1) for obtaining a braided tensor category
from the vertex tensor category structure on RepA,F,Ω G, we get back the braided tensor category structure on
RepA,F,Ω G. (For the associativity isomorphisms, this uses Remark 2.20.)
Now we have:
Theorem 4.5. The triple (Φ, {JP (z)}z∈C× , ϕ1) is a lax vertex tensor functor from RepA,F,ΩG to C.
Proof. In the proof, we will useMi to represent an object of Rep
αi G for i = 1, 2, 3, and we will represent typical
vectors in Φ(M1), Φ(M2), and Φ(M3) by w1 =
∑
im
(1)
i ⊗ v
(1)
i , w2 =
∑
jm
(2)
j ⊗ v
(2)
j , and w3 =
∑
km
(3)
k ⊗ v
(3)
k ,
respectively.
First we show that JP (z) is compatible with parallel transport isomorphisms in the sense that the diagram
(2.2) commutes for all continuous paths γ in C× beginning at z1 and ending at z2. To verify this, suppose that
log z1 + 2πip is the branch of logarithm at z1 determined by log z2 and the path γ. Then
JP (z2);M1,M2 ◦ Tγ;Φ(M1),Φ(M2)(w1 ⊠P (z1) w2) = JP (z2);M1,M2
(
Y⊠P (z2)(w1, e
log z1+2πip)w2
)
= e(log z1+2πip−log z2)L(0)JP (z2);M1,M2
(
(e−(log z1+2πip−log z2)L(0)w1)⊠P (z2) (e
−(log z1+2πip−log z2)L(0)w2)
)
=
∑
i,j
(m
(1)
i ⊗m
(2)
j )⊗ Y
(
v
(1)
i , e
log z1+2πip
)
v
(2)
j
=
∑
i,j
(Ω(α1, α2)Ω(α2, α1))
−p (m
(1)
i ⊗m
(2)
j )⊗ Y
(
v
(1)
i , e
log z1
)
v
(2)
j
= Φ(Tγ;M1,M2) ◦ JP (z1);M1,M2(w1 ⊠P (z1) w2),
using Corollary 2.22 and the definition of Tγ;M1,M2 .
Next we need to show that JP (z) is compatible with ϕ1 and the unit isomorphisms in the sense that the
diagrams (2.3) commute for any M in RepA,F,ΩG. To prove this, take w =
∑
imi ⊗ vi ∈ Φ(M) and u ∈ V
G.
Then we have
Φ(lM ) ◦ JP (z);C,M ◦ (ϕ1 ⊠P (z) 1Φ(M))(u⊠P (z) w) = Φ(lM ) ◦ JP (z);C,M
(
(1⊗ (1⊗ u))⊠P (z)
∑
i
mi ⊗ vi
)
= Φ(lM )
(∑
i
(1⊗mi)⊗ Y (1⊗ u, e
log z)vi
)
=
∑
i
mi ⊗ Y (u, z)vi
= YΦ(M)(u, z)w = lP (z);Φ(m)(u⊠P (z) w),
where we can write elog z = z inside Y because Y (u, x) contains only integral powers of x when u ∈ V G ⊆ V 0.
We also have
Φ(rM ) ◦ JP (z);M,C ◦ (1Φ(M) ⊠P (z) ϕ1)(w ⊠P (z) u) = Φ(rM ) ◦ JP (z);M,C
((∑
i
mi ⊗ vi
)
⊠P (z) (1⊗ (1⊗ u))
)
= Φ(rM )
(∑
i
(mi ⊗ 1) ⊗ Y (vi, e
log z)(1⊗ u)
)
=
∑
i
mi ⊗ e
zL(−1)Y (u, elog z+πi)vi
= ezL(−1)YΦ(M)(u,−z)w = rP (z);Φ(M)(w ⊠P (z) u),
where we have used Proposition 2.21 in the case α2 = 0.
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Now we show that JP (z) is compatible with the P (z)-braiding isomorphisms in RepA,F,ΩG and C, that is,
the diagram (2.5) commutes. To prove this, we calculate
JP (−z);M2,M1 ◦ RP (z);Φ(M1),Φ(M2)(w1 ⊠P (z) w2) = JP (−z);M2,M1
(
ezL(−1)Y⊠P (−z)(w2, e
log z+πi)w1
)
= ezL(−1)e(log z+πi−log(−z))L(0)·
· JP (−z);M2,M1
(
(e−(log z+πi−log(−z))L(0)w2)⊠P (−z) (e
−(log z+πi−log(−z))L(0)w1)
)
=
∑
i,j
(m
(2)
j ⊗m
(1)
i )⊗ e
zL(−1)Y (v
(2)
j , e
log z+πi)v
(1)
i =
∑
i,j
Ω(α1, α2)
−1(m
(2)
j ⊗m
(1)
i )⊗ Y (v
(1)
i , e
log z)v
(2)
j
= Φ(RM1,M2)
(∑
i,j
(m
(1)
i ⊗m
(2)
j )⊗ Y (v
(1)
i , e
log z)v
(2)
j
)
= Φ(RM1,M2) ◦ JP (z);M1,M2(w1 ⊠P (z) w2),
where we have used skew-symmetry of Y , Proposition 2.21.
Finally, we have to show that JP (z) is compatible with the P (z1, z2)-associativity isomorphisms in RepA,F,ΩG
and C, that is, the diagram (2.4) commutes. Here, the calculation uses Proposition 2.19:
JP (z2);M1⊗M2,M3 ◦ (JP (z1−z2);M1,M2 ⊠P (z2) 1Φ(M3)) ◦ AP (z1,z2);Φ(M1),Φ(M2),Φ(M3)(w1 ⊠P (z1) (w2 ⊠P (z2) w3))
= JP (z2);M1⊗M2,M3 ◦ (JP (z1−z2);M1,M2 ⊠P (z2) 1Φ(M3))((w1 ⊠P (z1−z2) w2)⊠P (z2) w3)
= JP (z2);M1⊗M2,M3
((∑
i,j
(m
(1)
i ⊗m
(2)
j )⊗ Y (v
(1)
i , e
log(z1−z2))v
(2)
j
)
⊠P (z2) w3
)
=
∑
i,j,k
((m
(1)
i ⊗m
(2)
j )⊗m
(3)
k )⊗ Y
(
Y
(
v
(1)
i , e
log(z1−z2)
)
v
(2)
j , e
log z2
)
v
(3)
k
=
∑
i,j,k
Az1,z2(α1, α2, α3)
(
(m
(1)
i ⊗m
(2)
j )⊗m
(3)
k
)
⊗ Y (v
(1)
i , e
log z1)Y (v
(2)
j , e
log z2)v
(3)
k
= Φ(AP (z1,z2);M1,M2,M3)
∑
i,j,k
(
m
(1)
i ⊗ (m
(2)
j ⊗m
(3)
k )
)
⊗ Y (v
(1)
i , e
log z1)Y (v
(2)
j , e
log z2)v
(3)
k

= Φ(AP (z1,z2);M1,M2,M3) ◦ JP (z1);M1,M2⊗M3
w1 ⊠P (z1)∑
j,k
(m
(2)
j ⊗m
(3)
k )⊗ Y (v
(2)
j , e
log z2)v
(3)
k

= Φ(AP (z1,z2);M1,M2,M3) ◦ JP (z1);M1,M2⊗M3 ◦ (1Φ(M1) ⊠P (z1) JP (z2);M2,M3)(w1 ⊠P (z1) (w2 ⊠P (z2) w3)),
as desired. This completes the proof that (Φ, {JP (z)}z∈C× , ϕ1) is a (possibly lax) vertex tensor functor in the
sense of [CKM].
Now the previous theorem, Theorem 2.6, and Remark 4.4 immediately yield:
Corollary 4.6. The triple (Φ, J, ϕ1) is a lax braided tensor functor from RepA,F,ΩG to C.
Now we can complete the proof that Φ gives a braided tensor equivalence by showing that JM1,M2 is injective
for any G-modules M1, M2 in RepA,F,ΩG. The proof is categorical and heavily uses compatibility of J with
associativity and unit isomorphisms:
Theorem 4.7. For any G-modules M1, M2 in RepA,F,ΩG, the homomorphism JM1,M2 : Φ(M1) ⊠ Φ(M2) →
Φ(M1 ⊗M2) is injective.
Proof. Let K be the kernel of JM1,M2 and let k : K → Φ(M1)⊠ Φ(M2) be the canonical embedding. Consider
the V G-module homomorphism F defined by the composition
Φ(M1 ⊗M
∗
1 )⊠K
1Φ(M1⊗M
∗
1 )
⊠k
−−−−−−−−−−→ Φ(M1 ⊗M
∗
1 )⊠ (Φ(M1)⊠ Φ(M2))
AΦ(M1⊗M
∗
1 ),Φ(M1),Φ(M2)−−−−−−−−−−−−−−−−−→ (Φ(M1 ⊗M
∗
1 )⊠ Φ(M1))⊠ Φ(M2)
JM1⊗M
∗
1 ,M1
⊠1Φ(M2)
−−−−−−−−−−−−−−→ Φ((M1 ⊗M
∗
1 )⊗M1)⊗ Φ(M2)
Φ(A−1
M1,M
∗
1
,M1
)⊠1Φ(M2)
−−−−−−−−−−−−−−−−→ Φ(M1 ⊗ (M
∗
1 ⊗M1))⊠ Φ(M2)
Φ(1M1⊗eM1 )⊠1Φ(M2)−−−−−−−−−−−−−−−→ Φ(M1 ⊗ C)⊠ Φ(M2)
Φ(rM1 )⊠1Φ(M2)−−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
The theorem will follow from the following two claims:
Claim 1: F ◦ (Φ(iM1)⊠ 1K) ◦ (ϕ1 ⊠ 1K) ◦ l
−1
K = k.
23
Claim 2: F ◦ (JM1,M2 ⊠ 1K) = 0.
For, since we have already proved JM1,M2 is surjective, and since the functor ·⊠K is right exact, JM1,M2 ⊠ 1K
is surjective and Claim 2 implies F = 0. Then Claim 1 will imply k = 0, and hence K = 0.
Now to verify Claim 1, by the naturality of the left unit isomorphisms in C, the indicated composition is
K
k
−→ Φ(M1)⊠ Φ(M2)
l−1
Φ(M1)⊠Φ(M2)−−−−−−−−−→ V G ⊠ (Φ(M1)⊠ Φ(M2))
ϕ1⊠1Φ(M1)⊠Φ(M2)−−−−−−−−−−−−→ Φ(C)⊠ (Φ(M1)⊠ Φ(M2))
Φ(iM1 )⊠1Φ(M1)⊠Φ(M2)−−−−−−−−−−−−−−−−→ Φ(M1 ⊠M
∗
1 )⊠ (Φ(M1)⊠ Φ(M2))
AΦ(M1⊗M
∗
1
),Φ(M1),Φ(M2)
−−−−−−−−−−−−−−−−−→ (Φ(M1 ⊗M
∗
1 )⊠ Φ(M1))⊠ Φ(M2)
JM1⊗M
∗
1 ,M1
⊠1Φ(M2)
−−−−−−−−−−−−−−→ Φ((M1 ⊗M
∗
1 )⊗M1)⊠ Φ(M2)
Φ(A−1
M1,M
∗
1 ,M1
)⊠1Φ(M2)
−−−−−−−−−−−−−−−−→ Φ(M1 ⊗ (M
∗
1 ⊗M1))⊠ Φ(M2)
Φ(1M1⊗eM1 )⊠1Φ(M2)−−−−−−−−−−−−−−−→ Φ(M1 ⊗ C)⊠ Φ(M2)
Φ(rM1 )⊠1Φ(M2)−−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
Next we can use the naturality of the associativity isomorphisms and the triangle in C (see for instance [Ka,
Lemma XI.2.2]) to rewrite this composition as
K
k
−→ Φ(M1)⊠ Φ(M2)
l−1
Φ(M1)
⊠1Φ(M2)
−−−−−−−−−−→ (V G ⊠ Φ(M1))⊠ Φ(M2)
(ϕ1⊠1Φ(M1)
)⊠1Φ(M2)−−−−−−−−−−−−−−→ (Φ(C)⊠ Φ(M1))⊠ Φ(M2)
(Φ(iM1 )⊠1Φ(M1)
)⊠1Φ(M2)−−−−−−−−−−−−−−−−−→ (Φ(M1 ⊗M
∗
1 )⊠ Φ(M1))⊠ Φ(M2)
JM1⊗M
∗
1
,M1
⊠1Φ(M2)
−−−−−−−−−−−−−−→ Φ((M1 ⊗M
∗
1 )⊗M1)⊗Φ(M2)
Φ(A−1
M1 ,M
∗
1
,M1
)⊠1Φ(M2)
−−−−−−−−−−−−−−−−→ Φ(M1 ⊗ (M
∗
1 ⊗M1))⊠ Φ(M2)
Φ(1M1⊗eM1 )⊠1Φ(M2)−−−−−−−−−−−−−−−→ Φ(M1 ⊗ C)⊠ Φ(M2)
Φ(rM1 )⊠1Φ(M2)−−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
Now the naturality of J implies that
JM1⊗M∗1 ,M1 ◦ (Φ(iM1)⊠ 1Φ(M1)) = Φ(iM1 ⊗ 1M1) ◦ JC,M1 .
Moreover, the compatibility of ϕ1 and J with left unit isomorphisms shows that we get the composition
K
k
−→ Φ(M1)⊠ Φ(M2)
Φ(l−1
M1
)⊠1Φ(M2)
−−−−−−−−−−→ Φ(C ⊠M1)⊠ Φ(M2)
Φ(iM1⊠1M1 )⊠1Φ(M2)−−−−−−−−−−−−−−→ Φ((M1 ⊗M
∗
1 )⊗M1)⊠ Φ(M2)
Φ(A−1
M1,M
∗
1
,M1
)⊠1Φ(M2)
−−−−−−−−−−−−−−−−→ Φ(M1 ⊗ (M
∗
1 ⊗M1))⊠ Φ(M2)
Φ(1M1⊗eM1 )⊠1Φ(M2)−−−−−−−−−−−−−−−→ Φ(M1 ⊗ C)⊠ Φ(M2)
Φ(rM1 )⊠1Φ(M2)−−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
Now the rigidity of M1 in RepA,F,Ω G implies that the entire composition collapses to k, completing the proof
of Claim 1.
Now for Claim 2, we are considering the composition
(Φ(M1)⊠ Φ(M
∗
1 ))⊠K
JM1,M
∗
1
⊠k
−−−−−−−→ Φ(M1 ⊠M
∗
1 )⊠ (Φ(M1)⊠ Φ(M2))
AΦ(M1⊗M
∗
1
),Φ(M1),Φ(M2)
−−−−−−−−−−−−−−−−−→ (Φ(M1 ⊗M
∗
1 )⊠ Φ(M1))⊠ Φ(M2)
JM1⊗M
∗
1
,M1
⊠1Φ(M2)
−−−−−−−−−−−−−−→ Φ((M1 ⊗M
∗
1 )⊗M1)⊠ Φ(M2)
Φ(A−1
M1 ,M
∗
1 ,M1
)⊠1Φ(M2)
−−−−−−−−−−−−−−−−→ Φ(M1 ⊗ (M
∗
1 ⊗M1))⊠ Φ(M2)
Φ(1M1⊗eM1 )⊠1Φ(M2)−−−−−−−−−−−−−−−→ Φ(M1 ⊗ C)⊠ Φ(M2)
Φ(rM1 )⊠1Φ(M2)−−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
The idea is to use compatibility of J with the associativity and unit isomorphisms to move the JM1,M∗1 at the
beginning on the left over to the right. The naturality of the associativity isomorphism in C implies that our
composition is
(Φ(M1)⊠ Φ(M
∗
1 ))⊠K
1Φ(M1)⊠Φ(M
∗
1 )
⊠k
−−−−−−−−−−−−→ (Φ(M1)⊠ Φ(M
∗
1 ))⊠ (Φ(M1)⊠ Φ(M2))
AΦ(M1)⊠Φ(M
∗
1
),Φ(M1),Φ(M2)
−−−−−−−−−−−−−−−−−−−→ ((Φ(M1)⊠ Φ(M
∗
1 ))⊠ Φ(M1))⊠ Φ(M2)
(JM1,M
∗
1
⊠1Φ(M1)
)⊠1Φ(M2)
−−−−−−−−−−−−−−−−−−→ (Φ(M1 ⊗M
∗
1 )⊠ Φ(M1))⊠ Φ(M2)
JM1⊗M
∗
1 ,M1
⊠1Φ(M2)
−−−−−−−−−−−−−−→ Φ((M1 ⊗M
∗
1 )⊠M1)⊠ Φ(M2)
Φ(A−1
M1,M
∗
1
,M1
)⊠1Φ(M2)
−−−−−−−−−−−−−−−−→ Φ(M1 ⊗ (M
∗
1 ⊗M1))⊠ Φ(M2)
Φ(1M1⊗eM1 )⊠1Φ(M2)−−−−−−−−−−−−−−−→ Φ(M1 ⊗ C)⊠ Φ(M2)
Φ(rM1 )⊠1Φ(M2)−−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
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Now by the compatibility of J with the associativity isomorphisms, we can rewrite the third, fourth, and fifth
arrows above:
(Φ(M1)⊠ Φ(M
∗
1 ))⊠K
1Φ(M1)⊠Φ(M
∗
1
)⊠k
−−−−−−−−−−−−→ (Φ(M1)⊠ Φ(M
∗
1 ))⊠ (Φ(M1)⊠ Φ(M2))
AΦ(M1)⊠Φ(M
∗
1 ),Φ(M1),Φ(M2)−−−−−−−−−−−−−−−−−−−→ ((Φ(M1)⊠ Φ(M
∗
1 ))⊠ Φ(M1))⊠ Φ(M2)
A−1
Φ(M1),Φ(M
∗
1
),Φ(M1)
⊠1Φ(M2)
−−−−−−−−−−−−−−−−−−−−→ (Φ(M1)⊠ (Φ(M
∗
1 )⊠ Φ(M1)))⊠ Φ(M2)
(1Φ(M1)
⊠JM∗1 ,M1
)⊠1Φ(M2)
−−−−−−−−−−−−−−−−−−→ (Φ(M1)⊠ Φ(M
∗
1 ⊗M1))⊠ Φ(M2)
JM1,M
∗
1⊠M1
⊠1Φ(M2)
−−−−−−−−−−−−−−→ Φ(M1 ⊗ (M
∗
1 ⊗M1))⊠ Φ(M2)
Φ(1M1⊗eM1 )⊠1Φ(M2)−−−−−−−−−−−−−−−→ Φ(M1 ⊗ C)⊠ Φ(M2)
Φ(rM1 )⊠1Φ(M2)−−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
Next, the naturality of J implies that
Φ(1M1 ⊠ eM1) ◦ JM1,M∗1⊗M1 = JM1,C ◦ (1Φ(M1) ⊠ Φ(eM1));
using this plus the compatibility of J and ϕ1 with the right unit isomorphisms, we get
(Φ(M1)⊠ Φ(M
∗
1 ))⊠K
1Φ(M1)⊠Φ(M
∗
1 )
⊠k
−−−−−−−−−−−−→ (Φ(M1)⊠ Φ(M
∗
1 ))⊠ (Φ(M1)⊠ Φ(M2))
AΦ(M1)⊠Φ(M
∗
1
),Φ(M1),Φ(M2)
−−−−−−−−−−−−−−−−−−−→ ((Φ(M1)⊠ Φ(M
∗
1 ))⊠ Φ(M1))⊠ Φ(M2)
A−1
Φ(M1),Φ(M
∗
1
),Φ(M1)
⊠1Φ(M2)
−−−−−−−−−−−−−−−−−−−−→ (Φ(M1)⊠ (Φ(M
∗
1 )⊠ Φ(M1)))⊠ Φ(M2)
(1Φ(M1)
⊠JM∗1 ,M1
)⊠1Φ(M2)
−−−−−−−−−−−−−−−−−−→ (Φ(M1)⊠ Φ(M
∗
1 ⊗M1))⊠ Φ(M2)
(1Φ(M1)
⊠Φ(eM1 ))⊠1Φ(M2)−−−−−−−−−−−−−−−−−−→ (Φ(M1)⊠ Φ(C))⊠ Φ(M2)
(1Φ(M1)
⊠ϕ−11 )⊠1Φ(M2)−−−−−−−−−−−−−−−→ (Φ(M1)⊠ V
G)⊠ Φ(M2)
rΦ(M1)
⊠1Φ(M2)−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
Now by the triangle axiom in C,
rΦ(M1) ⊠ 1Φ(M2) = (1Φ(M1) ⊠ lΦ(M2)) ◦ A
−1
Φ(M1),V G,Φ(M2)
;
then by naturality we can move this new associativity isomorphism back over three arrows in our composition
and rewrite the resulting composition of three associativity isomorphisms as a composition of two using the
pentagon identity:
(Φ(M1)⊠ Φ(M
∗
1 ))⊠K
1Φ(M1)⊠Φ(M
∗
1 )
⊠k
−−−−−−−−−−−−→ (Φ(M1)⊠ Φ(M
∗
1 ))⊠ (Φ(M1)⊠ Φ(M2))
A−1
Φ(M1),Φ(M
∗
1
),Φ(M1)⊠Φ(M2)
−−−−−−−−−−−−−−−−−−−→ Φ(M1)⊠ (Φ(M
∗
1 )⊠ (Φ(M1)⊠ Φ(M2)))
1Φ(M1)
⊠AΦ(M∗
1
),Φ(M1),Φ(M2)
−−−−−−−−−−−−−−−−−−−−→ Φ(M1)⊠ ((Φ(M
∗
1 )⊠ Φ(M1))⊠ Φ(M2))
1Φ(M1)
⊠(JM∗1 ,M1
⊠1Φ(M2)
)
−−−−−−−−−−−−−−−−−−→ Φ(M1)⊠ (Φ(M
∗
1 ⊗M1)⊠ Φ(M2))
1Φ(M1)
⊠(Φ(eM1 )⊠1Φ(M2)
)
−−−−−−−−−−−−−−−−−−→ Φ(M1)⊠ (Φ(C)⊠ Φ(M2))
1Φ(M1)
⊠(ϕ−11 ⊠1Φ(M2)
)
−−−−−−−−−−−−−−−→ Φ(M1)⊠ (V
G
⊠ Φ(M2))
1Φ(M1)
⊠lΦ(M2)−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
We again use the compatibility of J and ϕ1 with now the left unit isomorphisms and the naturality of J to
rewrite the last three arrows above:
(Φ(M1)⊠ Φ(M
∗
1 ))⊠K
1Φ(M1)⊠Φ(M
∗
1
)⊠k
−−−−−−−−−−−−→ (Φ(M1)⊠ Φ(M
∗
1 ))⊠ (Φ(M1)⊠ Φ(M2))
A−1
Φ(M1),Φ(M
∗
1 ),Φ(M1)⊠Φ(M2)−−−−−−−−−−−−−−−−−−−→ Φ(M1)⊠ (Φ(M
∗
1 )⊠ (Φ(M1)⊠ Φ(M2)))
1Φ(M1)
⊠AΦ(M∗1 ),Φ(M1),Φ(M2)−−−−−−−−−−−−−−−−−−−−→ Φ(M1)⊠ ((Φ(M
∗
1 )⊠ Φ(M1))⊠ Φ(M2))
1Φ(M1)
⊠(JM∗
1
,M1
⊠1Φ(M2)
)
−−−−−−−−−−−−−−−−−−→ Φ(M1)⊠ (Φ(M
∗
1 ⊗M1)⊠ Φ(M2))
1Φ(M1)
⊠JM∗
1
⊗M1,M2
−−−−−−−−−−−−−−→ Φ(M1)⊠ Φ((M
∗
1 ⊗M1)⊗M2)
1Φ(M1)
⊠Φ(eM1⊠1M2 )
−−−−−−−−−−−−−−−→ Φ(M1)⊠ Φ(C⊠M2)
1Φ(M1)
⊠Φ(lM2 )
−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
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Finally, we apply the naturality of the associativity isomorphisms to the first two arrows above, and we apply
the compatibility of J with the associativity isomorphisms to the third, fourth, and fifth arrows, to get:
(Φ(M1)⊠ Φ(M
∗
1 ))⊠K
A−1
Φ(M1),Φ(M
∗
1 ),K−−−−−−−−−−−→ Φ(M1)⊠ (Φ(M
∗
1 )⊠K)
1Φ(M1)
⊠(1Φ(M∗
1
)⊠k)
−−−−−−−−−−−−−−→ Φ(M1)⊠ (Φ(M
∗
1 )⊠ (Φ(M1)⊠ Φ(M2)))
1Φ(M1)
⊠(1Φ(M∗1 )
⊠JM1,M2 )
−−−−−−−−−−−−−−−−−−→ Φ(M1)⊠ (Φ(M
∗
1 )⊠ Φ(M1 ⊗M2))
1Φ(M1)
⊠JM∗1 ,M1⊗M2−−−−−−−−−−−−−−→ Φ(M1)⊠ Φ(M
∗
1 ⊗ (M1 ⊗M2))
1Φ(M1)
⊠Φ(AM∗
1
,M1,M2
)
−−−−−−−−−−−−−−−−→ Φ(M1)⊠ Φ((M
∗
1 ⊗M1)⊗M2)
1Φ(M1)
⊠Φ(eM1⊠1M2 )
−−−−−−−−−−−−−−−→ Φ(M1)⊠ Φ(C⊠M2)
1Φ(M1)
⊠Φ(lM2 )
−−−−−−−−−−→ Φ(M1)⊠ Φ(M2).
But this composition is 0 because by definition JM1,M2 ◦ k = 0. This completes the proof of Claim 2 and hence
of the theorem.
Now as an immediate consequence of Proposition 4.3, Corollary 4.6 and Theorem 4.7, and Proposition 3.5
we get:
Corollary 4.8. The triple (Φ, J, ϕ1) is a braided tensor functor from RepA,F,Ω G to C. Moreover, (Φ, J, ϕ1)
induces a braided tensor equivalence between RepA,F,Ω G and CV .
Remark 4.9. The natural transformation J , shown to be an isomorphism in Proposition 3.6, Proposition 4.3,
and Theorem 4.7, is needed to show that CV is actually closed under tensor products and hence is a braided
tensor category. Note that since the proof was independent of C, tensor products in CV do not depend on the
category of V G-modules under consideration.
Remark 4.10. The fact that J is an natural isomorphism, together with the compatibility of each JP (z) with
parallel transport isomorphisms shown in the proof of Theorem 4.5, shows that JP (z) is a natural isomorphism
for each z ∈ C×. Specifically, each JP (z);M1,M2 is an isomorphism because
JP (z);M1,M2 = Φ(Tz→1;M1,M2)
−1 ◦ JM1,M2 ◦ Tz→1;Φ(M1),Φ(M2)
is a composition of isomorphisms. Thus we can view (Φ, {JP (z)}z∈C× , ϕ1) as an equivalence of vertex tensor
categories, at least as far as the P (z)-tensor structures are concerned.
4.3 Examples and applications
Here we illustrate Theorem 4.1 and Corollary 4.8 with examples to show how they can be used. Theorem 4.1
can be used in situations where fusion rules among V G-modules are known a priori, and Corollary 4.8 can be
used in situations where it is known a priori that V G has a suitable vertex tensor category of modules.
Example 4.11. Here we discuss the example of the simple Virasoro vertex operator algebra L(1, 0) with
central charge c = 1. It is well known (see for instance [DG], [Mil]) that this is the fixed-point subalgebra of
the compact group SO(3) acting on the sl2-root lattice vertex operator algebra VQ. By [DL, Theorem 12.24],
the lattice vertex operator algebra VQ embeds into the abelian intertwining algebra VP , where P is now the
weight lattice of sl2, and L(1, 0) is now the fixed-point subalgebra of SU(2) acting on VP . The irreducible
L(1, 0)-modules appearing in the decomposition of VP as an SU(2)-module are the modules L(1,
n2
4
) for n ∈ N,
where n2/4 denotes the lowest conformal weight (see [Mil]). The functor Φ from RepSU(2) to L(1, 0)-modules
sends the (n+ 1)-dimensional irreducible SU(2)-module V (n) to L(1, n
2
4
).
In [Mil, Theorem 3.3], it was shown that the fusion rules among the L(1, 0)-modules L(1, n
2
4
) for n ∈ N agree
with the fusion rules for finite-dimensional irreducible sl2-modules (equivalently, finite-dimensional irreducible
continuous SU(2)-modules). Thus Theorem 4.1 applies to show that the semisimple category CVP of L(1, 0)-
modules generated by the L(1, n
2
4
) for n ∈ N has vertex tensor category structure. Then Corollary 4.8 implies
that the braided tensor category structure on CVP is equivalent to the tensor category structure on RepSU(2)
modified by the 3-cocycle (F,Ω).1
Let us discuss the 3-cocycle (F,Ω) defining the abelian intertwining algebra structure on VP in detail. First,
the grading group A is P/Q ∼= Z/2Z. Then, careful examination of the construction in [DL, Chapter 12] reveals
that we may take
F (α1 +Q,α2 +Q,α3 +Q) =
{
1 if α1 ∈ Q, α2 ∈ Q, or α3 ∈ Q
−1 if α1, α2, α3 ∈
α
2
+Q
,
1A more general result for ADE weight lattice abelian intertwining algebras was stated in the dissertation [St], but the version of
Theorem 4.7 above that is needed there was not fully proved. This is why we only consider the case of sl2 here, using [Mil].
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where α denotes the positive root of sl2, and
Ω(α1 +Q,α2 +Q) =
{
1 if α1 ∈ Q or α2 ∈ Q
−i if α1, α2 ∈
α
2
+Q
.
Now, VQ contains the odd-dimensional irreducible representations of SU(2), while Vα
2
+Q contains the even-
dimensional representations. Thus the braiding isomorphisms
RV (m),V (n) : V (m)⊗ V (n)→ V (n) ⊗ V (m)
for irreducible modules in RepP/Q,F,Ω SU(2) are given by:
RV (m),V (n)(m1 ⊗m2) =
{
m2 ⊗m1 if m ∈ 2Z or n ∈ 2Z
−i(m2 ⊗m1) if m,n ∈ 2Z + 1
.
This formula allows us to calculate the S-matrix of CVP :
Sm,n = TrR
L(1,m
2
4
),L(1,n
2
4
)
◦ R
L(1,m
2
4
),L(1,n
2
4
)
= (−1)mn(m+ 1)(n+ 1).
Since the S-matrix is an invariant of a ribbon tensor category structure, the fact that some S-matrix entries are
negative shows that CVP is not quite equivalent to the unmodified symmetric ribbon tensor category RepSU(2).
Example 4.12. If a vertex operator algebra is C2-cofinite and has positive energy (all conformal weights are
non-negative and its 0th conformal weight space is spanned by the vacuum), then its full category V −mod
of grading-restricted generalized modules has vertex tensor category structure by [Hu4, Proposition 4.1 and
Theorem 4.13]. Moreover, if G is a finite solvable automorphism group of a C2-cofinite, positive energy vertex
operator algebra V , then the fixed-point subalgebra V G is also C2-cofinite by [Miy2]. Consequently, Corollary 4.8
implies that in this situation, the irreducible V G-modules appearing in the decomposition of V as a V G-module
generate a symmetric tensor subcategory of V G −mod equivalent to RepG.
As an interesting explicit example in this setting, we may consider the symplectic fermion vertex operator
superalgebra SF (d) of d pairs of symplectic fermions studied in [Ab], whose automorphism group is the sym-
plectic group Sp(2d,C). The even vertex operator subalgebra SF+(d) is C2-cofinite and has automorphism
group Sp(2d,C)/〈P 〉, where P is the parity involution of SF (d). Consequently, if G ≤ Sp(2d,C) is any finite
solvable subgroup containing P , then SF (d)G = SF+(d)G/〈P 〉 is C2-cofinite, and thus SF (d)
G−mod has vertex
tensor category structure. Then by Corollary 4.8, the irreducible SF (d)G-modules appearing in the decompo-
sition of SF (d) as an SF (d)G-module generate a braided tensor subcategory of SF (d)G −mod equivalent to
Rep
Z/2Z,1,ΩG (recall from Example 2.18 that here Ω(i1 + 2Z, i2 + 2Z) = (−1)
i1i2 for i1, i2 ∈ Z).
As an application of the tensor equivalence of Corollary 4.8, we will show that if G is a finite automorphism
group of a simple CFT-type vertex operator algebra V and V G is strongly rational in the sense that it is
simple, CFT-type, self-contragredient, C2-cofinite, and rational, then V is also strongly rational. This result
was obtained previously in [ADJR, Lemma 4.2] under the strong additional assumption that all irreducible
V G-modules are non-negatively graded, with a non-zero conformal weight 0 space occurring only in V G itself.
The converse question of whether strong rationality of V implies that of V G, resolved for solvable G in [CM], is
certainly more difficult, and we expect the results of this paper to play a role in the proof for general finite G.
Theorem 4.13. Suppose V is a simple CFT-type vertex operator algebra and G is a finite automorphism group
of V . If V G is strongly rational, then V is also strongly rational.
Proof. We need to verify that V is rational, C2-cofinite, and self-contragredient. The C2-cofiniteness of V
follows from [ABD, Proposition 5.2]: as a semisimple module for the C2-cofinite vertex operator algebra V
G,
V is C2-cofinite as V
G-module and hence also as V -module. That V is self-contragredient follows from [Li,
Corollary 3.2] since V is simple and
L(1)V(1) =
⊕
χ∈Ĝ
Mχ ⊗ L(1)(Vχ)(1) = L(1)V
G
(1) = 0,
where the last equality holds because V G is CFT-type and self-contragredient.
For showing that V is rational, note that V is an object in the category C of (grading-restricted, generalized)
V G-modules, which by [Hu3] is a semisimple modular tensor category. By [HKL, Theorem 3.2 and Remark
3.3], V is a commutative associative algebra in the modular tensor category C, and by [HKL, Theorem 3.4],
the category of (grading-restricted, generalized) V -modules is the category Rep0 V of “dyslectic” modules for
the algebra object V , using the notation of [KO]. By Lemma 1.20, Theorem 3.2, and Theorem 3.3 of [KO],
Rep0 V is semisimple provided that V is simple and the categorical dimension dimCV 6= 0. So we are reduced to
proving dimC V 6= 0 and that semisimplicity of the grading-restricted, generalized module category of a CFT-
type C2-cofinite vertex operator algebra implies rationality. These will be proven in Propositions 4.14 and 4.15
below.
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Proposition 4.14. Assume that V is a simple vertex operator algebra, G is a finite automorphism group of V ,
and the irreducible modules Vχ for χ ∈ Ĝ occurring in the decomposition of V as a V
G-module are objects in a
vertex tensor category C of V G-modules. Then dimCV = |G|.
Proof. The decomposition V =
⊕
χ∈ĜMχ ⊗ Vχ implies that
dimCV =
∑
χ∈Ĝ
(dimCMχ)(dimC Vχ).
Since the twists on the ribbon categories RepG and CV are trivial (in the case of CV this is because the twist
e2πiL(0) equals the identity on the Z-graded V G-module V ), Φ : RepG → CV is an equivalence of ribbon
categories. Thus
dimCVχ = dimCΦ(M
∗
χ) = dimCM
∗
χ.
Consequently we calculate
dimC V =
∑
χ∈Ĝ
(dimCMχ)(dimCM
∗
χ) =
∑
χ∈Ĝ
dimC EndCMχ = dimC C[G] = |G|.
Proposition 4.15. If the category of grading-restricted, generalized modules for a CFT-type, C2-cofinite vertex
operator algebra V is semisimple, then V is rational.
Proof. This is essentially the content of Lemma 3.6 and Proposition 3.7 of [CM], but here we provide an alternate
proof that uses a slightly different collection of results from the vertex operator algebra literature. We need to
show that if W =
⊕
n≥0W (n) is an N-gradable weak V -module, then W is the direct sum of (possibly infinitely
many) irreducible grading-restricted submodules.
First assume that W is generated by a homogeneous vector w ∈ W (N) for some N ≥ 0. Then by [LL,
Proposition 4.5.6],
W = span{vnw | v ∈ V, n ∈ Z},
and hence
W (N) = span{vwt v−1w | v homogeneous}.
This means thatW (N) is singly-generated as a module for the Nth Zhu’s algebra AN (V ) as in [DLM2]. Because
V is C2-cofinite, AN(V ) is finite dimensional by [Bu, Corollary 5.5], and hence W (N) is finite dimensional.
Then [Bu, Corollary 5.6] shows that W is an ordinary grading-restricted V -module. Since the category of
grading-restricted V -modules is semisimple by assumption, it follows that W is a direct sum of irreducible
grading-restricted modules in this case.
Now take a general N-gradable weak module W . Then W =
∑
n≥0
∑
w∈W (n) V · w, where V · w is the
N-gradable weak V -submodule of W generated by a homogeneous w. By the previous case, each V · w is a
grading-restricted and thus semisimple V -module. This means thatW is a sum, and therefore also a direct sum,
of irreducible grading-restricted V -modules, completing the proof that V is rational.
Remark 4.16. Under the strong assumption that V is g-rational for all g ∈ G, Proposition 4.14 was essentially
proven in [DJX, Theorem 6.3]. The only difference is that [DJX] is concerned with “quantum dimensions” of V G-
modules defined in terms of characters. When V G is strongly rational and every irreducible V G-module other
than V G itself has strictly positive conformal weights, the results of [DJX] show that the quantum dimensions
are actually Frobenius-Perron dimensions in the fusion category of V G-modules. So in this setting we see that
the categorical and Frobenius-Perron dimensions of modules in CV coincide. Note, however, that Proposition
4.14 requires no rationality assumption on V .
Remark 4.17. The formula dimC Vχ = dimC M
∗
χ used in the proof of Proposition 4.14, which holds for
continuous actions of compact groups on V as long as the vertex tensor category C exists, may be viewed as a
partial resolution of Conjecture 6.7 in [DJX]. However, the conjecture in [DJX] is stated in terms of quantum
dimensions which it is not clear necessarily exist when V G is not strongly rational. Of course, the categorical
dimensions dimC Vχ also do not exist unless we have braided tensor category structure on a suitable category C
of V G-modules.
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