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Abstract:
This paper reports on a study analysing the spatial distribution functions, the correlation structures, and the power spectral
densities of high-resolution LIDAR snow depths (¾1 m) in two adjacent 500 m ð 500 m areas in the Colorado Rocky
Mountains, one a sub-alpine forest the other an alpine tundra. It is shown how and why differences in the controlling physical
processes induced by variations in vegetation cover and wind patterns lead to the observed differences in spatial organization
between the snow depth fields of these environments. In the sub-alpine forest area, the mean of snow depth increases with
elevation, while its standard deviation remains uniform. In the tundra subarea, the mean of snow depth decreases with elevation,
while its standard deviation varies over a wide range. The two-dimensional correlations of snow depth in the forested area
indicate little spatial memory and isotropic conditions, while in the tundra they indicate a marked directional bias that is
consistent with the predominant wind directions and the location of topographic ridges and depressions. The power spectral
densities exhibit a power law behaviour in two frequency intervals separated by a break located at a scale of around 12 m
in the forested subarea, and 65 m in the tundra subarea. The spectral exponents obtained indicate that the snow depth fields
are highly variable over scales larger than the scale break, while highly correlated below. Based on the observations and on
synthetic snow depth fields generated with one- and two-dimensional spectral techniques, it is shown that the scale at which
the break occurs increases with the separation distance between snow depth maxima. In addition, the breaks in the forested
area coincide with those of the corresponding vegetation height field, while in the tundra subarea they are displaced towards
larger scales than those observed in the corresponding vegetation height field. Copyright  2009 John Wiley & Sons, Ltd.
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INTRODUCTION
Identifying and characterizing the spatial and temporal
variations of snow cover properties (e.g. snow depth,
snow density, and snow water equivalent (SWE)) and the
relationships between such variability and environmental
and hydro-meteorological variables is of importance in
hydrology and other applications. Better understanding of
these relationships allows for improvements in snowmelt
modelling (Luce et al., 1998; Liston and Sturm, 1998;
Liston, 1999; Greene et al., 1999), interpolation of point
measurements (Elder et al., 1998; Erxleben et al., 2002;
Erickson et al., 2005), downscaling of remote sensing
data and model results (McGinnis, 2004; Weitzenkamp
et al., 2008), subgrid scale parameterizations (Luce et al.,
1999; Liston, 2004), and design strategies for measuring
and monitoring snow properties (Xu et al., 1993).
One of the most common approaches for such charac-
terization has consisted of determining the statistical rela-
tionships between snow properties and topographic and
meteorological variables such as elevation, slope, aspect,
wind and radiation (Evans et al., 1989; Hosang and Det-
twiler, 1991; Elder et al., 1991, 1995, 1998; Blo¨schl and
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Kirnbauer, 1992; Erxleben et al., 2002; Winstral et al.,
2002; Erickson et al., 2005). More recently, increas-
ing attention has been given to the characterization of
the scale invariance of snow properties such as depth
(Shook and Gray, 1994, 1996 and 1997; Kuchment and
Gelfan, 2001; Arnold and Rees, 2003; Deems et al.,
2006; Trujillo et al., 2007), SWE (Shook and Gray,
1997), and snow-covered area (SCA) (e.g., Shook et al.,
1993; Shook and Gray, 1997; Blo¨schl, 1999; Granger
et al., 2002). These studies have been based on the appli-
cation of variogram and semi-variogram analyses and
spectral techniques previously applied to other variables
such as rainfall (Lovejoy and Schertzer, 1985; Tessier
et al., 1993; Over, 1995; Over and Gupta, 1996; Marsan
et al., 1996; Kang and Ramı´rez, 2001), soil moisture
(Rodrı´guez-Iturbe et al., 1995), topography (Mandelbrot,
1967, 1982; Brown, 1987; Turcotte, 1987, 1989; Huang
and Turcotte, 1989), and steady-state and transient infil-
tration rates (Meng et al., 1996).
Among the snow cover properties, snow depth has
received most of the attention because it is one of
the most spatially variable, and also because it is one
of the easiest to measure. Several different techniques
have been used for the study of the scale invariance
of snow depth, from the analysis of the dependence
of the standard deviation of snow depth on sampling
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distance, to more complex techniques such as variogram
and spectral analyses. The types of measurements used
range from point data along linear transects obtained in
winter field campaigns to high-resolution remote sensing
measurements that provide snow depth information over
areas of the order of 1 km2. The summary presented
below presents the recent progression of the knowledge
provided by these studies, from the first studies by Shook
and Gray (1994, 1996), to the latest findings by Trujillo
et al. (2007).
Shook and Gray (1994, 1996) analysed the standard
deviation of snow depth along linear transects in prairie
and Arctic environments as a function of sample distance,
covering distances of up to 1200 m. Their results indicate
a power-law type increase of the standard deviation
up to sampling distances of the order of 20 m, after
which the relationship is asymptotic to a slope of
0Ð06 in the log–log domain. Shook and Gray (1996)
defined a ‘cut-off’ length as the point of intersection
between the initial slope and a horizontal tangent to
the end of the curve in the log–log plot of standard
deviation versus sample distance. This definition is used
to compare the scale at which the break occurs in different
environments, extending the analysis to transects in two
other areas with variations in elevation range. Cut-off
lengths between 30 m and 500 m were obtained for the
three environments. Shook and Gray (1996) hypothesized
that the autocorrelation structure of snow depth in one
of their study areas used for agriculture (stubble) was
due to the formation of dunes of snow (i.e. snow drifts),
stating that the autocorrelation structure caused by a
dune must terminate at scales greater than the length
of a dune. They describe the cutoff length as an index
of the upper limit of the fractal structure of the fields,
and hypothesize that such a cutoff length is established
primarily by topography in the absence of major changes
in vegetation.
Shook and Gray (1996) also suggest that the magni-
tude of the cutoff length may be related to the degree
of large-scale topographic relief, based on an observed
increase in the cutoff length with relief for three snow
depth transects in three different locations. Additionally,
Shook and Gray (1996) tested the influence of large-scale
trends in snow depth on the cutoff length by de-trending
two snow depth transects of about 150 m and 170 m in
length. The de-trending consisted of subtracting a linear
and a polynomial function of horizontal distance. Before
subtracting these trends, the log–log plots of standard
deviation of snow depth versus sampling distance demon-
strated similar slopes with no breaks for both of the
profiles. Once de-trended, the standard deviation of the
profiles displayed cutoff lengths at approximately 30 m,
with slopes similar to those obtained for the original data
below the cutoff length, and a flatter function above the
cutoff length. From the decrease in the cutoff length pro-
duced by the de-trending of the profiles, Shook and Gray
(1996) conclude that the autocorrelation of snow depth is
due to both small-scale and large-scale surface features,
and that the effect of large-scale features is to increase the
cutoff length. On the basis of the similarities of the cutoff
lengths obtained for the de-trended data of the fallow and
stubble transects, they also suggest that the magnitude of
the cutoff distance is relatively insensitive to land use,
and that the cutoff length is a measure of the effects of
topographic variability on snow accumulation.
Recently, a high-definition (¾1Ð5 m separation bet-
ween observations) dataset of spatially distributed snow
depths has become available as part of NASA’s Cold
Land Processes Experiment (CLPX). The dataset consists
of airborne LIght Detection And Ranging (LIDAR)
measurements of snow depth, topography and elevation
returns to the top of vegetation for nine 1 km2 intensive
study areas (ISAs) located in the state of Colorado (USA)
(see the following section for more details). These data
have been used in two recent studies of the scaling
characteristics of the spatial distribution of snow depth
(Deems et al., 2006; Trujillo et al., 2007) focusing on
determining the control that vegetation, topography and
winds exert on such scaling characteristics.
Deems et al. (2006) analysed the variograms of the
LIDAR measurements of snow depth, topography and
vegetation topography (i.e. elevation C vegetation height)
of three of the nine 1 km2 study areas (i.e. Buffalo Pass,
Walton Creek, and Alpine ISAs), in which the spatial
distribution of snow depth is strongly influenced by
wind redistribution of snow. From the observed log–log
linearity of the variograms, they infer fractal behaviour
in the elevation, vegetation topography and snow depth
datasets. Their analyses seem to indicate the existence
of two distinct scale regions with fractal distributions
for the snow depth and vegetation topography datasets,
separated by a scale break whose location varies between
15 m and 40 m for snow depth, and between 31 m and
56 m for vegetation topography, similar to the results
obtained by Shook and Gray (1994, 1996), Kuchment and
Gelfan (2001) and Arnold and Rees (2003). The fractal
dimensions obtained for snow depth are of the order of
2Ð5 for the shorter scale range and 2Ð9 for the longer scale
range. From these values, Deems et al. (2006) speculate
that for the short range there is a balance between high-
and low-frequency variations, while at larger distances
the distribution of snow depth approaches a spatially
random distribution. They also speculate that the scale
breaks in the snow depth variograms indicate a switch
from a pattern dominated by short-range vegetation
variability to one predominately influenced by longer-
range variations in terrain, based on similarities in the
behaviour of the variograms of vegetation topography.
Deems et al. (2006) also suggest that the location of the
scale break might be related to the overall terrain relief on
the basis of an overall increase in the location of the scale
break with relief for the three study areas, supporting
the hypothesis first proposed by Shook and Gray (1996).
They also state that the process change revealed in
the terrain–vegetation (topography C vegetation height)
data potentially influences the scaling behaviour of snow
depth patterns, given that the scale break separating the
two fractal regions in the terrain–vegetation distributions
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is of the same order of magnitude as the scale break
observed in the snow depth data. Finally, from relatively
small variations of the fractal dimensions for different
directions of the order of 0Ð1 in the snow depth, Deems
et al. (2006) conclude that such variations show a strong
qualitative relationship to prevailing winds and large-
scale topographic orientation.
Trujillo et al. (2007) used a similar dataset that
includes data from five of the nine 1 km2 study areas of
the CLPX, two of them included in the study by Deems
et al. (2006), covering a wider range of environments
with differences in topography, vegetation and mete-
orological characteristics. In their study, Trujillo et al.
analysed the power spectral densities of the 1 km2 raster
fields of snow depth, topography, topography C vegeta-
tion height, and vegetation height, comparing the results
obtained for each of these fields and identifying all rela-
tionships between them. They complemented their study
with an analysis of maximum wind speeds and directions,
and of the separation distance between peaks in the snow
depth and vegetation height profiles. Also, they compared
the spectral characteristics (e.g. spectral exponents and
scale breaks) to wind patterns in search of any relation-
ship between the variables. Their analyses show that the
spectral densities of snow depth and vegetation height
exhibit a similar bilinear power-law behaviour separated
by scale breaks located at wavelengths of the order of
metres to tens of metres. However, a comparison of the
location of the scale breaks in the snow depth spectra and
the corresponding vegetation height spectra reveals that
the scale breaks in the snow depth scaling coincide with
those of the vegetation height fields only in environments
in which the spatial variability of snow depth is controlled
by canopy interception of snowfall, while the break in
the snow depth scaling is displaced towards larger scales
than those of the corresponding vegetation height fields
in environments with a strong influence of wind redistri-
bution of snow. These results are in contrast to those of
Deems et al. (2006). Trujillo et al. (2007) give explana-
tion to the relationship between the spectral properties
of snow depth and vegetation height in environments
in which canopy interception of snow is dominant by
comparing the empirical probability distributions of the
separation distance between peaks in the snow depth and
vegetation height profiles of the fields. This comparison
shows that the separations between peaks in the profiles
of both, vegetation height and snow depth, exhibit similar
statistical characteristics as a sign of similar characteris-
tic scales in both fields. They state that such similarities
are a consequence of the effect of canopy interception of
snow in the distribution of snow depth given that the loca-
tion of the peaks (maxima) in the vegetation height fields
(coincident with the location of trees) coincides with the
location of low points (minima) in the snow depth fields
in environments in which the distribution of snow depth
is strongly influenced by canopy interception of snow.
On the other hand, Trujillo et al. (2007) show the control
that wind patterns exert on the spectral characteristics of
snow depth in environments in which wind redistribution
of snow is dominant by comparing the distributions of
wind direction with the variation of the spectral expo-
nents and scale breaks with direction. Such comparisons
reveal a strong relationship between the spectral expo-
nent of the low-frequencies and the location of the scale
break with the predominant wind directions as a sign of
the influence of wind patterns on the characteristics of the
spatial variability of snow depth in such environments.
The differences observed in the spectral characteristics
(i.e. spectral exponents and scale break) of the snow
depth fields between the different environments and the
relationship of such characteristics to vegetation indicate
that land use plays an important role in determining the
scaling characteristics of the spatial distribution of snow
depth, especially in environments in which canopy inter-
ception of snow depth is dominant, contrary to what
was proposed by Shook and Gray (1996). Furthermore,
Trujillo et al. (2007) demonstrated that the location of
the scale break is a measure of the separation distance
between high points or peaks in the snow depth surface,
and that the characteristics of the variations in the snow
depth fields change above and below such characteris-
tic scales. These results corroborate Shook and Gray’s
(1996) suggestions that the change in the autocorrelation
structure of snow depth in environments with the influ-
ence of wind redistribution is caused primarily by the
formation of dunes (i.e., snowdrifts), and that the autocor-
relation caused by a dune must terminate at scales greater
than the length of the dune. Contrary to the suggestion
by Deems et al. (2006) with respect to the influence of
topographic relief on the location of the scale break, Tru-
jillo et al. (2007) found no clear relationship between
the two variables, as the location of the scale break was
demonstrated to be related to other characteristics of the
environments.
In this study, differences in the spatial organization
of snow depth between a sub-alpine forest and an alpine
tundra environment are described and explained based on
the analysis of spatial distribution functions, correlation
functions, and power spectral densities of high-resolution
LIDAR measurements (¾1 m) obtained within two adja-
cent 500 m ð 500 m study areas located in the Colorado
Rocky Mountains. Both of the areas are located in the
Alpine ISA of the and present similar topographic char-
acteristics (e.g. slope and aspect), but different vegetation
characteristics and wind patterns. The analysis is com-
plemented by the application of spectral techniques for
generating synthetic one-dimensional profiles and two-
dimensional fields that reproduce the scaling characteris-
tics (i.e., spectral exponents and scale breaks) observed
in the snow depth fields.
FIELD DESCRIPTION AND DATASET
The data used in this study were collected as part of
the CLPX in 2003 (Cline et al., 2001). The CLPX was
a cooperative effort by NASA, NOAA and other gov-
ernment agencies and universities designed to advance
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Figure 1. Location of the Alpine Intensive Study Area (ISA) of the CLPX in the state of Colorado. The detail shows the aerial photography of the
ISA taken on 8 April 2003. Also, boundaries for the forested and the tundra subareas are included. The location of the meteorological tower above
the tree-line is marked by the black dot. The topographic contours of the subareas are shown in the bottom panels
the understanding of the terrestrial cryosphere, providing
information to address questions on cold land processes,
spatial and temporal variability of the snow cover, and
uncertainty of remote sensing measurements and models
(Cline et al., 2001). The study area of the CLPX com-
prises a nested array of study areas at five different scale
levels in the state of Colorado and a small portion of
southern Wyoming. The two first levels correspond to one
large and one small regional study area of 3Ð5° ð 4Ð5° and
1Ð5° ð 2Ð5°, respectively. Three Meso-cell study areas
(MSAs) of 25 km ð 25 km and nine 1 km ð 1 km ISA
make up the third and fourth scale levels, respectively.
The last scale level corresponds to one local-scale obser-
vation site (LSOS) of 1 ha. This study focuses on the
Alpine ISA. Such focus is motivated by the existence of
alpine tundra and sub-alpine forest environments within
this ISA, each exhibiting different characteristics in the
spatial organization of the snow cover. The hypothesis
is that those differences result from differences in the
controlling physical processes induced by variations in
vegetation cover and, consequently, the control of wind
patterns on the spatial organization of snow depth.
The Alpine ISA is a high-altitude area located in
the Fraser MSA in the Colorado Rocky Mountains
(Figure 1). This ISA is located in the transition between
the sub-alpine and the alpine tundra environments, with
elevations that range between 3364 m a.s.l. and 3676 m
a.s.l. The tree-line that separates the sub-alpine and the
tundra environments is located at about 3565 m a.s.l.,
with the lower portion covered by a dense coniferous
forest, and the higher portion covered by short tundra
vegetation (Figure 1). Most of the area is on a north-
west facing slope, with little aspect variation (Figure 2a).
Slopes in the ISA are moderate, with 94% of the area
with slope angles of less than 30°, and an average slope
angle of 15° (Figure 2b). Terrain features such as aspect
and slope exhibit little variation within the ISA, and
the main difference between the two environments is
the vegetation cover. This difference translates into a
difference in wind patterns due to the shielding effect
that the trees offer.
The dataset used for this study consists of LIDAR ele-
vation returns (filtered to bare ground/snow, and filtered
to top of vegetation), elevation contours (0Ð5 m), and
snow depth contours (0Ð1 m) (Miller, 2003; Cline et al.,
2008). These data were processed from the LIDAR eleva-
tion returns with an average horizontal spacing of 1Ð5 m
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Figure 2. Histograms of (a) aspect and (b) slope angle for the entire Alpine ISA
Figure 3. Snow depth fields derived from LIDAR for the forested (a) and the tundra (b) subareas
and vertical tolerance of 0Ð05 m. The snow depth con-
tours were obtained by subtracting the two topographic
surfaces corresponding to snow-covered conditions close
to maximum accumulation (8 April 2003) and no-snow
conditions (18 September 2003). The contour maps were
used to generate triangulated irregular network (TIN) sur-
faces of the fields in ArcGIS, which then were converted
to rasters of 1024 by 1024 grid cells covering the entire
1 km2 area with a grid spacing of approximately 1 m
for snow depth, bare ground elevations (topography), and
elevation to the top of vegetation (topography C vegeta-
tion). Two subareas 500 m by 500 m were selected within
the ISA (Figure 1), one being a forested environment the
other an alpine tundra environment. The resulting snow
depth fields for these study subareas are presented in
Figure 3.
In addition, wind data collected as part of the CLPX
at a meteorological tower located in the alpine portion
of the ISA (Figure 1) are also used. The data correspond
to wind speeds and directions at 1 m above maximum
expected snow depth (lower sensor) and 10 m above the
ground (upper sensor) for the period October 2002 to
April 2003, chosen to represent the meteorological char-
acteristics between the first snowfalls and the time at
which the LIDAR snow depths were obtained. The empir-
ical distributions of maximum wind speed at the lower
and upper sensors are shown in Figure 4, and the distribu-
tions of wind direction are shown in Figure 5. Given that
snow redistribution due to wind is only likely to occur
when the air temperature is below freezing, only max-
imum wind speeds and directions for 10 min intervals
with air temperature less than 0 °C were analysed. Aver-
age maximum wind speeds are 7Ð2 m s1 at the lower
sensor, and 8Ð3 m s1 at the upper sensor, and maximum
wind speeds exceed a threshold of 5 m s1 70% of the
time at the lower sensor, and 76% of the time at the upper
sensor. Such values are evidence of strong wind regimes,
with potential for significant redistribution of snow when
the snow surface is exposed. Threshold wind speeds (at
z D 10 m) for snow transport have been measured to
range between 4 m s1 and 11 m s1 for dry snow con-
ditions, and between 7 m s1 and 14 m s1 for wet snow
conditions (Li and Pomeroy, 1997). The predominant
winds in the area flow from the north-west, similar to the
predominant topographic aspect of the area (Figure 2a).
SPATIAL ANALYSIS
Spatial distributions
The histograms of snow depth for the forested and tun-
dra subareas are shown in Figure 6, and summary statis-
tics are presented in Table I. The distribution of snow
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Figure 4. Empirical distribution functions of maximum wind speed every
10 min for the period October 2002–April 2003 measured at 1 m above
the maximum expected snow depth (lower sensor) and 10 m above the
ground (upper sensor). Only data for intervals with air temperature lower
than 0 °C are included. Average speeds are 7Ð2 m s1 at the lower sensor,
and 8Ð3 m s1 at the upper sensor
depth in the forested subarea is approximately Gaussian,
with snow depths between 0 m and 3Ð3 m, and a mean
of 1Ð62 m. On the other hand, the distribution for the
tundra subarea resembles a negatively skewed truncated
distribution, with snow depths between 0 m and 6Ð3 m,
and a mean of 1Ð20 m. The standard deviation is greater
in the tundra subarea, with a value of 0Ð65 m, compared
with 0Ð33 m in the forested subarea. When mean and
standard deviation are analysed as a function of eleva-
tion (Figure 7), additional differences can be observed.
In the forested portion, the mean snow depth increases
at an average rate of 2Ð0 m per 1000 m elevation. The
trend reverses in the tundra portion, where the mean
snow depth decreases with elevation from about 1Ð8 m
at 3555 m a.s.l. to almost zero at 3676 m a.s.l., although
with large variations in the overall trend. The standard
deviation also shows a clear change in behaviour above
the tree-line. Below the tree-line, the standard deviation
remains relatively constant with elevation, with values
that range between 0Ð3 m and 0Ð4 m, while above the
tree-line in the tundra subarea, there is an overall increase
with values that are highly variable and with maxima
close to 1Ð6 m, indicating larger variations around the
mean in the tundra environment.
The differences in the statistical characteristics of the
two snow depth fields can be explained by the differences
between the two environments. The effect of the strong
winds on the spatial distribution of snow depth is condi-
tioned by the vegetation characteristics, as confirmed by
Table I. Snow depth statistics in the forested and tundra subareas.
All values but the coefficient of variation (CV) are in metres
Mean Std. Dev. CV Min. Max.
Forested 1Ð62 0Ð33 0Ð20 0Ð0 3Ð3
Tundra 1Ð20 0Ð65 0Ð54 0Ð0 6Ð3
Figure 5. Distributions of mean wind direction for 10 min intervals for the period October 2002–April 2003 measured at (a) 1 m above the maximum
expected snow depth (lower sensor) and (b) 10 m above the ground (upper sensor). Data only for intervals with air temperature lower than 0 °C. The
radial scale corresponds to the relative frequency. The distributions shown were obtained for the dataset without a minimum threshold wind speed.
Similar distributions are obtained for wind speeds above thresholds of 4 m s1 and 5 m s1. 0° corresponds to the north direction
Figure 6. Histograms of snow depth for the forested (a) and tundra (b) subareas. A summary of the statistics for these distributions is presented in
Table I
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Figure 7. Mean and standard deviation of snow depth as a function of
elevation obtained for the entire Alpine ISA. The figure illustrates the
significant change in the characteristics of the snow cover above the
tree-line, located at about 3565 m a.s.l
the patterns that can be observed in Figure 3. In the tun-
dra environment above the tree line, the snow depth field
is characterized by a pattern of snowdrifts and scour areas
aligned with the location of ridges and depressions and
perpendicular to the predominant wind direction, while
the snow depth field in the forested subarea exhibits a pat-
tern dominated by small-scale variability consistent with
the location of trees, with little or no sign of snow redis-
tribution by wind due to the shielding effect of the forest.
The relatively constant standard deviation with elevation
below the tree-line is a sign of similar characteristics
in the spatial variability of snow depth throughout the
forested subarea due to the relatively uniform character-
istics of the vegetation. On the other hand, the decreasing
trend in the mean snow depth with elevation in the tundra
subarea is evidence of the effect of snow redistribution
by wind. Due to the predominant wind directions and the
overall terrain aspect, the snow of the tundra subarea is
transported uphill, not only leading to the formation of
snowdrifts and eroded areas, but also blowing a signifi-
cant portion of the snow out of the ISA to be deposited
on the lee side of the mountain, located to the south-
east of the ISA. Also, the redistribution of snow by wind
induces losses associated with the sublimation of blowing
snow, which have been measured to account for annual
losses from 9% to 47% of the annual precipitation (Ben-
son, 1982; Pomeroy and Gray, 1995; Essery et al., 1996;
Liston and Sturm, 1998; Pomeroy et al., 1998). These
processes cause a decrease in the mean snow depth above
the tree-line, which becomes more evident as elevation
increases, as the distance from the tree-line increases
(commonly referred to as fetch), and the eroding and
transport potential of the wind also increases. Similarly,
the overall increase in the standard deviation above the
tree-line and the large variations of the mean and standard
deviation with elevation are evidence of the pattern of
snow drifts and scour areas throughout the tundra envi-
ronment that are responsible for the large variations of
snow depth around the mean.
Two-dimensional autocorrelation functions
The two-dimensional autocorrelation functions of snow
depth are shown in Figure 8 for lags up to š100 m in the
x and y directions. The correlation function of snow depth
in the forested environment exhibits a rapid decay, reach-
ing values of around 0Ð2 at lags of the order of 10 m. On
the other hand, the correlation function of snow depth in
the tundra environment shows a slower decay indicating
a smoother surface with longer spatial memory. These
results indicate that the variations in snow depth occur
over much shorter scales in the forested subarea, which
can also be observed in the snow depth fields shown
in Figure 3. The two-dimensional correlation function
also provides information about the directionality of the
snow depth fields in the two environments. The corre-
lation function in the forested environment shows little
anisotropy, as the contour lines above a correlation value
of 0Ð3 are concentric and relatively circular, while the
correlation function for the tundra environment shows an
anisotropic decay that follows a gradient in the north-
western direction (equivalent to the south-eastern gradi-
ent). Such directionality in the tundra subarea is consis-
tent with the predominant wind directions (Figure 5) and
the overall topographic aspect (Figure 2a). The weakest
correlation structure (fastest decay) of the snow depth
field in the tundra environment occurs along a direc-
tion parallel to the predominant wind direction, while the
strongest correlation structure occurs along the direction
perpendicular to the predominant wind direction.
One-dimensional and mean two-dimensional power
spectra
Spectral techniques have been used in the study of
highly variable processes to determine scaling ranges,
spectral slopes, fractal dimensions and Haussdorf expo-
nents. Spectral techniques are applied in this study in
two different ways. For the one-dimensional case, one-
dimensional power spectral densities were obtained sep-
arately for each of the west to east (x) rows and each
of the north to south (y) columns of the fields, and
then averaged over each direction for each of the square
subareas. For the two-dimensional case, the mean two-
dimensional power spectral density was determined as the
radial average of the two-dimensional spectral density,
determined from the two-dimensional Fourier transform
of the fields. The methodologies followed for the one-
and two-dimensional spectral analyses presented here are
described in detail in Trujillo et al. (2007). This spectral
analysis was applied to the fields of snow depth and veg-
etation height in order to compare the scaling behaviour
of the two fields.
The log–log plots of the one- and two-dimensional
power spectral densities of snow depth are shown in
Figure 9. The power spectra of the snow depth fields
behave like kˇ within two scale intervals, each charac-
terized by a different spectral exponent (k is the wave
number divided by the length of the profiles, and it
represents the spatial scale or wavelength under consid-
eration, and ˇ is the spectral exponent and characterizes
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Figure 8. Contour maps of the two-dimensional correlograms of snow depth for (a) the forested subarea, and (b) the tundra subarea
Figure 9. One-dimensional and mean two-dimensional power spectral densities of snow depth for the forested and alpine tundra subareas
the degree of variability). For the one-dimensional case,
the spectral exponents in the forested subarea for the
low-frequencies interval are 0Ð4 and 0Ð6 for the x and y
directions, respectively, while they are 3Ð5 and 3Ð4 for the
x and y directions, respectively, for the high-frequencies
interval. The break that separates the two intervals is
located at a spatial scale of about 12 m. For the tundra
subarea, the low-frequency spectral exponents are 1Ð3 and
1Ð0 for the x and y directions, respectively, while they are
2Ð5 and 2Ð4 for the high-frequency interval for the x and
y directions, respectively. The scale breaks are located
at 69 m and 59 m for the x and y directions, respec-
tively. The one-dimensional spectral exponents obtained
for the low-frequency intervals indicate that for points
separated by distances larger than the scale of the break,
the corresponding snow depths are weakly correlated.
The snow depth profiles are highly variable over scales
larger than the scale of the break. On the other hand, the
high-frequency spectral exponents indicate that for points
that are closer than the break, the corresponding snow
depth values are highly correlated. The profiles become
smoother below the corresponding break. The change in
the characteristics of the variability occurs at scales of
the order of 10 m for the forested subarea and of several
tens of metres for the tundra subarea.
For the two-dimensional case, the low- and high-
frequency spectral exponents for the snow depth field of
the forested subarea are 1Ð4 and 4Ð4, respectively, while
they are 2Ð1 and 3Ð4, respectively, for the tundra subarea.
The breaks are located at 10 m for the forested subarea,
and at 64 m for the tundra subarea. The magnitudes of the
observed one- and two-dimensional spectral exponents
differ by approximately one, as expected theoretically for
isotropic fields (Voss, 1985).
The breaks in the one- and two-dimensional spectra
of the snow depth fields of the two subareas are located
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within the same range found in the studies of the spatial
scale-invariance of snow depth along linear transects
(Shook and Gray, 1994, 1996 and 1997; Arnold and Rees,
2003) and snow depth fields (Deems et al., 2006; Trujillo
et al., 2007). However, the scale breaks for the snow
depth field of the tundra environment are located at larger
spatial scales than those of the forested subarea, similar
to what was found by Trujillo et al. (2007), indicating
longer characteristic scales in the snow depth field of the
tundra subarea. This observation is consistent with that
observed in the two-dimensional correlation functions
(Figure 8).
The last of the spectral analyses explores the scaling
properties of the vegetation height fields. This analy-
sis indicates that the power spectra of the vegetation
height fields also behave like kˇ within two frequency
intervals, with a low-frequency interval characterized by
slopes between 0Ð5 and 0Ð8 for the one-dimensional case,
and between 1Ð3 and 1Ð6 for the two-dimensional case,
and a high-frequency interval with slopes between 2Ð9
and 3Ð4 for the one-dimensional case, and between 3Ð7
and 4Ð0 for the two-dimensional case (Table II). The loca-
tions of the breaks in the forested subarea coincide with
those of the snow depth field, while in the tundra subarea
the breaks occur at scales larger than those observed for
the corresponding snow depth field. Therefore, the spa-
tial organization of vegetation height and snow depth are
similar in the forested subarea, as the spectral exponents
and scale breaks are within the same ranges. Trujillo et al.
(2007) obtained similar results from the analysis of the
power spectral densities of snow depth and vegetation
height in five 1 km2 areas. They showed that the similar-
ities in the spectral properties of the vegetation height and
snow depth fields in forested environments are a conse-
quence of canopy interception because the location of the
peaks (maxima) in the vegetation height fields (coincident
with the location of trees) coincides with the location of
low points (minima) in the snow depth fields. The results
presented here further confirm the control that vegeta-
tion and wind redistribution of snow exert on the spatial
scaling characteristics of snow depth.
Synthetic snow depth profiles and fields
To help understand the implications of the observed
one- and two-dimensional power spectra, synthetic snow
Table II. Summary of the spectral characteristics for the vegeta-
tion height fields in the forested and tundra subareas
Forested x y 2-D
Low-frequency ˇ 0Ð5 0Ð6 1Ð3
High-frequency ˇ 3Ð3 3Ð4 4Ð0
Scale break (m) 9 10 8
Tundra x y 2-D
Low-frequency ˇ 0Ð8 0Ð8 1Ð6
High-frequency ˇ 2Ð9 2Ð9 3Ð7
Scale break (m) 14 15 14
depth profiles and snow depth fields with bilinear spectral
densities, and with variations in the spectral exponents
and the scale of the break were generated. The spectral
generation techniques are presented in the Appendix.
Snow depth profiles. In Figure 10 the effect of the
scale of the break is shown with a series of profiles
with low-frequency spectral exponent (ˇ1) of 0Ð0 and
a high-frequency spectral exponent (ˇ2) of 3Ð5. These
values allow for separation of a larger-scale interval that
is highly variable and uncorrelated from a smaller-scale
interval with little variability and high correlation. Tbk
is the wavelength at which the break occurs, and is
inversely related to the wave number (kbk). The effect
of increasing Tbk (i.e. reducing kbk) is illustrated by
identifying the peaks or maxima above a zero threshold
(circle markers) in the profiles. As Tbk increases, the
separations between the peaks increase and many of
the features (i.e. maxima and minima) in the profiles
become less significant. By reducing kbk , the number
of low-frequency perturbations within the scale interval
characterized by spectral exponent ˇ1 is reduced, and
the scales affected by such perturbations are limited to
the larger scales. The increase in the high-frequency
interval also increases the range of scales characterized
by spectral exponent ˇ2, associated with a stronger
correlation structure. The differences in the scale at which
the break occurs observed in the one-dimensional spectra
of snow imply significantly larger characteristic scales in
the alpine tundra subarea, which is also consistent with
the slower decay displayed in the correlation function of
the alpine tundra subarea (Figure 8b).
Figure 11a shows a series of profiles with ˇ1 varying
between 0Ð0 and 2Ð0, constant ˇ2 of 3Ð5, and constant
Figure 10. Synthetic profiles with a low-frequencies spectral exponent
(ˇ1) of 0Ð0 and a high-frequencies spectral exponent (ˇ2) of 3Ð5. Tbk is
the wavelength at which the scale break occurs, and is related to the wave
number by N/kbk
Copyright  2009 John Wiley & Sons, Ltd. Hydrol. Process. 23, 1575–1590 (2009)
DOI: 10.1002/hyp
1584 E. TRUJILLO, J. A. RAM´IREZ AND K. J. ELDER
Tbk D 32. The vertical lines in the figure are included as a
reference and are spaced at a distance of Tbk . Overall, the
increase in the low-frequencies spectral exponent affects
the features of the larger scales, leading to a stronger
persistence in the profiles at scales larger than Tbk . The
heights of the profile for points separated by distances
larger than Tbk become more correlated as ˇ1 increases.
The increase in ˇ1 also affects the variability of the
smaller scales although in a less significant way, because
the contribution of perturbations in the high-frequency
interval is reduced as the power spectrum in the low-
frequency interval becomes steeper. The low-frequency
spectral exponents of snow depth obtained in both of
the subareas indicate a weaker correlation structure for
scales larger than the corresponding break in the forested
subarea with respect to that in the tundra subarea.
Figure 11b shows a series of profiles with a constant
low-frequency spectral exponent of 0Ð0, high-frequency
spectral exponents varying between 1Ð5 and 3Ð5, and
constant Tbk D 32. As observed, the variability of the
profiles for scales smaller than Tbk decreases as ˇ2
increases, while the features at scales larger than Tbk
are preserved in all of the profiles regardless of the
value of ˇ2. The high-frequency exponent controls the
characteristics of the variations for the smaller scales
as the exponent controls the contribution of the high-
frequency perturbations to the variance. Increasing the
exponent implies a faster decay in the contributions,
and hence, a smoother profile at scales smaller than
Tbk . According to these observations and the high-
frequency exponent values of snow depth for both
subareas, the snow depth profiles in the forested subarea
show higher correlation structure for scales smaller than
the corresponding breaks.
Snow depth fields. Four isotropic fields with mean two-
dimensional spectral exponents of 1Ð0 and 4Ð5 for the low
and high frequencies, respectively, and with breaks (Tbk)
occurring at scales between 16 and 128 are presented
in Figure 12. The spectral exponents of the fields were
selected to differ by one with respect to the exponents
used to generate the profiles shown in Figure 10. There-
fore, a cross-section of the fields would exhibit similar
spectral characteristics to the profiles in Figure 10. In the
figure, square boxes of side dimensions equal to the cor-
responding Tbk are shown below each field as reference.
Similar to the one-dimensional case, the scale at which
the break occurs influences the characteristic scales of the
fields, with the main features separated by distances com-
parable with the corresponding Tbk , and a much smoother
pattern of variation for the small scales. The case pre-
sented is similar to that observed in the forested environ-
ment (Figure 3a), where little anisotropy is observed and
the spatial organization of the trees strongly influences
the spatial characteristics of snow depth at scales of the
order of metres to tens of metres. The location of individ-
ual trees and canopy characteristics affect the amount of
snowfall intercepted, and as a consequence, influence the
size, depth and location of local minima (i.e. tree wells)
in the snow cover. Such control explains the similarities
between the scaling characteristics of the snow depth and
the vegetation height fields in the forested environment.
For the anisotropic case, we explore first the effect
of directional dependence of the scale of the break, and
second the effect of changes in the low-frequency spectral
exponents and the scale of the break simultaneously.
These two sub-cases are included to simulate the type
of variations in the spectral properties of snow depth
observed by Trujillo et al. (2007) in wind dominated
environments, as well as in the alpine tundra subarea
Figure 11. Synthetic profiles with (a) low-frequencies spectral exponents (ˇ1) varying between 0Ð0 and 2Ð0, and a constant high-frequencies spectral
exponent (ˇ2) of 3Ð5, and (b) with a constant low-frequencies spectral exponent (ˇ1) of 0Ð0, and high-frequencies spectral exponents (ˇ2) varying
between 1Ð5 and 3Ð5. All of the profiles were generated with Tbk D 32. The grey vertical lines are included as a reference scale and are spaced at a
distance of Tbk
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Figure 12. Synthetic fields with two-dimensional low- and high-frequency spectral exponents of 1Ð0 and 4Ð5, respectively, and Tbk between 16 and
128. Black square boxes of side Tbk are shown below each of the fields as a reference scale
studied here. Our observations indicate that the scale of
the break varies from high to low from the predominant
wind direction to the perpendicular direction, while the
low-frequency exponent varies from low to high from
the predominant wind direction to the perpendicular
direction.
Figure 13 shows two fields of 512 ð 512 generated
with variations in the scale of the break such that the
longer scale break occurs in a predominant direction,
and the shorter scale break in a perpendicular direction.
The low-frequency and high-frequency one-dimensional
spectral exponents were maintained constant for all direc-
tions, with ˇ1 of 0Ð0 and ˇ2 of 3Ð5. The scale break as
a function of direction for each of the fields is indicated
by the black ellipse shown at the bottom of each field
as a reference scale. The predominant direction (longer
scale break) of the fields was selected at 40° counter-
clockwise (CCW) from the east direction. The field in
Figure 13a exhibits small-scale variability, with longer
separation distances between peaks along the predomi-
nant direction (Tbk D 64). Along the perpendicular direc-
tion (Tbk D 16), the variability occurs over smaller scales.
In Figure 13b, similar characteristics can be observed,
however the scale breaks occur at significantly longer
spatial scales, with Tbk D 128 along the predominant
direction, and Tbk D 64 along the perpendicular direc-
tion. Also, because ˇ1 and ˇ2 are maintained constant
across all directions, the variability of the fields above
and below the breaks is similar for all directions, with a
weak correlation structure above separations longer than
the break, and a strong correlation structure for shorter
separations.
Figure 14 shows two synthetic fields generated with
directional variations not only in the scale of the break,
but also in the low-frequency spectral exponents. The
high-frequency spectral exponent was set constant at a
value of 2Ð5 for all directions, similar to the values
observed for the snow depth field of the tundra subarea.
The field presented in Figure 14a was generated with
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Figure 13. Synthetic anisotropic fields generated with uniform one-dimensional low- and high-frequency spectral exponents of 0Ð0 and 3Ð5,
respectively, for all directions. The directional variations of Tbk are included as a reference scale at the bottom of each field, represented by
the black ellipse
Figure 14. Synthetic anisotropic fields generated with directional variations in ˇ1 between (a) 0Ð0 and 0Ð5, and between (b) 0Ð0 and 1Ð5. ˇ2 was set
constant at a value of 2Ð5 for all directions. The directional variations of Tbk are included as a reference scale (black ellipse). A summary of the
values of ˇ1, ˇ2 and Tbk used to generate the fields is presented in Table III
directional variations in ˇ1 between 0Ð0 and 0Ð5, and
with variation in Tbk between 64 for the predominant
direction and 16 in the perpendicular direction. The
predominant direction of both fields is oriented at 130°
CCW from the east. The directional variations of the scale
break are included as a reference scale at the bottom of
Figure 14a, represented by the black ellipse. The field
presented in Figure 14b was generated using the same
directional variation in Tbk as the one used for the field
in Figure 14a, but with a wider variation in ˇ1, with
values between 0Ð0 for the predominant direction, and
1Ð5 and for the perpendicular direction. A summary of
the directional variations of ˇ1 and Tbk used to generate
the fields is presented in Table III. Because of these
variations, the larger scales exhibit a stronger correlation
structure (stronger persistence) along the perpendicular
direction (40°/220° CCW) with respect to that along the
predominant direction (130°/310° CCW), as ˇ1 goes from
0Ð5 (Figure 14a) or 1Ð5 (Figure 14b) for the perpendicular
direction to 0Ð0 for the predominant direction. These
differences imply that for profiles across the predominant
direction, points that are separated by distances larger
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Table III. Summary of the spectral characteristics used to gen-
erate the anisotropic fields presented in Figure 14. The angle is
measured with respect to the east in the CCW direction. The two
columns for ˇ1 refer to the corresponding field in the figure
Angle (°) ˇ1 (a) ˇ1 (b) ˇ2 Tbk
130 0Ð00 0Ð00 2Ð5 64
175 0Ð25 0Ð75 2Ð5 22
220 0Ð50 1Ð50 2Ð5 16
265 0Ð25 0Ð75 2Ð5 22
than the corresponding scale break exhibit little or no
correlation (ˇ D 0), while for profiles along the secondary
direction, points separated by distances larger than the
corresponding break exhibit a degree of correlation
that is related to the spectral exponent (0Ð5 or 1Ð5).
The correlation structure of the larger scales along
intermediate directions lies in between these two bounds.
The fields in Figure 14a and Figure 14b were gener-
ated using the same parent processes (the original white
noise processes of each of the lines are maintained the
same for both of the fields), so the features of the fields
are similar, although the magnitudes of the variations
are different as the spectral exponents are different. Both
fields exhibit similar bands of high values and low values,
similar to the ones observed in the snow depth field of
the alpine environment (Figure 3b), in which snow drifts
and scour areas are formed along a direction that is per-
pendicular to the predominant wind directions, and with
separations between the snow drifts that are dependent
on the location of topographic ridges and depressions.
However, higher variability can be observed across the
perpendicular direction in the field shown in Figure 14a
in comparison with the field in Figure 14b, caused by the
smaller low-frequency spectral exponent (0Ð5 compared
with 1Ð5).
SUMMARY
LIDAR snow depths obtained in April 2003 for two adja-
cent areas 500 m by 500 m were analysed to determine
scaling characteristics and spatial organization of snow
depth in a sub-alpine forest and an alpine tundra envi-
ronment. Both of the areas present similar topographic
characteristics (e.g., slope and aspect), limiting the dif-
ferences to vegetation characteristics and the influence
of wind. The distribution of snow depth in the forested
subarea follows a Gaussian distribution, while for the tun-
dra subarea it is negatively skewed. The mean of snow
depth increases with elevation in the forest area, while it
decreases in the alpine portion. The standard deviation of
snow depth in the tundra subarea is greater by a factor
of two compared with that of the forested area. The stan-
dard deviation of snow depth is relatively constant with
elevation below the tree-line, while above the tree-line
in the tundra subarea, it shows an overall increase. The
two-dimensional correlations of snow depth indicate lit-
tle spatial memory and quasi-isotropic conditions in the
forested area, while they show a marked directional bias
that is consistent with the predominant wind directions
and the location of topographic ridges and depressions in
the tundra subarea. The spectral density functions of the
snow depth fields follow a bilinear behaviour with two
scale intervals, each characterized by a different spec-
tral exponent. The locations of the scale breaks in the
forested area coincide with those of the vegetation height
field, while the breaks in the snow depth scaling are dis-
placed towards larger scales in the tundra subarea with
respect to those observed in the corresponding vegetation
height field.
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APPENDIX
Spectral generation techniques are useful for the genera-
tion of synthetic profiles and fields that exhibit spectral
characteristics that are statistically indistinguishable from
those observed in the snow depth spectra. Here we intro-
duce modifications of Fourier filtering techniques and of
the turning bands method to reproduce the bilinear power-
law behaviour observed in the profiles and fields of snow
depth of the study areas.
Bilinear self-affine profiles
In order to generate traces with bilinear spectral densi-
ties, we use a modified version of the standard Fourier fil-
tering method as indicated below. The following nomen-
clature is used:
k: wave number
kbk: wave number at which the scale break occurs
Tbk : wave length at which the break occurs, and it is
related to the wave number by N/kbk , where N is the
number of data points in the profile.
The traces are generated as follows:
i. A white noise process is generated as a series of
uncorrelated Gaussian random values for the desired
number of data points (N).
ii. The complex coefficients of the Fourier transform of
the series obtained in step (i) are determined.
iii. The complex coefficients of the Fourier transform
of the white noise process are multiplied by a fac-
tor of 1
/
kˇ1/2 for k D 1, . . . , kbk , and by a factor
of kbkˇ2ˇ1/2
/
kˇ2/2 for k D kbk C 1, . . . , N/2. The
complex coefficients for the negative wave numbers
correspond to the complex conjugate of the coeffi-
cients for the positive wave numbers.
iv. An inverse Fourier transform is performed using the
coefficients obtained in (iii). The power spectrum of
the resulting series will follow a bilinear power law
relationship with a scale break at kbk .
Minimum and maximum absolute errors for the low-
frequency exponent of the profiles in Figures 10 and 11
are 0Ð01 and 0Ð22, respectively, while the mean absolute
error for all the profiles is 0Ð05. For the high-frequency
exponent, the minimum and maximum absolute errors
are 0Ð00 and 0Ð10, respectively, while the mean absolute
error is 0Ð05.
Bilinear self-affine fields
Case one: Isotropic fields. Similar to the methodology
used for generating linear and bilinear profiles, the
Fourier filtering technique can be extended in order to
generate synthetic isotropic fields, i.e. fields in which all
directions in the x–y plane are equivalent, with a bilinear
power spectrum with two-dimensional exponents ˇ1 and
ˇ2.
The fields can be generated as follows:
i. A random white noise field ¾N ,  is generated
for the desired number of data points (N by N).
ii. The complex coefficients of the two-dimensional
Fourier transform of the field obtained in (i) are
determined.
iii. The complex coefficients of the two-dimensional
Fourier transform of the white noise field are mul-
tiplied by a factor of 1
/
kˇ1/2 for k  kbk , and by
a factor of kbkˇ2ˇ1/2
/
kˇ2/2 for k > kbk , with k D(
kx
2 C ky2
)1/2
.
iv. An inverse Fourier transform is performed using
the coefficients obtained in (iii). The mean two-
dimensional power spectrum of the resulting series
will follow a bilinear power law relationship with a
scale break at kbk .
Minimum and maximum absolute errors for the low-
frequency exponent of the isotropic fields in Figure 12
are 0Ð07 and 0Ð13, respectively, while the mean absolute
error is 0Ð10. For the high-frequency exponent, the
minimum and maximum absolute errors are 0Ð00 and
0Ð03, respectively, while the mean absolute is 0Ð01.
Case two: Anisotropic fields. Bilinear anisotropic fields
were generated using a modification of the turning bands
method (TBM) (Matheron, 1973; Mantoglou and Wilson,
1982). In two-dimensional space, the TBM transforms
the simulation of a two-dimensional realization into the
sum of a series of one-dimensional realizations. In the
isotropic case, the generations of the one-dimensional
(line) realizations are performed along several lines in
the unit circle, using a unique one-dimensional covari-
ance function (or power spectral density function) that
corresponds to a given two-dimensional covariance func-
tion. Then, the value of the two-dimensional process is
obtained as a weighted sum of the corresponding values
of the line processes. For a particular point in the two-
dimensional space, the corresponding one-dimensional
values are assigned by orthogonally projecting the points
of the line realization, reason for which the method is
named ‘turning bands’, as the projection of the line pro-
cess appears as a series of bands that rotate according
to the direction of each of the lines. Further details of
the projection methodology are not included here as this
methodology has been described extensively in several
related publications (Mantoglou and Wilson, 1982; Man-
toglou, 1987; Setas and Reborda˜o, 2000). The method
assumes that the field to be simulated is second-order
stationary and isotropic, and that at each point the values
are normally distributed and have zero mean.
More recent applications of the methodology have been
developed for anisotropic covariance functions (Man-
toglou, 1987; Setas and Reborda˜o, 2000). Anisotropy can
be simulated by distributing the lines around the unit
circle along directions sampled from a non-uniform prob-
ability density function. An alternative approach for sim-
ulating anisotropy consists of making the spectral density
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function (or covariance function) of the one-dimensional
process dependent on direction. The latter approach is the
one implemented in this study, varying the spectral expo-
nents and scale of the breaks as a function of direction.
The line processes are generated following the procedure
described earlier. The methodology is applied uniformly
distributing the desired number of lines along the unit
circle similar to Mantoglou and Wilson (1982) and Man-
toglou (1987). In this way, the anisotropy in the spectral
characteristics can be provided as an input in which the
location of the scale break and the spectral exponents can
be specified for each of the lines. The method was applied
using the centre of the grid as the origin for the gener-
ation. To ensure continuity of the line processes, and as
collinear directions have equivalent spectral properties,
the dimension of the line processes was selected to be
two times the side dimension of the square grid, and the
origin was set to coincide with the midpoint of the line.
For example, if the desired grid size is N ð N, the dimen-
sions of line processes is 2N and the origin is located at
point N. These characteristics condition the lower bound
for the spacing of the line processes to be
p
2/2 times
the spacing of the grid. Such condition ensures that the
length of the lines is greater than or equal to the length
of the diagonal of the grid.
Given the conditions stated above, the methodology
can be implemented as follows:
i. Define the size of the grid (N ð N), spacing of
the grid (g), spacing of the line process (l),
angular separation between the lines (e.g., degrees),
and spectral properties for each of the lines (ˇ1, ˇ2
and Tbk). Note that defining the angular separation is
equivalent to defining the number of lines (L).
ii. A line process is generated for each direction using
the corresponding spectral characteristics provided as
input. This step is performed using the procedure
described earlier. kbk can be determined by approx-
imating the result from dividing the total length of
the desired profile by Tbk to the closest integer.
iii. The value corresponding to each of the points in the
grid is obtained as (Mantoglou and Wilson, 1982)
zsxN D 1p
L
L∑
iD1
zixN Ð ui A1
where zsxN is the realization of the two-dimensional
process for the position xN, zixN Ð ui is the correspond-
ing realization of the one-dimensional process for line
i, and xN Ð ui is the projection of the position vector xN
onto the unit vector ui (directional vector for line i). The
subscript s indicates ‘synthetic’.
Minimum and maximum absolute errors for the low-
frequency exponent of the isotropic fields in Figures 13
and 14 are 0Ð03 and 0Ð23, respectively, while the mean
absolute error is 0Ð09. For the high-frequency exponent,
the minimum and maximum absolute errors are 0Ð01 and
0Ð17, respectively, while the mean absolute is 0Ð07.
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