A simulation environment of the coordinated operation of multiple Autonomous Underwater Vehicles (AUVs) is presented. The primary application of this simulation environment is the specification and analysis of an innovative approach to coastal oceanography based on the Generalized Vehicle [GV] concept. A Generalized Vehicle is a group of vehicles whose spatial and logic organization is coordinated in such a way that the group behaves as a single entity. The simulation environment was developed in SHIFT, a new specification language for describing dynamic networks of hybrid automata. These constitute the most adequate modeling formalism for this problem domain. The expressive power of SHIFT provides a compact notation for modeling spatial and logical relationships in a dynamic environment and for modeling and analyzing control strategies governing object interactions.
INTRODUCTION
This paper presents a simulation environment of the coordinated operation of multiple Autonomous Underwater Vehicles [AUV] . The primary application of the simulation environment is the specification and analysis of the design of the Generalized Vehicle [GV] architecture . This architecture, that is based on the GV concept, is at the heart of an innovative approach to oceanographic field studies proposed under the project Multiple Autonomous
Underwater
Vehicles for Coastal Oceanography.
The requirements of this simulation environment include: 1) Complete 6 degree-of-freedom [dofl dynamic models of AUVs; 2) Description of oceanographic phenomena; 3) Models of the interactions between models of the vehicles and the environment; 4)
University of California at Berkeley
Berkeley, CA 94720, USA Models of sensors, actuators and communication devices; 5) Detailed description of the coordinated operation of AUVs in a finite number of formations; 6) Models of alternative control architectures. The simulation environment was developed in SHIFT (Deshpande, GGllii and Semenzato 1997) , a new programming language for describing dynamic networks of hybrid automata. Networks of hybrid automata constitute a powerful modeling framework for this problem domain that is suitable for incorporating the discrete event and continuous dynamics that arise in the coordinated operation of multiple AUVs. The expressive power of SHIFT enabled the mapping of the application domain description into a compact representation, and the modeling of complex dynamic interactions among modeled objects. This paper is organized as follows. In Section 2, we present the motivation for this work by describing the GV concept and the project Multiple Autonomous
Underwater
In Section 3, we describe the control architecture in order to state the simulation requirements. In Section 4, we present the structure of the simulation environment and the design methodology that we used, emphasizing the specific aspects of the SHIFT language that proved invaluable at this stage. In Section 5, we present some simulation results. In Section 6 we discuss the conclusions.
MOTIVATION
The sampling requirements of oceanographic and environmental field studies are becoming more and more demanding. The requirements of the next generation of oceanographic field studies, collectively described as real-time oceanography (Curtin et al. 1993) , include: 1) obtain spatially distributed, temporally correlated measurements; 2) respond in a timely fashion to episodic events; 3) obtain time series of spatially distributed phenomena; and 4) in-teract with measurement platforms in the course of observations. It becomes clear that traditional sampling techniques involving moored instrumentation or towed bodies from ships are no longer adequate: 1) Arrays of moored, and therefore static, instrumentation can provide simultaneous time series, but spatial resolution is typically poor due to the high cost; 2) Towed bodies can provide quasi-synoptic two-dimensional sections of the evolving fields. The limitations of traditional approaches are mainly related to the absence of adaptive spatial and temporal sampling capabilities. These capabilities, enabling an economic and detailed characterization of oceanographic phenomena, are within the possibilities of an emerging technology: AUVs (Healey, Psscoal and Pereira 1995) . The technical challenge is then to manage the complexity of the operation of AUVs in an adverse environment, the ocean, where navigation and communications have severe limitations.
The Multiple AUVs for Coastal Oceanography project from Port0 University (Sousa et al. 1997) envisages the demonstration of an innovative approach for oceanographic field studies. The demonstration unit consists of AUVs of the REMUS (Remote Environmental Measuring Units) class, developed by the Woods Hole Oceanographic Institution (Alt et al. 1994) . Two field demos , involving CTD [Conductivity-TemperatureDepth] measurements in a pre-defined path are scheduled for 1997. The project proposes a systems perspective, based on the concept of the Generalized Vehicle [GV] , involving the coordinated operation of multiple vehicles within an environment where the maximization of the synergistic interactions with other devices and vehicles is sought. A GV is a group of vehicles whose spatial and logic organization is controlled in such a way that the group behaves as a single entity. A framework governing the coordinated management of resources distributed among several vehicles has several applications: 1) Endows the operation of small, and relatively simple, vehicles with sophisticated behavior that does not have a parallel in the operation of more complex vehicles, either in isolated operation or coordinated by humans. 2) Enables the specification of new vehicles and systems whose features are designed for the operation in the GV framework.
In conclusion, the whole concept shifts mission complexity from the mechanical world to the control architecture.
REQUIREMENTS
The primary application of the simulation environment is the specification and analysis of the design of the GV architecture.
The description requirements are very complex since the whole system includes both continuous activities and discrete-event features (i.e., constitutes a hybrid system) evolving in several time scales. The dynamic nature of the problem stems from the existence of multiple vehicles whose roles, relative positions, and dependencies change during underwater operations. To meet these complex system description requirements, the GV architecture is modeled as a dynamic network of hybrid systems using the SHIFT formalism and specification language.
SHIFT was the specification language since it provided the most adequate modeling formalism for this problem domain. Furthermore, its expressive power in terms of the coordination and control of multiple vehicles had been successfully illustrated by the PATH project (Varaiya 1993) .
The structural simulation requirements are better described in terms of the GV control architecture that is organized in five layers:
The physical layer. For each vehicle, this layer consists of actuators, sensors and communication devices. The vehicle dynamical models are given in terms of nonlinear ordinary differential equations.
The abstraction layer. This layer defines a uniform interface to the functional layer by encapsulating each component of the physical layer in a transition system providing adequate abstractions of the underlying behavior.
Each abstracted component also handles local fault analysis and diagnosis.
The functional layer. The components of this layer are virtual sensors and systems that basically provide the motion, guidance and navigation operators:
1) The positioning system, involving the integration of data from different sensors and external communication;
2) The guidance system, with two major classes of operation, pre-defined paths or phenomena-guided motion (eg. gradient following);
3) The motion control system, where different controllers are required not only by the complex dynamics of an AUV, but also by the phenomena-guided activities;
4) The power system, that monitors and manages a crucial resource for autonomous operation thus constraining the set of available modes of operation. Each system has several modes of operation and different combinations of the operation modes from each system are required for the GV operation.
The functional layer implements these systems and fault management. Each system is organized as a set of components characterized by discrete and contin-uous dynamics. The corresponding transition structures are defined by the internal objectives, by commands generated by the coordination layer and by events generated by the physical environment.
Examples of the functional layer activities corresponding to some modes of operation emphasize and illustrate specific aspects of the simulation requirements. In the bottom-following operation, the control loop is closed with measurements from an altimeter while the AUV maintains a legal position, in terms of safety rules and of the operational constraints of the current positioning system mode. A motion coordination operation requires inter-vehicle communication to close the control loop. The communication processes add complexity to the above requirements by introducing delays and communication errors that involve additional control modes. This represents a novel hybrid control configuration, where several hybrid automata involved in guidance and maneuver control of individual vehicles interact through asynchronous message passing.
The coordination layer. There are two levels of coordination.
1) Zntra-vehicle coordination dynamically selects composition rules for the systems composing the functional layer of each vehicle according to its role in the GV. This role is defined by the Intervehicle coordination layer and by the environment constraints. For example, the navigation and control pairs are selected according to the motion strategy defined in the mission specification. 2) Inter-vehicle coordination schedules and supervises the execution of maneuvers corresponding to the spatial and logic organization modes defined by the organization layer. Adequate abstractions are required since the continuous evolution of each vehicle will be constrained and controlled by the logic and spatial organization of the GV. The GV spatial organization can be fixed, timevariant or, possibly, adaptive. A fixed spatial organization enables time-correlated simultaneous measurements to be taken by each vehicle. Spatial organization is planned according to the characteristics of the sampled phenomena. Adaptive spatial organization enables active search (e.g. gradient following) where no a-priori path is defined, and the mission is described by a search strategy.
The organization layer. This layer supervises the execution of a mission plan thus defining the temporal evolution of the spatial and logical organization modes of the GV.
The GV operation imposes complex requirements to the control architecture. Systematic procedures for the design of individual pieces of controllers or other components of the control architecture are available in the literature. However, there is no systematic procedure ensuring that a given architecture -a structure where these individual pieces are integrated -is the best solution in terms of the available resources and the stated requirements. The problem is further complicated since the different operational scenarios impose additional requirements for the architecture in terms of flexibility and readiness. In the absence of such systematic procedure, simulation plays an important role in the study and evaluation of different alternatives for the control architecture.
In conclusion, a domain specific micro simulation framework is needed to facilitate the timely and costeffective analysis, design, evaluation and implementation of the GV framework. The framework provides an implementation of the overall GV control architecture as well as dynamical models of AUVs. It allows control and modeling engineers to easily specify, simulate, and sanitize their control, communication, and sensing algorithms before they start experiments with actual AUVs. In a later stage of development, planning of operational missions by oceanographers and engineers will be facilitated by added visualization and graphical interfaces (Brutzman 1994 ) supporting user-interaction with simulation runs.
THE SIMULATION ENVIRONMENT
SHIFT users define types (classes) with continuous and discrete behavior. A simulation starts with an initial set of components that are instantiations of these types. The world-evolution is derived from the behavior of these components. A type consists of numerical variables, link variables, a set of discrete states, and a set of event labels. The variables are grouped into input, state, and output variables. The inputs and outputs of different components can be interconnected. Each discrete state has a set of differential equations and algebraic definitions (flow equations) that govern the continuous evolution of numeric variables. These equations are based on numeric variables of this type and outputs of other types accessible through link variables. The transition structure of the hybrid automaton may involve synchronization of pairs or sets of components.
The system alternates between the continuous mode, where the evolution is governed by the flow equations, and the discrete mode, where simulation time is stopped and all possible transitions, determined by guards on transitions and/or by event synchronizations among components, are taken. During a discrete step components can be created, interconnected, and destroyed. Currently the continuous mode is implemented by a fixed step Runge-Kutta in-tegration algorithm and the step size determines the accuracy of the simulation.
The Main Entities
An object-oriented methodology was used in the process of mapping the simulation requirements into a SHIFT specification. The object-oriented features of the language were crucial to ensure the modularity and the re-usability of the code.
We developed a framework defining the objects in the world and the overall control architecture. Users will, within this architecture, provide individual control pieces, such as supervisors and feedback controllers, as plug-and-play components. The specification of the main entities evolving in the simulation environment resulted from mapping the major components of the Future Real World [FRW] onto the SHIFT types that compose the world type. The plugand-play capabilities dictated the preservation, under this map, of the interfaces between models of physical devices and models of controllers.
The world containment hierarchy can be found in Figure 1 -the Soundwave type models the propagation of sound waves in the ocean. To model the underwater environment we used SHIFT functions which define a generic interface for querying underwater environment databases (Patrikalakis et. al 1995) . In this simulation model, the (x,y,z) position of a component is described in a global reference frame.
The specification of the main types of the world type was followed by the definition of the structure of each of those types. In the FRW, instances of these types are generically composed of: 1) physical devices, and 2) the respective controllers, if any. Figure 1 presents the containment hierarchy of the AUV type. Physical devices, are mapped onto the physical layer type. Their models and interactions with the underwater environment are invariant with respect to the design of the control architecture.
In the ensuing specification step we developed models of the physical entities -physical layer -for each of the main types and models of the corresponding internal interactions. Figure 1 presents the containment hierarchy of the physical layer of the AUV type. The Dynamic-Model type describes a complete 6 dof hydrodynamic model of a rigid-body underwater body (Healey and Lienard 1993) . This type can be configured by over one hundred parameters to model any submarine of interest to the project. The type inputs were standardized so that inheritance can be used to represent others types of vehicles (such as cars). Accordingly, the inputs are torque and forces that are generated by the corresponding actuator models. A library of sensors, actuators, power systems, navigation and communication devices enables to rapidly assemble different configurations of the physical layer. Sensor-Env-P is the unique type of this layer that was not directly mapped from a physical device. Instances of this type are attached to the corresponding sensor type instances (through input/output and synchronization links) in order to model the interactions with the rest of the world, thus preserving modularity and re-usability of the sensor models.
Dynamic Interactions
The simulation of the dynamic interactions among instances of the types described in the previous section is made possible by the SHIFT syntax and semantic model. Interactions between each instance of an AUV type and the underwater environment are modeled by Sensor-Env-P components. The interactions within an instance of the world type are expressed by the input/output connections among components and by the link variables that can change their value during a discrete transition. For example, the interactions among the internal components of an instance of AUV type may occur synchronously -in the control loops -or asynchronously -a power failure is modeled by a collective transition to the shutdown discrete state in all components that depend on that system. These interactions occur concurrently in the world type which, as depicted in Figure 1 , is composed of several components evolving in the global simulation time.
Due to space limitations we briefly describe a simple example of the interactions between instances of AUV and Transponder types to illustrate the underlying hybrid behavior. One of the acoustic navigation systems modeled in this simulation environment uses a hyperbolic algorithm to determine the position of an AUV with respect to three transponders located in known positions. The master transponder M creates a Soundwave of frequency fl every q seconds. When this Soundwave reaches the second transponder Sl, this, in turn, creates a Soundwave of frequency f2. The process is repeated with the third transponder S2. Each individual AUV mounts a Hydrophone type sensor to detect Soundwave components. By using the time intervals between two consecutive arrivals the navigation system determines the position of the AUV. A simplified 2D representation of this scheme is presented in Figure 2 , where a series of snapshots describe the temporal and spatial evolution of Soundwave instances and the events triggered by this process.
The type Soundwave, whose instances are created The master transponder M creates a Soundwave every Q seconds. The creation is triggered by an event tick that is synchronized with a digital clock. In the case of transponders Sl and S2, the same event is synchronized with the event detect from a Sound-W-SEP component (to be described next). . . . . 1
SIMULATION RESULTS
The simulation environment consists of about 4,000 lines of SHIFT code that are translated to about 14,000 lines of C code. In the tests carried so far, the functions describing the underwater environment were quite simple. For example, the bottom of the ocean was modeled by the product of two sinusoids. We simulated the operation of six Phoenix AUVs (Healey and Lienard 1993 ) with a complete 6 dof model, in an underwater environment where 3 fixed transponders, placed at appropriate locations, are used for acoustic navigation.
The hydrodynamic model is quite complex involving more than one hundred parameters. The state variables are defined in local coordinates and the global position of each submarine is obtained by a standard coordinate transformation.
Each instance of an AUV type involves over fifty SHIFT types ranging from the hydrodynamic model and models of altimeters and accelerometers, to types that encapsulate control laws and navigation algorithms or supervise the respective invocations. The calculation of the integration step size is determined by the evolution model of a SHIFT system. In this particular application, the size of the integration time step is determined by the accuracy of guard-crossings related to the acoustic navigation algorithm. This is based on the detection of sound waves. The flow equation of the Soundwave type is linear in the speed of sound in water (1500 ms-1). The maximum acceptable size for the integration time step was, therefore, 0.001 seconds. With this time step, the simulation time was about 3 times slower than real time. These experiments were performed on a SUN ULTRA-1 workstation with 64 MB of memory and Solaris 5.1 operating system. Our analysis indicate that a substantial amount of the simulation time is spent in the calculation of the AUV's trajectories, as expected due to the complexity of the AUV's dynamic model that we used. The structure of this problem is amenable to optimization of the simulation time since a reasonable accuracy of the integration of the dynamic model is achieved with a time step of 0.01 seconds.
CONCLUSIONS
This paper presented a simulation environment for the development and testing of an innovative ap preach to real-time oceanography based on the coordination of multiple autonomous underwater vehicles. The unique features of the SHIFT language, particularly the hybrid automata model, the dynamic reconfiguration of the model, the powerful synchronization constructs and the operations on sets were instrumental in the process of modeling the problem domain and in the specification of a structure were control architectures can be tested.
The modular specification and the development of libraries of actuators and sensors enabled to reuse most of the SHIFT code to simulate the operation of multiple industrial autonomous mobile platforms. 
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