Let Ln be the n-dimensional second order cone. A linear map from R m to R n is called positive if the image of Lm under this map is contained in Ln. For any pair (n, m) of dimensions, the set of positive maps forms a convex cone. We construct a linear matrix inequality of size (n − 1)(m − 1) that describes this cone.
Introduction
Let K, K ′ be regular convex cones (closed convex cones, containing no lines, with non-empty interior 1 ), residing in finite-dimensional real vector spaces V, V ′ . A linear map from V to V ′ that takes K to K ′ is called K-to-K ′ positive or just positive, if it is clear which cones are meant. For a detailed introduction into cones of positive maps we refer to [9] , [10] , for applications to [3] and references cited therein.
In this contribution we consider positivity of maps with respect to two Lorentz cones. A description of the corresponding positive cones by a nonlinear matrix inequality, which is based on the S-lemma, is known for decades [4] . However, a description of these cones by a linear matrix inequality (LMI) was long elusive. In an earlier paper [3] we derived an LMI which describes the cone of Lorentz-positive maps. However, this LMI was of exponential size. In this contribution we derive a polynomially-sized LMI. This reduction in size is achieved by exploiting the main idea in [2, Section 3] . The extreme rays and other properties of these cones were studied in [5] .
The remainder of the paper is structured as follows. In the next section we introduce the necessary definitions and recall some basic facts which we need later on. In Section 3 we describe a polynomiallysized semidefinite relaxation of the cone of Lorentz-positive maps (Theorem 3.1). In Section 4 we recall the concept of Clifford algebras and consider some of their representations. In the last section we prove that the semidefinite relaxation of the Lorentz-positive cone is in fact exact (Theorem 5.6).
Notations and definitions
Throughout the paper m, n, r are positive natural numbers. For convenience we also introduce the numbers µ = m − 2, ν = n − 2, ρ = r − 2.
The components of real vectors x ∈ R r will carry indices running from 0 to r − 1. Accordingly, the canonical basis vectors of R r will be denoted by e 0 , . . . , e r−1 . The Euclidean norm will be denoted by || · ||. We will represent linear maps from R m to R n by real n × m matrices. The space of these matrices will be denoted by R n×m . Further we will identify the tensor product space R n ⊗ R m with the space R n×m , in such a way that for any x ∈ R m , y ∈ R n the tensor product y ⊗ x is identified with the real n × m matrix yx T . The symbol ⊗ will also denote the Kronecker product of matrices. The space R n ⊗ R m is equipped * LJK, Université Grenoble 1/CNRS, 51 rue des Mathématiques, 38041 Grenoble Cedex 9, France (roland.hildebrand@imag.fr). 1 In the literature, the term regular cone might also be used in other contexts. Sometimes the cones we call regular here are called proper, but proper cone might also have different meanings. We will stick to the notation used in the conic programming literature.
with a scalar product. Namely, for matrices A, B ∈ R n ⊗ R m we have A, B = tr (AB T ), where tr denotes the trace. This scalar product is the same as the one induced on R n ⊗ R m by the Euclidean scalar products on R n , R m . The symbol ⊕ will denote the direct sum of vector spaces. For matrices A, B, A ⊕ B is a block-diagonal matrix with the two diagonal blocks A, B. The identity map on a vector space V will be denoted by id V . Definition 2.1. Let V be a real vector space equipped with a scalar product ·, · and let K ⊂ V be a convex cone. Then the dual cone K * of K is defined as the set of elements y ∈ V such that x, y ≥ 0 for all
Definition 2.2. Let V be a real vector space. The convex hull of a set S ⊂ V is the set of all convex combinations of elements of S, or otherwise spoken, the smallest convex set containing S.
We now pass to the definition of the Lorentz cones and the cones of positive maps.
is called the r-dimensional second order cone or Lorentz cone. The Lorentz cone is a regular self-dual convex cone.
The set of Lorentz-positive maps (for fixed dimensions m, n) forms a regular convex cone. We denote this cone by P n,m .
Proof. By self-duality of L n we have the following chain of equivalences.
Corollary 2.6.
[8] The dual cone to P n,m is given by the convex hull of all matrices of the form yx T , where x ∈ L m , y ∈ L n .
We will denote this dual cone by Sep n,m . The following consequence of Lemma 2.5 is evident.
be sets such that L m is the closure of the convex hull of the set X 0 = {αx | α ≥ 0, x ∈ X}, and L n is the closure of the convex hull of the set Y 0 = {αy | α ≥ 0, y ∈ Y }. Then M ∈ P n,m if and only if for all x ∈ X, y ∈ Y we have M, yx T ≥ 0. The aim of this paper is to derive a description of the cone P n,m as feasible set of an LMI which has polynomial size in n, m. Note that for r ≤ 2 the Lorentz cone L r is polyhedral with r generating rays. Hence for min(n, m) ≤ 2 the cone P n,m is a direct product of min(n, m) Lorentz cones of dimension max(n, m). In this case an LMI description of polynomial size is readily available. Throughout the paper we will hence assume min(n, m) ≥ 3.
Let S(n) be the space of real symmetric n × n matrices and S + (n) the cone of positive semidefinite (PSD) matrices in S(n); H(n) the space of complex hermitian n × n matrices and H + (n) the cone of PSD matrices in H(n). Denote by M(n) the space of real n × n matrices, and by A(n) the space of real skewsymmetric n × n matrices. The spaces S(n), H(n), M(n), and A(n) are equipped with the scalar product A, B = tr (AB * ). Here B * denotes the complex conjugate transpose of the matrix B. The cones S + (n) and H + (n) are self-dual. The ordering with respect to these cones will be denoted by . Let further U (n) be the group of unitary n × n matrices, O(n) the group of orthogonal n × n matrices, and I n the n × n identity matrix. Definition 2.8. Let V be a real vector space and let G be a finite subgroup of the general linear group of V . The group average of an element v ∈ V is defined as
Lemma 2.9. [2, Lemma 2.11] Let V be a real vector space equipped with a scalar product and let G be a finite subgroup of the isometry group of V . Then the operation of group averaging is the orthogonal projection onto the linear subspace
The following result is standard in convex geometry.
Proposition 2.10. Let V be a real vector space equipped with a scalar product, let L ⊂ V be a linear subspace and let K ⊂ V be a closed convex cone. Then the dual cone to K ∩ L equals the closure of the orthogonal projection of
* , but its distance to the closure of the projection of K * on L is strictly positive. Then there exists an element y ∈ L such that x, y < 0, and y, z ≥ 0 for all z in the projection of K * on L. It follows that y, z ≥ 0 also for all z in K * , hence y is in K and therefore in K ∩ L. This leads to a contradiction and completes the proof.
Semidefinite relaxation of P n,m
For r ≥ 3, define a linear map W r : R r → S(r − 1) by
. .
Theorem 3.1. Assume above notations. Let M be a real n × m matrix satisfying the LMI
Proof. Assume the conditions of the theorem. By Corollary 2.7 the map M is in P n,m if and only if
The subsets of R m and R n defined by (3) correspond to parabolic sections of the boundaries of L m and
This can be seen as follows. Let a ∈ R n , b ∈ R m be arbitrary. Then we have
Equation (4) now follows by linear extension. Thus, if M satisfies LMI (2), then by (4) y T M x ≥ 0 for all x ∈ R m , y ∈ R n satisfying (3) and hence M ∈ P n,m .
The matrices M satisfying (2) form a convex cone. The preceding theorem states that this cone is contained in P n,m . Thus (2) is a semidefinite relaxation of the positive cone P n,m .
Clifford algebras and their representations
For an introduction in the theory of Clifford algebras see [6] , [11] . Our use of the Clifford algebra is essentially restricted to the use in the next section of the semidefinite description of the cone Sep n,m provided in [3, Theorem 4.11] . In the sequel we assume r ≥ 3.
Definition 4.1. Let V Cl be an (r − 1)-dimensional real vector space equipped with a Euclidean norm || · ||. The Clifford algebra Cl r−1 (R) is the universal associative real algebra with 1 which contains and is generated by V Cl subject to the condition v 2 = ||v|| 2 for all v ∈ V Cl .
Let {f 1 , . . . , f r−1 } be an orthonormal basis of V Cl . Then the elements of this basis anti-commute and square to 1. Hence a basis of the whole Clifford algebra Cl r−1 (R) is given by the ensemble of ordered
This includes the empty product, which by definition equals 1. The dimension of Cl r−1 (R) is hence 2 r−1 . Let now Y be the r-dimensional subspace of Cl r−1 (R) spanned by 1,
We now proceed to the matrix representations of Cl r−1 (R). We start by defining the matrices
Further we define multi-indexed matrices with indices of length ρ = r −2 by σ k1k2...kρ = σ k1 ⊗σ k2 ⊗· · ·⊗σ kρ , where k j ∈ {0, 1, 2, 3} for each j. Hence σ k1k2...kρ will be of size 2 ρ × 2 ρ .
Let us define a real matrix representation R Cl of the Clifford algebra Cl r−1 (R) by such multi-indexed matrices. The representation maps the unit element and the generators f 1 , . . . , f r−1 of the algebra as
Here σ ⊗k j denotes the k-fold Kronecker product σ j ⊗ σ j ⊗ · · · ⊗ σ j . It is not hard to verify that R Cl (f k ) and R Cl (f l ) anti-commute for k = l and any R Cl (f k ) squares to the identity matrix. Hence R Cl is indeed a representation of Cl r−1 (R). Note that σ 0 , σ 1 , σ 2 are symmetric, and so are Kronecker products of these matrices. We obtain the following result. Define the matrices σ
Let us now define a representation C Cl of the Clifford algebra
Cl r−1 (R) by such multi-indexed matrices. The representation maps the unit element and the generators f 1 , . . . , f r−1 of the algebra as
For even r we define also another representation C ′ Cl , which differs from C Cl by a sign change in the representation of the last generator, C ′ Cl : f r−1 → −σ Cl of Cl r−1 (R) is the direct sum of 2 (r−3)/2 copies of the irreducible representation C Cl . There exists a unitary matrix U ∈ U (2 ρ ) such that R Cl (x) = U (I 2 (r−3)/2 ⊗ C Cl (x))U * for all x ∈ Cl r−1 (R). Let r ≥ 4 be an even number. The representation R Cl of Cl r−1 (R) is the direct sum of 2 (r−4)/2 copies of the irreducible representation C Cl and of 2 (r−4)/2 copies of the irreducible representation C ′ Cl . There exists a unitary matrix U ∈ U (2 ρ ) such that R Cl (x) = U (I 2 (r−4)/2 ⊗ (C Cl (x) ⊕ C ′ Cl (x)))U * for all x ∈ Cl r−1 (R). We will not make use of this theorem until the last section. The proof is provided in the appendix.
Properties of the representation R

Cl
In this subsection we restate the results of [2, Subsection 3.1].
Let ρ ≥ 1 be an integer and put r = ρ + 2. A basis of the space M(2 ρ ) is given by the set of all multi-indexed matrices σ k1...kρ whose index sequence has length ρ. Note that M(2 ρ ) = S(2 ρ ) ⊕ A(2 ρ ). A basis of S(2 ρ ) is comprised of those multi-indexed matrices whose index sequence contains an even number of 3's. A basis of A(2 ρ ) is comprised of those multi-indexed matrices whose index set contains an odd number of 3's.
The image L r of R r is a subspace of S(2 ρ ) and hence of M(2 ρ ). We now introduce a subgroup G r of the automorphism group of M(2 ρ ) that leaves L r elementwise invariant. For ρ = 1 G r will consist only of the identity automorphism. For ρ ≥ 2 we define this group as follows.
Consider the automorphism j of the space M(4) defined by j : A → −σ 31 Aσ 31 . It is not hard to prove that this automorphism has eigenvalues ±1 and the eigenspace corresponding to the eigenvalue 1 is exactly the space spanned by the matrices σ 00 , σ 01 , σ 12 , σ 22 , σ 13 , σ 23 , σ 30 , σ 31 . The eigenspace of the eigenvalue −1 is spanned by the remaining eight double-indexed matrices.
Define automorphisms
The mappings j k are the conjugation by the matrix
Hence the j k act separately on the symmetric and the skew-symmetric part of a matrix A ∈ M(2 ρ ), and can be considered as automorphisms of the spaces S(2 ρ ) and A(2 ρ ) when restricting the domain of definition accordingly. Moreover, the j k can be considered as automorphisms of the cone S + (2 ρ ). Consider the set of sequences (l 1 , . . . , l ρ ) of elements of the set {0, 1, 2, 3}. Let ζ be the subset of those sequences fulfilling j(σ l k l k+1 ) = σ l k l k+1 for all k = 1, . . . , ρ − 1. Let L 5 Reduced LMI description of P n,m
We will need the following result [3, Theorem 4.11].
Theorem
Corollary 5.2. Let m, n ≥ 4 be even. Then a matrix M is in Sep n,m if and only if all four matrices
Proof. Assume the notations of the corollary. If the four matrices are PSD, then M ∈ Sep n,m by the preceding theorem.
Suppose m ≤ n. Let ω : R n → R n be the linear map that changes the sign of the last coordinate. Note that ω is an automorphism of the Lorentz cone L n . Moreover, we have the relation
Hence by the preceding theorem both the matrices (C n ⊗ C m )(M ), (C n ⊗ C ′ m )(M ), and the matrices (
The case n < m is proven similarly. 
⊥ consists of matrices with zero trace. Hence the orthogonal projection of the cone S + (2 ν+µ ) on L n ⊗ L m is closed. Note also that the map R n ⊗ R m is a multiple of an isometry. By Corollary 2.6 and Proposition 2.10 we then get the following result.
Let us summarize the results of Subsection 4.1. We have decomposed the space S(2 In the sequel we will consider the action of the product group G n × G m on the tensor product space
on tensor products and extended to the whole space M(2 ν+µ ) by linearity. The product group G n × G m acts separately on the subspaces S(2 ν ) ⊗ S(2 µ ) and A(2 ν ) ⊗ A(2 µ ) and hence on S(2 ν+µ ). Clearly the group elements induce automorphisms of the cone S + (2 ν+µ ). We will also consider the tensor product map
. This map assigns to any matrix in M(2 ν+µ ) a principal submatrix of size (µ + 1)(ν + 1) × (µ + 1)(ν + 1).
Theorem 5.5. Let min(n, m) ≥ 3 and M ∈ P n,m . Then there exists X ∈ A(n − 1)
Proof. Assume the conditions of the theorem. By Corollary 5.4 there exists
we can decompose the matrix X as X S + X A , where X S ∈ S(2 ν ) ⊗ S(2 µ ), and X A ∈ A(2 ν ) ⊗ A(2 µ ). Let us take the group average of above LMI with respect to the action of the group G n × G m . The matrix (R n ⊗ R m )(M ) is an element of the subspace L n ⊗ L m and hence invariant under the action of the group by Corollary 4.7. Therefore this matrix is equal to its group average. Denote the group averages of the matrices X S , X A by X 
Let us apply the map π n ⊗ π m to the averaged matrix inequality (R n ⊗ R m )(M ) + X − 1) . This completes the proof.
The preceding theorem states that LMI (2) is a necessary condition for a matrix M to be a positive map. Theorem 3.1 states that it is a sufficient condition. We obtain the following result.
Theorem 5.6. Let min(n, m) ≥ 3. A linear map M : R m → R n is in the cone of positive maps P n,m if and only if there exists X ∈ A(n − 1) ⊗ A(m − 1) such that (W n ⊗ W m )(M ) + X 0, where the maps W n , W m are defined by (1) .
LMI (2) describing the cone P n,m has size (m − 1)(n − 1) and has thus a complexity which is polynomial in n and m.
A Proof of Theorem 4.4 A.1 Decompositions of algebra representations
In this subsection we restate and generalize some results from [1] .
Consider a compact subgroup G ⊂ U (n) of unitary matrices. The n-dimensional representation of G as a subgroup of U (n) decomposes into irreducible representations R 1 , . . . , R l of dimensions d 1 , . . . , d l and with multiplicities m 1 , . . . , m l . We have the following result.
Lemma A.1. Assume above notations. Then there exists a unitary matrix U 0 ∈ U (n) with the following property. For any complex n × n matrix A such that AU = U A for all matrices U ∈ G the matrix A 0 = U 0 AU * 0 has a block-diagonal structure. Each irreducible representation R k gives rise to d k identical blocks of size m k .
The main idea of the proof is from [1] .
Proof. Assume the conditions of the lemma. Since the elements in G are represented by unitary matrices, the invariant subspaces corresponding to the different representations are mutually orthogonal. We can hence assume without restriction of generality that the matrices U ∈ G are block-diagonal, with m k identical blocks of size d k corresponding to each irreducible representation R k . Denote these blocks by B 1 (U ), . . . , B s (U ), where s = k m k . Divide the matrix A into s×s blocks A k1k2 , k 1 , k 2 = 1, . . . , s, according to the block structure introduced above. The condition AU = U A then yields A k1k2 B k2 (U ) = B k1 (U )A k1k2 for all U ∈ G and for every pair k 1 , k 2 of indices. By the Schur representation lemma we then have that A k1k2 = 0 if the irreducible representations corresponding to the indices k 1 , k 2 are different, and A k1k2 = αI for some complex scalar α, if these representations are the same. Here I stands for the identity matrix of appropriate size.
Thus the principal submatrix of A composed of blocks corresponding to a particular representation R k is a Kronecker product A k ⊗ I d k , where A k is an m k × m k matrix composed of the individual scalars α. An obvious permutation of rows and columns now yields the desired block-diagonal form of A.
Corollary A.2. Let A be an associative algebra over R (or C) represented as an R-subspace (or Csubspace) L of complex n × n matrices. Let further G ⊂ U (n) be a compact group of unitary matrices, with a decomposition in irreducible representations as above, such that AU = U A for all A ∈ L and U ∈ G. Then there exists a unitary matrix U 0 with the following property. The matrices in the subspace L 0 = U 0 LU * 0 have a block-diagonal structure. Each irreducible representation R k gives rise to d k identical blocks of size m k . Note that L 0 as well as each of its diagonal blocks is also a representation of A. Thus the decomposition of the unitary symmetry group G into irreducible representations induces a decomposition of the representation L of the algebra A into smaller representations.
