The usage of network resources by content providers is commonly governed by Service Level Agreements (SLA) between the content provider and the network service provider. Resource usage exceeding the limits specified in the SLA incurs the content provider additional charges, usually at a higher cost. Hence, the content provider's goal is to provision adequate resources in the SLA based on forecasts of future demand. We study capacity purchasing strategies in this setting when the content provider employs network coded multicast as the data delivery mechanism. We model this problem as a two-stage stochastic optimization problem with recourse, and we design two approximation algorithms to solve such problems. The first is a heuristic that exploits properties unique to network coding. It performs well in general scenarios, but may be unbounded with respect to the optimal solution in the worst case. This motivates our second approach, a sampling algorithm partly inspired from the work of Gupta et al. [1] . We employ techniques from duality theory in linear optimization to prove that sampling provides a 3-approximate solution to the stochastic multicast problem. We conduct simulations to illustrate the efficacy of both algorithms, and show that the performance of both is usually within 10% of the optimal solution in practice.
Introduction
The increasing growth in network technology and available bandwidth has led to numerous content providers offering data dissemination services such as media streaming, both live and on demand. A key concern for these content providers is network resource provisioning with respect to future demand from its customers. The content provider's requirement as well as payment for resources used are captured in Service Level Agreements (SLA) [2] - [4] with the Internet service provider (ISP). Excess usage beyond the limits specified within the SLA may incur additional charges, usually at a higher per unit cost than that initially agreed upon in the SLA [4, 5] . Since future demand from customers is inherently uncertain, the initial provisioning process by the content provider must be balanced against the cost, based on forecasts of expected customer usage patterns and demands [4] - [8] . Over-provisioning leads to wasted resources and unnecessary payments, while underprovisioning results in potentially prohibitive additional charges ex post facto.
We develop algorithms for optimal capacity provisioning in terms of cost when (1) the content provider employs multicast with network coding as its underlying data dissemination method, and (2) the future set of customers (multicast receivers) is unknown. Multicast is attractive for content delivery, as it exploits the replicable property of information, leading to efficient bandwidth utilization [9] . Traditional multicast has been shown to be NP-Hard to optimize [10, 11] . In this work, we further employ network coding [12, 13] , which leads to multicast routing algorithms that are both optimal [14] and efficiently computable [15] .
A major challenge in the resource provisioning stage is dealing with uncertainty in future network resource demands [4] - [6, 8] . When the future set of customers is indeterminate, the content provider must avail to forecasts based on marketing reports or historical usage patterns when making decisions [4, 5, 8] . The presence of probabilistic elements in the decision making process naturally suggests a stochastic optimization framework. We model the capacity provisioning problem for multicast as a two-stage stochastic optimization problem with recourse [16, 17] . In the first stage, network capacity is purchased based on predictions of the future set of customers. This corresponds to the capacity reserved by the content provider during initial SLA negotiations with the ISP. In the second stage, once the set of customers is known unambiguously, the capacity purchased in the first stage may be insufficient. The recourse action at this stage is to purchase the additional capacity required to serve all customers. This second stage purchase captures the bandwidth usage exceeding the limits specified within the negotiated SLA, for which the capacity is priced higher. Our goal is to design algorithms that guide the capacity purchasing decisions in the first stage, such that the overall cost over both stages is minimized in expectation.
To the best of our knowledge, this paper is the first to study network coded multicast in a stochastic setting. Two-stage stochastic optimization with recourse is #P-Hard, which includes problems for counting the number of solutions to NP-Complete problems [18] . Hence, we design two efficient approximation algorithms for the stochastic multicast problem. The first is a heuristic algorithm exploiting properties unique to network coding. Network coded information flows can be viewed as co-existing conceptual flows that do not compete for bandwidth [14, 15] . The result is that only polynomial-time operations are needed to compute the probability that a given data flow level will be required on a link, which in turn is used to guide capacity purchasing decisions in the first stage. We show that while no constant theoretical bound can be obtained on the performance of the heuristic, simulations indicate that this algorithm performs effectively in most practical cases. The second algorithm we present is inspired from the sampling framework of Gupta et al. [1] . We present the sampling algorithm within the framework of two-stage stochastic multicast, and provide a formal proof of its performance bound. In contrast to the heuristic, the sampling algorithm guarantees a constant worst-case performance gap of 3 from the optimal solution. Crucial to the proof of the performance bound is the notion of strict cost shares [1] . A cost sharing scheme is a method for distributing the cost of a solution to the service set. The strictness factor of cost shares relates the cost of augmenting additional receivers to an existing multicast solution. We prove that the dual solutions of the optimal multicast linear program define cost shares that are 2-strict. This in turn implies that the sampling framework provides a 3-approximation algorithm. Our proof utilizes linear programming duality, as well as the sub-additive nature of multicast in directed networks.
We begin by discussing the relevant literature in Section 2. We describe the network model and provide a linear programming formulation for multicast with network coding in Section 3. We adopt a stochastic programming approach to model the stochastic multicast problem in Section 4. In Section 5, we present the heuristic algorithm. The sampling algorithm together with the proof for its performance bound is detailed in Section 6. We then present simulation results in Section 7, which show that both algorithms perform remarkably close to the optimal in almost all practical cases.
Related Work
Multicast is the mechanism of choice for one-to-many data dissemination. By taking advantage of the replicable property of information flows, computing efficient multicast is equivalent to finding and packing Steiner trees, which has been shown to be NP-Hard [10, 11] . The advent of network coding [12, 13] further exploits the encodable as well as replicable properties of information, thus providing a framework for efficient multicast that is polynomial-time computable. Employing network coding leads to higher throughput as well as cheaper routing costs for multicast in both directed [14, 19] and undirected [20] networks. Further, efficient multicast can be computed using linear programs, which can be solved efficiently using either standard solutions such as the interior-point algorithm, or tailored subgradient algorithms that are amenable to distributed implementations [15] . Capacity planning has been studied for communication networks in various contexts. Early work by Sen et al. [8] focuses on private line services, and the authors provide a sampling based algorithm for capacity planning when faced with uncertain demands. A number of studies have looked at capacity planning for virtual private networks (VPN) of customers leasing bandwidth from ISPs. Notably, a model based on stochastic programming is proposed by Heckmann et al. [5] for VPN customers who need to optimally reserve bandwidth in advance when faced with uncertain traffic demands. In contrast, Khalil and Braun [6] study capacity provisioning in VPN networks from the point of view of ISPs instead, and suggest a layered model with a bandwidth broker. In addition, Khalil and Braun's model takes into consideration SLA specifications to ensure ISPs are able to meet customer demands. SLA requirements are also explicitly taken into account in Duan et al's analytical model for bandwidth provisioning in service overlay networks with quality of service requirements [4] . Instead of minimizing a cost metric, Mitra and Wang [7] focus on maximizing revenue for network providers, and derive a convex programming based solution. In all these cases, the indeterminate element is future traffic demand, while traffic routes remain fixed. In this work, the set of multicast receivers is uncertain instead and the routes of data delivery is not simply prefixed.
Stochastic optimization dates back to the work of Dantzig [21] and Beale [22] . Dantzig's attempt at answering the question of how best to allocate a carrier fleet's airline routes in the presence of uncertain demand led to a framework for solving stochastic problems based on linear programming. Since then, there has been a wealth of research into solving problems with incomplete knowledge on the set of input variables. The monographs of Birge and Louveaux [16] as well as Kall and Wallace [17] provide an introduction to the various techniques and models used in stochastic optimization. In the case of two-stage stochastic optimization models, if the number of scenarios in the second stage scales well with the problem size, the problem is efficiently solvable using decomposition techniques like the L-shaped method [23] . However, when the number of scenarios scale exponentially with the problem size, as is the case in this paper, then the problem becomes #P-Hard [18] .
Recently, stochastic optimization has received significant attention from the computer science community. Immorlica et al. [24] develop approximation techniques for stochastic optimization for combinatorial problems whose deterministic version is already NP-Hard. Shmoys and Swamy [25] study stochastic versions of the set cover and facility location problems, and present an approximation scheme based on randomized LP rounding. LP rounding is also used by Gupta et al. [26] to give a constant factor approximation for the stochastic Steiner tree problem. The work most relevant to ours is the sampling framework of Gupta et al. [1] , in which the authors show that a good first stage solution can be constructed via sampling a number of times proportionate to the inflation parameter of the problem. They also show that the approximation factor of this algorithm can be derived based on the existence of strict cost shares. In this work, we show the existence of 2-strict cost shares for network coded multicast, which enables us to conclude that the sampling method constructs solutions that are always within a factor of 3 from the optimal solution. Our proof uses the dual linear program for network coded multicast, first studied by Li [27] . Li showed that the dual variables can be used as an edge cost allocation scheme to enforce optimal multicast routing in the presence of selfish network traffic.
Preliminaries
We model a communication network as a graph G = (V, E, C, w), where V is the set of nodes, E the set of edges, and C and w are capacity and cost vectors respectively. An edge e ∈ E has fixed capacity C(e), as well as an associated cost per unit flow, w(e).
We assume there is a fixed source node s ∈ V that provides a multicast service to the set of multicast receivers, T ⊂ V . The multicast flow is a vector, f ∈ Q E + where Q + is the set of non-negative rational numbers. The desired multicast throughput is d, and our goal is to compute a flow routing scheme that minimizes the total cost of the multicast service, assuming each unit of flow on e ∈ E incurs a cost of w(e) [14, 15, 19] . We will employ network coding for flow routing, thereby ensuring that (1) the cost of the multicast service is optimal, and (2) the min-cost multicast flow is efficiently computable. We will denote by W (T ) the optimal cost of multicasting to service set T . It is easy to check that the multicast cost function is sub-additive for directed networks, i.e., for disjoint sets A, B ⊆ T ,
Employing network coding enables the optimal multicast flow to be computed in polynomial time. A fundamental result of network coding states that a multicast rate of d is feasible if and only if it is a feasible unicast rate from the source to each receiver separately [12] [13] . A direct consequence is that efficient multicast can be viewed as the union of conceptual unicast flows from the source to every receiver [14, 15] . These flows are conceptual in the sense that they do not compete for bandwidth. It is then possible to compute the most efficient union of conceptual unicast flows via linear programming.
Each receiver t ∈ T has a set of paths P t to the source. For a path p ∈ P t , denote by f (p) the conceptual flow from s to t along p, and by f (e) the true flow on edge e. The mincost multicast flow can then be computed with the following Figure 1 . All edges have cost and capacity 1 each. The target multicast rate is 1 from s to receivers t i . Without network coding, the cheapest routing scheme incurs a cost of 5. With network coding, a conceptual unicast flow of 0.5 is routed on each edge (shown using the dotted lines) to each receiver. Since conceptual flows do not compete for bandwidth, the total cost is 0.5 × 9 = 4.5 linear program (LP):
Subject To:
Constraint (1a) states the requirement that all multicast receivers must achieve a flow rate of d. The true flow on each edge is the maximum of all conceptual flows using that edge, i.e. f (e) = max t p∈Pt:e∈p f (p). The max function is non-linear. Nonetheless, the constraint in (1b) captures this requirement equivalently given the direction of optimization. Finally, the flow on each edge must respect capacity constraints, as stated in constraint (1c). LP (1) uses a path-based formulation, with potentially exponentially many path flow variables. It is chosen here for its compact formulation and ease of analysis. In practice, one can easily reformulate LP (1) using edge flows only, to facilitate polynomial time computation [27] . We also note that routing using network coding incurs a cheaper cost in general than routing without network coding. We illustrate this advantage of network coding in Fig. 1 .
Two-stage stochastic multicast with recourse
In this section, we formulate a model for optimal multicast in a stochastic setting. As stated previously, the stochastic multicast problem we study consists of two stages. In the first stage, we are given a probability distribution on the set of potential multicast receivers T . The distributions may be based on market predictions or historical customer usage patterns [4, 5, 8] . The true set of customers is only known at a later point in time, and we model this as the realization of the true set of multicast receivers, A, in the second stage. For a receiver t ∈ T , let P (t) be the probability that t will subscribe to the multicast service in the second stage. We will assume that these probabilities are independent, i.e., ∀t, t ∈ T, P ({t, t } ⊆ A) = P (t)P (t ). We define an inflation parameter, λ, that causes an edge e to increase in cost from w(e) to λw(e) in the second stage. This corresponds to the higher price incurred due to usage exceeding limits imposed by the SLA. We are allowed to buy capacity in the first stage under cost metric w. In the second stage, we must augment the first stage solution with the requisite capacity, under cost metric λw, to construct a feasible multicast solution to A. The goal is to judiciously buy capacity in the first stage that minimizes in expectation the total cost of the solution over all possible realizations of the multicast group in the second stage, A ⊆ T . Let g ∈ Q E + be the vector of capacity purchased in the first stage, and h A ∈ Q E + denote the vector of additional capacity needed in the second stage when the set A is realized, given that g was purchased in the first stage. Define P (A) = Π t∈A P (t)Π t / ∈A (1 − P (t)). Then minimizing the expected cost over both stages can be formulated as a linear program:
LP (2) computes the minimum expected cost over all possible realizations of the service set A. We denote by f A the multicast flow to service set A. The first three constraints state that the feasibility requirements for network coded multicast must be satisfied for each set A ⊆ T . The final constraint states that the amount of capacity purchased in both stages must be sufficient to accommodate the multicast flow f A . It is immediate that in the case of independently distributed probabilities, there are exponentially many sets A, and the computation of the optimal vector g * directly using LP (2) is intractable. Instead, we will develop two methods to guide purchases in the first stage that yield an overall cost close to the optimal cost computed by LP (2).
A Heuristic Algorithm
In this section, we will present the first of the two algorithms we have designed to guide capacity purchasing decisions in the first stage of a stochastic multicast problem.
Run LP (1) on T , let f be resulting flow ; g(e) := 0, ∀e ∈ E ; foreach e ∈ E do foreach t ∈ T do f t (e) := p∈Pt:e∈p f (p); end F (e) := {f t (e)|f t (e) > 0}; Sort F (e), let f 1 . . . f k be descending order of distinct conceptual flow levels on e ; T i (e) := {t|f t (e) = f i } ∀i ∈ {1 . . . k} ; foreach i ∈ {1 . . . k} do
The premise behind the first algorithm is the following; since capacity becomes more expensive by a factor of λ, intuitively, one can minimize the expected cost by purchasing a capacity of c on e if the probability of c being required on e is greater than 1 λ . The algorithm is shown in Algorithm 1; it begins by computing the min-cost multicast flow to the entire set of potential receivers, T . We then proceed to examine the distinct conceptual flow levels on each edge. Here, the benefit of network coding becomes apparent. Since conceptual flows do not compete for bandwidth, there are O(T ) distinct flow levels as opposed to 2 O(|T |) levels when bandwidth contention is present. Consequently, computing the probability that a given flow level occurs on an edge requires polynomially many operations. In Algorithm 1, we denote by P ≤ (f i , e) the probability that edge e will require capacity at most f i . Similarly, P ≥ (f i , e) is the probability that edge e will require capacity at least f i . The latter is computed as the probability that at least one receiver has conceptual flow level of f i on edge e in the optimal multicast flow. The algorithm then recommends that capacity of f i on edge e to be purchased if and only if P ≥ (f i , e) > 1 λ . In Section 7, we show that Algorithm 1 usually performs well. However, this algorithm does not have a constant bound in the performance gap -we illustrate this fact with a simple albeit contrived example in Fig. 2 . In this network, s is the sender and t 1 , t 2 are potential receivers. Let the target multicast rate be 1, and assume each edge has unit capacity. Edge costs are shown next to each edge. Let P (t 1 ) = 1 and P (t 2 ) = δ, where δ is arbitrarily close to 0. The mincost multicast to {t 1 , t 2 } uses edge → sr, which costs x, and hence Algorithm 1 will purchase this edge in the first stage. When x is much larger than 1, the optimal solution is to buy edge → st 1 in the first stage, resulting in expected cost of 1+λδx. As δ approaches 0, the ratio between the cost of the solution provided by the heuristic and the optimal solution approaches x, and is thus unbounded.
Algorithm 1 performs badly in this example because the probability distribution of the receivers is not taken into consideration during the initial min-cost flow computation. This suggests a solution method that explicitly takes into account the distribution at the initial flow computation stage. Motivated by this, we adopt a sampling based approach in the next section that offers a more accurate method for predicting future scenarios, with theoretically proven performance guarantees.
Algorithm 2: Sampling
In this section, we develop our second algorithm, based on the idea of sampling. We adapt the sampling framework [1] explicitly for network coded multicast. Sampling from a probability distribution is an intuitive method of estimating the future set of customers. However, one must take into account that the future is more expensive by a factor of λ, and hence, merely sampling once may be inadequate. Intuitively, a large value of λ indicates that each receiver should have a higher chance of being included in the sample set, since the penalty of not doing so can be high in the event the receiver appears in the true set. To amplify the probability of a receiver appearing in the sampled set, one can repeat the sampling process a number of times and include each receiver if sampling yields the receiver at least once. Clearly, the sampling process should be repeated a number of times proportional to λ. In fact, Gupta et al. [1] show that sampling λ times is necessary to accurately estimate future scenarios.
We will first present the algorithm, and then proceed to prove its performance bound. Unlike the heuristic, the sampling algorithm has a constant approximation factor. The performance bound of the algorithm crucially depends on the existence of a cost sharing scheme that is strict. We formally prove that for min-cost multicast, the variables in the dual linear program of LP (1) can provide 2-strict cost shares.
* be optimal min-cost flow vector ; foreach e ∈ E do g(e) := f * (e) ; end Output g; Algorithm 2: Sampling One can then show that this implies solutions constructed via the sampling algorithm is at most three times more costly than the optimal solution.
The Sampling Algorithm
The sampling algorithm within the context of multicast is shown in Algorithm 2. Essentially, we sample each and every potential receiver t with probability P (t), and we repeat this process λ times to obtain the sample set A, as the union of the set of receivers obtained from each sampling round. We then purchase capacity on each edge sufficient to build an optimal min-cost multicast solution to service the obtained sample A using LP (1).
In the second stage, once the true set of receivers S is known, we need to augment our first stage solution with the additional capacity required to service set S/A. The augmentation algorithm is straightforward; for each edge e, replace it with two edges, e and e . Set the capacity of e = g(e), with cost w(e ) = 0, and assign the residual capacity and original cost to e , i.e., C(e ) = C(e) − g(e) and w(e ) = w(e). The min-cost multicast computed on this new graph is then the augmentation cost of the set S/A to A, and we denote this by W AU G (A, S/A).
While the algorithm itself is relatively straightforward, the challenging part is in proving a good performance bound. To do so, we first introduce the notion of a cost sharing scheme. Roughly speaking, a cost sharing scheme is a method of allocating the cost of a multicast solution to the set of receivers. More formally, given an optimal multicast algorithm A that computes the cost of multicasting to a set of receivers A, the cost sharing scheme ξ : 2 V ×V → R ≥0 with respect to A, assigns cost share ξ(A, t) to receiver t ∈ A. Definition 1. Let A be an algorithm that computes the optimal min-cost multicast, and ξ(., .) be an associated cost sharing scheme. Then, for any two disjoint receiver sets A, B ⊆ T , ξ(., .) is said to be a β-strict cost sharing function if the following properties hold:
The first property implies that a multicast receiver should not be asked to pay if she is not receiving the service. The second property states that the sum of payments received should not exceed the cost of the solution. The final property relates cost shares for receivers in the set B when being served in the set A ∪ B, with the cost of augmenting B to an existing solution for A. If β-strict cost shares exist with respect to the algorithm A, then the cost shares of receivers in B should cover at least 1/β-fraction of the augmentation cost to the multicast solution for the set A. The existence of β-strict cost shares ensure that the augmentation cost can be bounded with respect to these cost shares. In the sequel, we slightly abuse the notation and denote t∈B ξ(A ∪ B, t) as simply ξ(A ∪ B, B). Let us now state the performance bound of Algorithm 2. This theorem is adapted from a more general result by Gupta et al. [1] . A version of the proof for Theorem 1 within the context of min-cost network coded multicast is provided in the full version of this paper [28] .
Note that the sampling algorithm never makes explicit use of any cost sharing scheme. The proof of the performance bound merely requires the existence of some β-strict cost sharing scheme. Therefore our goal is to prove the existence of cost shares specifically for network coded multicast that are strict, and have a bounded strictness factor β. The latter is necessary before one can advocate with confidence that Algorithm 2 is a good solution for the stochastic multicast problem. For any two disjoint sets A, B ⊆ T , and a given cost sharing scheme ξ(., .), we can define β as
Equal cost sharing is O(|T |)-strict
An obvious method of distributing cost shares is to allocate equally the cost of an edge to all receivers who use that edge. Unfortunately, such a method yields cost shares with a β parameter that is unbounded. Consider the example network of Fig. 3 . Edge Node r 2 has edges to all receivers, while r 1 is connected to all receivers except for t k . Each edge has capacity of 1 Figure 3 . Example network to illustrate equal cost sharing leads to unbounded strictness factor. Here, β = k. and the target multicast rate is 1. The min-cost multicast to the set T = {t 1 . . . t k−1 } is 1, while the min-cost multicast to the set T = {t 1 . . . t k } is 1 + x. If equal cost sharing is used, we have the following
Hence, the augmentation cost is kξ(T, t k ), which means that β = k = O(|T |). Therefore, equal cost sharing is not a viable candidate for proving a good bound on the sampling algorithm.
LP dual solutions as cost shares are 2-strict
The dual of LP (1) is the following maximization problem:
xt <> 0; yt(e) ≥ 0; s(e) ≥ 0; ∀t, ∀e
In the dual LP, the variables x t , y t (e) and s(e) correspond to constraints (1a) -(1c) respectively in the primal LP (1). Let us denote the optimal solution to the dual as (x * , y * , s * ).
It has been previously shown by Li [27] that one can interpret the dual solution as a cost allocation scheme. The dual variable y * t (e) can be viewed as receiver t's payment on edge e to receive the multicast service. Further, Li showed using complementary slackness conditions, inequality (5b) is tight for all paths p ∈ P t carrying non-zero flow, i.e. x t = min p∈Pt e∈p y * t (e). Hence, the variable x t represents the per unit flow cost for t, and the total cost for each receiver is x t d. Li also showed that the cost allocation scheme as defined by dual variables at optimality obeys two important properties. First, if infinitesimal units of flow were selfish agents in a non-cooperative multicast routing game a la the Wardrop traffic model [29] , then the cost shares ensure that the optimal min-cost flow is also a Nash equilibrium. A Nash equilibrium in this context means that no agent has incentive to switch to a different path than that currently being used in the min-cost flow. Second, the cost shares are budget balanced under the cost metric w + s. The variables s(e) can be interpreted as edge taxes, and has the property of being non-zero only in saturated edges. In addition, budget balance with respect to cost metric w can be recovered by reallocating costs in the following manner
We now formally state our cost sharing scheme.
Definition 2. Let (x * , y * , s * ) be an optimal solution to LP (5) for multicast at rate d to the set of receivers A. Let y be defined as in (6) . Then define the cost sharing scheme
The cost sharing scheme ξ(., .) is a valid cost sharing scheme, since it is budget balanced, and receivers not in the multicast group have zero cost. We will show in addition that ξ(., .) is 2-strict. Our proof relies on three lemmas, which we prove first. Lemma 1. In network coded multicast, the cost sharing scheme ξ(., .) is in-core, that is, for any two disjoint sets A and B, ξ(A ∪ B, A) ≤ W (A) Proof: The proof utilizes linear programming duality theory. Consider the dual program for the optimal multicast to disjoint sets A and B. One can construct valid cost shares that maximizes cost shares for receivers in A only with the following linear program:
The objective function of LP (7) maximizes cost shares (prior to reallocation as in (6)) for receivers in A only, while the first constraint ensures that the objective function of the original dual LP (5) stays optimal. The second and third constraints ensure the new solution still lies in the feasible polytope of LP (5), thus ensuring the new dual variables still constitute a valid as well as optimal cost sharing scheme. Now consider the dual of LP (7):
The variable α is the dual variable corresponding to constraint (7a). Let us examine how the objective function of LP (8) can achieve its minimum value. To minimize the objective function, we should minimize the total flow on edges. First, notice that setting all flow variables to 0, means that α ≥ 1 due to constraint (8a), which in turn violates (8d). For any non-zero flow, α ≤ −1. Letting the latter hold with equality, the minimum flow value to receivers in A and B is 2d and d respectively. This implies that the expression e w(e)f (e) is at most W (A ∪ B) + W (A). Plugging these values back into the objective function yields
It is easy to check that smaller values of α results in higher flow variable values, leading to the same result as above. Now, by LP duality theorem, the objective functions for LPs (7) and (8) attain the same value at optimality. Hence, the total cost share for receivers in A is at most W (A).
Proof: Assume the above is not true, then
By the budget balance property of the cost shares, we have
Replacing (10) into (9) gives
But by lemma 1, equation (11) is not true, and hence we arrive at a contradiction.
Lemma 3.
Proof: We prove the first inequality by contradiction. Assume this inequality does not hold, then we get
Let sets A and B be multicast sets that do not share an edge in the min-cost flow to A ∪ B, then the above is clearly not true. To prove the second inequality, we need the following upper bound on sub-additivity for multicast cost
The first inequality is due to sub-additivity. While the second inequality is trivial, it is easy to construct an example network where this bound is tight. From (12) we get
Also, the augmentation cost for B to any set is always upper bounded by the cost of serving B itself
From (13) and (14), we get
thus yielding the lemma Theorem 2. The dual variables of LP (5) define cost shares that are 2-strict.
Proof: The cost shares are only defined for multicast receivers, and hence respects the consumer sovereignty property. The cost shares are also budget-balanced by definition. The 2-strict property follows from the definition of β in (3) as well as lemmas 2 and 3.
The upper bound on the strictness factor of dual variables as cost shares is clearly 2. We now show a lower bound on β by considering the network of Fig. 1 . Assume the target multicast rate is 1. One can check that the dual variables define cost shares that are unique in this case, such that ξ(T, t 1 ) = 1.5, where T = {t 1 , t 2 , t 3 }. No other cost sharing scheme is valid, due to symmetry and the requirement that each path must cost the same for each receiver. In addition, W AU G (t 2 ∪ t 3 , t 1 ) = 2. Hence β = We have thus proved a small constant approximation ratio for the sampling algorithm. We next show using simulation studies that in practice, the performance gap is usually much smaller than the theoretically proven bound.
Simulations
We performed extensive simulations to evaluate the performance of the two algorithms presented for stochastic multicast. We found that both algorithms performed remarkably well, usually resulting in first stage purchasing decisions that yield solutions within 10% of the optimal solution. When subscription probabilities for each receiver are drawn from a uniform distribution, the heuristic marginally outperforms the sampling algorithm. In contrast, when there was a skew in receiver subscription probabilities, the sampling algorithm proved to be the superior method.
All simulations were performed on randomly generated networks using BRITE [30] , a tool used to generate topologies closely resembling the Internet. Edge capacities and costs were assigned random values. The source node and the set of multicast receivers were similarly randomly chosen. Unless otherwise stated, all receivers were randomly assigned a subscription probability from the uniform distribution. In the first stage, capacity was purchased as recommended by Algorithms 1 and 2. In the second stage, the true set of receivers was generated randomly using the subscription probabilities of the receivers, and additional capacity was purchased at with the price inflated by a factor of λ. Each data point we obtain was the result of repeating the experiment 600 times and taking the average. In the figures that follow, Optimal refers to the solution computed by LP (2), while Heuristic and Sampling refer to Algorithm 1 and Algorithm 2 respectively. In addition, as a benchmark we computed the best solution with hindsight, i.e., the solution of a hypothetical algorithm with the ability to predict the future with certainty, thus enabling the construction of a complete solution at only first stage costs. We will refer to the latter as the Perfect solution. Fig. 4a shows the total cost of the solutions constructed by Algorithm 1 and Algorithm 2, as well as the optimal and perfect solutions, for various network sizes. The inflation parameter λ is set to 5. In all cases, both algorithms are within 10% of the optimal solution, and is never more than a factor of 2 away from the perfect solution. Algorithm 1 is also shown to perform marginally better than Algorithm 2, and in most cases, constructs a solution that is lower than the optimal solution. We attribute this to the number of experiments performed. As the number of experiments grows larger, we expect the heuristic to converge to the optimal solution. Fig. 4b tells a similar story, but this time, the network size is fixed at 100 nodes, while the number of multicast receivers is varied. Once again, we observe that both algorithms are close to the optimal solution, with Algorithm 1 outperforming Algorithm 2 marginally.
In Fig. 4c and 4d , we study the effect of the λ on the performance of both algorithms. For fine grained variations of λ as shown in Fig. 4c , we notice that the performance of both algorithms are not affected by the values of λ, and Number of Sampling Rounds Sampling Cost to Optimal Ratio (c) Figure 5 . In (a), the heuristic performs badly when subscription probabilities of receivers consists only of extremely high or extremely low values, and worsens in (b) as the number of receivers with extremely low probabilities increase. The effect of sampling rounds on the performance of Algorithm 1 is shown in (c).
are again always within 10% of the optimal solution. As the inflation parameter continues to grow, the performance of both algorithms converges to the optimal solution, as shown in Fig. 4d . When the second stage costs are prohibitively expensive, both algorithms construct a solution to all sets of receivers in the first stage, which is optimal.
Recall that in Fig. 2 , we derived an example to show that the heuristic can perform arbitrarily badly in some cases. To replicate this scenario, we generated receivers with either low or high subscription probabilities. Low subscription probabilities were drawn uniformly from the range [0, 0.1], while high subscription probabilities fell in the range [0.9, 1]. Fig. 5a shows the total cost of the solutions computed by the heuristic as well as the sampling algorithm, in a network of 100 nodes with 10 multicast receivers, with λ = 10. The number of receivers renders the optimal solution intractable, so the perfect solution is shown as a benchmark. Note that the solutions to both algorithms are close to the perfect solution. In all cases, the heuristic performed worse than the sampling algorithm. The reason for this is that the heuristic initially computes the optimal multicast flow to all receivers, and hence may end up buying capacity on more expensive edges, which may only be used when receivers with low probabilities appear in the true multicast set. On the other hand, sampling solves this problem, by explicitly taking the probabilities into account when computing the first stage target multicast set. Fig. 5b shows the ratio of the difference between sampling and the heuristic to the sampling cost as a percentage. As the number of receivers with very low subscription probabilities increase, the performance of Algorithm 1 suffers more as compared to Algorithm 2 Finally, we studied the effect of the number of rounds of sampling on the performance of the sampling algorithm. Recall that Algorithm 2 samples λ times when constructing a first stage solution. Fig. 5c shows the ratio of the sampling cost to the optimal solution for different number of sampling rounds when λ = 10, for networks of 100 nodes with 7 receivers. We note an exponential increase in the performance of the algorithm as the rounds of sampling increase, converging close to the optimal solution when number of sampling rounds equals λ. Hence we conclude that λ rounds of sampling is necessary to ensure a good performance by the sampling algorithm.
Conclusions
Given the proliferation of Internet data dissemination services and the SLA business model between content providers and ISPs, judicious multicast capacity planning now manifests itself as an important research direction. Based on previous successes in multicast algorithm design with network coding and in sampling algorithm design for stochastic optimization, we formulate multicast capacity planning with uncertainty into a two-stage stochastic optimization with recourse. We provide two solutions for this inherently hard problem, a heuristic solution exploiting advantages of network coding, and an improved version further incorporating the technique of sampling. We prove the latter constitutes an efficient 3-approximation algorithm for our problem. Simulation results demonstrate that the practical performance of the algorithm is even better than the theoretically proven bound.
