Abstract-We consider the problem of establishing an efficient unicast connection over a wireless packet network. We show how network coding, combined with distributed flow optimization, gives a practicable approach that promises to significantly outperform the present approach of end-to-end or link-bylink retransmission combined with route optimization, where performance may be measured in terms of energy consumption, congestion, or any other cost that increases with the number of transmissions made by each node. We present a specific coding scheme and specific distributed flow optimization techniques that may be used to form the basis of a protocol.
I. INTRODUCTION
Most of the work to date on network coding focuses on multicast. Indeed, this is the case with the original work on network coding [1] , [2] , [3] and, for the main problem considered in the original work, that of establishing a single connection over a lossless wireline packet network, network coding offers no advantage over simple routing in the unicast case. But that is not to say that the utility of network coding is strictly restricted to multicast. It is well-known, for example, that coding among multiple connections offers an advantage, whether they are multicast or unicast. The problem of coding for multiple unicast connections has been studied and, while some settings where coding does and does not offer a significant advantage have been identified (see, e.g., [4] , [5] ), the problem is generally agreed to be difficult and only really amenable to heuristics.
It is also known that coding over lossy packet networks offers an advantage, whether it is for a single connection or for multiple connections, and whether they are multicast or unicast. In the case of a single connection, the coding problem is quite benign. The capacity of coding is known [6] , and several coding schemes have been proposed [7] , [8] , [9] , [10] , [11] , both for wireline networks, which consist solely of pointto-point links, and for wireless networks, which may contain broadcast links.
The wireless case is particularly interesting: Here, because the links cause packets to be spread about in probabilistic manner, there is no reason to restrict information flow to a path as in wireline networks. Rather, every node in the network can potentially act as a relay, coding packets it receives and sending out these coded packets. Therefore, the very concept of routing breaks down. Another approach is needed that does not treat wireless packet networks merely as wireline packet networks without the wires, allowing us instead to exploit natural advantages offered by the wireless medium. In such an approach, the question is not simply what route packets should follow, but rather how many packets nodes should send and what those packets should contain. This is the question we consider in the present paper. We focus on unicast, though our considerations can be straightforwardly extended to multicast. Thus, we consider the problem of establishing an efficient unicast connection over a coded wireless packet network. We give a distributed approach to solving this problem that we believe may be practicable. The approach comes from prior work on efficient operation of coded packet networks (e.g., [12] ), which we review.
Before proceeding further, however, it behooves us to ask, how much do we gain by a coding approach? Indeed, is there a compelling reason to change the current approach to wireless unicast?
II. A COMPARISON OF VARIOUS APPROACHES TO WIRELESS UNICAST
To address the issue of how much we gain by a coding approach, we conducted a simple simulation of various approaches to wireless unicast. We simulated wireless networks where nodes were placed randomly according to a uniform distribution over a square region. The size of square was set to achieve unit node density. We considered a network where transmissions were subject to distance attenuation and Rayleigh fading, but not interference (owing to scheduling). So, when node i transmits, the signal-to-noise ratio (SNR) of the signal received at node j is γd (i, j) −α , where γ is an exponentially-distributed random variable with unit mean, d(i, j) is the distance between node i and node j, and α is an attenuation parameter that we took to be 2. We assumed that a packet transmitted by node i is successfully received by node j if the received SNR exceeds β, i.e. γd (i, j) −α ≥ β, where β is a threshold that we took to be 1/4. If a packet is not successfully received, then it is completely lost.
We considered five different approaches to wireless unicast; approaches (1)-(3) do not use network coding, while approaches (4) and (5) do:
1) End-to-end retransmission: A path is chosen from source to sink, and packets are acknowledged by the sink, or destination node. If the acknowledgment for a packet is not received by the source, the packet is retransmitted. This represents the situation where reliability is provided by a retransmission scheme at the transport layer, e.g., by the transport control protocol (TCP), and no mechanism for reliability is present at the link layer. 2) End-to-end coding: A path is chosen from source to sink, and an end-to-end forward error correction (FEC) code, such as a Reed-Solomon code, an LT code [13] , or a Raptor code [14] , is used to correct for packets lost between source and sink. 3) Link-by-link retransmission: A path is chosen from source to sink, and automatic repeat request (ARQ) is used at the link layer to request the retransmission of packets lost on every link in the path. Thus, on every link, packets are acknowledged by the intended receiver and, if the acknowledgment for a packet is not received by the sender, the packet is retransmitted. 4) Path coding: A path is chosen from source to sink, and every node on the path employs coding to correct for lost packets. The most straightforward way of doing this is for each node to use one of the FEC codes for end-to-end coding, decoding and re-encoding packets it receives. The main drawback of such an approach is delay. Every node on the path codes and decodes packets in a block. A way of overcoming this drawback is to use codes that operate in a more of a "convolutional" manner, sending out coded packets formed from packets received thus far, without decoding. The random linear coding scheme from [7] , [8] , [9] is such a code. A variation, with lower complexity, is presented in [10] . 5) Full coding: In this case, paths are eschewed altogether.
A subgraph that specifies the frequency with which every node transmits packets is chosen, and the random linear coding scheme from [7] , [8] , [9] is used. This represents the limit of achievability provided that we are restricted from modifying the design of the physical layer and that we do not exploit the timing of packets to convey information. In all cases where acknowledgments are sent, acknowledgments are subject to loss in the same way that packets are and follow the same path.
The average number of transmissions required per packet using the various approaches in random networks of varying size is shown in Figure 1 . We see that, while end-to-end coding and link-by-link retransmission already represent significant improvements on end-to-end retransmission, the network coding approaches represent more significant improvements still. By a network size of nine nodes, full coding already improves on link-by-link retransmission by a factor of two. Moreover, as the network size grows, the performance of the various schemes diverges. Here, we discuss performance simply in terms of the number of transmissions required per packet; in some cases, e.g., congestion, the performance measure increases super-linearly in this quantity, and the performance improvement is even greater than that depicted in Figure 1 . We see, at any rate, that the use of network coding promises significant improvements, particularly for large networks. End-to-end retransmission End-to-end coding Link-by-link retransmission Path coding Full coding Fig. 1 . Average number of transmissions required per packet using various wireless unicast approaches in random networks of varying size. Sources and sinks were chosen randomly according to a uniform distribution. Paths or subgraphs were chosen in each random instance to minimize the total number of transmissions required, except in the cases of end-to-end retransmission and end-to-end coding, where they were chosen to minimize the number of transmissions required by the source node (the optimization to minimize the total number of transmissions in these cases cannot be done straightforwardly by a shortest path algorithm).
A caveat, though, is that our simulation considered only throughput and did not look at delay. If acknowledgments come quickly, then we would expect retransmission schemes to have lower delay than coding schemes, but, given that acknowledgments are subject to loss and, possibly, congestion delay, the merits of the various schemes with respect to delay is actually unclear.
Given the potential benefits promised by network coding, we proceed to describe how they may be achieved. We first introduce a model of wireless networks.
III. MODEL
We model the network with a directed hypergraph H = (N , A) , where N is the set of nodes and A is the set of hyperarcs. A hypergraph is a generalization of a graph, where, rather than arcs, we have hyperarcs. A hyperarc is a pair (i, J), where i, the start node, is an element of N and J, the set of end nodes, is a non-empty subset of N .
Each hyperarc (i, J) represents a wireless broadcast link from node i to nodes in the non-empty set J. Let A iJK be the counting process describing the arrival of packets that are injected on hyperarc (i, J) and received by exactly the set of nodes K ⊂ J, i.e. for τ ≥ 0, A iJK (τ ) is the total number of packets that are injected on hyperarc (i, J) and received by all nodes in K (and no nodes in N \ K) between time 0 and time τ . For example, suppose that three packets are injected on hyperarc (1, {2, 3}) between time 0 and time 1 and that, of these three packets, one is received by node 2 only, one is lost entirely, and one is received by both nodes 2 and 3; then we have A 1(23)∅ (1) = 1, A 1(23)2 (1) = 1, A 1(23)3 (1) = 0, and A 1(23)(23) (1) = 1. We assume that A iJK has an average rate z iJK ; more precisely, we assume that lim τ →∞ A iJK (τ )/τ = z iJK almost surely.
Let z iJ := K⊂J z iJK be the average rate at which packets are injected into hyperarc (i, J). The rate vector z, consisting of z iJ , (i, J) ∈ A, is the coding subgraph for the connection of interest and can be varied within a constraint set Z dictated to us by lower layers (for examples of such constraint sets, see [15] , [16] , [17] , [18] , [19] ). We reasonably assume that Z is a convex subset of the positive orthant containing the origin. We associate with the network a cost function f that maps feasible coding subgraphs to real numbers and that we seek to minimize. The cost function might represent, e.g., energy consumption, average latency, monetary cost, or a combination of these considerations.
IV. DISTRIBUTED RANDOM NETWORK CODING
Following the approach put forward in [20] , we separate the problems of determining how many packets nodes should send and what those packet should contain. We start by addressing the second problem. In [7] , [8] , [9] , a coding scheme, which we refer to as distributed random network coding, is described and shown to achieve the capacity of any given subgraph. Therefore, there is loss in throughput in separating the two problems and addressing the second problem by distributed random network coding, which is as follows.
We suppose that, at the source node s, we have K message packets w 1 , w 2 , . . . , w K , which are vectors of length ρ over the finite field F q . (If the packet length is b bits, then we take ρ = b/ log 2 q .) The message packets are initially present in the memory of node s.
Every node performs the same, simple coding operation: Received packets are stored into the node's memory, and packets are formed for injection with random linear combinations of its memory contents whenever a packet injection occurs on an outgoing link. The coefficients of the combination are drawn uniformly from F q .
Since all coding is linear, we can write any packet x in the network as a linear combination of w 1 , w 2 , . . . , w K , namely, x = K k=1 γ k w k . We call γ the global encoding vector of x, and we assume that it is sent along with x, as side information in its header. The overhead this incurs (namely, K log 2 q bits) is negligible if packets are sufficiently large.
Nodes are assumed to have unlimited memory. The scheme can be modified so that received packets are stored into memory only if their global encoding vectors are linearlyindependent of those already stored. This modification maintains the rate optimality of the scheme while ensuring that nodes never need to store more than K packets.
A sink node collects packets and, if it has K packets with linearly-independent global encoding vectors, it is able to recover the message packets. Decoding can be done by Gaussian elimination, and the scheme can be operated ratelessly, i.e. it can be run indefinitely until successful reception (at which stage that fact is signaled to other nodes).
If a connection is feasible over a given subgraph, then the probability that the sink cannot decode successfully approaches 0 as K approaches infinity. Hence, given a coding subgraph z, a unicast of rate arbitrarily close to R is achievable with coding from source node s to sink node t if and only if there exists a flow vector x satisfying
for all i ∈ N , and
for all (i, J) ∈ A and K ⊂ J. We define the bounded polyhedron F to be the set of non-negative vectors x satisfying (1) and (2).
V. SUBGRAPH SELECTION
We now move to the problem of determining how many packets nodes should send, or, of finding the coding subgraph of minimum cost that admits the desired connection. We see that it equates to the following optimization problem.
If x conforms to a single path, then path coding results.
Problem (3) is by no means a simple optimization problem, so we make some simplifying assumptions. We assume that f is of the form f (z) = (i,J)∈A f iJ (z iJ ), where f iJ is a monotonically increasing, convex function, and that, as z iJ is varied, z iJK /z iJ is constant for all K ⊂ J. Therefore, b iJK := {L⊂J|L∩K =∅} z iJL /z iJ is a constant. We now see that problem (3) is a convex optimization problem whose difficulty, and whose solubility in a distributed manner, principally depends on the structure of the constraint set Z. We consider, in this paper, the simplest case where Z can be dropped entirely, which already poses a challenge. We note that, even though we drop Z, separable constraints can still be handled by making f iJ approach infinity as z iJ approaches the upper constraint of hyperarc (i, J).
We arrive at the following convex optimization problem.
This problem is very similar to the principal optimization problem studied in [12] . The main difference is that it involves more constraints. In fact, the number of constraints grows exponentially in max (i,J)∈A |J|, the maximum number of nodes reached by a hyperarc. If the connectivity of nodes is kept more or less constant as the network grows, however, then the problem should be computationally tractable. In [12] , two distributed approaches to the problem are proposed. The first applies in the case of linear cost, i.e. in the case where f iJ (z iJ ) = a iJ z iJ for all (i, J) ∈ A, where a iJ > 0. We take the Lagrangian dual of the problem:
where
(5) The subproblems given by (5) are simply shortest path problems which can be solved, for example, by the distributed Bellman-Ford algorithm. We then solve the dual problem by approaching the optimum along subgradients and recover an optimal primal solution from the series of iterates. Details of the algorithm can be found in [12] .
The second approach is to solve the following approximation of problem (4) 
This approximation becomes exact as n → ∞.
We now merely have a convex multicommodity flow problem. There are many algorithms for convex multicommodity flow problems (see [21] for a survey), some of which (e.g., the algorithms of [22] , [23] ) are well-suited for distributed implementation. In [12] , a primal-dual approach is used to solve the convex multicommodity flow problem.
VI. CONCLUSION
We have seen, through simulation, that network coding is a promising way to achieve significant performance improvements for unicast in multi-hop wireless networks, and we have suggested practicable distributed methods to implement coding. But how these methods actually perform in practical situations and how they compare to each other is currently not well understood. We have merely set out a direction, and more work clearly is required before we can exploit the promised gains.
