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  Abstract:  A  behavioral  economics  literature  identifies  how  behavi‐
orally‐derived  assumptions  affect  the  economic  analysis  of  criminal  law 
and public law enforcement. We review and extend that literature. Specifi‐
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gins  from  the  observation  that  potential  criminals  are  rational  decisionmakers. 
Becker (1969).  The theory assumes that potential criminals compare the expected 
costs and benefits of criminal activity, where the expected benefits include the an‐
ticipated  monetary  and  nonmonetary  returns  to  the  crime,  discounted  by  their 
















also been  tested  empirically. For a  review,  see Levitt & Miles  (2007).   The  early 
empirical  literature—that  of  the  1970s—was  often  done  in  alternating  turns  by 
those favorably disposed toward the rational‐choice‐theory account and those crit‐
ical of that theory.  In the late 1970s a panel of the National Academy of Sciences 
surveyed  the  empirical  literature  and  reached  the  conclusion  that  “deterrence 
works”—that  is,  that  the  predictions  of  the  rational‐choice‐theory  explain  ob‐
served patterns of criminal behavior. 
These  theoretical accounts of decisionmaking by  criminals  and other partici‐
                                                 
1    Suppose  that  there  is  a  negative  marginal  net  benefit  from  legitimate  activity  from 















debates  to explain  the remarkable decline  in crime  that began  in  the early 1990s, 
some have argued  that  that decline  is partly attributable  to  the deterrence‐based 








accurate.   To  illustrate with one example,  rational  choice  theory predicts  that  in 
making  decisions  under  uncertainty,  decisionmakers  accurately  ascertain  the 
probabilities of the various alternatives open to them, apply those probabilities to 







of  law  and  public  policy,  including  criminal  law.   Many  of  the  policy  changes 
championed  or  implemented  after  the  impact  of  Becker’s  revolutionary  insight 
stand or should stand on less firm foundations than had been previously thought 
to be the case.  The central purpose of this chapter is to indicate how some of the 




In deciding what  topics  to consider, we are motivated by  two desires—(1)  to 
                                                 
2   The number of persons  incarcerated  in  jails and prisons  in  the United States  increased 
from about 500,000 in 1980 to over 2 million by 2002.   










might  affect  some  standard  law‐and‐economic  analyses.   Then,  in  Section  II we 
focus on the behavioral analysis of the decision to commit a crime by an individual 






Behavioral  economics  has  its  origins  in  experiments  and  empirical  research 
addressed at testing the predictions of rational choice theory.   The result of those 
experiments and empirical research  is a body of findings that  is highly critical of 





theory  holds,  generally,  that  human decisionmakers  are  close  calculators  of  the 
costs and benefits of the options open to them; that they do not make mistakes in 
choosing courses of action or goods and services that might maximize their well‐
being or profit unless  they have been systematically misled.   The  findings of  the 
behavioral literature are that human beings make systematic mistakes in their deci‐
sionmaking.   These are not  randomly distributed mistakes around a predictable 




optimistic about  themselves,  their  talents, and  their prospects  for  the  future  than 
experience or the facts warrant; they rely on readily available evidence rather than 
                                                 
3  We recognize that our background on behavioral economics will be selective and, there‐
fore,  incomplete.   For a general survey of  these and other  topics  in  the behavioral  litera‐
ture, see Korobkin & Ulen (2000). 








There  is ample evidence that  individuals are overoptimistic when  it comes to 
assessing  their  own  abilities,  their  prospects,  or  other  matters  associated  with 
themselves.    See  Weinstein  (1980);  Plous  (1993).  For  instance,  researchers  have 
asked  those getting a marriage  license  to  estimate  the  likelihood  that  their mar‐
riage will end in divorce, given that 50 percent of all US marriages end in divorce.  
Not surprisingly, the mean estimate is zero.  Baker & Emory (1993). 
Another example of a  systematic deviation  from  the assumptions of  rational 




ristic whenever he estimates  frequency or probability by  the ease with which  in‐
stances or associations could be brought  to mind.”  If memorable events are me‐











kle”).  Similarly, most people believe  that homicides  and  car  accidents kill more 
Americans than diabetes and stomach cancer—presumably because of the greater 
media coverage provided  to  the former—although  the  two diseases kill far more 
people than do auto accidents.   
The point, generally,  is  that  criminals may not use objectively verifiable evi‐
dence of frequency and severity, as rational choice theory implicitly assumes that 
they do. E.g., Wilson & Abrahamse  (1992).   We explore  the  specific  implications 
below. 
 










failure, multiplying  each probability  times  the utility  of  the  outcome,  and  sum‐
ming all the possibilities:   
  1 1 2 2( ) ( ) ( ) ( ),n nE U p U O p U O p U O= + + +L  
where the p’s sum to 1.   
Decisionmakers  facing  uncertain  actual  outcome  are  thought  to  have  three 








come or  for  low‐stakes gambles and  risk‐seeking at high  levels of  income or  for 
high‐stakes gambles.   But it is more conventional in SEU theory to assume that a 




tematically different  from  that suggested by SEU  theory.   Daniel Kahneman and 
Amos Tversky (1979) proposed an alternative to SEU called “prospect theory” that 
was consistent with the behavioral evidence.  For our purposes, there are two as‐
pects of  this  theory  that are notable.   The  first  is  the notion of “framing”: how a 
decisionmaker deals with an uncertain prospect depends not only on the absolute 
value of  the possible outcomes but also on how  it  is perceived  to deviate  from a 
baseline or reference point.  Subsequent research has shown that the “frame” with‐
                                                 



























“set point” of happiness when events push  them away  from  that set point.   The 
notion of a “set point” refers  to  the default  level of happiness  that a person has, 
analogous to the default setting of a thermostat.  Just as a thermostat controls the 
environmental heating and cooling so as to bring the temperature back to the de‐
                                                 
5   Kahneman and Tversky  illustrated  the effects of  framing  through  the “Asian disease” 
problem.  Participants in a study were told that “the US is preparing for the outbreak of an 
unusual Asian disease, which  is expected  to kill 600 people.”   Two alternative programs 

















ness suggest  that we have a “default setting” of happiness  to which we return  if 
circumstances push us away from that set point.  For example, very happy occur‐
rences  increase  our  happiness  levels,  but  only  temporarily.   Within  a  relatively 
short period of time (a year), that increase will dissipate so that the person returns 
to their good‐fortune level of subjective well‐being.   
The  classic  study  that  established  this  remarkable pattern  appeared  in  1978.  
Brickman, Coates, and Janoff‐Bulman (1978) interviewed those who had won lot‐
teries, those who had suffered significant accidental harm (quadriplegia or parap‐
legia), and a control group and found  that all  three groups had returned  to  their 
pre‐experience levels of subjective well‐being within a relatively short time.  For a 
review, see Bagenstos & Schlanger (2007: 761‐66). That is, those who had won lot‐
teries experienced an  increase  in well‐being but  then drifted back down  to  their 
pre‐winning state of well‐being.   And  those who suffered horrible  injuries expe‐
rienced a significant decline in well‐being but then rose back to their pre‐accident 
level of well‐being.   
The  strong  implication of  this  literature  is  that  the episodic  circumstances of 
our  lives play a transitory role  in our  long‐term well‐being.   Our subjective well‐
being is deeply influenced by whatever factors determine our “set point” of well‐
being.   
There  have  been  many  elaborations  on  the  Brickman‐Coates‐Janoff‐Bulman 








The most  recent  scholarship on hedonic  adaptation  – or  the  “hedonic  tread‐
mill” 6 – has confirmed the basic findings but has added some important nuances.  
For example, recent experiments suggest  that, among other  findings,  individuals 
may have multiple set points, that different  individuals have different set points, 
that some individuals alter their set points in response to some life events, and that 











people who were  laid off  from work, and  individuals who divorced all reported 




Daniel  Kahneman  (2000)  and  others  have  been  exploring  the  difference  be‐
tween how people  experience  events  as  they  are  occurring  and how people  re‐
member those same events later.  The central conclusion of their work is that there 
are  systematic  differences  between  the  actual  experience  of  events  and  what 
people remember of them later.  In brief, we tend to summarize our remembered 
experiences by averaging  the peak  (or bottom) event with what happened at  the 
end  during  the  remembered  experience—called  by  Kahneman  the  “peak‐end 
rule”—and by ignoring the duration of the experience.   We do not remember ex‐
periences by  recalling  the moment‐by‐moment events and  computing a  running 
total of the good and bad aspects of those recollections.   
To  illustrate, suppose  that you have recently gone on a vacation.   While you 
were on vacation, suppose that the weather was delightful; your companions were 
relaxed and enjoyable; the food was good but not great; and you slept very well.  




the apparently good days  far outweighed  that of  the apparently bad homeward 
experience.   







the  subject  the  experiment would  allow  the  immersion  to  continue  for  only  60 
                                                 
7   One of us can testify that these results would no  longer be found because doctors rou‐
tinely prescribe an amnesiac as a part of the procedure.   







The  second  experiment  also  involved  the  same  subjects’  submerging  their 
hands  in a bucket of very  cold water and  recording  the pain  they were  feeling.  
There were, however, two important differenced in the second experiment.  First, 
















































We  think, however,  that  these criticisms have  far  less  force  in  the context we 
explore here –  criminal  law. As  Jolls, Sunstein & Thaler  (1998: 1486‐87)  first ob‐
served, the market for crime gives far less feedback to participants than legal mar‐
kets. “[T]he decision to enter a life of crime is not one that is made repeatedly with 
many opportunities  to  learn. Once a  teenager has dropped out of high school  to 
become a drug dealer,  it  is difficult  to switch  to dentistry.” Nor  is “arbitrage  .  .  . 
possible  in  this  situation.  If  someone  is  unfortunate  enough  to  commit  a  crime 
with a negative expected value, then there is no way for anyone else to profit di‐
rectly  from his behavior.” Thus, unlike  the optimistic  stock purchaser who  sees 
very quickly his  fortune decline,  the optimistic criminal who underestimates  the 
probability of his detection may offend  for years before ever being detected and 
receiving contrary  information. Even  then, being caught once after  several years 
may not be incompatible with his optimistic estimate of the detection probability.9  
Mitchell (2002a; 2002b) has argued that behaviorists have not provided a com‐
prehensive  and  empirically  sound  account  of  human  decisionmaking  that war‐
                                                 
8  List reports that “across all consumer types, marketlike experience and the magnitude of 
the endowment effect are inversely related.  In addition, within the group of subjects who 
have  intense  trading experience  (dealers and experienced nondealers),  I  find  that  the en‐






not really contradict  the point  in  the  text  that criminal markets work  less efficiently  than 
others. 










applicability  of  the  behavioral  literature  to  this  unusual  subpopulation.  Both 
points are well taken. We are still at an early stage of our knowledge of human de‐
cisionmaking—one might say that the behavioral findings are strong and sugges‐
tive but not  complete.   Noting  this  caveat, however, we believe  there  is enough 
consensus about some of  the  findings of  the behavioral  literature  to warrant our 
taking  the  rational‐choice‐theory‐based predictions  and  explanations of  criminal 
behavior less seriously and in exploring alternative explanations and predictions.  
That is the task to which we now turn.     







Deterrence  is  a  central  concept  in  the  economic  theory of  criminal  law. This 
Part addresses  two ways  in which behavioral  insights are  important  to  this con‐
cept.  First,  we  consider  the  challenge  behavioral  findings  pose  to  deterrence 
theory, the claim that marginal changes in the severity of criminal punishment will 
not actually influence the decision to offend. Second, assuming that the challenge 






The  empiricism on deterrence  is  surveyed  elsewhere  in  this volume, but we 
briefly note how some behavioral work challenges the basic theory of deterrence. 
The  empirical  evidence  supporting  deterrence  theory  consists mostly  of macro‐
level regressions between the  inputs of certainty (arrest and conviction data) and 
severity (criminal sentencing data) and the output of crime rates. For reviews, see 






(3)  that criminal sanctions make  the costs outweigh  the benefits. We  identify  the 
behavioral research relevant to each claim. 
The first step in deterrence theory is a link between criminal sanctions and the 
perception  of  criminal  sanctions. By  hypothesis,  the  objective  fact  that  the  state 
punishes criminals causes people  to update  their beliefs about  the probability of 
being  punished  for  a  future  crime.  Yet  Robinson  &  Darley  (2004)  claim  that 
“[p]otential offenders commonly do not know the legal rules, either directly or in‐
directly, even those rules that have been explicitly formulated to produce a beha‐
vioral  effect.” For  example, Robert MacCoun  et al.  (2008)  report on  survey data 
regarding  sanctions  for  possession  of  small  amounts  (one  ounce)  of marijuana. 
                                                 
10 Some recent work, e.g., Kessler & Levitt (1999), carefully distinguishes this deterrent ef‐
fect from the incapacitation effect.  






dents  in states where the maximum penalty  is a  jail term were more  likely to re‐
port  that  jail  is  the maximum  than  those who  live  in  states where  the offense  is 
fine‐only, but the magnitude of the difference is quite small – 30.7 percent of fine‐
only state residents (incorrectly) identify jail as the maximum while 33.1 percent of 




between  the perception of punishment practices and actual punishment  for  four 
crimes  –  homicide,  aggravated  assault,  robbery,  and  burglary.  The  authors  sur‐
veyed  1500  respondents  in  54  urban  counties,  inquiring  about  five  punishment 
variables for each crime –  the probability of arrest, conviction, and  incarceration, 
the  maximum  authorized  punishment,  and  the  swiftness  of  punishment.  They 
then compared these estimates to actual punishment practices. Of the twenty poss‐















that criminals do not appear  to calculate, are under  the  influence of drugs at  the 
time of their offense, and are driven principally by emotion or peer approval that 
frames their actions and not by rational calculation. Darley (2005: 195‐96) reports: 
One well‐supported  theory  of  criminal  behavior  holds  that many 
crimes  are  committed by persons with  somewhat disordered per‐
sonalities who are characterized by a predilection for impulsive be‐
havior.  .  .  .  These  are  the  sorts  of  crimes  that  become  semi‐












Robinson & Darley’s  third criticism  is  that  the prospect of punishment  is not 
















Robinson & Darley might respond  that some of  their points apply not  just  to 





to account sufficiently  for  the duration of  the experience  (and unknowingly give 
special weight to its peak and end points).  
                                                 
11  According to experimental findings, people experience “hyperbolic discounting” in that 
they prefer a smaller and sooner payoff  to  larger and  later payoffs  if  the smaller payoffs 
are nearly  immediate.   But when  the smaller and sooner payoff and  the  larger and  later 
payoff are both fairly distant from the decision point, the larger and later payoff is prefera‐
ble.     








less  specific  deterrence  than  a  model  of  perfect  rationality  predicts.  But  these 
points need not affect general deterrence. At  least for  the majority of  individuals 
who  are  never  incarcerated, what matters  for deterrence  is  their  anticipated  loss 
from prison. If individuals never have occasion to learn how quickly they will ad‐
just to prison and how much they will forget its duration, then they remain as de‐
terrable by  the anticipation of  long prison  terms as someone not subject  to  these 
psychological effects.  Their point has force principally with respect to recidivism: 
incarceration,  once  experienced, may not have  the deterring  effect  that  it might 













has  almost no  effect on  the  teenager’s willingness  to offend. Looking  at weekly 
Florida crime data from 1989 to 2001, they find that “the drop in arrests at [age] 18 
is  small  in magnitude and  statistically  insignificant” across a  range of  specifica‐
tions.  They  conclude  that  either  teenagers  are  badly  informed  of  the  objective 













In  this section, we assume  that deterrence  theory  is basically correct and ask 
what adjustments behavioral  findings  imply  for an economic model of crime.  In 
other words, we assume that marginal changes in the expected sanction do affect 
the crime rate, but we ask how the “standard” economic model of crime changes if 














underestimate  the  probability  of  their  violation’s  being  detected  (arrested  and 
convicted) and punished. One might add that the optimism bias would also cause 
criminals  to overestimate  the  expected benefits of  crime,  such  as  the  amount of 
money held by an intended robbery or fraud victim. In each case, instead of mis‐
takes being  randomly distributed around a mean, optimism skews  the beliefs  in 
one direction. Thinking  that  the costs are  lower and  the benefits are higher  than 
they actually are,  the overly optimistic potential criminal commits more offenses 








terrence excess optimism causes and enhances  the  incapacitation effect, as  it will 
be easier to apprehend optimistic than rational offender. The stronger incapacita‐
tion effect could conceivably entirely offset or even reverse the effect of weakened 
deterrence, allowing  for  lower penalties. The  issue  is empirical, but  the analysis 
illustrates  the  importance of considering all  the ways  that some bias could affect 











orange  tickets  for  illegal parking,  they may generate more deterrence  than beige 
tickets,  holding  constant  the  objective  probability  of  detection,  merely  because 
their  vividness  of  the  orange  tickets makes  them  easier  to  recall.  See  also  Jolls, 
Sunstein & Thaler (1998: 1538). 
Second,  the actual  frequency of detection may have non‐linear effects on  the 
perceived probability of detection. Some evidence suggests  that people underes‐
timate  the  probability  of  infrequent  events,  while  other  evidence  suggests  that 
people  overestimate  the  probability  of  infrequent  events.  See,  e.g.,  Kunruether 










criminals  are  likely  to  over‐ or underestimate  the  frequency  and  the  severity of 
punishment  that  is actually meted out.    If punishments are  so  severe  that  some 
sentences become shocking and publicized, increasing severity could be the more 
efficient deterrence strategy.   Otherwise,  increasing  the  frequency of punishment 
is  likely  to  be more  efficient, under  the  assumption  that  if  a  criminal  knows  or 
knows of someone who has been imprisoned for a particular crime, this informa‐
tion  is  likely to be available and cause him to overestimate the  likelihood that he 
will be arrested and convicted if he commits the same crime.   
Pessimism and Projection.   General biases may  in turn  lead to more specific bi‐
ases. Cooter, Feldman & Feldman (2006) discuss two biases they term “pessimism” 
and  “projection,”  in  each  case  a  distortion  arising  from  a  more  fundamental 
process. By pessimism, also known as the “uniqueness bias,” they refer to the fact 
that  individuals”  tend  to  overestimate  the  violation  of  social  norms  by  other 






pessimism  might  occur  because  of  the  fundamental  attribution  error  [cite]:  if 
people  over‐attribute  observed  bad  behavior  to  the  character  of  the  actors  (and 
under‐attribute  the  cause  to  external  circumstances),  then  they will  expect more 





































As  explained  above, option C  somehow  “frames”  the other options by drawing 
attention  to comparative advantages or disadvantages. Meares, Katyal, & Kahan 
(2004), have proposed that criminal sentences may have a similar effect. Where A 



























this  specific  fact. By  contrast,  a  standard  (for  example, where  “under  the  influ‐
ence” means an influence imposing an “unreasonable” risk) may not identify any 
determinative  fact.  In  this  case,  estimating whether one has violated  a  standard 
may involve predicting how the enforcer will apply the standard (that is, what fact 
will  turn out  to be determinative). Rules  therefore have a greater deterrent  than 
standards, though the true probability of being punished is the same. 
Guttel & Harel’s  (2008)  second  example  is  the  difference  in  certain  law  en‐
forcement  strategies. Consider  IRS  enforcement  policy. Current  IRS  policy  is  to 





their  tax  forms while predicting whether  they will be audited. But  if  the  IRS an‐








tence depend on  facts  that exist only after  the crime occurs,  such as whether an 
attempt succeeds or what degree of bodily harm the crime causes, involves predic‐
















a  strongly  diminishing  effect.”  For  example,  “the  difference  between  a  fine  of 
$8000 and $10,000 . . . will be far less than the difference between a fine of $0 and 
$2000.” See also Lattimore & Witte (1986). 
Harel & Segal  (1999) describe how prospect  theory affects  the optimal use of 
uncertainty in criminal punishment. The state would seem to gain the most deter‐
rence by selecting the types of certainty or uncertainty that are most dispreferred 
by potential  criminals. There  are  two policy  instruments,  the magnitude  of pu‐
nishment and the probability of punishment. 
Regarding the magnitude of punishment, expected utility theory  is consistent 
with potential  criminals’ being  risk‐neutral,  risk‐averse,  or  risk‐preferring. Pros‐














abilities  are  known, whereas  ambiguity  (or  uncertainty)  involves  future  contin‐
gencies whose exact probabilities are unknown. Empirical evidence suggests that 
even  those  individuals who prefer  risk  are  averse  to  ambiguity. What we don’t 
know is whether their aversion to ambiguity is so great that they would prefer de‐
terminate  sentence  to  an  ambiguous  sentencing  lottery,  in which  case  the  latter 





sumably  there  is no practical way  to  remove  risk  from  the  system because  that 
would  require  the expense of detecting all violations or detecting none of  them. 
Because risk  is  inherent  in any practical detection policy,  the potential criminal’s 
aversion  to ambiguity provides a determinate policy recommendation:  introduce 
ambiguity by preventing  the potential criminal  from knowing  the precise proba‐
bility of punishment. Harel & Segal (1999) note that society does in fact introduce 
ambiguity  by  constantly  changing  the  enforcement  priorities  in  a way  that  ob‐
scures the exact probability of detection at any given time. One might add that the 









Jolls,  Sunstein  &  Thaler  (1998)  use  criminal  law  as  their  main  example  of 






















then notes  that  the model works  identically  if we substitute “discount  rates”  for 
“risk preferences” and imagine the individual chooses between present and future 
consumption. An  individual may  usually draw discount  rates  that  favor  future 





tort). Where one’s discount rate  fluctuates, one may “lapse”  into committing  the 
crime because the benefits from crime are enjoyed  immediately, while the poten‐
tial sanctions are delayed. The policy implication here is that the advantage of nar‐
rowing  the  time  between  the  crime  and  the  punishment.  To  some  degree,  this 
simply points  to  the obvious advantage of having police solve crimes sooner ra‐
ther  than  later. But Cooter (1991) observes  that  this point and  the original model 
on risk preferences may also justify ex ante criminal regulation rather than ex post 


















No discussion of hyperbolic discounting’s  role  in crime  should  ignore  its  re‐
levance  to  the problem of addiction. See Garoupa  (2003:7‐8); Bowers  (2008); Ain‐
slie  (2000);  Corrado  (2006);  Bickel  &  Marsch  (2001).  Addiction  is  important  to 
crime for at least two reasons. First, the possession and distribution of certain ad‐
dictive substances (e.g., heroin and cocaine) are among the most significant mod‐
ern  crimes.  Second,  addicts  are  often  unable  to  hold  lawful  jobs  and  therefore 
commit  a  significant  amount  of  property  crime  to  finance  their  addiction.  The 
theory of hyperbolic discounting (perhaps along with the optimism bias) provide 














winnings,  should  they manage  to gamble anyway. This  form of  self‐control me‐
chanism – metaphorically, Ulysses tying himself to the mast – makes sense given 
hyperbolic discounting: when focused on the distant future, one prefers to exclude 
oneself  from  gambling  even  though  one  knows  that when  the  time  comes,  one 
would prefer  to gamble. Leitzel also  explores whether “self‐exclusion”  could be 
used as an alternative to criminal drug prohibition. 
 







What  difference  would  it  make  for  criminal  law  if  individuals  have  other‐
regarding preferences or preferences for fairness? The issue receiving the most at‐
tention  is  the  effect  of  the public’s  fairness preferences  on  optimal punishment. 
There  is evidence  that people believe people view proportionate punishments as 
fair and disproportionate punishments as unfair.  If  individuals  incur  costs  from 
their state imposing “unfair” punishments, then there are new costs to implement‐
ing what might otherwise be efficient punishment, such as  those minimizing  the 
probability  of  detection  and  maximizing  the  sanction.  See  Polinsky  &  Shavell 
(2000). 
More generally, however, any preference for the welfare of others will increase 




ly  toward  those who  treat  them  fairly but also by acting spitefully against  those 
who treat them unfairly. If so, then when  individuals feel themselves treated un‐
fairly  by  another,  including  not  only  being  the  victim  of  a  crime  but  being  of‐












legitimacy  claims by examining how deviations  from perfect  selfishness  interact 
with  bounded  rationality.  She  posits  that  there  are  internal,  moralistic  costs  to 
committing crimes, such as guilt, shame, or remorse. One incurs these costs only if 
one believes oneself to have acted badly. Yet self‐serving biases and cognitive dis‐
sonance  allow  people  to  believe,  to  some  degree,  “what  they want  to  believe.” 
Consequently, the moralistic costs are “state dependent” so that they are lower in 





















Garoupa  (2003: 12) notes  the  fundamental point  that, “once criminals are not 









behavioral  findings we  have  discussed  on  potential  crime  victims.  The  optimal 
level of precaution by potential victims is itself a complex subject, even if victims 
are rational.12 But consider what changes if potential victims are not rational. What 
happens  to our predictions  if victims  are  subject  to  the behavioral patterns dis‐
                                                 




tracking of a stolen car and because  the device  is not visible  to  the  thief,  its presence en‐
hances the deterrence of all car theft. Ayres & Levitt (1998).  






odds  of  being  victimized  and  therefore  to  take  fewer precautions  against  crime 
than a purely rational actor. Yet optimism might itself have offsetting effects if op‐
timism makes a potential victim think that a given precaution will generate more 
protection  from  crime  than  it actually will. By  contrast,  the availability heuristic 
might cause potential victims  to overestimate  the odds of being victimized – be‐
cause examples of crime are often vivid and easy to recall, especially given media 
attention  to  the  issue – and  therefore  to  take more precautions  than a purely ra‐
tional actor. The  evidence of  crime “scares” or “panics”  is more  consistent with 
this availability effect. See Burns & Crawford (1999); Thompson (1998). 
The  literature on victim precautions  refers  to private actions as distinct  from 
public law enforcement. But we can think of precautions as including political ac‐
tion  favoring  candidates who will  take  stronger  (more  costly) measures  to  fight 
crime. If so, then the availability heuristic implies that biased members of the pub‐
lic will  fear crime more and demand stronger anti‐crime measures  than a purely 
rational member of  the public. Some evidence suggests (e.g., Hipp 2007)  that  the 
public’s estimates of the amount of crime in an area are largely determined by the 
amount of one vivid  type of crime –  robbery –  in  that area. Other citizen beliefs 













Nickerson  (1998); Friedrich  (1993); Simon et al.  (2001). This bias makes police er‐
rors more likely, as police continue to focus attention on their initial suspect even 
when a  rational observer would  find new  evidence or  interpret old  evidence  to 
suggest  the  suspect’s  innocence. O’Brien & Ellsworth  (2006). The  error not only 
leads to the arrest and possible conviction of an innocent individual, but the focus 
on  the  innocent makes  it unlikely  that  the police will ever apprehend  the guilty. 









































On  the civil side, many scholars have noted  that optimism bias may  impede 


















gaining  between  prosecutors  and  criminals.    Prosecutors  may  be  analogous  to 
plaintiffs in Rachlinski’s model and prefer a plea bargain to trial (assuming all oth‐
er  incentives  facing  the prosecutor  are held  constant), while defendants may be 
analogous to the defendants in Rachlinski’s civil trials and prefer a criminal trial to 
a  sure  criminal  sanction. These preferences may produce different plea bargains 








obvious  account  –  that  prosecutors  offer  sufficiently  good  deals  that  even  loss 
averse defendants are better off accepting the deal. He claims  instead that defen‐
dants  are  making  mistakes  and  would  gain  utility  from  rejecting  most  of  the 




Bibas,  however, Covey  believes  criminal defendants do  generally  advance  their 
interests by accepting pleas, given  the  features of  the criminal  justice system de‐
signed  to overwhelm  the natural reluctance of defendants  to accept guilty pleas. 
Indeed, Covey says we can understand the function of these features better as de‐










tion and perspectives  that “de‐bias”  the defendant’s decisions. The  third point  is 
particularly  interesting, but  as Burke  (2007) notes,  if pre‐trial detention  reverses 
the frame for defendants, it may also do so for prosecutors, who may then perce‐
ive  the defendant’s  release  from  incarceration as a  loss and prefer  the uncertain 
loss of trial to the certain loss of a plea bargain. 
Most of the analysis here has focused on the ways that cognitive bias or other 











cuous  enforcement  exacerbates  the  availability bias.  In general,  conspicuous  en‐
forcement provides  information that can exacerbate or ameliorate the availability 
bias and the prosecutor should adjust his or her actions to account for this effect. 








One  group  of  scholars  has  systematically  investigated  the  degree  to  which 
judges exhibit  the biases  that psychologists have found  in other populations. See 
Guthrie, Rachlinski, & Wistrich (2001; 2007); Wistrich, Guthrie & Rachlinski (2005).  
One  particularly  relevant  finding  is  the  hindsight  bias  –  “the well‐documented 












criminal prosecution.  If  the  judge  is  subject  to  the hindsight bias, he or  she will 




quires  the  judicial assessment of probable  cause  before  the  search,  thus avoiding 
hindsight bias. Such a theory might help to explain when courts require warrants. 
For example,  the Supreme Court generally requires a warrant  to search a house, 
but  not  for  a  public  arrest  (although  it  does  require  judicial  assessment  of  the 
probable cause determination for arrest within forty‐eight hours after  the arrest). 
Note that former searches are more likely to be subject to the hindsight bias than 
the public arrest. One expects  the search of a house  to reveal  itself as warranted 
(evidence is discovered) or unwarranted (no evidence is discovered). By contrast, 
the failure to find evidence on a person arrested does not prove the arrest invalid, 

























matically examine  the way  that behavioral  findings vary economic analysis. But 
several scholars have examined how the behavior literature predicts mistakes that 
juries  will  likely  make  in  criminal  cases.  Sunstein,  et  al.  (2002)  examine  how 
bounded rationality causes decision‐makers such as juries to make predictably in‐
coherent or inconsistent  judgments. Rachlinski & Jourden (2003) apply this to the 
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