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Abstract
High-resolution, near-infrared spectra will be the primary tool for finding and characterizing Earth-like planets
around low-mass stars. Yet, the properties of exoplanets cannot be precisely determined without accurate and
precise measurements of the host star. Spectra obtained with the Immersion Grating Infrared Spectrometer
simultaneously provide diagnostics for most stellar parameters, but the first step in any analysis is the
determination of the effective temperature. Here we report the calibration of high-resolution H-band spectra to
accurately determine the effective temperature for stars between 4000 and 3000 K (∼K8–M5) using absorption
line-depths of FeI, OH, and AlI. The field star sample used here contains 254 K and M stars with temperatures
derived using BT-Settl synthetic spectra. We use 106 stars with precise temperatures in the literature to calibrate
our method, with typical errors of about 140 K, and systematic uncertainties less than ∼120 K. For the broadest
applicability, we present Teff–line-depth-ratio relationships, which we test on 12 members of the TW Hydrae
Association and at spectral resolving powers between ∼10,000 and 120,000. These ratios offer a simple but
accurate measure of effective temperatures in cool stars that are distance and reddening independent.
Key words: stars: fundamental parameters – stars: low-mass
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1. Introduction
Low-mass stars (0.1Me<M*<0.6Me) represent more
than 70% of the stars in the Galaxy (e.g., Reid & Gizis 1997;
Bochanski et al. 2010) and approximately 40% of the stellar
mass content (e.g., Mera et al. 1996; Chabrier 2005). The main-
sequence lifetimes of M dwarfs, which exceed a Hubble time,
makes them valuable for deciphering Galactic formation,
structure, chemical evolution, and dynamics. Lately, M dwarfs
have become the preferred targets of exoplanet searches
because, for the same size exoplanet, the transit depth and
the reflex motion produced is greater than around solar type
stars (e.g., Bonfils et al. 2012; Gillon et al. 2016, 2017).
Therefore, a precise determination of the stellar properties of
low-mass dwarfs is fundamental to understanding astronomical
questions in both the Galactic and planetary contexts.
Historically, effective temperature (Teff) has been determined
from photometric data (e.g., Alonso et al. 1996; Masana et al.
2006; Casagrande et al. 2010; Hawkins et al. 2016), excitation
equilibrium (e.g., Santos et al. 2000, 2013; Sousa et al. 2011),
line-depth ratios (LDRs; e.g., Gray & Johanson 1991; Biazzo
et al. 2007; Fukue et al. 2015; Taniguchi et al. 2018), and
spectral fitting (e.g., Prugniel et al. 2011; García Pérez et al.
2016; Sharma et al. 2016). Each of these methods have distinct
applications and potential drawbacks, with the resulting
temperature scales differing between them by a few hundred
Kelvin.
For example, Veeder (1974) and Bessell (1991) obtained a
temperature scale for M stars by fitting a blackbody to optical
and near-infrared (IR) fluxes. The Veeder (1974) temperature
scale for stars later than M5 resulted in a much cooler sequence
(∼180 K) than that found by Bessell (1991). Casagrande et al.
(2008) obtained a temperature scale for M dwarfs by modifying
the IR flux method (IFM) used for FGK dwarfs (Casagrande
et al. 2006). The IFM relies on the assumption that the M star
flux beyond ∼2.0 μm is approximately a blackbody. However,
M stars have more flux than the blackbody prediction at those
wavelengths (Rajpurohit et al. 2013), and as a consequence the
IFM temperatures may be underestimates.
When using spectra to determine Teffthere is the added
benefit of independent indicators for other physical properties
like surface gravity and metallicity. Nevertheless, the determi-
nation of Teff in low-mass stars from high-resolution IR spectra
is complicated by incomplete spectral line lists, incorrect
absorption line strengths, and the presence of diatomic (e.g.,
TiO, FeH, OH, CO) and triatomic (e.g., H2O) absorption bands.
Despite these challenges, Rajpurohit et al. (2013) determined
Teff through an χ
2 minimization between low- and moderate-
resolution (Δλ=10Å and ∼4Å) optical (∼5200–10000Å)
spectra and BT-Settl (Allard et al. 2013) synthetic spectra.
Those optical spectra include atomic (Ca I, Na I, K I), diatomic
(MgH, TiO, VO, CaH), and even triatomic (CaOH) absorption
features. Veyette et al. (2017) also determined Teff, [Fe/H] and
[Ti/Fe] for 29 M dwarfs, but using Y-band high-resolution
(R∼25,000) spectra and equivalent widths of several lines of
FeI, TiI, and an FeH temperature-sensitive index.
More recently, Rajpurohit et al. (2018b) used an χ2
minimization method and high-resolution (R=22,000) H-
band spectra along with BT-Settl models to obtain Teff, surface
gravity (log g), and metallicity ([Fe/H]) for 45 M dwarfs.
Additionally, Rajpurohit et al. (2018a) used optical and near-IR
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(∼7500–17000Å) high-resolution (R=90,000) spectra to
determine the stellar parameters of 292 M stars, through an
χ2 minimization against BT-Settl models for certain wave-
length regions, which includes TiI, FeI, CaII, NaI, and OH
lines. Rajpurohit et al. (2018a) found a systematic offset
between their determinations and those of Passegger et al.
(2018), using the same spectra of about 200–300 K. Passegger
et al. (2018) used a γ–TiO band, a few atomic lines (Fe I, Ti I,
Ca I, Mg I), and PHOENIX-ACES (Husser et al. 2013) models
to determine Teff, log g, and [Fe/H]. Since both Rajpurohit
et al. (2018a) and Passegger et al. (2018) used the same spectra,
the discrepancy shows that Teff determinations are still model-
dependent. Such model-dependency can be corrected for by
calibrating against empirical temperatures to obtain a calibrated
temperature sequence.
Stars with physical parameters constrained by interferometric
observations help to mitigate model-dependency by calibrating
relationships between the Teff and stellar radius. For example
Mann et al. (2013b) derived relations between temperature-
sensitive indexes in the visible, J, H, and K bands and Teff,
Newton et al. (2015) used equivalent widths of some H-band
temperature-sensitive features (Mg, K, Si, CO, and Al) to derive
relations between the Teff, radius, and luminosity. Mann et al.
(2015) used spectrophotometric calibrations to derive the Teff
and stellar radius, among other stellar parameters. The works of
Mann et al. (2013a, 2015) and Newton et al. (2015) used 20+
stars with interferometric measurements to calibrate their model-
independent relationships with ∼150 K precision.
In this paper, we present the determination of Teff from high-
resolution (R∼45,000) H-band spectra, obtained with the
Immersion Grating Infrared Spectrometer (IGRINS; Yuk et al.
2010; Park et al. 2014) for 254 K and M dwarf stars. Our
temperature scale is calibrated with the (r–J) color–temperature
relation from Mann et al. (2015). We also investigate the
influence of log g, projected rotational velocity (v sin i), and
[Fe/H] on our final results. Finally, we present Teff–line-depth
ratios relationships that could theoretically extend our method
to any H-band spectrum with resolution >10,000.
2. Observations and Data Reduction
This analysis makes use of the spectra of K and M stars
observed with IGRINS since commissioning in 2014 on the 2.7m
Harlan J. Smith Telescope at the McDonald Observatory, the
4.3 m Discovery Channel Telescope at Lowell Observatory, and
the 8.1 m Gemini South Telescope. IGRINS has no moving parts
and the spectral format is fixed with R∼45,000 over the entire H
and K bands (14500 to 24500Å; Mace et al. 2016, 2018).
Changes to the input optics ensure that the spectrum is unchanged
at each facility and our analysis is homogeneous.
We began with all ∼4900 IGRINS observations between
2014 July and 2018 July. Based on object name and
coordinates, spectral types (SpTs) and literature photometry
for the entire sample were obtained from the SIMBAD
database (Wenger et al. 2000) in 2019 January. The large list
of references and methodologies used to assign the SpTs listed
in SIMBAD resulted in SpT uncertainties of ±1–2 subtypes.
SpTs were used in our analysis to provide an initial estimate of
Teff and guide the search for atomic/molecular lines sensitive
to changes in Teff and then to provide a Teff–SpT relation. Giant
and young stars were removed from further consideration
through photometric selection using MK magnitudes derived
from Two Micron All-Sky Survey (2MASS) photometry and
Gaia DR2 parallaxes. We find that giants have MK<0, and
young stellar objects (YSOs) are more than 1 mag brighter than
the field M dwarf trend identified by Mann et al. (2015). Such
selection criteria did not rid our sample of binary stars,
especially in cases where the component masses and fluxes
differ significantly, and there is a possibility that our sample
includes single- and double-lined spectroscopic binaries. The
final sample we consider contains 254 stars (41 K, 198 M and
15 unknown SpTs) with 2MASS H-band magnitudes from 3 to
12. Many of the 254 stars in this sample are well known field
stars included in the analyses of Rojas-Ayala et al. (2012),
Mann et al. (2015, 2018), Newton et al. (2015), and presented
previously in the IGRINS Spectral Library (Park et al. 2018).7
We observed each star in our sample by nodding between
two positions on the slit to facilitate the removal of sky
background and telluric emission lines in data reduction. Single
frame exposure times range from 30 to 900 s with the goal of
achieving a signal-to-noise ratio (S/N)100 per resolution
element for each observation, however, 85 objects in our
sample have an S/N less than 100 due to conditions at the time
of the observations and/or the faintness of the star. The average
S/N for the sample is ∼160. A0V standard stars were observed
at a similar airmass before or after each science object and used
for telluric correction.
All the spectroscopic data were reduced using the IGRINS
pipeline (Lee et al. 2017),8 which performs flat-field correction,
wavelength calibration using night sky OH emission and
telluric absorption lines, A-B frame subtraction to remove
skyline emission, and the extraction of the one-dimensional
spectrum following the optimal methods of Horne (1986).
Telluric absorption lines were corrected by dividing the science
spectrum by the A0V spectrum, which had been multiplied by
the Vega model of Kurucz (1979). A representative sample of
the IGRINS spectra in our sample is shown in Figure 1.
3. Spectral Analysis
Stellar spectra are primarily shaped by Teff, log g, and [Fe/
H]. When deriving these parameters using high-resolution
spectra, stellar activity, v sin i, and magnetic field strength (B)
should also be considered.
To identify temperature-sensitive spectral regions in the
IGRINS spectra we first sorted the spectra by the literature
SpTs. We estimated the radial velocity of each star by finding
the wavelengths offset of the NaI doublet at ∼22056 and
22084Å, and then we shifted all spectra to the same rest-frame
wavelength. This process assumed that all the stars in the
sample have roughly the same log g and [Fe/H]. Through
visual inspection we identified some new regions with Teff
sensitivity and spectral regions that have been previously used
by similar studies (e.g., Prato et al. 2002; García Pérez et al.
2016; Rajpurohit et al. 2018b). We ultimately selected strong
absorption lines that were close enough to each other to reside
in the same IGRINS spectral order and that displayed opposite
line strength variation versus SpT (Teff) (i.e., one line grew
weaker and the other grew stronger when looking at
progressively later SpTs). Finally, we repeated the visual
inspection using synthetic spectra and selected lines with low
sensitivity to changes in log g or [Fe/H]. From our visual
inspection process we identified two spectral regions, bounding
7 http://star formation.khu.ac.kr/IGRINS_spectral_library
8 https://github.com/igrins/plp/tree/v2.1-alpha.3
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OH (15600–15650Å) and aluminum (16700–16780Å) absorp-
tion features that reliably trace Teff.
The determination of v sin i for the IGRINS spectra relied on
the code developed by Kesseli et al. (2018). In SpT bins of K0-
K3, K4-K6, K7-K9, M0-M1, M2-M3, M4-M5, and M6-M9
we identified template objects by their narrow lines and high
S/N. We selected HD88925, HD122120, GJ169, GJ15A,
GJ725A, GJ15B, and GJ412B as our template stars for each
of the SpT bins listed above, respectively. We were able to
determine v sin iʼs spanning between 7 and 53 km s−1 for 156
stars of our sample, with ∼56% between 7 and 12 km s−1. The
remaining stars have v sin i below the IGRINS spectral
resolution and were assigned v sin i=7 km s−1.
3.1. Synthetic Spectra
Once the OH and Al regions were identified as the best Teff
indicators in the IGRINS spectra of K and M stars, we looked
for a theoretical counterpart (synthetic spectra) suitable for
assigning temperatures. The BT-Settl models (Allard et al.
2013; Baraffe et al. 2015) have previously been validated in the
range 2500Teff4000K at low (Δλ=10Å; e.g., Rajpurohit
et al. 2013) and high (R=22,000 and 90,000; e.g., Rajpurohit
et al. 2018a, 2018b) spectral resolutions, and are the preferred
set of synthetic spectra for our study. We employed the
CIFIST9 version, which covered the parameter space Teff=
300–7000 K, log g=2.5–5.5, [Fe/H]=−2.5–0.0 at high-
resolution (R∼330000 at 16500Å). These set of spectra were
computed with the PHOENIX code (Hauschildt et al. 1997), the
Caffau et al. (2011) solar abundances, and updated atomic and
molecular line opacities (see Baraffe et al. 2015, and references
therein), which dominate the optical and near-IR spectra of
cool stars.
The synthetic spectra (or model) grid used in this work spans
Teff between 2000 and 4700 K in steps of 100 K, log g=4.0,
4.5, and 5.0, solar metallicity and no alpha-element enrichment.
The resolution of the synthetic spectra were degraded to the
IGRINS spectral resolution (∼45,000). For all temperature
determinations, we selected models with log g of 4.5 as it is
Figure 1. A representative sample of IGRINS K and M star spectra around the OH region and the central 60 Å of the Al region, as a function of SpT. The spectral
lines used in this work are highlighted in gray, while other prominent lines are also labeled. The dependency of the selected lines with SpT (Teff) is clearly present. The
Al region is effective for stars later than ∼M4, while the OH region is effective for stars earlier than ∼M4.
9 https://phoenix.ens-lyon.fr/Grids/BT-Settl/CIFIST2011_2015/
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suitable for both K (e.g., log g∼4.4±0.1; Sousa et al. 2008;
Tsantaki et al. 2013) and M (e.g., log g∼4.8±0.2;
Ségransan et al. 2003; Berger et al. 2006) field stars. The
remaining models with log g of 4.0 and 5.0 were employed just
to assess the impact of log g on our analysis. The grid of
synthetic spectra was broadened to the rotation velocities
encompassing the IGRINS samples v sin i (7 to 55 km s−1)
using the function rotBroad, available in the PyAstronomy
library.10 The rotational broadening kernel requires a linear
limb-darkening coefficient, which we estimated by comparing
the model Teff and log g to the Claret et al. (2012)
11 catalog.
Finally, vacuum wavelengths provided with BT-Settl spectra
were converted to their corresponding air wavelengths follow-
ing the International Astronomical Union standard formulation
(Morton 1991).
In summary, the grid of synthetic spectra used for measuring
line-depths in the OH and Al regions had Teff=2000–4700 K,
log g=4.5, [Fe/H]=0.0, v sin i=7–55 km s−1, a spectral
resolution of 45,000, and no α-element enrichment. Figure 2
shows how the line-depth behavior in the IGRINS spectra is
well reproduced by the BT-Settl models, including the flux
peak in the Al region (right panel of Figure 3).
3.2. OH Region (15600–15650 Å)
The OH region spans 15600 to 15650Å and includes two
FeI lines (λ∼15621.6 and 15631.9Å) and an OH (λOH∼
15627.0Å) doublet. These lines change as a function of
SpT (Prato et al. 2002) as can be seen in the left panel of
Figure 1. The FeI line that we used here (λFe=15621.6Å)
becomes weaker at lower temperatures and is unblended in the
temperature region we are interested in. The OH feature, which
is formed by two OH lines at approximately 15626.7Å and
15627.5Å, increases in depth at lower temperatures, up to
∼M4-M5 stars, where numerous H2O features start to dominate
the spectral region.
Figure 2. A representative sample of IGRINS (black solid line) and synthetic BT-Settl (red dashed line) spectra around the OH region and the central 60 Å of the Al
region as a function of spectral classification. The horizontal lines represent the median flux across the region of interest and the level where line-depths are measured.
These regions also include several other atomic (Fe I, Ti I and Ni I) and molecular (FeH, CN and CO) lines that are not labeled here and absent in the synthetic spectra.
10 https://github.com/sczesla/PyAstronomy
11 We used the filter H (2MASS) linear limb-darkening coefficients. For those
Teff and log g values that were not reported in Claret et al. (2012), we have used
the nearest (in terms of Teff and log g) coefficient available, in those cases
where there were more than one possible coefficient we assigned an average.
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3.3. Al Region (16700–16780 Å)
The Al region covers 16700 to 16780Å, and contains three
different Al lines (λ∼16719.0, 16750.6, and 16763.4Å). The
strongest AlI line is at λAl=16750.6Å and is present in
objects with SpTs between approximately K3 and M6-7. The
line-depth of AlI remains unchanged for the late-type K and
early-type M stars, but then decreases at lower temperatures.
The second feature, which is located around λpeak=16745.9Å
is a flux bump that rises at lower temperatures. The peak flux is
the result of an atmospheric transmission window (the absence
of absorbers) in the star, and is coincident with the
disappearance of Fe in the OH region. This flux peak is
sensitive to Teff beginning in M4 stars and later. The contrary
dependence of the Al and peak flux line-depths to Teff is as
useful at deriving Teff as the OH and Fe line-depths, but at
lower temperatures.
3.4. Determining Teff
At the IGRINS spectral resolution, the Fe line that we used is
unblended, the OH lines are blended but approximately equal
in depth, the flux peak is created by the absence of absorption
within the broad absorption defining the pseudocontinuum, and
the broad Al line is blended with OH and CO at high and low
temperatures, respectively. These characteristics of the lines
make equivalent width measurements inconsistent across a
broad sampling of SpTs. Yet, we find that line-depths
consistently trace Teff (see Figure 3) and here we describe
our methods.
3.4.1. Line-depth Measurements
As mentioned before, molecular lines dominate the atmo-
spheres of cool stars and complicate the determination of a
continuum level, which leads to inconsistencies in spectral
normalization. To address this issue, we computed the median
flux across the entire OH or Al region and used this value to
normalize our spectra within those regions. Continuum fitting
using the average flux across the region, or a smoothed
spectrum, did not produce a consistent definition of the
continuum for all spectra. More complicated determinations
of the continuum using iterative sigma clipping, or the upper
quartile of the flux within the region, produce the same results
as using the median but with some constant offset. The spectra
in Figure 2 have been normalized by the median flux, and while
this may not provide the most accurate determination of the
continuum level, it produces repeatable measurements when
applied uniformly across the entire analysis. As we normalize
the BT-Settl models in the same fashion, and these models
accurately reproduce the spectra of our stars, any inaccuracy in
the normalization is consistently applied to all spectra.
After normalizing the spectrum, we searched within ±1.5Å
of the the central wavelengths (λOH, λFe, λAl, and λpeak) for the
minimum flux value of the FeI, OH, and AlI lines and the
maximum for the flux peak. We then computed the average
flux ( lf¯ ) and the standard deviation of the mean (σf) within a
window of fivepixels (∼1.5 resolution elements), centered at
the min./max. found previously. The measured line-depth (flux
peak height) is d=1− lf¯ and we assign σf as the uncertainty.
The line-depths were determined the same way in the observed
and synthetic spectra. The line-depths from the synthetic
spectra defined a matrix of values for each spectral region,
where the corresponding depths are identified by the unique
Teff and v sin i combination of the model grid.
In Figure 3 we present the synthetic line-depths as a function
of Teff and log g. Adding the dependence to log g in this figure
helps us to examine, in a qualitative way, how our Teff
determination is modulated by variations in log g. In the
synthetic spectra, the FeI line-depth increases monotonically
for Teff>3000 K (SpT earlier than ∼M5) and it appears to
saturate around 4500 K (∼K4). By contrast, the OH depth
increases more slowly to a maximum value at ∼3600 K (∼M2)
and then decreases up to ∼4700 K (∼K3).
The synthetic line-depth of the flux peak, which by our
definition is negative as it is above the pseudocontinuum,
increases monotonically from 2300 K (∼M9) to ∼3200 K
Figure 3. BT-Settl synthetic line-depths as a function of effective temperature, color coded by surface gravity. The synthetic line-depths of both regions exhibit a
strong contrary dependence to Teff and a weaker one to log g.
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(∼M4). The AlI line-depth decreases linearly with decreasing
Teff. The role of log g in the Al region seems less important
than in the OH region, because the changes on Teff produced by
±0.5 in log g are ∼120 K and ∼90 K for the flux peak and the
AlI line. Additionally, increasing gravity reduces both the
amplitude of the peak flux and the line-depth of the Al line.
Another advantageous feature of these spectral regions is the
range of SpT over which they are sensitive to Teff. Together,
they allow us to determine the Teff scale for ∼K8 to M5 stars.
While the Al region is appropriate for late-type objects (∼M4
and later) the OH region is useful for SpTs earlier than ∼M5,
having an overlapping zone of about 1 subclass in SpT.
In the analysis that we present here, we assume that
log g=4.5 for all the targets in our sample and we adopted
solar metallicity. These assumptions were made because our
targets were nearby field stars that most probably resided in the
thin disk (e.g., Reylé et al. 2002). We investigate the impact of
these assumptions on our final determination of Teff in
Sections 4.1.1 and 4.1.2.
3.4.2. A Precise Teff Sequence
For each pair of line-depths we performed an χ2 minimiza-
tion between the observed star and the synthetic line-depth grid
corresponding to the star’s v sin i. The derived line-depth
temperature (TLD) was taken as the weighted mean of the
temperatures corresponding to the minimum and the two
closest χ2 values. The uncertainty in the temperature
determination (sTLD) was measured as
ås = - -
n
n W
w T T
1
, 1T
i
i2
2
LD
2
LD ( )
( ) ( )
where n(=3) is the number of measurements used in the
weighted average, = åW wi , w is the weight (=1/ χ2), Ti is
the model temperature, and TLD is the weighted mean
temperature. When the minimum χ2 corresponded to the lower
or upper edges of the synthetic line-depth grid then the derived
temperature was given a null value.
From the measured line-depths of the K and M stars in our
sample we assigned Teff to each star based on the line-depths of
the synthetic spectra. Teff was determined by means of the OH
region in 116 stars, the Al region in 92 stars, and using both
spectral regions for 46 stars.
While the IGRINS spectra were well matched by the BT-
Settl models (Figure 2), the temperature scale obtained using
theoretical grids are generally precise, but also inaccurate. The
inaccuracy stems from the different physical assumptions of
the stellar structure, atomic and molecular line lists, and the
modeler’s treatment of the line strengths.
In the following section we used the empirical color–
temperature relation of Mann et al. (2015) to take into account
discrepancies in the temperature scale between models and
observations.
3.4.3. Accurate Teffs for K and M Stars
Mann et al. (2015) used accurate spectrophotometric
calibrations to determine Teff, bolometric flux, metallicity,
and stellar radii for 183 nearby K7–M7 stars. Those Teff values
were calibrated by means of temperatures determined from
interferometric data for 29 stars, resulting in an empirical
temperature scale.
Interferometrically determined temperatures are accurate for
the range of stellar parameters that are covered by the sample
itself. For the 51 stars we have in common with the Mann et al.
sample, only 14 of these have interferometric data. We chose to
calibrate our line-depth temperatures from the models above to
empirical scale, by means of their (r–J) color–temperature
relation, instead of using the stars in common. The (r–J) color–
temperature relation determined by Mann et al. (2015) is tied to
the interferometric stars and is valid for 2700<Teff<4100 K,
= ´ + + + +T a bX cX dX eX3500 , 2emp 2 3 4( ) ( )
where a, b, c, d, and e are the polynomial coefficients found by
Mann et al. (2015), with values of 2.84, −1.3453, 0.3906,
−0.0546, and 0.002913, respectively, and X is the (r–J) color
in magnitudes. We retrieved the available r- and J-band
photometry for all our samples from the AAVSO All-Sky
Photometric Survey (Henden et al. 2012) and the 2MASS
(Cutri et al. 2003), and then computed empirical temperatures
using the above equation. The photometric data and the (r–J)
color temperatures are reported in Table 1. The calibration
sample comprises 106 stars in the Mann et al. sample and the
IGRINS sample, from which 66 were determined with the Al
region and 64 from the OH region (24 stars are in both
regions).
Figure 4 illustrates how the derived temperatures from both
spectral regions correlate linearly with the (r–J) color
temperatures. The temperatures determined using the Al region
primarily exhibit an offset of ∼640 K with respect to the
empirical temperatures, while those determined using the OH
region display a steeper slope with respect to their empirical
counterparts. The equations in Figure 4 were used to convert
the precise line-depth temperature sequence into an accurate
one calibrated against the Mann et al. (2015) sample. These
empirically calibrated temperatures (Tspec) are considered the
final measurements. We assigned for the stars with tempera-
tures determined in both the OH and Al regions an average of
their corresponding calibrated temperatures, and the sum in
quadrature of the individual errors is the final uncertainty.
4. Results and Discussion
In Table 1 we report the temperatures we derive along with
basic information for all 254 K and M field stars. Although the
compiled SpT of our sample is precise to only ±1–2 subtypes,
we constructed an SpT–Tspec relation (see Figure 5 and
Table 2) to compare with temperature scales determined for
dwarf stars by Pecaut & Mamajek (2013) and the median
results of Rajpurohit et al. (2013). Both studies used BT-Settl
models, but with the solar composition of Asplund et al. (2009)
and Caffau et al. (2011), respectively. Pecaut & Mamajek
(2013) determined Teff by using the spectral energy distribution
fitting method (Masana et al. 2006), which simultaneously fits
the observed and synthetic photometry. On the other hand,
Rajpurohit et al. (2013) compared low- and medium-resolution
(Δλ=10 and 4Å) optical spectra with BT-Settl models to
determine temperature.
We found good agreement between Pecaut & Mamajek
(2013), Rajpurohit et al. (2013), and this work, for objects with
SpT between K6–M6, where the maximum difference with our
median temperatures is 150 K, being of the order of our typical
error (σtyp=140 K). In the cases of the K5 and M7 bins these
differences increased up to 245 K (∼1.8σtyp). A fourth degree
6
The Astrophysical Journal, 879:105 (15pp), 2019 July 10 López-Valdivia et al.
Table 1
Basic Information As Well As Our Results for the First 20 Entries of Our Sample
Star SpT Referencesa J r T(r–J) v sin i Normalize Flux Line-depths Reg Tspec
b
(mag) (mag) (K) (km s−1) FeI OH Peak AlI (K)
LP 699-32 0 1 10.67 15.59 2889 10 L L −0.075±0.006 0.127±0.006 2 2950±110
NLTT 55442 0 1 10.39 15.04 2962 18 L L −0.069±0.004 0.121±0.004 2 2960±110
LSPM J2206+4322W 0 1 10.78 L L L 0.058±0.002 0.190±0.020 −0.044±0.005 0.320±0.010 3 3360±90
G 194-18 0 1 10.56 13.74 3427 <7 0.041±0.003 0.200±0.100 −0.031±0.004 0.308±0.006 3 3330±90
G 122-46 0 1 10.59 L L 8 0.040±0.010 0.250±0.020 L L 1 3270±140
NLTT 19346 0 1 11.76 L L L L L −0.073±0.004 0.116±0.003 2 2950±110
UCAC4 368-064862 0 1 9.27 11.81 3702 <7 0.160±0.007 0.240±0.020 L L 1 3610±140
[RSP2011] 315 0 1 11.01 14.23 3413 L 0.110±0.010 0.220±0.020 L L 1 3470±140
UCAC4 445-057351 0 1 9.76 13.25 3320 12 L L −0.042±0.003 0.265±0.003 2 3380±120
LP 611-70 0 1 9.51 L L 9 0.235±0.009 0.210±0.030 L L 1 3790±130
G 43-43 0 1 9.41 12.11 3623 <7 0.160±0.004 0.240±0.020 L L 1 3610±140
UCAC4 545-148763 0 1 9.17 11.50 3826 8 0.255±0.006 0.200±0.020 L L 1 3840±140
2MASS J12371238-4021480 0 1 9.47 12.88 3347 L L L −0.033±0.001 0.218±0.002 2 3220±110
2MASS J04435750+3723031 0 1 12.22 L L L L L −0.083±0.004 0.113±0.003 2 2950±110
BD+45 598 K0.0 2 7.62 8.80 L 19 0.247±0.004 0.000±0.002 L L 4 4440±130
HD 285690 K0.0 2 7.88 9.24 L 10 0.400±0.010 0.008±0.003 L L 4 4440±130
HD 286363 K0.0 3 8.18 9.72 L 11 0.400±0.010 0.025±0.003 L L 4 4440±130
HD 285482 K0.0 3 8.11 9.56 L 11 0.400±0.010 0.016±0.001 L L 4 4440±130
HD 285876 K0.0 4 8.67 10.51 4212 11 0.380±0.010 0.110±0.010 L L 1 4210±140
Notes. We compile SpT, r, and J magnitudes, the empirical temperatures (T(r–J)), rotational velocity, the four line-depths, an identification number corresponding to the source of the temperature, being 1 from the OH
region, 2 from the Al region, 3 from the average of both regions, and 4 if it is a limit, and in the final column we report our Tspec. The full version of this table will be available in the online version of the paper. (This
table is available in its entirety in machine-readable form.)
a Reference for SpT shown in SIMBAD at the time of the query (2019 March).
b The error reported is just the random uncertainties, while the systematic ones were estimate in Section 4.1.4 and are of±120 K.
References—(1) Not specified, (2) Cenarro et al. (2007), (3) Nesterov et al. (1995), (4) Benedict et al. (2014), (5) Keenan & McNeil (1989), (6) Houk & Cowley (1975), (7) Houk & Swift (1999), (8) White et al. (2007),
(9) Stephenson (1986a), (10) Stephenson (1986b), (11) Bidelman (1985), (12) Reid et al. (2004), (13) Koen et al. (2010), (14) Fekel & Bopp (1993), (15) Torres et al. (2006), (16) Alonso-Floriano et al. (2015), (17) Gray
et al. (2003), (18) Henry et al. (2002), (19) Schlieder et al. (2012b), (20) Kirkpatrick et al. (1991), (21) Lépine et al. (2013), (22) Riaz et al. (2006), (23) Shkolnik et al. (2009), (24) Bouy & Martín (2009), (25) Schlieder
et al. (2012a), (26) Mann et al. (2013a), (27) Kraus et al. (2014), (28) Joy & Abt (1974), (29) Newton et al. (2014), (30) Pesch & Bidelman (1997), (31) von Braun et al. (2014), (32) Terrien et al. (2015), (33) Davison
et al. (2015), (34) Reid et al. (2007), (35) Walker (1983), (36) Gomes et al. (2013), (37) Aberasturi et al. (2014), (38) Rojas-Ayala et al. (2012), (39) Reid & Walkowicz (2006), (40) Law et al. (2008), (41) Mann et al.
(2016), (42) Herczeg & Hillenbrand (2014), (43) Montagnier et al. (2006), (44) Mann et al. (2014), (45) Scholz et al. (2005), (46) Bowler et al. (2015), (47) Gagné et al. (2015), (48) West et al. (2015), (49) Gigoyan &
Mickaelian (2012), (50) Schmidt et al. (2007).
(This table is available in its entirety in machine-readable form.)
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polynomial fit to the median temperature per SpT bin provides
the equation
= + + + +T a bX cX dX eX , 3spec 2 3 4 ( )
where X is the SpT and takes numerical values between 4 and
17 (equivalent to SpT K4 to M7) and a, b, c, d, and e are the
fitted polynomial coefficients equal to 3973.570, 74.705,
−4.140, −0.821, and 0.034, respectively.
4.1. Sources of Uncertainty in Tspec Measurements
Besides the literature SpT, another possible source of scatter
in Figure 5 could be the fixed values we chose for log g and
[Fe/H]. Although these are reasonable assumptions for our
sample of field dwarfs, in the next sections we investigate the
potential impact of these two parameters on the Teff scale.
4.1.1. Metallicity Effects
Along with Teff, Mann et al. (2015) also reported
metallicities determined from equivalent widths of atomic
Figure 4. Comparison between the Teff determined in this work through Al and OH region and their corresponding empirical temperatures.The dashed line represents
the one-to-one relation while the solid one is the weighted linear fit. Errors on empirical temperatures are all assumed to be 80 K, which is the quadrature sum of the
typical spectroscopic error (60 K) and the dispersion of the calibration (58 K) as reported in Mann et al. (2015).
Figure 5. Our Tspec (small circles) as a function of the literature SpT. The solid
line is a weighted fourth degree polynomial fit to the median values of Tspec
(large circles) to nonfractional SpT with more than two stars, while the error
bars represent the one standard deviation level. The squares are the temperature
scale for dwarfs stars of Pecaut & Mamajek (2013) and the diamonds are the
results of Rajpurohit et al. (2013).
Table 2
Median Teff and Standard Deviation, Along with the Temperature Determined
by PM13=Pecaut & Mamajek (2013) and R13=Rajpurohit et al. (2013) for
Each SpT
SpT # stars Teff±σ PM13 R13
(K) (K) (K)
K5 6 4165±200 4410 L
K6 2 4120±40a 4230 L
K7 8 4090±100 4070 L
M0 19 3870±220 3870 3900
M1 10 3730±130 3700 3700
M2 11 3480±120 3550 3500
M3 14 3410±90 3410 3300
M4 28 3315±100 3200 3200
M5 19 3080±120 3030 3000
M6 9 2950±130 2850 2800
M7 7 2880±200 2650 2700
Note. Stars with intermediate spectral classifications were not include.
a The average temperature and the difference between individual determina-
tions is reported.
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features in low-resolution near-IR spectra. Such metallicities
were calibrated by means of wide binary systems with FGK
primary stars and M dwarf companions (Mann et al.
2013a, 2014).
For the 51 stars in common with Mann et al. (2015), we
explore trends related to [Fe/H]. Although this comparison is
not independent, since we corrected our temperatures with the
Mann et al. (2015) color–Temperature relation, it is still
meaningful to better understand the role of [Fe/H] on the
derived temperature scale.
The left panel of Figure 6 depicts the comparison between
Tspec and the Mann et al. temperatures, color coded by the
metallicities of Mann et al. The [Fe/H] of the stars in common
with Mann et al. (2015) spans from −0.38 to +0.39 dex, which
we have classified into three categories: metal-poor ([Fe/
H]<−0.10), solar composition (−0.10[Fe/H]+0.10),
and metal-rich ([Fe/H]>+0.10) stars. Using these metallicity
classifications we identified 20 metal-poor, 18 solar composi-
tion, and 13 metal-rich stars. We computed the reduced chi-
square (cn2) between our observations and the literature values
as a measurement of the agreement between the two
temperatures. We found cn2 values of 1.2, 0.8, and 1.2 for the
metal-poor, solar composition, and metal-rich stars.
The good agreement with the solar composition stars is not
surprising, as we derived Teff from solar metallicity models. We
expected some temperature variations as the stellar metallicity
departs from the solar value because the line-depths appear
deeper/shallower as [Fe/H] increases/decreases.
Rojas-Ayala et al. (2012) also estimated Teff and [Fe/H],
but using equivalent widths of the Ca (∼22050Å) and Na
(∼22630Å) lines, as well as the H2O-K2 index, in low-
resolution (R∼2,700) K-band spectra. We have in common
with Rojas-Ayala et al. (2012) 47 stars that we compare in the
middle panel of Figure 6. The overall cn2 of this comparison is
1.7 and we found a slight trend, which highlights a systematic
difference between our methods as Teff smaller (larger) than
∼3300 K seems to be underestimated (overestimated). Such
a trend was also pointed out by Mann et al. (2015). We
found c =n 2.02 for 18 metal-poor, c =n 2.22 for 18 solar
composition, and c =n 0.72 for 11 metal-rich stars. The cause of
the trend in ΔTeff compared to Rojas-Ayala et al. (2012) is
likely because they used an older version of the BT-Settl
models, which employs the solar abundances of Asplund et al.
(2009) rather than the Caffau et al. (2011) and an older versions
of line lists.
Finally, in the right panel of Figure 6, we compared our
determinations with those made by Rajpurohit et al. (2018a),
which determined Teff, log g, and [Fe/H] from optical and near-
IR (∼7500–17000Å) high-resolution (R=90,000) spectra.
The general comparison resulted in c =n 1.72 , while the
comparison by category is c =n 2.02 , c =n 1.12 , and c =n 1.92 ,
for 14 metal-poor, 11 solar composition, and 16 metal-rich stars,
respectively. There is not an obvious trend with metallicity, but
the comparison shows a larger dispersion than our comparison to
Mann et al. (2015).
The result of these three comparisons reveals that our
temperature scale is consistent with previous ones, giving us
the ability to determine accurate Teff for any star within the
IGRINS archive without the necessity of extra data, such as
photometry. Additionally, we found that a difference in
metallicity of Δ[Fe/H]=±0.4 will have the effect of
changing our temperatures by ΔTspec=m100 K. In other
words, our method will produce hotter and cooler temperatures
for metal-rich and metal-poor stars, respectively.
Figure 6. Comparison between our Tspec (x-axis) and those determined by Mann et al. (2015) (left), Rojas-Ayala et al. (2012) (middle), and Rajpurohit et al. (2013)
(right), color coded by their metallicity determinations. The lower panels show the residuals of our derived Teff minus the literature temperatures. The mean error in
each panel is about 80, 30, and 100 K, for Rojas-Ayala et al. (2012), Rajpurohit et al. (2013), and Mann et al. (2015), respectively, while our typical error is ∼140 K.
See text for discussion.
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Another important point comparison between this work and
previous works is the value of log g. Since we calibrated our
temperatures with the relationship from Mann et al. (2015), the
impact of using different log g values was taken into account,
as the good agreement (c =n 1.02 ) showed. However, the
differences found with Rojas-Ayala et al. (2012) and
Rajpurohit et al. (2018a) could be caused by log g differences
because they measured log g rather than making it a fixed
quantity.
4.1.2. Surface Gravity Effects
To characterize the effects of surface gravity on our
temperature sequence we chose synthetic models with
log g=4.0 and 5.0, and determined Teff following the same
line-depth method outlined in Section 3.4. With this approach
we treat the synthetic spectra as a star with a known log g
value, and we determine its temperature with the log g=4.5
models.
In Figure 7 we show the results obtained in this test. We
found that log g is not important for Teff4100 K, an
advantage of the OH region seen also in Figure 3. For the
synthetic spectra with log g=4.0 and Teff between 3100 and
3900 K, we find hotter temperatures of ∼140 K on average. For
the synthetic spectra with log g=5.0 our method recovered
temperatures on average ∼160 K cooler. Below ∼3100 K the
behavior is slightly different for log g=4.0, in that the
temperatures cross the one-to-one line, while for spectra with
log g=5.0 are consistently cooler.
Averaging the mean differences found in the different
temperature ranges we establish that a change in log g of 0.5,
will modify our Teff by ∼150 K. This effect will result in hotter
temperatures for stars with log g lower than 4.5 and vice versa.
Stars with log g=4.5 will show no systematic offset in Teff
due to surface gravity assumptions.
4.1.3. Rotational Velocity Effects
As in the last section, we used synthetic spectra with
different v sin i values to assess the uncertainty introduced by
an erroneous v sin i. We tested Δv sin i=5 km s−1 and our
findings are shown in Figure 8. For Teff<3000 K and
Teff>4000 K the temperatures are less affected by a wrong
v sin i value, with differences of the order of 20 K. The
remaining temperatures appear cooler at an average 130 K for
fast rotators, while for slow rotators they are hotter by ∼100 K,
therefore we consider that a difference in v sin i of ±5 km s−1
from our calculated value has the effect of changing Teff up to
120 K. Such an effect will increase the derived temperature if
v sin i is underestimated and vice versa. Stars with v sin i
determined to within ±2 km s−1 of the actual value, which is
the case for much of our sample, will show minimal systematic
offset in temperature due to v sin i errors.
4.1.4. Cumulative Uncertainty Budget
In the case that we properly match the observed star’s
properties to our model grid (log g=4.5, [Fe/H]=0.0,
v sin i=7–55 km s−1, spectral resolution of 45,000 and no
α-element enrichment) our Tspec uncertainties are driven by the
calibration sample and are ∼140 K. To have an estimate of the
systematic error on our temperature determinations, we
considered three different sources of error, [Fe/H], log g, and
v sin i. Linearly interpolating from the previous error analysis to
the typical uncertainties for [Fe/H], v sin i, and log g in our
sample (which are 0.25, 3 km s−1, and 0.25, respectively) we
find a systematic uncertainty as high as 120 K. For most of the
stars in our sample, the errors presented in Table 1 should
properly account for calibration errors and small deviations
from the model grid. However, the systematic uncertainty of
120 K should be added for those objects with known outlier
properties. From the examination of each contributing stellar
Figure 8. Line-depth temperatures as a function of the synthetic spectra
temperature with v sin i=10 (circles) and 20 km s−1 (squares). We deter-
mined the temperatures with a fixed v sin i of 15 km s−1. For synthetic spectra
with temperatures greater than 3100 K, the determined temperature comes from
the Al region, while the rest come from the OH region.
Figure 7. Line-depth temperature as a function of synthetic spectra temperature
with log g=4.0 (circles) and 5.0 (squares) dex. We determined the
temperatures with a fixed log g of 4.5 dex. For synthetic spectra with
Teff<3100 K, the determined temperature comes from the Al region, while
the other is from the OH region.
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parameter, temperature determinations can be further corrected
for stars that have known properties that depart from the fixed
values chosen in this study.
4.2. Line-depth Ratios for Temperature Determination
To support the broad applicability of our method, we
obtained a mathematical expression that represents our
temperature scale. We constructed a relation between Teff and
the LDR in each region. The LDR technique should be less
sensitive to broadening processes that affect line-depths nearly
equally, such as resolution effects or veiling12 in YSOs.
4.2.1. LDR versus Tspec
In Figure 9, we show Tspec as a function of the ratio between
the line-depth of the peak and the AlI (right panel), and
between the FeI and OH (left panel) lines. Such relations
show, as expected, a good correlation between temperature and
LDR within the range of 3000–4000 K. However, both LDRs
exhibit a plateau at the hot and cool ends of the temperature
sequence. The plateau in the OH region is produced by the
reduction of the flux in the OH line at Tspec∼4200 K. In the
Al region the cold temperature plateau is a result of the inability
of the BT-Settl models to fully reproduce the “peak” flux for
temperatures below ∼3000 K (Figure 2). Therefore, we just
consider the linear regime of both relations and fit a weighted
line (Teff=aX+b) between LDR(peak/Al)>−0.5 and
LDR(Fe/OH)<1.5. The coefficients of this linear fit are
m=520 and b=3230 K for the OH region, and m=1070
and b=3470 K for the Al region. The dispersion of the data
around the fitted line is only ∼70 K in both regions.
4.2.2. Testing Our Tspec–LDR Scale on TW Hydrae Association (TWA)
Members
The TWA is a nearby (∼60 pc; Zuckerman & Song 2004;
Gaia Collaboration et al. 2018), young (∼7–10Myr; Ducourant
et al. 2014; Herczeg & Hillenbrand 2015; Sokal et al. 2018)
group of stars, discovered by Kastner et al. (1997). The YSOs
in the TWA differ from the main-sequence stars in Table 1
mainly by differences in log g (∼4.0) and stellar activity. The
members of the TWA allow us to test the capabilities and scope
of our derived Tspec–LDR relationship beyond the field sample
for which it was calibrated.
We measured LDR(Fe/OH) in twelve TWA members,
observed with IGRINS at Gemini South in 2018, to compute
their respective LDR temperatures (TLDR) according to our
Tspec–LDR relation. The results obtained are presented in
Table 3 and compared with the previous determinations of
Herczeg & Hillenbrand (2014) in Figure 10.
We find that there is a slight offset between TLDR and the
temperatures determined by Herczeg & Hillenbrand (2014).
The offset at lower temperatures observed in Figure 10 is
consistent with the findings of Figure 7, which implies that
TLDR will overestimate temperatures between 3100 and 3800 K
Figure 9. Tspec as a function of LDR for both regions. The dashed line represents a linear fit to the data enclosed by LDR(Fe/OH)<1.5 and LDR(peak/Al)>−0.5.
12 The veiling is a continuum emission produced by the accretion of material
onto the young star. This process reduces the depth of the photospheric lines.
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for a young star with log g of 4.0. From this test we can say that
the presented relationships hold true for objects most like the
model grid, and behave predictably near the parameters
considered.
4.2.3. Employing LDR Method at Different Spectral Resolutions
The Tspec–LDR relation could also be employed for spectra
with lower/higher spectral resolutions, as long as the lines can
be resolved and there is no excessive blending. To show this, we
tested the relationships on synthetic spectra that were broadened
to different spectral resolutions (3000R120,000). This
range in spectral resolution includes some available IR spectro-
graphs, such as the CRyogenic high-resolution InfraRed Echelle
Spectrograph (CRIRES; R=100,000; Kaeufl et al. 2004;
Follert et al. 2014), the Calar Alto high-Resolution search for
M dwarfs with Exoearths with Near-infrared and optical Échelle
Spectrographs (CARMENES, R∼90,000; Quirrenbach et al.
2014, iSHELL (R∼75,000; Rayner et al. 2016), the Apache
Point Observatory Galaxy Evolution Experiment (R=22,500;
Majewski et al. 2016), NIRSPEC at Keck Observatory
(R∼25,000; McLean et al. 1998; Martin et al. 2018), and
X-shooter (R∼12,000; Vernet et al. 2011).
After broadening the synthetic spectra to the desired resolution,
we added a random Gaussian noise of 1% of the median flux of
each region and then computed line-depths and LDRs in the same
fashion as for our observations. In the upper panels of Figure 11,
we display the LDR as a function of R, while in the lower ones
LDR divided by its error (σLDR) are shown. Together these plots
help us to understand the limitations of our LDR method. In the
OH region the cooler model (Teff=3000 K) is the more affected
by R (for R=30,000 the LDR=1.8×σLDR), which we
consider marginally useful as its value is not significantly different
than the noise level. Nevertheless, LDR(Fe/OH) seems to be
useful across the whole range in the remaining synthetic spectra
with Teff=3500 and 4000 K. The LDR(peak/Al) is useful for
R10,000 in synthetic spectra with Teff=2500 and 3000 K.
These results are not entirely surprising because low sensitivity
to changes in spectral resolution is one of the benefits of the LDR
technique, therefore our Tspec–LDR relationships should be
applicable to any IR spectrum with R10,000. Even more, if
the applicability of such relationships can be extended to YSOs, as
our test with some members of the TWA suggests, the Tspec–LDR
relationship could become a powerful tool to characterize large
samples of stars at different ages. This is especially critical
because large spectral coverage permits the simultaneous
determination of numerous stellar properties at a single epoch of
observation, eliminating the need for coincident photometry and
reducing the impacts of photospheric variability between epochs
of observation.
4.3. Comments on Individual Stars
In this section we discuss a few stars in our sample with Teff
values in the literature. The goal of this section is to point out
the limitations of our method as well as to highlight some
interesting cases.
TRAPPIST-1 is an M8 dwarf which hosts seven Earth-sized
planets, three of which are in the habitable zone (Gillon et al.
2017). Filippazzo et al. (2015), through a precise bolometric
luminosity and radius estimate from evolutionary models,
derived a semiempirical Teff for TRAPPIST-1 of 2557±64 K.
With a new measurement of the trigonometric parallax of
TRAPPIST-1, Van Grootel et al. (2018) obtained an updated
luminosity value, that they combine with revised radius
estimates, to determine a Teff=2516±41 K. The last two
temperatures are in good agreement within the uncertainties,
however, more recently Rajpurohit et al. (2018a) derived a
cooler temperature (2400±100 K) for TRAPPIST-1. Our
Tspec for TRAPPIST-1 is 2870±120 K, which is much hotter
than all the previous determinations. This large discrepancy
(300 K) could be caused by two effects, the first is the
inability of the models to properly reproduce the peak of flux in
the Al region below 3000 K, and as a result yielding hotter line-
depth temperatures. The second is the fact that the color–
Temperature relation of Mann et al. (2015), which we used to
calibrate our temperature scale, is no longer valid at SpT of M8
or later and will produce less accurate temperatures. Recently,
Rabus et al. (2019) determined stellar radii, effective
temperatures, masses, and luminosities for low-mass dwarfs
by means of interferometric measurements of stellar diameters
and parallaxes. Their results showed a discontinuity in the
Figure 10. LDR temperatures compared with those determined by Herczeg &
Hillenbrand (2014) for twelve members of the TWA. The dashed line is the
one-to-one relation, while the lighter points are the LDR temperatures corrected
by 140 K (TLDR3700 K) and 90 K (3700<TLDR<4000 K) to account for
log g differences between the TWA and the calibration sample in this paper.
Table 3
LDR Effective Temperatures and Their Error, Determined Through Our
Tspec–LDR Relations for the Members of TWA
Star SpT LDR(Fe/OH) TLDR
(K)
TWA 1 M0.5 0.98±0.06 3740
TWA 2 M2.2 0.81±0.02 3650
TWA 3A M4.1 0.27±0.01 3370
TWA 3B M4.0 0.28±0.01 3380
TWA 7 M3.2 0.48±0.04 3480
TWA 8A M2.9 0.48±0.03 3480
TWA 9A K6.0 1.66±0.03 4100
TWA 9B M3.4 0.44±0.01 3460
TWA 13A M1.1 0.96±0.03 3730
TWA 13B M1.0 1.05±0.03 3780
TWA 23 M3.5 0.45±0.02 3470
TWA 25 M0.5 1.03±0.03 3770
Note. The error on the temperatures is of 80 K. Spectral types are from Herczeg
& Hillenbrand (2014).
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Teff–radius around 3200 K, therefore, the Mann et al. temper-
ature sequence, and thus our Tspec, for temperatures cooler that
3200 K would be affected by this discontinuity. As showed by
Rabus et al. (2019), the temperatures of Mann et al. (2015) are
overestimates by about ∼6% for the coolest objects (about
2800 K). If we take into account that overestimation, the Tspec
for TRAPPIST-1 is then 2700±120, which is still hotter than
previous determinations. If we omit the calibration of TLD for
TRAPPIST-1, the temperature derived by our line-depth
method is 2500±50 K, which is in agreement with previous
determinations. Additionally, if we compute the LDR(peak/Al)
of TRAPPIST-1 and used the previous discussed Tspec–LDR
relation, we obtain a TLDR of 2430±120 K, which is again in
better agreement with previous determinations. These differ-
ences support the previous determination that our calibration is
not yet reliable below ∼3000 K.
Wolf 359 is an M6 star for which Mann et al. (2015)
determined a temperature of 2818±60 K, in agreement with
Rajpurohit et al. (2013; Teff=2800±100 K), Basri et al.
(2000; Teff=2800K), and Rojas-Ayala et al. (2012; Teff=
2887±20K). Our temperature (Tspec=3030±120 K) is
within the uncertainties, nevertheless, the LDR temperature
(TLDR=2840±70 K) results in a better agreement. Contrary,
to these numbers, Filippazzo et al. (2015) determined a much
cooler temperature (Teff=2517±81 K), which is about the
expected temperature for an M8 star according to the SpT–Teff
scale of Pecaut & Mamajek (2013).
UCAC4 527-008015 is an M4.5 dwarf member of the Hyades
cluster, which is orbited by a Neptune-size planet (Mann et al.
2016). Mann et al. (2016) compare an optical spectrum with BT-
Settl models and derive Teff=3180±60 K, which is within the
uncertainties of our determined value Tspec=3280±120 K.
Barnard’s star is an M4 dwarf (Kirkpatrick et al. 1991) that
hosts a super-Earth candidate (Ribas et al. 2018). We determined
for Barnard’s star a temperature of 3220±110 K, which is in
good agreement with previous determinations, such as, Mann
et al. (2015; Teff=3228±60K), Boyajian et al. (2012; Teff=
3222±10K), Rojas-Ayala et al. (2012;Teff=3266±29 K),
and Dawson & De Robertis (2004; Teff=3134±102K).
YY Gem is a double-lined eclipsing binary (Joy & Sanford
1926; Bopp 1974). Veeder (1974) determined a temperature of
3741±150K from photometric colors for YY Gem. More
recently, Torres & Ribas (2002) obtained Teff=3820±100K
from an analysis of light curves and optical spectra, while Eker
et al. (2015) through the Stefan-Boltzmann law obtained Teff=
3874±271K. The double-lined spectroscopic binary features of
YY Gem are present in our IGRINS spectrum, crowding the OH
region and complicating the identification of the FeI and OH lines.
Despite that, in the NaI line region (used to estimate the radial
velocity) both components are easily identifiable and they seems to
be of similar SpT. Additionally, the high rotational velocity of YY
Gem (v sin i=47 km s−1) complicates the determination of Teff.
We obtained Tspec=4300±140K, and if we correct our spectra
to the radial velocity of the companion, the resultant temperature is
Teff=4380±130K. These differences support the previous
determination that our calibration is not yet reliable above
∼4000K.
In the above analysis and discussion, we have shown that Tspec
is in agreement with previous determinations within the range of
3000–4000K stars. The more “typical” a star is to our assumed
parameters (log g=4.5, [Fe/H]=0.0, v sin i=7–55 km s−1,
spectral resolution of 45,000, and no α-element enrichment), the
more accurate and precise the derived temperatures.
5. Summary and Conclusions
We have determined Tspec for 254K and M dwarfs using line-
depths measured in high-resolution H-band spectra from IGRINS
and the CFIST version of the BT-Settl models. Our temperature
scale was compared with and calibrated through a model-
independent (r–J) color–temperature relation, to the temperature
scale of Mann et al. (2015), resulting in good agreement with
previous determinations for objects between 4000–3000K (∼K8–
M5). We employed model spectra to investigate the stability of
the temperature scale to changes in [Fe/H], log g, and v sin i,
finding just a slight trend with [Fe/H], and offsets for nontypical
log g or incorrect v sin i measurements. The method presented in
this paper allows for the determination of accurate and precise
temperatures consistent with the Mann et al. (2015) temperature
Figure 11. Line-depth ratios of synthetic spectra with Teff=2500 K (crosses), Teff=3000 K (circles), Teff=3500 K (triangles), and Teff=4000 K (squares)
broadened to different resolutions (upper panels). The gray vertical lines represent spectral resolutions of different IR spectrographs: X-shooter (R=12,000),
APOGEE (R=22,500), IGRINS (R=45,000), iSHELL (R=75,000), CARMENES (R=90,000), and CRIRES (R=100,000). The lower panels is the LDR
divide by the uncertainty.
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sequence, however, the BT-Settl model temperatures are easily
recoverable and they can be calibrated with any other desired
temperature scale. We also present Tspec–LDR relationships,
which we will use to guide our primary scientific goal of
accurately and precisely determining stellar parameters for the
IGRINS YSO Survey. The temperature and model characteriza-
tion presented here is a major step toward that goal. Finally, we
show that Tspec–LDR relationships are insensitive to changes in
spectral resolution R10,000 and can be extend to data taken by
other high-resolution, near-IR spectrographs.
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