Let k be an algebraically closed field. Fix integers n and b with n ≥ 3 and 1 ≤ b ≤ n − 1. Let T d k be the moduli space of hypersurfaces [F ] in P n k of degree l whose singular locus contains a subscheme of dimension b with Hilbert polynomial among the Hilbert polynomials of b-dimensional integral closed subschemes of P n of degree d. We prove that when l is sufficiently large and 2
Introduction
Let n and b be fixed integers with n ≥ 3 and 1 ≤ b ≤ n − 1, and let k be an algebraically closed field. Fix a positive integer l. Inside the projective space of all hypersurfaces in P n of degree l, consider the ones which are singular along some b-dimensional closed subscheme,
(this is a closed subset). A simple argument (Lemma 5.1) will show that
is an irreducible closed subset of X of dimension l+n n − a n,b (l), where a n,b (l) This is the first step ("case of small degree d") towards the theorem below, which will be proved in a subsequent paper ( [6] ): Theorem 1.2. There exists an integer l 0 = l 0 (n, b, char k), such that for all l ≥ l 0 , X 1 is the unique irreducible component of X of maximal dimension.
In the proof of Theorem 1.1, we assume a conjecture by Eisenbud and Harris in the case b ≥ 2. The proof of Theorem 1.1 will give a simple procedure to compute a possible value of l 0 , given n and b. In addition, in this paper, we prove a result analogous to Theorem 1.1 but regarding the second largest component of X. Again in [6] , we will use this result to show that for large l, the second largest component of X comes from the hypersurfaces singular along an integral closed subscheme of degree 2, at least when chark > 0.
We now sketch the main idea of the proof. Let Hilb d denote the disjoint union of the finitely many Hilbert schemes Hilb Pα P n , where P α ranges over the Hilbert polynomials of integral b-dimensional closed subschemes C ⊂ P n of degree d, and define the restricted Hilbert scheme Hilb d as the closure in Hilb d of the set of points corresponding to integral subschemes. Let V = k[x 0 , ..., x n ] l . Consider the incidence correspondence
We will show 1 that for 2 ≤ d ≤ when b = 1; for b > 1, they state a conjecture for the corresponding result. (We assume this conjecture but also note that our proof can be modified to give an alternative unconditional -but ineffective -proof of a weaker version of Theorem 1.1 that will still suffice for Theorem 1.2.) So it remains to give an upper bound for the dimension of the fiber of π over an integral C of degree d. For this, we specialize C to a union of d b-dimensional linear subspaces that contain a common (b − 1)-dimensional linear subspace.
Notation
For a field k, the graded ring k[x 0 , ..., x n ] will be denoted by S. For a graded S-module M (in particular, for a homogeneous ideal), M l will denote the l-th graded piece of M. When I ⊂ S is a homogeneous ideal, (I 2 ) l is denoted simply by I 2 l . When the field k and the integer l are fixed, V will denote the vector space
For a finite-dimensional k-vector space V , P(V ) denotes the projective space parametrizing lines in V , so for a k-scheme S, Hom Sch /k (S, P(V )) consists of a line bundle L on S, together with an injective bundle map (i.e., with locally free cokernel) L ֒→ V ⊗ k Ø S . Given a homogeneous ideal I ⊂ k[x 0 , ..., x n ], V (I) denotes the closed subscheme Proj(k[x 0 , ..., x n ]/I) ֒→ P n k , and for i = 0, ..., n, D + (x i ) is the complement of V (x i ). We often abbreviate V ({G i } i∈I ) ⊂ P n as V (G i ), when the index set I is irrelevant or understood.
For
x . n ) of P n , so when F = 0, the underlying topological space of V (F ) sing is the singular locus of V (F ).
If C ֒→ P n is a closed subscheme of dimension b and Hilbert polynomial P C (z) =
. . , we say that C has degree d. We will reuse l 0 for different bounds as we go along, in order to avoid unnecessary notation; however, it will be clear that we are actually referring to different values of l 0 even though we use the same symbol. Also, it will be understood that sometimes the value of l 0 is the maximum of a finite set of previously defined bounds, each of them still denoted by l 0 .
When X is a scheme of finite type over an algebraically closed field, we often identify X with its set of closed points, since most of our arguments will be just on the level of closed points. So when we say "x ∈ X," we usually refer to a closed point x ∈ X (this will be clear from the context).
The incidence correspondence
The goal of this section is to prove that the incidence correspondence is a closed subset of the product Hilb P ×P(k[x 0 , ..., x n ] l ) (Corollary 3.2) and to define the moduli spaces T P → Spec Z (defined at the end of the section). For the sake of the proof of just Theorem 1.1, it would suffice to carry the discussion of this section over Spec k. However, the reason we want to work in the universal setting over Spec Z is that in the subsequent paper [6] we will use upper-semicontinuity to compare dim T
Recall that if Y 0 is a scheme and α : E 1 → E 2 is a map of vector bundles on Y 0 , the functor Van. Loc. α : Sch op → Sets given by
is representable, by a closed subscheme of Y 0 . If U = Spec A is an affine open U ⊂ Y 0 on which E 1 , E 2 are trivial, so the map α : A r 1 → A r 2 on U is given by an r 2 × r 1 matrix (f ij ) with entries in A, then (Van. Loc. α) ∩ U ֒→ U is given by the closed embedding Spec(A/(f ij )) ֒→ Spec(A). If F ∈ Z[x 0 , ..., x n ] l is a homogeneous polynomial of degree l, it gives rise to a map β : Ø P n Z → Ø P n Z (l); then the functor Van. Loc. β is represented by the closed subscheme V (F ) ⊂ P n Z . Let l ≥ 1 be an integer, and let V = Z[x 0 , ..., x n ] l . For F ∈ V, we can describe the map β above as the composition
where the first map is given by F ∈ V = Γ(P n Z , V ⊗ Z Ø P n ) and the second one is the canonical map.
Let
.., n, and fix a nonzero polynomial P ∈ Q[z]. The functor Hilb P P n ×P(V ) : Sch op → Sets is given as follows: an element of Hilb P P n ×P(V )(S) consists of a closed subscheme X ֒→ P n S such that the composition X ֒→ P n S → S is flat and each fiber has Hilbert polynomial equal to P, together with a line bundle L on S and an injective bundle map
be the canonical maps. Since the pullback to P n S of the target of α coincides with the pullback of the source of γ (similarly for α i and γ ′ ),
which are maps of line bundles on P n S . Thus, for any (
, we have attached maps ε, ε i , i = 0, ..., n of line bundles on P n S . Consider the subfunctor F : Sch op → Sets of the (representabe) functor Hilb P ×P(V ), given as follows: F (S) is the set of all (X ֒→ P n S , L, L ֒→ V ⊗ Z Ø S ) ∈ Hilb P ×P(V )(S) such that the pullback of ε and each ε i (for i = 0, ..., n) to X vanishes.
Proof. Consider the scheme Y = Hilb P ×P(V ), and let (
. This gives rise to maps ε, ε i of line bundles on P n Y . Letε,ε i be the pullbacks of ε, ε i to X. For a scheme S, F (S) consists of all maps S → Y such that the maps of line bundles ε,ε i on X pull back to zero on X × Y S. Since Y is noetherian and the morphism X → Y is flat and projective, this functor is representable, by a closed subscheme of Y (see Theorem 5.8 and Remark 5.9 in [4] ).
If k is an algebraically closed field and Ω P k denotes the basechange Ω P × Spec k, we know the set of closed points of Ω P k :
From the definitions, this is just
(inclusion above denotes scheme-theoretic inclusion).
Corollary 3.2. Let k be an algebraically closed field, l ≥ 1 an integer, and
is a closed subset of (the set of closed points of ) Hilb
Let T P denote the scheme-theoretic image of Ω P → P(V ), so we have a diagram
Since surjections and closed embeddings are stable under base-change, for any algebraically closed field k, we have a corresponding diagram
and by looking at closed points, it follows that
sing contains a subscheme with Hilbert polynomial P }.
Specialization arguments
The main technique that we use in the proof of Theorem 1.1 is a specialization argument, that allows us to bound dim{F ∈ k[x 0 , ..., x n ] l | C ⊂ V (F ) sing } from above for a fixed C, by degenerating C to a union of linear spaces. In Section 4.1, we prove (for lack of reference) that we can specialize a b-dimensional integral closed subscheme C of P n to a union of d b-dimensional linear spaces containing a common (b − 1)-dimensional linear space. Next, the bound we obtain in Section 4.2 will be the main ingredient for the proof of the main theorem in Section 5.
In this section, k is a fixed algebraically closed field.
Specialization of a closed subscheme to a union of linear subspaces
The result of this section is known, but we were unable to find a reference, so we include it here.
for some i = j, the line through Q i and Q j would be contained in H but would have to intersect P ; this is impossible, since P ∩ H = ∅. Consider the projective linear transformations
(where the bottom block has size b × b) and let C a = A a C.
Proposition 4.1. The underlying topological space of the flat limit
and define the closed subscheme X ⊂ P n × (A 1 − {0}) as the fiber product
In other words,
. This is a flat family X → A 1 − {0}, whose fiber over a = 0 is C a (as a subscheme of P n ). Let X be the scheme-theoretic closure of X in P n × A 1 . By the proof of Proposition III.9.8 in [5] , the flat limit of the family (C a ) is the scheme-theoretic fiber X 0 .
Consider
Then Y is a closed subscheme of P n × A 1 containing X 0 (scheme-theoretically), so Y contains X. Thus, X 0 ⊂ Y 0 is a closed subscheme.
We have
So we have to show that the 0-dimensional ring
is a reduced 0-dimensional scheme; looking at its intersection with D + (x 0 ), we obtain the desired conclusion.
Now that Y 0 is reduced away from a subscheme of smaller dimension, it follows that the Hilbert polynomial of Y 0 has the same degree and leading coefficient (namely, b and d/b!, respectively) as the Hilbert polynomial of (Y 0 ) red . The Hilbert polynomial of the flat limit X 0 also has degree b and leading coefficient d/b!. Moreover, Y 0 is equidimensional, so the inclusion X 0 ֒→ Y 0 must be a homeomorphism. 
.., x n ). We know that Proj S is reduced as a scheme by the transversality assumption on C ∩ H; however, this does not in general imply that S itself is reduced as a ring.
Corollary 4.3. Let C ֒→ P n be an integral closed subscheme of dimension b and degree
where ∪L i is given the reduced induced structure.
Proof. Let P be the Hilbert polynomial of C. Recall the incidence correspondence from Corollary 3.2 and apply the upper semicontinuity theorem (see Section 14.3 in [2] ) to the map
By Proposition 4.1, ∪L i (with some scheme structure) is the flat limit C 0 of a family (C a ), with each C a (a = 0) being projectively equivalent to C = C 1 , and hence
4.2 An upper bound on the dimension of the space of F such that C ⊂ V (F ) sing , for a fixed C of small degree
Proof. Without loss of generality, L = V (I) with I = (x b+1 , ..., x n ). For F ∈ V , we claim that (F, F .
are homogeneous of degrees l, l − 1 respectively, and T ∈ I 2 l . Since T .
x . i ∈ I for all i, we can assume without loss of generality that T = 0. Now, the condition F .
, we have
Proof. We induct on d. 
So we have to write down enough linearly independent elements in (I
2 . Consider all elements
where j ∈ {b + 1, ..., n} and P (x 0 , ..., x b ) runs through a basis of k[x 0 , ...,
and we claim that they are all linearly independent. Indeed, it suffices to check that their images under the injection (I 
and the statement follows by induction.
The case of small degree d
With the preparations from the previous section, it is now easy to handle the cases of small degree 2 ≤ d ≤ Again, k is a fixed algebraically closed field.
The component corresponding to d = 1
The lemma below is simple, since any two linear b-dimensional subspaces of P n are projectively equivalent. Recall the definitions of X 1 and a n,b (l) from the introduction. Let G(b, n) be the Grassmanian of projective linear b-dimensional subspaces of P n .
Lemma 5.1. The set X 1 is an irreducible closed subset of X of dimension equal to A := l+n n − a n,b (l).
Proof.
By Corollary 3.2, this is a closed subset of the product, since Ω 1 = Ω P with P (z) = z+b b . Let π : Ω 1 → G(b, n) and ρ : Ω 1 → P(V ) denote the two projections. The fiber of π over any linear b-dimensional L is P(W L ). So Ω 1 is irreducible, and has dimension dim P(W L ) + dim G(b, n) = A (use Lemma 4.4).
Consider now ρ : Ω 1 ։ X 1 . To prove that Ω 1 and X 1 have the same dimension, it suffices to show that some fiber of ρ is 0-dimensional. If we take L = V (x 0 , ..., x n−b−1 ), look at F = n−b−2 i=0
x i x i+1 (in the case l ≥ 3, which we can tacitly assume). Then L is the only b-dimensional linear subspace contained in V (F ) sing .
The result of Eisenbud and Harris
We first recall (see [1] , p. 3) the following classical result. P n is the one corresponding to the family of plane curves of degree d; in particular, dim Hilb
In analogy, for b ≥ 2, Eisenbud and Harris state the following conjecture:
Conjecture 5.4. For d ≥ 2, the largest irreducible component of Hilb
P n is the one corresponding to the family of degree-d hypersurfaces contained in linear (b + 1)-dimensional subspaces of P n ; in particular, dim Hilb
.
From now on, we will be assuming that this conjecture holds, so the results we obtain will depend on it, except in the case b = 1.
From now on, we fix b and n, and abbreviate Hilb
Let Ω
d be the disjoint union of the finitely many Ω Pα (notation as in Proposition 3.1). Also, define T d as the scheme-theoretic image of
For any algebraically closed field k, we have
sing contains a subscheme with Hilbert polynomial among {P α }}.
Fix an integer l as usual, and fix an integer d > 1. As usual, let
and ρ : Hilb d × P(V ) → P(V ) denote the first and second projections. and l ≥ l 0 , we have dim . By the theorem on the dimension of fibers, we have
Thus, it suffices to check that
By Lemmas 4.4 and 4.5, it suffices to prove the inequality
and l ≥ l 0 . For l ≥ 2d − 1, the right hand side of (3) is at least ; so the right hand side of (3) dominates a polynomial in d of degree b + 1 and leading coefficient (n − b)
is a polynomial in d of the same degree b + 1, but smaller leading coefficient
, the inequality (3) holds for all l ≥ 2d − 1 and all d > d 0 for some d 0 (which is easy to calculate algorithmically, for fixed n, b).
On the other hand, for each fixed value d = 2, ..., d 0 , the right hand side of (3) is a polynomial in l of degree b and positive leading coefficient
, while the left hand side is a constant. So there is l 0 (easily computable for given b, n, d 0 ) such that for all d = 2, ..., d 0 and l ≥ l 0 , the inequality (3) holds true. Therefore, for all 2 ≤ d ≤ l+1 2 and l ≥ l 0 , the inequality from the statement of the lemma holds, as well.
Let l 0 be as in Lemma 5.5.
a dense open subset of Z, which therefore has the same dimension as Z, but is contained in
This completes the proof of Theorem 1.1. We can obtain a weaker version that does not rely on the conjecture of Eisenbud and Harris:
Lemma 5.7. Fix an integer B. There exists l 0 such that for all 2 ≤ d ≤ B and l ≥ l 0 , for any irreducible component
Proof. Just note that inequality (2) in the proof of the previous lemma is satisfied when d ∈ {2, ..., B} is fixed and l ≫ 0.
6 On the second largest component of X
The existence of a component of X of the expected secondlargest dimension
In contrast to the treatment of the largest component of X, the existence of a component of the expected second-largest dimension is a little more subtle, so there will be an extra twist in the argument. Again, k is any algebraically closed field. We begin with the following preparation. Consider a b-dimensional closed subscheme C = V (f, x b+2 , ..., x n ) of P n , where f ∈ k[x 0 , ..., x b+1 ] d −{0}, and set W = (f, x b+2 , ..., x n ) 2 l . Lemma 6.1. Assume l ≥ 2d + 1. There is a dense open subset U 1 ⊂ P(W ) such that for all [F ] ∈ U 1 , V (F ) sing = C (set-theoretically).
Proof. Consider the incidence correspondence
(it is a closed subset of this product, and hence a quasiprojective variety). We are going to show that dim Y 1 < dim P(W ); this will imply that the closure Y 1 of Y 1 in P(W ) × P n also has dimension smaller than that of P(W ), and thus the image of this closure under the projection to P(W ) will be a proper closed subset of P(W ). Its complement U 1 will satisfy the condition of the lemma. Consider the second projection τ : Y 1 → P n − C, and let P ∈ P n − C. We claim the fiber τ −1 (P ) is a projective linear subspace of P(W ) of codimension n+ 1. This will imply that Y 1 is irreducible, of dimension dim
Suppose first that P ∈ ∪ n i=b+2 D + (x i ). Without loss of generality, assume that P = [a 0 , ..., a n−1 , 1]. Notice that τ −1 (P ) is just
so it remains to show that
is an isomorphism. The images of x l n and x l−1 n (x i − a i x n ) for i = 0, ..., n − 1 give a basis of the target.
Suppose now that P ∈ V (x b+2 , ..., x n ), without loss of generality P = [1, a 1 , ..., a b+1 , 0, ..., 0]. As above, we have to prove that the following map is an isomorphism:
Now, dehomogenize f with respect to x 0 , consider a Taylor expansion at (a 1 , ..., a b+1 ), and homogenize to degree l again, so f ≡ ax 
Note that Φ is surjective.
Lemma 6.2. We have that
For l ≥ 2d, the codimension of I 2 l in S l equals β d (l). Proof. If P + P i x i ∈ ker(Φ), then we can write P + P i x i = T ∈ I 2 . Expand both sides as polynomials in x b+2 , ..., x n and just compare the two expressions. The second part is an immediate consequence. Lemma 6.3. Let C ֒→ P n be any integral b-dimensional closed subscheme of degree 2,
Proof. Projection from a point on C shows that C is contained in a linear (b + 1)-dimensional subspace of P n . So we can assume that C = V (I), with I = (f, x b+2 , ..., x n ), where f ∈ k[x 0 , ..., x b+1 ] 2 − {0} is irreducible. We claim that the ideal I 2 is saturted. Indeed, let F ∈ S be homogeneous, and suppose that x M j F ∈ I 2 for all j = 0, ..., n (and for some M). Write F = P + n i=b+2 P i x i + T, where P, P i ∈ k[x 0 , ..., x b+1 ] are homogeneous of the appropriate degrees, and T ∈ (x b+2 , ...,
.., n. Since f and x 0 are relatively prime, it follows that f 2 |P and f |P i for each i, and hence F ∈ I 2 . Since C is a local complete intersection and the ideal I 2 is saturated, the conclusion now follows from Corollary 2.3 in [7] .
(this is the Hilbert polynomial of a degree-2 hypersurface in P b+1 ). Recall that Hilb P denotes the closure in Hilb P of the set of integral b-dimensional closed subschemes of degree 2; in this case, a point in Hilb P is, up to a change of coordinates, a closed subscheme of the form V (f, x b+2 , ..., x n ) ⊂ P n , where f ∈ k[x 0 , .., x b+1 ] 2 − {0} (not necessarily irreducible of course). Note that dim Hilb
Recall the usual incidence correspondence (where inclusion is scheme-theoretic)
Recall that π and ρ denote the projections to Hilb P and P(V ), respectively. For C ⊂ P n a closed subscheme, let I C denote its (saturated) ideal. Consider the subset
Proof. By Lemma 6.2, for a fixed f ∈ k[x 0 , ..., x b+1 ] 2 −{0} and given F = F 0 + n i=b+2 F i x i + T ∈ k[x 0 , ..., x n ] l , where F 0 ∈ k[x 0 , ..., x b+1 ] l , F i ∈ k[x 0 , ..., x b+1 ] l−1 , and T ∈ (x b+2 , ..., x n ) 2 l , we have that F ∈ (f, x b+2 , ..., x n ) 2 . This is why we have to study the auxiliary Z ′ .
Let Z be the closure of Z ′ in Ω P .
Lemma 6.6. We have that
Proof. First, π(Z ′ ) = Hilb P , since given any C ∈ Hilb P , the ideal I 2 C contains forms of degree 4 already, so we can certainly find F ∈ (I Proof. It is clear that ρ(Z) is an irreducible closed subset of X, since Z is irreducible and closed in Ω P . Choose any integral b-dimensional C of degree 2. Apply Lemma 6.1 to C to find [F ] ∈ P(V ) such that we have a homeomorphism C ֒→ V (F ) sing . IfĈ ∈ Hilb P γ 2 (l) − 1 + dim Hilb throughout the entire process, starting with the formulation of my interesting thesis problem, going through numerous suggestions for ideas and approaches, and finishing with feedback for editing the final write-up. I would also like to thank Joe Harris for the fruitful discussions, and particularly for teaching me the specialization argument, which is at the heart of the current paper. Finally, I am grateful to Dennis Gaitsgory for his inspiring algebraic geometry lectures that helped me for the technical part of the paper.
