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Abstract
  Robot technology has been implemented in many fields of our life, such as entertain-
ment, security, rescue, rehabilitation, social life, the military, and etc. Multi-legged robot 
 always exist in many fields,  therefore it is important to be developed. Motion capabilities of 
the robot will be a main focus to be developed. Current development or conventional model 
of motion capabilities have several issues in saturation of development. There are some lim-
itation in dynamic factors such as, locomotion generator, flexibility of motion planning, and 
smoothness of movement. Therefore, in this research, natural based computation are imple-
mented as the basic model. There are three subsystems to be developed and integrated, (1) 
locomotion behavior model, (2) stability behavior model, and (3) motion planning model. 
Since individual people has different walking behavior in each walking direction and 
walking speed, locomotion behavior learning model of omni-directional bio-inspired loco-
motion which is generating different walking behavior in different walking provision are re-
quired to be developed. Step length in sagital and coronal direction, and degree of turning are 
considered parameters in walking provision. In proposed omni-directional walking model, 
interconnection structures composed by 16 neurons where 1 leg is represented by 4 joints 
and 1 joint is represented by 2 motor neurons. In order to acquire walking behavior in certain 
walking provision, the interconnection structure is optimized by multi-objectives volution-
ary algorithm. For acquiring the diversity of references, several optimized interconnection 
structures are generated in optimization processes in different walking provisions. Learn-
ing models are proposed for solving non-linearity of relationship between walking input 
and walking output representing the synaptic weight of interconnection structure, where one 
learning model representing one walking parameter. Furthermore, by using optimized model, 
walking behavior can be generated with unsealed walking provision. Smooth walking tran-
sition with low error of desired walking provision was proved based on several numerical 
experiments in physical computer simulation. 
  In stability behavior model, neuro-based push recovery controller is applied in multi-
legged robot in order to keep the stability with minimum energy required. There are three 
motion patterns in individual people behavior when it gets external perturbation, those are
i
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 ankle behavior, hip behavior, and step behavior. We propose a new model of Modular Re-
current Neural Network (MRNN) for performing online learning system in each motion be-
havior. MRNN consists of several recurrent neural networks (RNNs) working alternatively 
depending on the condition. MRNN performs online learning process of each motion behav-
ior controller independently. The aim of push recovery controller is to manage the motion 
behavior controller by minimizing the energy required for responding to the external per-
turbation. This controller selects the appropriate motion behavior and adjusts the gain that 
represent the influence of the motion behavior to certain push disturbance based on behavior 
graphs which is generated by adaptive regression spline. We applied the proposed controller 
to the humanoid robot that has small footprint in open dynamics engine. Experimental re-
sult shows the effectiveness of the push controller stabilizing the external perturbation with 
minimum energy required. 
  Proposed motion planning model presents anatural mechanism of the human brain for 
generating a dynamic path planning in 3-D rough terrain. The proposed model not only em-
phasizes the inner state process of the neuron but also the development process of the neurons 
in the brain. There are two information transmission processes in this proposed model, the 
forward transmission activity for constructing the neuron connections to find the possible 
way and the synaptic pruning activity with backward neuron transmission for finding the 
best pathway from current position to target position and reducing inefficient neuron with its 
synaptic onnections. In order to respond and avoid the unpredictable obstacle, dynamic path 
planning is also considered in this proposed model. An integrated system for applying the 
proposed model in the actual experiments i  also presented. In order to confirm the effective-
ness of the proposed model, we applied the integrated system in the pathway of a four-legged 
robot on rough terrain in computer simulation. For analyzing and proving the flexibility of 
proposed model, unpredictable collision is also performed in those experiments. The model 
can find the best pathway and facilitate the safe movement of the robot. When the robot 
found an unpredictable collision, the path planner dynamically changed the pathway. The 
proposed path planning model is capable to be applied in further advance implementation. 
  In order to implement the motion capabilities in real cases, all subsystem should be inte-
grated into one interconnected motion capabilities model. We applied small quadruped robot 
equipped with IMU, touch sensor, and dual ultrasonic sensor for performing motion plan-
ning in real terrain from starting point to goal point. Before implemented, topological map is 
generated by Kinect camera. In this implementation, all subsystem were analyzed and per-
formed well and the robot able to stop in the goal point. These implementation proved the 
effectiveness of the system integration, the motion planning model is able to generate safe 
path planning, the locomotion model is able to generate flexible movement depending on the
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walking provision from motion planing model, and the stability model can stabilize the robot 
on rough terrain. Generally, the proposed model can be expected to bring a great contribution 
to the motion capabilities development and can be used as alternative model for acquiring 
the dynamism and efficient model in the future instead of conventional model usage. 
  In the future, the proposed model can be applied into any legged robot as navigation, 
 supporter, or rescue robot in unstable environmental  condition. In addition, we will realize a 
cognitive locomotion that generates multiple gaits depending on the 3 aspects, embodiment, 
locomotion generator, and cognition model. A dynamic neuro-locomotion integrated with 
internal and external sensory information for correlating with the environmental condition 
will be designed.
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概要
ロボット技術は、エン ターテイメン ト、セキュリテ ィ、救助、 リハビリ、社会
生活、軍事などの様 々な生活分野に実現さている。多脚 ロポットは常に多 くの分
野に存在するため開発することが重要である。ロボットの運動能力が開発の主要
となっている。現状の開発されている動作能力は,飽 和状態にある。い くつかの
動的な要因により、歩行生成器、動作計画の柔軟性、および動作の滑らかさ等に
制限がある。そこで、本研究では、基本的なモデルとして 自然計算に基づ く方法
論を実装する、 また、本研究では、歩行動作モデル、安定動作モデル、や運動計
画モデルからなる3っ のサブシステムを開発 し統合する。
人間は歩行方向 と速度に応 じて歩行動作が異なるため、異なる歩行軸では異
なる歩行動作を生成するという全方位生物的な運動の歩行動作学習モデルが開発
には要求 される.球 欠および制御方向のステ ップ長や旋回の度合いは,歩 行軸の
パラメータとして考慮 される。提案 した全方位歩行モデ'レでは,1肢につき16個
のニ ュ 一ーロンに よって構 成 され る相互接続構造を4つの関節によって表現する.
また、1つの関節は,2個のモー タニューロンによって表現する.一 定の歩行軸で
の歩行動作を獲得するために,本 研究では,多 目的進化アルゴ リズムにようて最
適化を行 う。提案手法では、参照点の多様性を獲得するために,異 なる歩行軸に
おいてい くつかの最適な相互接続構造が生成される。相互接続構造のシ≠プス重
みを表現 している歩行入力 と出力間の非線形な関係を解 くための学習モデルを構
築する.本 手法では,1つの学習モデルが1つの歩行パラメータで表現 され、最適
化されたモデルを用いることにより,歩行動作は,ス ケー リン グされていない歩
行軸を生成することが可能 となる,物 理演算シ ミュレーションを用いた実験に よ
り,誤差の少ない歩行軸の滑らかな歩行遷移を本実験では示 している。
安定動作モデルでは、必要最小限のエネルギーで安定性を維持するため多足歩
行ロボットにニューロベースプッシュリカバ リ制御器を適用 した。外力をを受け
たとき,人 間の行動には足首の動作 ・股関節の動作 ・踏み動作の3つの動作パター
ンが存在する。本研究では,各 運動動作におけるオンライン学習 システムを実現
するために、モジュラー りカレントニューラルネットワー ク(MRNN)を用いた
新たな学習モデルを提案する。MRNNは状況に応 じて選択される複数のilカレン
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トニユーラルネ ットワーク(RNN)によって構成 される。MRNNは各運動動作 コ
ン トローラのオンライン学習プロセスを独立 して実行する。プッシュ リカバ リ制
御器の目的は、外乱に応 じてエネルギー最小化を行 うことによって運動動作制御
器を管理することである。この制御器は適切 な運動動作を選択 し,適応回帰スプ
ラインによ り生成 された動作 グラフに基づき押 し動作に対 して最も影響を及ぼす
運動動作のゲインの調整を行 う.提案 した制御器をOpenDynamicsEngine(ODE)
上で小 さな足の長 さを持っヒューマ ノイドロボットに適用し,必要最小限のエネ
ルギーで外力 に対 して安定 させるプッシュリカバ リ制御器の有効性を示 してい
る。
3次元の不整地における動的な経路計画を生成するために,人 間の自然な脳機
能に基づいた動作計画手法を提案する。本モデルは、ニユーロンの内部状態過程
だけでな く、脳内のニューロンの発達過程も重視 している。本モデルは二っのア
ルゴリズムに構成 される。1つは、通過可能な道を見つけるために構築される接続
的なニューロン活動である順方向伝達活動であ り,も う1っは、現在位置から最適
経路を見つけるために、シナプス結合を用いて非効率的なニューロンを減少させ
る逆方向にニューロン伝達を行 うシナプスプルーニング活動である。また,予 測
不可能な衝突を回避するために,動 的な経路計画も実行される。さらに、実環境
において提案されたモデルを実現するための統合システムも提示 される。提案モ
デルの有効性を検証するために,コ ンピュー タシミュレーション上で、不整地環
境の4足歩行ロボットに関するシミュレーション環境を実装 した。これらの実験で
は,予 測不能な衝突に関する実験も行 った。本モデルは、最適経路を見つけ出 し
ロボットの安全な移動を実現できた。さらに、ロボットが予測できない衝突を検
出した場合,経 路計画アルゴ リズムが経路を動的に変更可能であることを示 して
いる。これらのことから、提案 された経路計画モデルはさらなる先進的な展開が
実現可能であると考えられる。
実環境における運動能力を実装するためには、すべてのサブシステムを1っの
運動能力モデルに統合す る必要がある。そこで本研究では、IMU、タッチセン
サ、2つの超音波センサを搭載 した小型の4足歩行pポ ットを用いた実環境におい
て出発地点から目的地点 までの運動計画を行った、本実装では、3次元距離計測セ
ンサであるKinecを用い3次元空間の位相構造 をー生成 する。 また 、本実装 では、す
べてのサブシステムが分析され、ロボットは目的地点で停止することができた。
さらに、安全な経路計画を生成することができたことからシステム統合の有効性
が確認できた。また、歩行モデルにより歩行軸に応 じた柔軟な動 きが生成される
ことで、この安定性モデルは不整地環撹でもロボットの歩行を安定させることが
できた。 これらのことから、本提案 モデルは運動能力への多大な貢献が期待 さ
れ、ダイナミクスを獲得するための代替モデルとして使用することができ,現在
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よく使用されているモデルに代わる効率的なモデルとなることが考えられる.
今後の課題 としては,不 安定な環境下におけるナビゲーシ ョン ・支援 ・レス
キューロボットといった任意の肢の数を持っ多足歩行ロボットへの本提案モデル
の適用があげられる.さ らに,身 体性,歩 行生成,認 知モデルの3っの観点から複
数の歩容を生成する認知的歩行を実現することを考之ている.環 境 と相互作用す
るためのモデルとして、内界センサと外界センサ情報を統合 した動的ニューロ歩
行を実現する予定である.
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Chapter 1
Introduction
1.1 Background
 1.1.1 Social background
  Nowadays, robots are no longer utilized as amere technological supplementary tools for 
labor-intensive orhazardous tasks such as, factory automation, military operation, and even 
space or seabed exploration). Now, robot has become a part of our daily lives. Robot technol-
ogy has been implemented inmany fields of our life, such as entertainment, security, rescue, 
rehabilitation, social life, industry, and the military. Most researchers build robots for partic-
ular purposes. Some researchers u e tank model robots for disaster problems and navigation 
in dangerous areas [228], while other researchers build a robot partner to support elderly 
people [233]. Furthermore, some researchers use humanoid robots for dangerous areas and 
rescuing humans [207]. Honda produced the humanoid robot "AS MO" that can serve people 
in their social life. DARPA developed ahumanoid robot for military service. Nevertheless, 
the humanoid biped robot is a suitable robot in many fields: it can be applied for social 
life [167], rescue [228], [207], military purposes, or entertainment (Soccer Robot, Dancing 
Robot) [176], [173].  Therefore, it is important to improve the development of legged robots. 
Although the cognitive capabilities of humanoid robots are important, but their motion ca-
pabilities are also important o support its activity. Therefore, in this thesis, we developed 
motion capabilities of the robot. In our motion capabilities model, there are three subsys-
tems should be developed, which are, (1) locomotion behavior model, (2) stability behavior 
model, and (3) motion planning model.
1
2 CHAPTER 1. INTRODUCTION
(a)
of
(b)
     (c)(d) 
 Figure 1.1: (a) Rescue robots (b) Social robots (c) Millitar-y robots (d) Entertainment robots
1.1.2 Technical background
In motion capabilities model, most of the researcher using conventional model to de-
velop trajectory generation that used zero moment point and the inverted pendulum ap-
proach [176], [173], [234]. Yoshida et al. implemented the double inverted pendulum for the 
balancing system in their humanoid robot [234]. Most of them develop the certain trajectory 
generator for certain motion behavior [96, 28, 132, 193, 32, 121]. Kim et al. also used a con-
ventional approach for development of the HUBO robot: they applied a mathematical method 
to develop the trajectory generator in the robot [96]. They developed ifference mathemati-
cal model for developing 3difference walking behavior (Sagital, Corona', and Turning). Fur-
thermore, Matsuzawa developed independent crawling motion behavior for moving on rough 
terrain [132]. Brandao et al proposed footstep lanning for slippery and slanted terrain [28]. 
In WAREC-1 robot, trajectory based locomotion generator also implemented, they devel-
oped different motion behavior such as: bipedal/quadrupedal w lking, crawling, and ladder 
climbing [70]. In order to the footstep movement, A* algorithm is implemented. However, 
those conventional model have some limitation and inefficient in dynamic locomotion plan-
ning. They have to model certain locomotion planning in order to generate certain motion
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behavior. These motion strategy will receive no problems when implements small number of 
behavior and implemented in non-global area. When we implement in global area, number 
of motion behavior will be increased. These implies requirement to model many number of 
behavior and requires a high number of memory and computational cost. These kind of prob-
lems is still becoming a big issues and makes saturation development in conventional model. 
Therefore, we tried to implemented neural based model as alternate way instead of conven-
tional model. This model uses natural process and has higher expectation in the future. In 
order to simplify the technical background of neural based motion capabilities model, we 
separated into three part, locomotion behavior, stability model, and motion planning model.
 1.1.2.1 Locomotion behavior
  From explanation above, the conventional model does not represent well natural behavior 
during locomotion. Since the trajectory based locomotion model generate in cartesian level, 
it requires inverse kinematic model for converting into joint angle level. It also needs high 
mathematical complexity to realize the dynamic walking pattern. In other hand, bio-inspired 
model may be the alternate approach for considering the dynamical system, non-linear sys-
tem, and natural process. Bio-inspired locomotion provides bottom-up rocess, where the 
joint angles are firstly generated before trajectory in Cartesian level. In neural oscillator 
model provide simple solution which can be applied in complex problem, because its non-
linearity. Therefore, this model can decrease the computational cost. Since 2000, bio-inspired 
locomotion developments are exponentially increased. Although the performance r sults are 
not better than conventional pproach, bio-inspired model have higher expectation perfor-
mance than conventional pproach because itproved non linearity and dynamism. 
The controller system in the brain has been proposed by Roy [164]; this is the basis of 
how the brain controls locomotion. Locomotion models based on a biological approach ave 
been proposed by several researchers [86, 84, 196, 136, 142]. Before we applied locomotion 
in a multi-legged robot based on the neuro-biological pproach, we studied the locomotion 
system as adjusted by animal morphologies [51]. Four-legged animal ocomotion has been 
proposed by Ijspeert et al. They control animal ocomotion by using a neural oscillator and 
also design the transition mechanism from swimming to walking [86], [84], [85]. Locomo-
tion based on the central pattern generation (CPG) approach in four-legged animal robots 
has been applied by several researchers [51]. Furthermore, CPG can also be applied for mal-
function compensation i six-legged robots [158]. 
  A neural oscillator is also implemented for legged robot locomotion, as proposed by sev-
eral researchers [196, 136, 142, 88, 14]. Taga et al. used coupled neurons for generating the
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oscillated signal to drive the joint. They dealt with a sensory feedback system to adapt to 
the environmental conditions and created a mathematical model in order to acquire the feed-
back calculation. Their proposed method is applied in computer simulation [196]. Another 
neuro-model of locomotion is presented by Matos et al., who proposed a CPG approach 
 based on phase oscillators for bipedal ocomotion [127].   However, the ability to recover the 
disturbance is required. Ishiguro et al. also proposed the concept of a neural oscillator to 
realize two-legged robot locomotion. This model is applied to control a three-dimensional 
biped robot that is intrinsically unstable. They applied a feedback sensor to form dynamic 
locomotion; however, the robot has a limited degree of freedom and is applied at simulation 
level only [88]. In 2014, Nassour et al. proposed the locomotion model in the humanoid 
biped robot: they extended the mathematical model of CPG and designed a multi-layered 
neuron connection in order to control various models of walking [142], [141].  Nassour's re-
search as good stability; however, the aim of our research is to improve the stability level of 
walking. In 2010, Park et al. designed a locomotion using an evolutionary optimized CPG. 
They also proposed sensory feedback to support he walking model; however, they did not 
consider a learning system for stability [148]. Other researchers have considered center of 
mass (COM) for their locomotion, based on central pattern generation [79], [149]. They have 
not considered however the stability of the learning system, or control to get various walking 
patterns.
  In this current issue of bio-inspired model, stability, walking provision (omni-directional 
walking), and learning process are obstacle in this locomotion development. Omni-
directional walking are solved in this proposed research. Omni directional locomotion model 
provides dynamic movement and ability to modify its motion quickly so that support the 
robot to move in dynamic environment [12]. 
Most of the limit cycle development only consider- speed in unidirectional walking 
[77, 52, 68]. Endo et al developed adjusted walking velocity for neural oscillator based lo-
comotion. However, range of adjusted velocity is small [52]. In 2008, Manoonpong et al 
developed neural based locomotion in order to generate omnidirectional movement in any 
types of legged robot. The proposed model can easily be adapted to control other kinds of 
walking machine without changing the internal network structure and its parameters. This 
model also can produce at least 11 different walking patterns and a self-protective r flex 
by using five input neurons [124].  Therefore in this thesis, we proposed dynamic structure 
model in neural oscillator based locomotion and learning model in order to generate un-
scaled omnidirectional movement in biped robot for solving current issues in neural based 
locomotion model.
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1.1.2.2 Stability behavior
  Stability is the important part in bipedal humanoid robot. Robots have to walk stably 
in any condition and have to be ready getting external disturbance or internal disturbance. 
Following the humanoid robot development, the size of its footprint is getting smaller. It 
causes the walking of humanoid robot mainly not stable and its stability is difficult to be 
obtained. In the current state of the stability development, open loop based control is the 
most famous stability model applied in humanoid robot, especially in small humanoid robot. 
 It results a walking model with good stability. However, pre-learning processes on well-
defined surface are required. By using this technique, robot will be unstable when it finds 
undefined surface and undefined isturbance. Therefore, online stability learning model may 
be a great model in order to acquire a good stability [230]. 
  In online based stability model, most researchers implemented physical method for the 
stabilization. They implemented inertial sensor or physical sensor and calculated the torques 
required in each joint for responding to any external disturbances. [82, 81] We also im-
plemented physical approach in previous research. We applied inverted pendulum model 
and zero moment point in humanoid robot locomotion [176], [169]. On the other hand, re-
searchers use biomechanical pproach, applied the human behavior in order to recover and 
reach the stability level. Human shows the three different motion behaviors for respond-
ing sudden external disturbances, which are ankle recovery, hip recovery, and step recovery 
strategy [9, 186]. This algorithm is claimed that it has lower computational cost than phys-
ical based model because of its simplicity. Yi et al applied push recovery controller inte-
grated with three motion behaviors. However, these algorithms required a lot of training data 
[230, 231]. They also did not consider the energy required in stability activity that considered 
in this proposed research. Pre-defining the strategy classification is required to be performed 
before learning process, it is seemed as unnatural process in human behavior. [230] also 
has not been proved yet to be applied in humanoid robot that has human-like footprint. Our 
proposed model is therefore applied in human-like footprint or small footprint. 
  Furthermore, bio-inspired control system may be able to become a new innovation in 
push recovery controller. This algorithm shows the natural process of human model. Its ef-
fectiveness has been proved by several researchers [236], [62], [95]. Zhang et al shows the 
effectiveness of Recurrent neural network (RNN) as predictive control [236]. RNN was ap-
plied to control the stability of biped robot locomotion [115].  Neural network is also imple-
mented in order to process ensory feedback information in central pattern generation (CPG) 
based locomotion [62]. Fukuda et al. combine RNN with evolutionary algorithm to achieve 
the stable locomotion in humanoid robot [59].
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Depending on the current issues, in this proposed model, we applied bio-inspired stability 
controller for humanoid robot locomotion. This proposed stability model used multimodal 
learning system which can assume different condition. It assumes that robot performs dif-
ferent behavior in different condition. In the humanoid robot case, if the robot gets a small 
disturbance such as the push or uneven terrain, then the robot only gives hands response for 
protecting its stable condition. Three motion behaviors in biomechanical approach is also 
considered in this proposed model.
1.1.2.3 Motion planning
  During a disaster, the terrain, route, area, and also building are becoming unstructured, 
diverse, and challenging. It makes the rescuing process difficult and challenging for human 
or robot who is in charge in disaster area. The route in disaster area becomes unstructured, 
making it difficult for the rescuer whether human or robot to find the best and possible route 
in the rough and unstructured terrain. Since it is very dangerous for human to rescue in 
unstable environment, robot is the best choice for exploring and investigating the disaster 
area. Most researchers proposed wheeled mobile robot for rescuing in disaster areas [139, 
159, 182], but legged robot is more effective in rough terrain [11]. Therefore, we applied 
this proposed algorithm in a four-legged robot which is equipped with several supporting 
sensors. Four-legged robots are more efficient than biped robots in the stabilization cases 
and are able to achieve the maximum movement speed compared to robots with more legs. 
Furthermore, 3-D path planning model is required in order to support and facilitate those 
robots while moving on rough terrain. Therefore, in this research, we propose an online 3-D 
path planning optimization based on neural activity. 
  Three dimensional path planning studies have used images for path planning and also 
applied multiclass support vector machines for obstacle avoidance [137]. By using this idea, 
the robot can generate the safe pathway. In [179], 3-D based path planning was proposed, 
and D* algorithm was modified in order to estimate the distance in sloping terrain. Be-
side that, Dogru et al proposed genetic algorithm for optimizing pathway with minimum 
energy required [43, 44]. However, [179, 43, 44] did not consider the unpredictable obsta-
cle. Beside that, Kroumov et al solved the obstacle problem but there is still problem with 
concave 3-D obstacles [103]. 3-D path planning was also proposed for UAV movement algo-
rithm [145, 166, 2111 These algorithms were applied in computer simulation. In the integra-
tion system, UAV or drone is used for generating the map. Some researchers used 3-D map 
reconstruction in order to acquire the 3-D map model and to find the best pathway based on 
the result of reconstruction map. The robot was equipped with laser range finder (LRF) or
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Kinect sensor in order to support he reconstruction algorithm. [26] also used LRF to gener-
ate the 2-D maps. This idea deals with static environment. Henry et al used Kinect camera 
in order to model 3-D indoor environment [74]. In the previous research, multi-resolution 
map was also used for decreasing the computational cost existing in high resolution map of 
path planning [201]. After that, a real-time feature xtraction and segmentation method for a 
3-D map [202] was proposed in order to increase the efficiency of the topological map. This 
map model can decrease the memory usage for reconstructing the map. Therefore, [202] is 
suitable to be combined for the proposed 3-D path planning model in the next stage. 
  In further cases of the environment model generated by LRF and Kinect sensor, the un-
predictable surface such as friction, unstable terrain, and unpredictable collision sometimes 
become the problem. Those sensors are used as initial data in path planning, therefore those 
ones only deal with static path planning. In the real cases, the robot deals with dynamic 
environment, and it should autonomously work through dynamic environment. When the 
algorithm deals only with static environment, the robot will get problem when it finds an 
unpredictable collision. Therefore, the dynamic path planning is important in order to deal 
with dynamic environment. Dynamic path planning will regenerate he path planning when 
the algorithm finds unpredictable condition or changing environmental condition. In order to 
support he dynamic path planning, either additional sensors in mobile robot or measurement 
tools for human are required to measure and detect unpredictable collisions (friction, obsta-
cle, and unstable of terrain) which cannot be considered in initial map generated by LRF or 
Kinect sensor. 
  Most mobile robots (wheeled and legged) are supplemented with the capability for find-
ing the pathway. Some people used traditional algorithm such as: A*, D*, and Dijkstra algo-
rithm in order to find the best pathway [114], [53], [143], [42], [113]. Ferguson et al proposed 
a modified D* algorithm in order to reduce the path cost in non-uniform environment. An 
interpolation equation was proposed in order to cut the inefficient pathway [53]. However, in 
[53]'s algorithm more computational cost was required. In common cases, D* path planning 
algorithm is faster than A*, but [75] modified the adaptive A*, therefore it could be faster 
than D* in some cases. These algorithms [75, 53] required predefined travel cost, therefore 
these algorithms eem difficult o cover unpredictable obstacles. 
  However, the traditional algorithm of path planning requires the determination of the 
path planning rule and it uses a recursive algorithm. Therefore, these algorithms require high 
computational cost. Bio-inspired algorithm provides a natural process that is able to dynam-
ically generate the best pathway [160, 154]. Some researchers have proved the effectiveness 
of neural based model for path planning problems [64], [224], [227], [154]. In [64], Hopfield 
method was applied in a neural network to generate the pathway with obstacle avoidance.
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This proposed model was applied in a 2-dimensional simulation. Neural based approach 
 can also be applied for Complete Coverage Path Planning with obstacle avoidance [224]. 
Quoy et al proposed the control model in mobile robot by using dynamical neural networks 
based on the neural field formalism that was applied in the mobile robot path planner [154]. 
                                                               Most of the researchers applied pulsed neural network in order to find the efficientpath-
way [152], [153], [238, 222]. They focused on the inner activity of the neuron. Qu et al 
proposed pulsed neural network to generate real time collision free path planning [152]. 
Zhang et al applied a simple pulse coupled neural network to decrease the computational 
cost, but the defined travel cost is required in this case [238]. 
  Furthermore, modified pulsed neural networks were proposed by several researchers in
order to increase the performance of the path planning algorithm [111, 67, 153]. In [67], 
quick optimization process of path planning was proposed by using PCNN model. However, 
there is no efficient model to reduce the number of evolved neurons, there are many neurons 
required for representing the best path way. [235] presents acoupled neural network, called 
output-threshold coupled neural network (OTCNN). However, this algorithm was very hard 
to be implemented inthe real cases and it was improved in [153] by proposing anew modified 
model of Pulse-coupled neural networks (M-PCNNs). This model was improved by Liu et 
al by solving the K Shortest Paths (KSPs) problem [119]. In addition, the neural network 
based path planner can also be applied in non-holonomic mobile robot [227]. Furthermore, 
shunting based neural model first proposed by Hodgkin and Huxley [78] and refined by 
Grossberg in the neural mechanism [66] was also used to solve path planning problems [226, 
225]. However, the current neural based models [238, 226, 225, 119, 227, 111] have not 
considered rough terrain with undefined travel cost or weighting cost.
1.2 Motivation and objectives tives
  The main purposed of this theses is for developing motion capabilities of multi-legged 
robot using neural based model as the alternate way for avoiding the saturation issues in 
conventional model. There are three part of motion capabilities should be developed which 
are locomotion behavior, stability model, and motion planning model. The main work and 
contribution of this theses are following: 
• Locomotion behavior
-- Using musculoskeletal model as the locomotion model in multi-legged robot 
 where one joint is inspired by coupled neurons representing flexor and extensor 
  muscle
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   — Developing neural oscillator interconnection model which can generate omni-
     directional motion behavior. 
   — Creating online learning model for generating interconnection structure of motor 
     neurons and sensory-motor neuron using evolutionary algorithm 
• Stability model 
--- Designing multimodal learning system for stability which implement combined 
     Recurrent NNs (MRNN), which work alternately depending on the current con-
     dition. 
   —Using natural process for push recovery behavior controller, where one MRNN 
     representing one motion behavior. 
   — Modifying Multivariaieadaptive regression splines (MARS) as online learning 
     model for selecting appropriate behavior 
• Motion planning 
   — Using natural mechanism of the human brain for generating the online path plan-
     ning in 3-D rough terrain with unpredictable travel cost. 
   — Developing forward transmission toconstruct the neuron connections for finding 
     the possible way and the backward neuron transmission with synapticpruning 
     model for finding the best pathway from the current position to the targetposition 
     and for reducing inefficient neurons.
1.3 Thesis structure 
Below, we outline the remainder of the thesis. We are going to discuss in deep the ele-
ments that built this thesis, starting, from several explanation f multi-legged robot system un-
til discussing our proposed model. The main of proposed model will be shown in Chapter5, 
6, 7. It shows several model with different ideas where its experimental result will be shown 
in every models. The thesis structure can be seen in Fig. 1.2 and the detail outline of the 
remaining chapters is as follows:
• Chapter2 : We discuss several developement of multi-legged robot and the systems 
 which support a motion capabilities of the multi-legged robot
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Figure 1.2: The organization of the thesis
• Chapter3 : We explain basic of computational intelligent and natural computing used 
in our proposed model. Fuzzy logic, neuro-based learning model, and also evolutionary 
 algorithm will be shown.
• Chapter4 : We show several legged robot developments hat used as object exper-
 iments of the proposed model. We also show several development of motion capa-
 bilities in biped robot using conventional model, in order to compare with proposed 
 model. Experimental result will be shown in every development.
• Chapter5 : We present and discuss the proposed locomotion generator. Several sys-
 tem model developments in different ideas will be shown. The model improves the 
 previous model development, such as: from single objective volutionary algorithm 
 usage to multi-objectives u age. Experimental result and discussion will be shown in 
 every development.
• Chapter6 : We explain several developments of proposed stability model. Several 
 implementations of proposed model will also be shown. It show the implementation in 
 wheeled robot before implemented into legged robot.
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• Chapter7 : We shows the proposed motion planning model based on natural pro-
 cesses. Integration with locomotion and stability model is also developed in order to 
 show the experiment using legged robot. 
• Chapter8 : We summarize our results and present future work of the motion capabil-
 ities of legged robot.
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Chapter 2
Multi-legged  Robot System
2.1 Multi-Legged Robot
2.1.1 A Brief History of Legged robot
  The development of legged robot were around 1970 by Kato and Vukobratovic. Kato and 
his team demonstrated first antropomorphic robot called "WABOT1" in Waseda University 
Japan. The robot could realize several slow steps in static terrain using simple control model. 
It consisted of a limb-control system, a vision system and a conversation system. [8, 240]. 
In the same time, Vukobratovic and his team developed first active exoskeletons, and several 
other devices. Even thought heir main purposes are in the problems generated by functional 
rehabilitation, however the most well-known outcome of their research is in analysis of lo-
comotion stability, namely concept of zero moment point (ZMP) in 1972 [206]. This was the 
first attempt o formalize the need for dynamical stability of legged robots; the idea was to 
use the dynamic wrench in order to extend a classical criterion of static balance (the center 
of mass should project inside the convex hull of contact points).[91]. Furthermore, McGhee 
et al developed the gaits of six-legged robot called creeping aits, seem to be well suited for 
low-speed locomotion since they permit a quadruped to remain statically stable during most 
of a locomotion cycle [135]. 
In the next decade, WABOT 1 was improved becoming WABOT-2. The purpose of this 
development was to realize 'soft' functions of robots such as dexterity, speediness and in-
telligence by the development of an anthropomorphic intelligent robot playing keyboard 
instrument.. Therefore the WABOT 2 was defined as a "specialist robot" rather than a versa-
tile robot like the WABOT 1[188]. Based on the previous development, R. McGhee and K. 
Waldron developed Adaptive Suspension Vehicle, which used a legged, locomotion princi-
ple, and is intended to demonstrate he feasibility of systems of this type for transportation
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in very rough terrain conditions [208]. In 1985, Hitachi Ltd, in collaboration with Waseda 
 University, developed WHL-11 (Waseda Hitachi Leg 11) a robot able to walk statically on a 
flat surface at 13 seconds per step and to turn [108]. 
                                   In 1990s, McGeer introduced passive dynamicwalking, as theinvention of walking 
model, for a class of very simple systems: a plane compass on an inclined plane. Stable 
walking results from the balance between increase of the energy due to the slope and loss 
at the im- pacts. However, what should be emphasized here is that McGeer popularized for 
roboticists the analysis of such systems in terms of orbital stability using Poincare maps. 
[134]. Several researchers have followed the tracks open by McGeer, with many extensions: 
adding trunk, feet and knees [217], semipassive control, walking/running underactuated sys-
tems like the Rabbit robot [34], etc. 
  In the millennial era, thereare a lot of legged robots have been developed. Industrial 
breakthroughs supported the development of real legged robot, so that the real humanoid was 
now possible. In 1996, first performance humanoid robot was exhibited by Honda. After that, 
impressive achievement in development of legged robot are realized by several industrial 
companies: ASIMO (Honda), QRIO (Sony), HRP (Kawada). Finally, in 21st century, there 
are a lot of powerful legged robot developed. Boston Dynamic urrently is developing several 
legged robot, such as quadruped robot, biped robot, etc. One of them called BigDog, has four 
legs that are articulated like an animal's, with compliant elements to absorb shock and recycle 
energy from one step to the next. BigDog is the size of a large dog or small mule. It equipped 
by several intelligential sensors [2].
2.1.2 Type of legged robot 
  Legged robots can be categorized by the number of limbs they use, which determines 
gaits available. Many-legged robots tend to be more stable, while fewer legs lends itself to 
greater maneuverability. 
2.1.2.1 One-legged robot
  One-legged, or pogo stick robots use a hopping motion for navigation. In the 1980s, 
Carnegie Mellon University developed a one-legged robot to study balance.
2.1.2.2 Two-legged robot 
  Bipedal or two-legged robots exhibit bipedal motion. As such, they face two primary 
problems: stability control, which refers to a robot's balance, and motion control, which
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refers to a robot's ability to move. Stability control is particularly difficult for bipedal sys-
tems, which must maintain balance in the forward-backward direction even at rest. Some 
robots, especially toys, solve this problem with large feet, which provide greater stabil-
ity while reducing mobility. Alternatively, more advanced systems use sensors uch as ac-
celerometers or gyroscopes to provide dynamic feedback in a fashion that approximates a 
human being's balance. Such sensors are also employed for motion control and walking. 
The complexity of these tasks lends itself to machine learning. 
  Simple bipedal motion can be approximated by a rolling polygon where the length of 
each side matches that of a single step. As the step length grows shorter, the number of 
sides increases and the motion approaches that of a circle. This connects bipedal motion to 
wheeled motion as a limit of stride length. 
Two-legged robots include: Toy robots such as QRIG and ASIMO, NASA's Valkyrie 
robot, intended to aid humans on Mars, the ping-pong playing TGPIO robot, etc
2.1.2.3 Four-legged robot
  Quadrupedal or four-legged robots exhibit quadrupedal motion. They benefit from 
increased stability over bipedal robots, especially during movement. At slow speeds, a 
quadrupedal robot may move only one leg at a time, ensuring a stable tripod. Four-legged 
robots also benefit from a lower center of gravity than two-legged systems. 
  Four legged robots include: the TITAN series, developed since the 1980s by the Hirose-
Yoneda Laboratory, the dynamically stable BigDog, developed in 2005 by Boston Dynamics, 
NASA's Jet Propulsion Laboratory, and the Harvard University Concord Field Station, Big-
Dog's successor, the LS3, etc.
2.1.2.4 Six-legged robot
  Six-legged robots, or hexapods, are motivated by a desire for even greater stability than 
bipedal or quadrupedal robots. Their final designs often mimic the mechanics of insects, and 
their gaits may be categorized similarly. These include: (1) Wave gait: the slowest gait, in 
which pairs of legs move in a "wave" from the back to the front. (2) Tripod gait: a slightly 
faster step, in which three legs move at once. The remaining three legs provide a stable tripod 
for the robot. 
  Six-legged robots include: (1) Odex, a 375-pound hexapod eveloped by Odetics in the 
1980s. Odex distinguished itself with its onboard computers, which controlled each leg. (2) 
Genghis, one of the earliest autonomous six-legged robots, was developed at MIT by Rodney 
Brooks in the 1980s. (3) The modem toy series, Hexbug.
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2.1.2.5 Eight-legged robot
  Eight-legged legged robots are inspired by spiders and other arachnids, as well as some 
underwater walkers. They offer by far the greatest stability, which enabled some early suc-
cesses with legged robots Eight-legged robots include: (1) Dante, a Carnegie Mellon Univer-
sity project designed to explore Mount Erebus. (2) The T8X, a commercially available robot 
designed to emulate a spider's appearance and movements.
2.1.2.6 Hybrid robot
  Some robots use a combination of legs and wheels. This grants a machine the speed and 
energy efficiency of wheeled locomotion as well as the mobility of legged navigation . Boston 
Dynamics' Handle, a bipedal robot with wheels on both legs, is one example.
2.2 Kinematic Model
Two main tasks are involved in the design of locomotion strategies for multi-legged 
robots walking over any terrain. One is the high level leg sequencing and motion planning. 
The other is lower level actuation and coordinated control of robot joints to achieve a de-
sired motion of the rover body. While the high level task is crucial and a large volume of 
research as been devoted to it, the lower level task is also very important for the success of 
walking. This lower level task requires developing kinematics models for the multi-legged 
robot but has received little attention. Kinematic model will implies embodiment structure 
of the robot. That will effect to the motion behavior. Kinematic model composes two model, 
forward kinematic and inverse kinematic.
2.2.1 Forward Kinematics
  Forward kinematics refers to the use of the kinematic equations of a robot to compute 
the position of the end-effector f om specified values for the joint parameters [150]. The 
kinematics equations of the robot are used in robotics, computer games, and animation. The 
reverse process that computes the joint parameters that achieve a specified position of the 
end-effector is known as inverse kinematics. 
  The kinematics equations for the series chain of a robot are obtained using a rigid trans-
formation [Z] to characterize the relative movement allowed at each joint and separate rigid 
transformation [X] to define the dimensions ofeach link. The result is a sequence ofrigid
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transformations alternating joint and link transformations from the base of the chain to its 
end link, which is equated to the specified position for the end link,
[T] = [Z1] [X1] [Z2] [X2] .. . [Zn._._1] [Xn.-1] (2.1) 
where [T] is the transformation l cating the end-link. These equations are called the 
kinematics equations of the serial chain. 
In 1955, Jacques Denavit and Richard Hartenberg introduced aconvention for the defi-
nition of the joint matrices [Z] and link matrices [X] to standardize the coordinate frame for 
spatial inkages [40, 69]. This convention positions the joint frame so that it consists of a 
screw displacement along the Z-axis and it positions the link frame so it consists of a screw 
displacement along the X-axis.
[Zi] = Transxi(di)Rotz.,(9i) (2.2)
[Xi]= Trransxi ~7'ii+1 ) Rotxi ~C~ii+l ) (2.3)
= [Zi] [Xi] = Transxi(di ) Rotxi (9i )Transxi(ri,i+1) Rotxi (cxi,i+l) (2.4) 
Using this notation, each transformation-link goes along a serial chain robot, and can be 
described by the coordinate transformation, where O , di, ri ,i+1 and c4i,i+1 are known as the 
Denavit-Hartenberg parameters.
2.2.1.1 Denavit-Hartenberg convention 
  A commonly used convention for selecting frames of reference in robotics applications 
is the Denavit and Hartenberg (D-H) convention which was introduced by Jacques Denavit 
and Richard S. Hartenberg. In this convention, coordinate frames are attached tothe joints 
between two links such that one transformation s associated with the joint, [Z], and the 
second is associated with the link [X]. The coordinate ransformations along a serial robot 
consisting ofn links form the kinematics equations ofthe robot in Eq. (2.1). 
  In order to determine the coordinate ransformations [Z]and [X],the joints connecting 
the links are modeled as either hinged or sliding joints, each of which have a unique line S in 
space that forms the joint axis and define the relative movement of the two links. A typical 
serial robot is characterized by a sequence ofsix lines Si, i = 1, ... , 6, one for each joint in 
the robot. For each sequence of lines Si and Si+1, there is a common ormal line Ai,i+1. The 
system of six joint axes Si and five common ormal lines Ai,i+1 form the kinematic skeleton
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of the typical six degree of freedom serial robot. Denavit and Hartenberg introduced the 
convention that Z coordinate axes are assigned to the joint axes Si and X coordinate axes are 
assigned to the common ormals Ai,i+1. 
  This convention allows the definition of the movement of links around a common joint 
axis Si by the screw displacement,
 cos Bi — sin Bi 0 0
sin 9, 
[Z71= 
0 
      0
cos Bi 0 0 
0 1 d, 
0 0 1
(2.5)
where Oi is the rotation around and di is the slide along the Z axis—either of the param-
eters can be constants depending on the structure of the robot. Under this convention the 
dimensions of each link in the serial chain are defined by the screw displacement around the 
common ormal Ai,i±i from the joint Si to Si+i, which is given by
[Xi] =
1 
 0 
 0 
 0
0
Cos cti,i+i 
sin cti,i+i 
  0
  0 
— sin cri
,i+i 
Cos cxz,i+1 
  0
ri ,i+ i 
0 
 0 
1
(2.6)
 where cxii+l and ri ,x+1 define the physical dimensions of the link in terms of the angle mea-
sured around and distance measured along the X axis. In summary, the reference frames are 
laid out as follows:
1. the z-axis is in the direction of the joint axis
2. the x-axis is parallel to the common ormal: xn = zn x zn+1. If there is no unique 
  common normal (parallel z axes),
3. then d (below) is a free parameter. The direction of xn is from zn_ 1 to zn, as shown in 
    the Fig. 2.1. 
The following four transformation parameters are ki own as DH parameters: d  offset 
along previous z to the common ormal; (9 : angle about previous z, from old x to new x; r : 
length of the common normal. Assuming a revolute joint, this is the radius about previous z; 
a : angle about common ormal, from old z axis to new z axis 
  There is some choice in frame layout as to whether the previous x axis or the next x points 
along the common normal. The latter system allows branching chains more efficiently, as
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Joint 1+1
Joint i-1 4'w 
 di:
Figure 2.1: The four parameters of classic DH convention are shown in red text, 
which are Bi, di, ai, cxi. With those four parameters, we can translate the coordinates from 
Oi_1Xi_i'._1Zi_1 to OiXiYili [3]
multiple frames can all point away from their common ancestor, but in the alternative layout 
the ancestor can only point toward one successor. Thus the commonly used notation places 
each down-chain x axis collinear with the common ormal, yielding the transformation cal-
culations shown below. We can note constraints on the relationships between the axes: (1) 
the xn-axis is perpendicular toboth the zn_r and zn axes; (2) the xn-axis intersects both zn_i 
and zn axes; (3) the origin of joint n is at the intersection of xn and zn; (4) yn completes a
right-handed reference frame based on xn and zn.
  It is common to separate a screw displacement into the product of a pure translation 
along a line and a pure rotation about he line,[5] [6] so that [Zi] = Transzi (di) Rotza (9i), 
and [Xi] = Transx2 (ri,i+i) Rotx (cxi,i+l ) . Using this notation, each link can be described by 
a coordinate transformation from the concurrent coordinate system to the previous coordinate 
system.
  Note that this is the product of two screw displacements, 
these operations are:
The matrices associated with
Transxn_l (dn) _
 1 0 0 0
0 1 0 0
0 0 1 dri
0 0 0 1
(2.7)
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Rot zn-1 (On) =
 cos 0, — sin 9n 0 0
sin 0, cos 0, 0 0
0 0 1 0
0 0 0 1
 Transxn (rn) =
Rotx„, (an) =
 1 0 0 rn
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 0 cos an — sin an 0
0 sin an cos an 0
0 0 0 1
(2.8)
(2.9)
(2.10)
n-1T = 
      n
 cos On —sing ncosa , sin On sin an rr, cos On
sin On cos en cos an — cos Or, sin c rn sin 9
0 sin an COS an
0 0 0 1
 In Eq. (2.11), R is the 3 X 3 submatrix describing rotation and T is the 3 X1 
describing translation.
  (2.11) 
submatrix
2/.2 Inverse Kinematics
  Inverse kinematics i the mathematical process of recovering the movements of an object 
in the world from some other data, such as a film of those movements, ora film of the world 
as seen by a camera which is itself making those movements. This is useful in robotics and 
in film animation. In legged robot, it converts from cartesian level to joint angle level. 
  There are many methods for solving inverse kinematic problems. Whitney elal proposed 
pseudo inverse method [216] and Wang et al proposed cyclic coordinate descent methods 
[212] in 1991. Furthermore, some of researcher also used Jacobian transpose methods [19, 
218], quasi-Newton and conjugate gradient methods [239, 41], the Levenberg-Marquardt 
damped least squares methods [209, 140]. 
  Currently, most researchers implemented Jacobian model for solving 1K problems. The 
Jacobian inverse technique is a simple yet effective way of implementing inverse kinemat-
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ics. Let there be m variables that govern the forward-kinematics equation, i.e. the position 
function. These variables may be joint angles, lengths, or other arbitrary real values. If the 
 IK system lives in a 3-dimensional  space, the position function can be viewed as a mapping 
p(x) : R3. Let po=p(x0) give the initial position of the system, and pi = p(xa + Ax) 
be the goal position of the system. The Jacobian inverse technique iteratively computes an 
estimate ofAx that minimizes the error given by IIp(xc + Ax) — Poll • 
  For small Ax-vectors, the series expansion of the position function gives: 
p(x1) p(x0) + Jp(x0)Ax, where Jp(x0) is the (3 x m) Jacobian matrix of the position 
function at x0. 
Note that the (i, k)-th entry of the Jacobian matrix can be determined numerically:  
Pi(xo,k+h)—pi(x0) Where pi(x) gives the i-th component of the position function, XQ,k + h 
is simply x0 with a small delta added to its k-th component, and h is a reasonably small 
positive value. Taking the Moore-Penrose pseudoinverse of the Jacobian (computable using 
a singular value decomposition) and re-arranging terms results in: Ax Jp (x0)Ap, where 
Qp = p(xa + Ax) — p(xo). 
  Applying the inverse Jacobian method once will result in a very rough estimate ofthe 
desired Ax-vector. A line search should be used to scale this Ax to an acceptable value. 
The estimate for Ax can be improved via the following algorithm (known as the Newton-
Raphson method): Axk+l = Jp (xk}Apk. Once some Ax-vector has caused the error to drop 
close to zero, the algorithm should terminate. Existing methods based on the Hessian matrix 
of the system have been reported to converge to desired Ax values using fewer iterations, 
though, in some cases more computational resources. 
  In order to simplify the equation, someresearcher only used trigonometry based for solv-
ing the inverse kinematic problem. However, this trick has limitation in mechanical structure 
and number of joints. 
  In different way, some researchers propose neural model and artificial intelligent based 
model [147, 156, 198, 46, 49, 100, 101]. Duka et al used neural network with fitting prob-
lem for solving the lK. The inverse kinematics problem for a three-link robotic manipulator 
was transformed in a fitting problem, in which a neural network was used to map between 
a data set of numeric inputs and a set of numeric targets [49]. He also developed Adaptive 
Neuro-Fuzzy Inference System (ANFIS) based for IK solution. ANFIS is trained using the 
inverse kinematic mapping of the data provided by forward kinematics and learns, with ac-
ceptable accuracy, the end-effector's localization to joint angle mapping [50]. Almusawi et 
al proposed ANN with feedback of current joint angles configuration of robotic arm in the 
input point of their network [13]. 
                      Koker et al developed aneural network for planar obotic manipulator [101].  He tried to
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improve the preciseness of the neural-network-based inverse kinematics solution using a ge-
netic algorithm [100].  In 2010, Bouganis et al developed the control model for 4-DoF robotic 
arm suing spiking neural network. The trained spiking neural network has been successfully 
tested on a kinematic model of the arm of an iCub humanoid robot. However, the current 
model of the network is computationally expensive (several seconds of processing time are 
required per arm movement) [27].
2.3 Motion capabilities
  Such as in human capabilities, motion capabilities is responsible for performing physical 
activity such as 1) motion behavior, how the human generate different behavior of move-
ment in different condition, and 2) stability behavior, how the human respond the distur-
bance. Appropriate behavior should be generated in certain environmental condition. Some 
of researcher also put its motion planning as the content of motion capabilities. In motion 
planning, the human know how to move from one place to another place. In order to move, 
robot should know the way to the goal point. Robot have to know how to move through the 
way with uncertain condition, and how to stabilize from the disturbance. Those systems are 
important systems should be integrated in order to build motion capabilities model. There-
fore, in this chapter we separated some basic theories into those three parts.
2.3.1 Locomotion Generator
  Robotic locomotion is one of the important functions of the robotic device that helps 
the platform in traversing rough terrain; moving and interacting in human environment. Al-
though wheeled locomotion is very common, foolproof, energy efficient and easily control-
lable; there are other motion alternativesare also available such as legged motion including 
Bipedal, Quadrapedal, Hexapedal, and soon. Track belt, walking, running, hopping, swim-
ming, slithering, brachiating, etc are the other behavior forms used in locomotion behavior. 
  Some researcher used nature principle as the basic of locomotion which canbe seen in 
Fig. 2.2. In this part, we separate the locomotion model into 3 parts, which are, trajectory 
based locomotion, limit cycle based locomotion, and passive locomotion.
2.3.1.1 Trajectory based Locomotion
  Trajectory based locomotion of legged robot generates the point of movement of end 
effection in each limb of legged robot in cartesian level. It requires inverse kinematic for
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Figure 2.2: Nature based locomotion principles [5]
converting from cartesian level to actuator level, (joint angle or slide value). In the current 
development, there are a lot of legged robot development implementing conventional model 
 of locomotion or trajectory  based locomotion. HUBO  [237, 210], KHR [97, 96], BigDog 
[155, 221], Hy() [181],  ATLAS [105, 197, 37, 106], HRP [232], etc implemented trajec-
tory based locomotion model for their motion planning. ATLAS implemented ZMP based 
locomotion model that used ZMP as the variable to be controlled. [105, 197, 37, 106]. 
  In legged robot, BigDog walks with a dynamically balanced trot gait. It balances using 
an estimate lateral velocity and acceleration, determined from the sensed behavior the legs 
during stance combined with the inertial sensors. BigDog's control system coordinates the 
kinematics and ground reaction forces of the robot while responding to basic postural com-
mands. The control distributes load amongst the legs to optimize their load carrying ability. 
The vertical oading across the limbs is kept as equal as possible while individual egs are 
encouraged to generate ground reactions directed toward the hips, thus lowering required 
joint torques and actuator efforts [155, 221]. Basic walking control uses the control system 
diagrammed below. A gait coordination algorithm, responsible for inter- leg communication, 
initiates leg state transitions to produce a stable gait. A virtual eg model coordinates the legs. 
Fig. 2.3 shows a framework of motion control system including the trajectory generation. 
Motion Planning is sometimes called Trajectory Planning. Motion Planning is the function in 
order to decide how to move based on intent of an operator or decision of a robot. If a control 
system is the position control system, the information that Motion Planning output is the 
position information; if a control system is the force control system, the force information is 
given. In the following, we give explanation on the premise of the position control. Generally,
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 Feedback Trajectory 
Figure 2.3: Diagram of motion control system
target rajectory is desired to be smooth function of time. To decide the "Specification of 
motion" is setting following variables, (1) position and posture, (2) maximum velocity, (3) 
maximum acceleration or acceleration time. There are PTP (Point to Point) motion and CP 
(Contineous Path) motion. PTP is the motion that path way is not considered if the position 
and posture of beginning and end point are correct. CP put importance on path way too [61].
2.3.1.1.1 Basic Orbital Function In order to follow the target rajectory, a function of 
time form basis of the desired motion needs to be designed. A lot of methods to design a 
function of time has been proposed. Here, we give following two examples.
1. PTP motion: each drive axis is controlled so that it can reach a desired position and 
  posture at the beginning and end of the motion.
2. CP motion: each drive axis is controlled so that it tracks the target rajectory designed 
  to satisfy the specification of acceleration and deceleration. Specification of motion is 
  designed from position and posture; the position is based on movement distance and 
  the posture is based on equivalent angle.
2.3.1.1.2 Design of Orbital Function Using Five-Dimensional Prenominal The plan-
ning method of position, velocity, and acceleration by using n-dimensional is introduced. In 
this subsection, the polynomial means a function of time expressed as Eq.( 2.12).
ri(t) = at + an_1tn-1 +• • • + a2t2 + a1t + a0 (2.12) 
  where n is the dimension of the polynomial, normally counting number. Coefficients 
aj (j = 0, 1, 2, ... , n) are decided by initial condition or termination condition. Assuming 
that Eq. (2.12) is the function of position, velocity and acceleration are first and second-order 
differential respectively. B  differentiating Eq. (2.12), following equations are derived.
7)(t) = nantn-1 + (n - 1)an-1tn-2 + ... + 2a2t + a1 
rj(t) = n(n -- 1)antn-2 + (n - 1)(n - 2)an_1tn-3 + . • • + 2a2
(2.13) 
(2.14)
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  Design procedure when n = 5 is shown here. Eq. (2.15) is the orbital function of position, 
and Eq. (2.16) and Eq. (2.17) are velocity and acceleration function respectively.
1(t) = a5t5 + a4t4 + a3t3 + a2t2 + alt + a0 
ii(t) = 55t4 + 4a4t3 + 3a3t2 + 2a2t + a1 
ij(t) = 20a5t3 + 12a4t2 +6a3t + 2a2
(2.15)
(2.16)
(2.17)
The coefficients are decided if 6 independent conditions such as initial and termina-
tion position, velocity, and acceleration, because unknown variables are 6. By using initial 
and termination time to and t1, initial and termination position, velocity and acceleration 
no, fio, ~70, ~1i, ~11, and rjl, the following equation is derived:
From Eq. (2.18),
170 
10 
11 
Q71 
7]1
t5 44  a
541 4tg 
2043) 12t 
t5t4 11 
5ti 4t1 
204 12t1
to t0 t0 
3to 2t0 1 
6to 2 0 
   ti t1 
3t? 2t1 1 
6t1 2 0
a0 
al 
a2 
a3 
a4 
a5
(2.18)
if coefficients matrix is holomorphic, a1 — a5 are decided uniquely:
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2.3.1.2 Limit Cycle Locomotion [61]
  In mathematics, in the study of dynamical systems with two-dimensional phase space, a 
limit cycle is a closed trajectory in phase space having the property that at least one other 
trajectory spirals into it either as time approaches infinity or as time approaches negative 
infinity. Such behavior is exhibited in some nonlinear systems [24]. Limit cycles have been 
used to model the behavior of a great many real world oscillatory systems. The study of limit 
cycles was initiated by Henri Poincare. 
  Normally, the robot locomotion is expressed as a nonlinear system. Limit cycle, which is
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a phenomenon of nonlinear system, is often used for stability analysis. Limit cycle is the phe-
nomenon that periodical solution with a constant period, amplitude, and angular frequency 
is generated out of relation to and initial value. Representative example is the van der Poi 
oscillator Fig. 2.4. The dynamic characteristic is expressed as follows:
I —p,(1 —x2)h+x = O(,u > 0) (2.20)
  When x is small value, the damping term is negative value; thus the system is unstable. 
In contrast, if the x is larger, the damping term is positive value; then the system will be 
stable and the oscillation will be steady at some value of x. Fig. 2.5 shows an example of x 
behavior. The x behavior of this example depicted in the x.' x plain as shown in Fig. 2.6. The 
x' ± plain is called "phase plane". To analyze behavior of solution trajectory in phase plane 
is called "phase plane analysis". The system needs to be an autonomous system when the 
phase plane is conducted. 
  In humanlike locomotion, the spine is an important part as in the human body. The 
flexibility of the human spine is much higher and that is very difficult to achieve artificially 
[471.
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23.1.2.1 Matsuoka Model The neural oscillator model proposed by Matsuoka [128, 
130, 1311 is composed of two identical neurons. The neuron model is an analog model; 
its output is not a train of spikes, but is a firing rate or a short time average of spike activity. 
The dynamics of each neuron i(= 1, 2) is given by the following second-order system of 
differential equations, so that the total system is a fourth-order one:
T d xi(t) + xi(t) = c ayi(t) — bi(t), (i, j = 1, 2; j = i) (2.21) 
dt 
Tv(t) + vi(t) = yi(t),(2.22) 
dt 
yi(t) -= g(xi(t))(2.23) 
Function g(.) is a piecewise linear function defined by g(x) = max (D, x), which rep-
resents a threshold property of the neurons. The block diagram of the system is shown in 
Fig. 2.8. Variables xi(t) and yi (t) represent the so-called membrane potential nd the firing
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                                                                                                                                                                                                                                                       • rateoftheneuron, respectively. Self-inhibitory input vi (t) represents anadaptation r fatigue 
property that ubiquitously exists in real neurons. Neuron i receives an excitatory tonic input 
c(> 0), which induces aspontaneous firing of each neuron, and an inhibitory input —ayj (t) 
from the other neuron j(= i). Although function g(x) is nonlinear in the general terminol-
ogy, it has a linearity in a limited sense: g(kx) = kg(x), (ke0). This scaling linearity will 
make analytical treatment of the present oscillator considerably easier.
  An example of the oscillation generated by the oscillator An example of the oscil-
lations generated by the oscillator is shown in Fig. 2.9. Figure 2.9a shows a time course of 
variables xi (t) (a thin line) and y1(t) (a thick line); their counterparts, x2 (t) and y2 (t), are just 
antiphasic tox1(t) and yi (t). Because of the symmetric structure ofthe oscillator, it is some-
times convenient to transform the state variables as x(t) = x1(t) — x2 (t), v(t) = 1(t) — 2(t), 
X (t) = x1(t) + x2 (t), and V (t) = 1(t) + 2 (i). The time courses of these variables are shown 
in Fig. 2.9b and 2.9c. In this example, the model parameters are set as follows: a = 2.5, b = 
2.5, c = 1.5, z = 0.25, and T = 0.5. This setting of the parameters will be used as a reference 
one in all the simulations shown later, where only parameter T or a will be varied.
2.3.1.2.2 Rowat-Selverston Model Biological neurons with several ionic channels are 
complex, hence difficult to model. Rowat and Selverston [163, 162, 161] present a simple 
model of a neuron for which two groups of currents are identified: a fast current and a slow
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current, each defined by a first order differential equation. Fast current is defined by Eq. 
(2.24) and slow current by Eq. (2.25).
 dV 
dt
— — (11(V, d f) + q —Iini
Ts—dq=--q+ qcc (V )
(2.24)
(2.25)
with 2 m. < re . r , is the time constant ofthe neuron membrane, Ts is the time constant ofslow 
currents activation. Iinj, is the injected current, V the cellular membrane voltage, and q the 
slow current. F (V, a f), defined in Eq. (2.26), is a non-linear current-voltage function for the 
fast current. We see in Fig. 2.10 that he fast current shape F(V, o f) can be linear (a f = 0), 
non-linear but bijective (o f = I), and non-linear nd non-bijective (o f = 2). F(V, af) is a 
fundamental part of the RS model because this function induces different behaviors for the 
neuron (damped oscillating, plateau potentials, or oscillating) following the value of the fast 
current gain, a f.
 (V, o- = V — Af tanhNV 
                   f
q00(V)=o-sV
(2.26)
(2.27)
Meanwhile, the steady-state value of the slow current is linear in V, with conductance o-. 
In Eqs. (2.24) and (2.25), q, V. and Izn3 have the dimension of an electrical current. It means 
that a current is represented by enough potential to drive the current hrough the membrane 
leak conductance, gr,, which is a constant.
2.3.1.3 Passive Locomotion [61]
Passive dynamic is the novel control method based on point-contact and virtual holo-
nomic constraint [45]. Point-contact denotes that a robot contacts the ground at a point (i.e. 
the first joint is passive), and makes it possible to achieve adaptability to ground irregularity 
and energy efficiency. The concept of the virtual holonornic onstraint is proposed as Vir-
tual constraint by Grizzle and Westervelt et al. [65, 214], and defined as a set of holonomic 
constraints on the robot's actuated DoF parameterized by the robot's unactuated DoF. The 
virtual holonomic onstraint enables a robot to satisfy the desired path of postural motion.
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2.3.2 Stability Model
  In order to support the stability of the legged robot, stability model is required to be 
installed. It will keep the stability of the robot from internal or external disturbance. In current 
situation, there are several models proposed by researchers.
2.3.2.1 Zero Moment Point
  Zero moment point is a concept related with dynamics and control of legged locomotion, 
e.g., for humanoid robots. It specifies the point with respect to which dynamic reaction force 
at the contact of the foot with the ground does not produce any moment in the horizontal 
direction, i.e. the point where the total of horizontal inertia and gravity forces equals 0 (zero). 
The concept assumes the contact area is planar and has sufficiently high friction to keep the 
feet from sliding. 
The zero moment point is a very important concept in the motion planning for biped 
robots. Since they have only two points of contact with the floor and they are supposed to 
walk, "run" or "jump" (in the motion context), their motion has to be planned concerning 
the dynamical stability of their whole body. This is not an easy task, especially because the 
upper body of the robot (torso) has larger mass and inertia than the legs which are supposed 
to support and move the robot. This can be compared to the problem of balancing an inverted 
pendulum. 
  The trajectory of a walking robot is planned using the angular momentum equation to 
ensure that the generated joint trajectories guarantee the dynamical postural stability of the 
robot, which usually is quantified by the distance of the zero moment point in the boundaries 
of a predefined stability region. The position of the zero moment point is affected by the 
referred mass and inertia of the robot's torso, since its motion generally requires large ankle 
torques to maintain a satisfactory dynamical postural stability. 
  One approach to solve this problem consists in using small trunk motions to stabilize the 
posture of the robot. However, some new planning methods are being developed to define 
the trajectories of the legs' links in such a way that the torso of the robot is naturally steered 
in order to reduce the ankle torque needed to compensate its motion. If the trajectory plan-
ning for the leg links is well succeeded, then the zero moment point won't move out of the 
predefined stability region and the motion of the robot will become smoother, mimicking a 
natural trajectory. 
  Theresultant force of the inertia and gravity forces acting on a biped robot is expressed 
by the formula: 
Fg2 = mg — maG(2.28)
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 where m is the total mass of the robot, g is the acceleration of the gravity, G is the center of 
mass and ac is the acceleration of the center of mass. The moment in any point X can be 
defined as: 
.A4X =X d x mg ---- Xd x mac — HG(2.29) 
where HG is the rate of angular momentum at the center of mass. 
  The Newton—Euler quations of the global motion of the biped robot can be written as: 
F~ + mg = mac(2.30) 
.114-.;cv+ x-6 x  mg = HG + X 6. x maG(2.31) 
where Fc is the resultant of the contact forces at X and M is the moment related with 
contact forces about any point X. The Newton—Euler equations can be rewritten as: 
Fc + (mg — mac) = 0(2.32) 
X+(X&xmg—X6x mac —HG)=0(2.33) 
so it's easier to see that we have: 
F~ + Fgi = 0(2.34) 
IX + .M = 0(2.35) 
  These equations how that the biped robot is dynamically balanced if the contact forces 
and the inertia and gravity forces are strictly opposite. If an axis AO is defined, where the 
moment is parallel to the normal vector n from the surface about every point of the axis, 
then the Zero Moment Point (ZMP) necessarily belongs to this axis, since it is by definition 
directed along the vector n. The ZMP will then be the intersection between the axis 
A9i and the ground surface such that: 
z—~ x mg — Z6 x mac — HG(2.36) 
with 
IZ x n = 0(2.37) 
where Z represents the ZMP. Because ofthe opposition between the gravity and inertia 
forces and the contact forces mentioned before, the Z point (ZMP) can be defined by: 
                                         P 
          PL=n
gi(2.38)                             F'n
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where P is a point on the contact plane, e.g. the normal projection of the center of mass.
2.3.2.2 Center of Gravity 
 The center of gravity is a geometric  property of any object. The center of gravity is the 
average location of the weight of an object. We can completely describe the motion of any 
object hrough space in terms of the translation f the center of gravity of the object from 
one place to another, and the rotation of the object about its center of gravity if it is free to 
rotate. If the object is confined to rotate about some other point, like a hinge, we can still 
describe its motion. In flight, both airplanes and rockets rotate about their centers of gravity. 
A kite, on the other hand, rotates about he bridle point. But the trim of a kite still depends 
on the location of the center of gravity relative to the bridle point, because for every object 
the weight always acts through the center of gravity. 
  Determining the center of gravity is very important for any flying object. In general, 
determining the center of gravity (CoG) is a complicated procedure because the mass (and 
weight) may not be uniformly distributed throughout the object. The general case requires 
the use of calculus which we will discuss at the bottom of this page. If the mass is uniformly 
distributed, the problem isgreatly simplified. If the object has a line (or plane) of symmetry, 
the cg lies on the line of symmetry. For a solid block of uniform material, the center of gravity 
is simply at the average location of the physical dimensions. (For a rectangular block, 50 X 
20 X 10, the center of gravity is at the point (25, 10, 5) ). For a triangle of height h, the cg 
is at h13, and for a semi-circle of radius r, the cg is at (4 * r/(3 * 7r)) where pi is ratio of 
the circumference of the circle to the diameter. There are tables of the location of the center 
of gravity for many simple shapes in math and science books. The tables were generated by 
using the equation from calculus shown on the slide. 
  For a general shaped object, there is a simple mechanical way to determine the center of 
gravity:
• If we just balance the object using a string or an edge, the point at which the object is 
balanced is the center of gravity. (Just like balancing a pencil on your finger!)
• Another, more complicated way, is a two step method shown on the slide. In Step 1, 
 you hang the object from any point and you drop a weighted string from the same 
 point. Draw a line on the object along the string. For Step 2, repeat the procedure 
 from another point on the object You now have two lines drawn on the object which 
intersect. The center of gravity is the point where the lines intersect. This procedure 
 works well for irregularly shaped objects that are hard to balance. If the mass of the
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object is not uniformly distributed, we must use calculus to determine center of gravity. 
We will use the symbol S dw to denote the integration of a continuous function with 
respect to weight. Then the center of gravity can be determined from:
cg x W = Sxdw(2.39) 
where x is the distance from a reference line, dw is an increment of weight, and W is the 
total weight of the object. To evaluate the right side, we have to determine how the weight 
varies geometrically. From the weight equation, we know that:
w=mxg
where m is the mass of the object, and g is the gravitational constant. In turn, 
any object is equal to the density, rho, of the object imes the volume, V:
771x V
(2.40)
the mass m of
(2.41)
We can combine the last two equations:
w=gxpxV (2.42)
then 
dw=gxpxdV(2.43) 
dw = g x p(x, y, z) x dxdydz(2.44) 
If we have a functional form for the mass distribution, we can solve the equation for the 
center of gravity: 
cg x W = g x SSSx x p(x, y, z)dxdydz(2.45) 
where SSS indicates a triple integral over dx. dy. and dz. If we don't know the functional 
form of the mass distribution, we can numerically integrate the equation using a spreadsheet. 
Divide the distance into a number of small volume segments and determining the average 
value of the weight/volume (density times gravity) over that small segment. Taking the sum 
of the average value of the weight/volume times the distance times the volume segment 
divided by the weight will produce the center of gravity.
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2.3.3  Motion Planning Model [1]
  Motion planning (also known as the navigation problem or the piano mover's problem) 
is a term used in robotics for the process of breaking down a desired movement task into 
discrete motions that satisfy movement constraints and possibly optimize some aspect of the 
movement. 
  For example, consider navigating amobile robot inside a building to a distant waypoint. It 
should execute this task while avoiding walls and not falling down stairs. A motion planning 
algorithm would take a description of these tasks as input, and produce the speed and turning 
commands sent to the robot's wheels. Motion planning algorithms might address robots with 
a larger number of joints (e.g., industrial manipulators), more complex tasks (e.g. manipula-
tion of objects), different constraints (e.g., a car that can only drive forward), and uncertainty 
(e.g. imperfect models of the environment or robot). 
  Motion planning has several robotics applications, such as autonomy, automation, and 
robot design in CAD software, as well as applications in other fields, such as animating 
digital characters, video game artificial intelligence, architectural design, robotic surgery, 
and the study of biological molecules.
2.3.3.1 Concept
  A basic motion planning problem is to produce a continuous motion that connects a start 
configuration S and a goal configuration G, while avoiding collision with known obstacles. 
The robot and obstacle geometry is described in a 2D or 3D workspace, while the motion is 
represented as a path in (possibly higher-dimensional) configuration space.
2.3.3.1.1 Configuration space A configuration describes the pose of the robot, and the 
configuration space C is the set of all possible configurations . For example:
• If the robot is a single point (zero-sized) translating in a 2-dimensional plane (the 
 workspace), C is a plane, and a configuration can be represented using two parameters 
(x, y).
• If the robot is a 2D shape that can translate and rotate, the workspace is still 2-
 dimensional. However, C is the special Euclidean group SE(2) = R2 x SO(2) (where 
 SO(2) is the special orthogonal group of 2D rotations), and a configuration can be 
represented using 3 parameters (x,y, 8 ).
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 • If the robot is a solid 3D shape that can translate and rotate, the workspace is 3-
 dimensional, but C is the special Euclidean group SE(3) = Rs x 80(3), and a config-
 uration requires 6 parameters: (x, y, z) for translation, and Euler angles (a,13, -y). 
• If the robot is a fixed-base manipulator with N revolute joints (and no closed-loops), C 
 is N-dimensional.
2.3.3.1.2 Free space The set of configurations that avoids collision with obstacles is 
called the free space Cfree. The complement of Cfree in C is called the obstacle or forbidden 
region. 
  Often, it is prohibitively difficult to explicitly compute the shape of Cfree. However, test-
ing whether a given configuration is in Cfree is efficient. First, forward kinematics determine 
the position of the robot's geometry, and collision detection tests if the robot's geometry 
collides with the environment's geometry.
2.3.3.1.3 Target space Target space is a linear subspace of free space which denotes 
where we want the robot to move to. In global motion planning, target space is observable by 
the robot's sensors. However, in local motion planning, the robot cannot observe the target 
space in some states. To solve this problem, the robot goes through several virtual target 
spaces, each of which is located within the observable area (around the robot). A virtual 
target space is called a sub-goal. [109]
2.3.3.2 Algorithm 
  Low-dimensional problems can be solved with grid-based algorithms that overlay a grid 
on top of configuration space, or geometric algorithms that compute the shape and connec-
tivity of C free . 
Exact motion planning for high-dimensional systems under complex constraints i com-
putationally intractable. Potential-field algorithms are efficient, but fall prey to local minima 
(an exception is the harmonic potential fields). Sampling-based algorithms avoid the prob-
lem of local minima, and solve many problems quite quickly. They are unable to determine 
that no path exists, but they have a probability of failure that decreases to zero as more time 
is spent. 
Sampling-based algorithms are currently considered state-of-the-art for motion planning 
in high-dimensional spaces, and have been applied to problems which have dozens or even 
hundreds of dimensions (robotic manipulators, biological molecules, animated igital char-
acters, and legged robots).
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 2.33.2.1 Grid-based Search Grid-based approaches overlay a grid on configuration 
space, and assume ach configuration is identified with a grid point. At each grid point, 
the robot is allowed to move to adjacent grid points as long as the line between them is com- 
pletely contained within Cf,,ee(thisistested with collision detection). This discretizes the set 
of actions, and search algorithms (like A*) are used to find a path from the start to the goal. 
  These approaches require setting a grid resolution. Search is faster with coarsergrids, 
but the algorithm will fail to find paths through narrow portions of C free. Furthermore, the 
number of points on the grid grows exponentially in the configuration space dimension, 
which make them inappropriate for high-dimensional problems. 
  Traditional grid-based approaches produce paths whose heading changes are constrained 
to multiples of a given base angle, often resulting in suboptimal paths. Any-angle path plan-
ning approaches find shorter paths by propagating information along grid edges (to search 
fast) without constraining their paths to grid edges (to find short paths). 
  Grid-based approaches often need to search repeatedly, for example, when the knowl-
edge of the robot about the configuration space changes or the configuration space itself 
changes during path following. Incremental heuristic search algorithms replan fast by using 
experience with the previous imilar path-planning problems to speed up their search for the 
current one.
2.3.3.2.2 Interval-based search These approaches are similar to grid-based search ap-
proaches except hat they generate apaving covering entirely the configuration space instead 
of a grid.[2] The paving is decomposed into two subpavings X—,X+ made with boxes such 
that X— C Cfree Cl X+. Characterizing Cfree amounts to solve a set inversion problem. 
Interval analysis could thus be used when Cfree cannot be described by linear inequalities in 
order to have a guaranteed enclosure. 
  The robot is thus allowed to move freely in X—, and cannot go outside X+. To both sub-
pavings, a neighbor graph is built and paths can be found using algorithms uch as Dijkstra 
or A*. When a path is feasible in X—, it is also feasible in Cfree. When no path exists in 
X+ from one initial configuration to the goal, we have the guarantee that no feasible path 
exists in Cfree. As for the grid-based approach, the interval approach is inappropriate for 
high-dimensional problems, due to the fact that the number of boxes to be generated grows 
exponentially with respect o the dimension of configuration space. 
  An illustration is provided by the three figures on the rightwhere a hook with two degrees 
of freedom has to move from the left to the right, avoiding two horizontal small segments. 
  Motion from the initial configuration (blue) to the final configuration of the hook, avoid-
ing the two obstacles (red segments). The left-bottom corner of the hook has to stay on the
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horizontal line, which makes the hook two degrees of freedom. 
  Decomposition with boxes covering the configuration space: The subpaving X— is the 
union all red boxes and the subpaving X+ is the union of red and green boxes. The path 
corresponds to the motion represented above. 
  This figure corresponds to the same path as above but obtained with many fewer 
boxes.The algorithm avoids bisecting boxes in parts of the configuration space that do not 
influence the final result. The decomposition with subpavings using interval analysis also 
makes it possible to characterize the topology of Cfree such as counting its number of con-
nected components. [38]
2.3.3.2.3 Reward-based algorithms Reward-based algorithms assume that the robot in 
each state (position and internal state, including direction) can choose between different 
actions (motion). However, the result of each action is not definite. In other words, outcomes 
(displacement) are partly random and partly under the control of the robot. The robot gets 
positive reward when it reaches the target and gets negative reward if it collides with an 
obstacle. These algorithms try to find a path which maximizes cumulative future rewards. 
The Markov decision process (MDP) is a popular mathematical framework that is used in 
many reward-based algorithms. The advantage ofMDPs over other eward-based algorithms 
is that they generate the optimal path. The disadvantage of MDPs is that they limit the robot 
to choose from a finite set of actions. Therefore, the path is not smooth (similar to grid-based 
approaches). Fuzzy Markov decision processes (FDMPs) are an extension of MDPs which 
generate smooth paths using a fuzzy inference system.[10.9]
2.3.3.2.4 Artificial potential fields One approach isto treat he robot's configuration as a 
point (usually electron) in a potential field that combines attraction to the goal, and repulsion 
from obstacles. The resulting trajectory is output as the path. This approach as advantages 
in that the trajectory is produced with little computation. However, they can become trapped 
in local minima of the potential field, and fail to find a path. The Artificial potential fields 
can be achieved by direct equation similar to electrostatic potential fields or can be drive by 
set of linguistic rules
2.3.3.2.5 Sampling-based algorithm Sampling-based algorithms represent the configu-
ration space with a roadmap of sampled configurations. A basic algorithm samples N config-
urations in C, and retains those in Cfree to use as milestones. A roadmap is then constructed 
that connects two milestones P and Q if the line segment PQ is completely in Cfree. Again, 
collision detection is used to test inclusion in Cfree. To find a path that connects S and G,
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they are added to the roadmap. If a path in the roadmap links S and 0, the planner succeeds, 
and returns that path. If not, the reason is not definitive: either there is no path in Cfree, or 
the planner did not sample nough milestones. 
  These algorithms work well for high-dimensional configuration spaces, because unlike 
combinatorial lgorithms, their running time is not (explicitly) exponentially dependent on 
the dimension of C. They are also (generally) substantially easier to implement. They are 
probabilistically complete, meaning the probability that they will produce a solution ap-
proaches 1 as more time is spent. However, they cannot determine if no solution exists. 
  Given basic visibility conditions on Cfree, it has been proven that as the number of con-
figurations N grows higher, the probability that the above algorithm finds a solution ap-
proaches 1 exponentially.[5] Visibility is not explicitly dependent on the dimension of C; 
it is possible to have a high-dimensional space with "good" visibility or a low-dimensional 
 space with "poor" visibility. The experimental success of sample-based methods uggests 
that most commonly seen spaces have good visibility. 
  There are many variants of this basic scheme:
• It is typically much faster to only test segments between nearby pairs of milestones, 
 rather than all pairs.
• Nonuniform sampling distributions attempt to place more milestones in areas that im-
 prove the connectivity of the roadmap.
• Quasirandom samples typically produce a better covering of configuration space than 
 pseudorandom ones, though some recent work argues that the effect of the source of 
 randomness i minimal compared to the effect of the sampling distribution.
• It is possible to substantially reduce the number of milestones needed to solve a given 
 problem by allowing curved eye sights (for example by crawling on the obstacles that 
 block the way between two milestones [201).
• If only one or a few planning queries are needed, it is not always necessary to construct 
 a roadmap of the entire space. Tree-growing variants are typically faster for this case 
 (single-query planning). Roadmaps are still useful if many queries are to be made on 
 the same space (multi-query planning)
2.3.3.3 Completeness and performance 
  A motion planner is said to be complete if the planner in finite time either produces 
a solution or correctly reports that there is none. Most complete algorithms are geometry-
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based. The performance of a complete planner is assessed by its computational complexity . 
  Resolution completeness is the property that the planner is guaranteed to find a path if
the resolution of an underlying grid is fine enough. Most resolution complete planners are 
grid-based or interval-based. The computational complexity of resolution complete planners 
is dependent o  he number ofpoints in the underlying grid, which is 0(1/h1, where h is the 
resolution (the length of one side of a grid cell) and d is the configuration space dimension. 
  Probabilistic completeness is the property hat as more "work" is performed, the prob-
ability that he planner fails to find a path, if one exists, asymptotically pproaches z ro. 
Several sample-based methods are probabilistically complete. The performance of aprob-
abilistically complete planner ismeasured by the rate of convergence. Incomplete planners 
do not always produce a feasible path when one exists. Sometimes incomplete planners do 
work well in practice.
2.3. MOTION CAPABILITIES 41
IV CURVES
(a) 
1= fact(V ci f)
 I
0,=1
,/
 r
 CIf=0 F
(b)
 I
 c
Es Y
 NULLCLINES
(d) 
=-fast(V r
 11..
\Jq
 ,>0
(e)
a
V
 Figure 2.10: IV curves and nullclines in the cell model. (a) The curve i = F(V, o f) for three 
values of o f. (b) The standard slow current IV curve. ES is the reversal potential. (c) The split 
slow current IV curve with different inward and outward conductances. (d) The V-nullcline for 
Q f-= 2, 1, 0. For o- f= 2, three values of the injected current produce three positions of the V-
nulicline. (e) The q-nullcline. (f) The q-nullcline when using a split slow current. Afast current 
null cline is obtained by reflecting the IV curve of the fast current in the V-axis and then moving 
it up or down by the amount of the injected current. A slow current nullcline is identical with 
the IV .curve of the slow current. [161]
42  CHAPTER 2. MULTI-LEGGED  ROBOT SYSTEM 
For &Worm Mow,Genera, Shape: 
common Shapes' 
air t cg' r 
    h
_4r Step 1 Step 2 
               _ 
          cg.~  
T----- 31C 
cg' For trkin-iniformbfass: 
cg_h h t cg W ; S x dw 
3! cg
~         1cg W_gSSSxpdxdydz 
         cg _ h 2 
p = density = p (, yrz) W = Ilia! weight 
   Figure 2.11: Example representation f Center of Gravity model
(a) (b)
                          (c) 
 Figure 2.12: (a) Example of a valid path (b) example of invalid path (c) example of a road map
Chapter 3
Computational Intelligence
  In developing motion capabilities in the robot systems, computational intelligence (CI) is 
 the technology to realize adaptive motion planning behavior in the legged robot. In this chap-
ter, we will discuss about Cl used in this thesis including fuzzy computing, neuro computing, 
and evolutionary computing for intelligence of robotics.
3.1 Fuzzy Computing
  Human reasoning and other natural phenomena cannot be accurately described by only 
two-valued logic. Therefore, there is an idea to extend two-valued logic into multiple val-
ued ones. In other word, instead Of using only the "true" and "false" logical values, the use 
of other values between them also should be allowed. Fuzzy logic expresses the values be-
tween "true" and "false" using degree of truth represented as a value in membership function. 
Membership function sample of human height can be seen in Fig. 3.1. 
Conducting fuzzy computing requires several steps, such as fuzzification, inference 
mechanism, and defuzzification. These steps can be shown in Fig. 3.2. Fuzzification is per-
formed by calculating crisp value into membership function based on degree of truth that 
was defined before hand. The fuzzy rule is defined by experts. The general form of a fuzzy 
rule with one input and one output dimension can be defined as follows : 
R :If x is A then y is B, 
where x E X is the input and y E Y is the output variable, X is the universe of discourse for 
the input and Y is the universe of discourse for the output variable. A and B are linguistic 
labels which are expressed by fuzzy sets. Set A is the antecedent while B is the consequent 
of rule R. The extended of the above rule which is the general form of a fuzzy rule with 
multiple inputs and one output dimension can be written in the following, which is called the
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Mamdani type orthogonally decomposed form [123]: 
                                     R :If xi is A1 and ... and xnisAn then yis B,
where x = (x1, ...,x,,) is the input vector, xj E XX, X = X1 x ... x Xn is the n—dimensional 
universe, A = (A1, ..., A„) is the antecedent vector, A C X, y E Y is the output variable, 
Y is the universe for the output and B is the consequent set, B C Y (Here C denotes 
fuzzy subsethood.). A rule can be applied if every input variable has a positive membership 
value in its corresponding antecedent set. In the case of multiple output rules, the outputs are 
independent from each other, thus this kind of rules can be decomposed to fuzzy rules with 
one single output, which can reduce the computational c culation. 
  After defining fuzzy rules, the next step is conducting inference system. In fuzzy com-
puting there are some well-known i ference technique, the Mamdani method is the most 
commonly used in practical application [123]. The Mamdani inference algorithm can be 
illustrated with fuzzy membership functions in Fig. 3.3. 
  At the beginning of the inference the degree of matching between the observation a d 
the rules is determined. Each component of the observation vector is compared tothe same 
component of the antecedent of each rule. Let A* be the n—dimensional observation vector. 
The degree of matching (firing) in thej-th dimension i the i-th rule can be computed as:
wj,i = max{min{A; (xj), Aj,i (xj ) }}(3.1) 
where Ai,i is the membership function of the i-th rule in the j-th dimension. If the obser-
vation isa crisp vector then the above calculation is simpler: incase of state vector x*, the
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Figure 3.2: Fuzzy computing
degree ofmatching in the j-th dimension is: 
= A~,i (x; )(3.2) 
After the degree of matching was calculated in each dimension, the resultant for the whole 
antecedent is determined. The degree of applicability ofa rule is affected by the degree of 
matching of its each dimension. Thus, the firing degree of the i-th rule can be computed by 
taking the minimum value of the degrees of matching of the rule's antecedents: 
Wi = min wj,i(3.3) 
wi shows that how important the role of rule ./3.4 will be in the calculation of the conclusion 
for observation A*. 
  After the degree of firing was determined for each rule, each conclusion is separately 
calculated. This can be made by cutting the consequent fuzzy set of the rule at height wi : 
Bi=min(wi, Bi(y))(3.4)
The conclusion for the whole rule base can be computed by taking the union of the
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previously calculated sub-conclusions:
B* = max Hi* (y)(3.5) 
i=i 
After the inference a B* (y) conclusion fuzzy set was obtained. However, inmost of the cases, 
the expected conclusion is not a fuzzy set, but a crisp value. Hence, the crisp value needs to 
be determined, which describes the conclusion fuzzy set in the best way. This procedure 
is called defuzzification. There are many different defuzzification methods described in the 
literature, in this particular application the Centre of Gravity (COG) method is applied, which 
is one of the most commonly used defuzzification techniques in practical applications. The 
COG method provides a crisp result that can be calculated as follows:
ycoG =
Er('   JyEBz Bi(y)ydy
i1VEBz
Bz (y)dy
(3.6)
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3.2 Neuro Computing
3.2.1 Artificial neuron model 
  The long course of evolution has given the human brain many desirable characteristics 
not present in von Neumann or modern parallel computers. These include 
• Massive parallelism 
  • Distributed representation a d computation 
  • Learning ability 
  • Generalization ability 
  • Adaptivity 
• Inherent contextual information processing 
  • Fault tolerance
• Low energy consumption
It is hoped that devices based.on biological neural networks will possess ome of these 
desirable characteristics. 
  Recently, modern digital computers has outperformed humans in numerical computation 
and related symbol manipulation. However, humans can easily solve complex perceptual 
problems uch as recognizing a man in a crowd from a glimpse of his face in high speed 
comparing to even the world's fastest computer. Why is there such a remarkable difference 
in their performance? The reason behind this is biological neural system architecture is com-
pletely different from the modern parallel computers or von Neumann architecture as shown 
in Table 3.1. This difference affects the type of functions each computational model can 
perform. 
  In order to develop general-purpose intelligent programs, biological inspired neural net-
works or artificial neural networks (ANNs) is implemented. ANNs are parallel computing 
systems consist of a large number of simple processors with many interconnections. ANN 
models try to use some "organizational" principles used in the human brain. 
  As we know the human nervous consists of small unicellular structures called neurons. 
There are 100 billion neurons in the human brain. Neurons are the fundamental units or 
building blocks of a biological nervous ystem. Figure 3.4 show that neuron consisted of 
basic elements uch as dendrite, soma (cell body), synapse and axon.
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Table 3.1: Modern parallel computer versus biological neural system
 Modern parallel corn- •
pater
Biological neural sys-
tem
Processor
Complex
High speed
One or a few
Simple
Low speed
A large number
Memory
Separate from a proces-
sor
Noncontent address-
able
Integrated into proces-
sor
Distributed content ad-
dressable
Computing
Centralized
Sequential
Stored programs
Distributed
Parallel
Self-learning
Reliability Very vulnerable Robust
Expertise Numerical and sym-
bolic manipulations
Perceptual problems
Operating environment
Well-defined
Well-constrained
Poorly defined
Unconstraint
  Dendrites receive signals from other neurons, muscles or sensory organs and carry the 
signals to the soma (cell body). On the other hand soma generates a composite signal based 
on the strength of the signals received from the dendrites. The composite signal is transmitted 
to the synapse through axon. 
  Synapse is similarto a potential barrier which controls the flow of signal from the axon 
of one neuron to the dendrites of other neurons. The transmission of signals from one neuron 
to another at a synapse is a complex chemical process. Basically, a specific chemical called 
 neuro-transmitter is released from the transmitting end of the synapse. When the potential 
barrier is low, the signal from the transmitting end can easily reach the other end of the 
synapse. On the contrary, only a small component of the signal can reach the other end of the 
synapse. Synapse can also control the flow of signal from one neuron to the others. When 
the influence of the synapse tends to activate the post-synaptic neuron, the synapse is called 
excitatory. On the other hand, when the synapse prohibits the passage of signal flow to the 
post-synaptic neuron, the synapse is called inhibitory. 
Based on the biological characteristics of neuron McCulloch and Pitts proposed a ba-
sic model of neuron with a binary threshold unit as a computational model as depicted in 
Fig. 3.5. Here we can see that in this model a neuron is composed of input, output, synaptic 
strength, and activation function. The output of neuron is produced based on activation func-
tion after the summing of inputs. The output of neuron before and after activation function
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Figure 3.4: Biological neuron
can be calculated as follows. 
h = > wjxj — B(3.7) 
j=1 
y = f (h) = f E wS3 — B(3.8) 
i=i 
where x and y are input and output respectively. w is the weight parameter, 61 id the threshold, 
and n is the number of neurons. f depicts the activation function, where basically step, sign, 
logistic, and hyperbolic tangent functions as shown in Fig. 3.6 are often used. 
3.2.2 Network architectures 
  According to theconnection pattern (architecture), ANNs can be divided into two cate-
gories as follows, 
• Feed-forward networks (no loops occur) 
  • Recurrent (or feedback) networks (loops occur) 
  In feed-forward networks, the most common networks is multilayer perceptron. This 
networks are consisted of layers that have unidirectional connections between eurons. For 
other category of this group can be found in Fig. 3.7. 
  Feed-forward networks are static, which means that they produce only one set of output 
values rather than a sequence of values from a given input. This make feed- forward networks
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Figure 3.5: McCulloh-Pitts model of neuron
are memory-less in the sense that their response to an input is independent from the previous 
network state. However, recurrent networks are dynamic systems. When there is a new input 
pattern, the neuron outputs are computed. Because of the feedback characteristic, the inputs 
 to each neuron are then modified, that leads the network to enter a new state.
3.2.3 Single-layer perceptron 
  Perceptron was proposed by Rosenblatt. According to the name, single layer perceptron 
only consist of single neuron with adjustable weight acquired from the learning algorithm. 
Perceptron learning algorithm can be depicted in algorithm 3.1.
Algorithm 3.1 PERCEPTRON ALGORITHM
Step 1: Initialize the weights and threshold to small random numbers. 
Step 2: Generate a pattern vector of (x1, x2, ..., xn)t and evaluate he output of the neuron. 
Step 3: Update the weights based on : 
w3 (t + 1) = wi(t) + i (d — y)x3,(3.9) 
where d is the desired output, t is the iteration number, and i is the learning rate between 
(0,1)
3.2.4 Multilayer perceptron 
  Multilayer perceptron is used when the problem become complex or nonlinier problem. 
Different with single-layer perceptron, the multilayer perceptron is composed of many neu-
3.2. NEURO COMPUTING 51
2
 3
0
-I
 -24- 
 -10
i
3
i
-5  0
 (a) Step function
5
2
a
w 
10 -10
i
i
-5 0 5 
 (b) Sign function
10
2
 0
 -'1
.10-505  I0
(c logistic function(d) Hyperbolic tangent function 
Figure 3.6: Activation ftcnctions
ron in hierarchical structure with one or more hidden layer as shown in Fig 3.8. The number 
of hidden layer is depend on the complexity of the problem itself. Figure 3.9 shows complex 
decision boundary from single-layer perceptron until three layer perceptron. In multilayer 
perceptron sigmoid activation function can be used to make a smooth decision boundary. 
  In multilayer perceptron back-propagation is among the most popular learning algorithm. 
The back-propagation algorithm is a gradient-descent method for minimizing the squared-
error cost function. 
  The back-propagation algorithm can be written as shown in algorithm 3.2
3.2.5 Spiking Neurons 
  Generally, ANN can be divided into pulse-coded and rate-coded neuron models from the 
view point of abstraction [63]. The pulse-coded neuron approximates the dynamics created 
from the ignition phenomenon ofneuron and also simulates propagation mechanism of the 
pulses between neuron. The pulse-coded neuron also known as spiking neuron. One of the 
classical neuronal spiking model is Hodgkin-Huxley model. This model uses four differen-
tial equations. On the other hand, the rate-coded neuron neglects the pulse structure and is 
considered to have higher level of abstraction. The McCulloch-Pitts model of ANN is well 
known as the rate-code model, while perceptron was proposed as a rate coded neural network
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 Algorithm  3.2 BACK-PROPAGATION ALGORITHM
Step 1: Initialize the weights to small random numbers. 
Step 2: Choose randomly input pattern x(A) . 
Step 3: Propagate feed forward signal through network 
Step 4: Compute thdelta 82 in the output layer (oi = yz) using the following equation 
81, = g' (hz) [di --- 0](3.10) 
where h!is the net input to the i-th unit in the L-layer, and g' is the derivative of the 
activation function g. 
Step 5: Compute the deltas for the preceding layers by propagating the errors backwards 
using the following equiation
                  84= g'(hi)wi_ 184+7,(3.11) 
for 1 = (L — 1), ..., 1. 
Step 6: Update the weights using the following equation 
                 w~i =r~8zy~T1(3.12) 
Step 7: Go to the step 2 and repeat for the next pattern until the en-or in the output layer 
below the prespecified threshold or maximum number of iteration is reached.
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[15]. 
  One of the important features of spiking neurons is the capability in conducting temporal 
coding. Spiking neural networks have been implemented in memorizing spatial and temporal 
context. Therefore, spiking neural networks are used to represent he time series of perceptual 
information. In this research the 'modified simple spike response model is used to reduce 
computational cost. 
  Basically, the calculation in spiking neural network is conducted through the following 
steps. 
The membrane potential, orinternal state hi (t) of the i-th neuron at the discrete time t is 
given by:
hi(t) = tanh(h. ' (t) + hief (t) + hrt(t)) (3.13) 
where hr (t) includes the pulse outputs from the other neurons, hire/ (t) is used for rep-
resenting the refractoriness of the neuron, hqxt(t) is the input o the i-th neuron from the 
environment. The hyperbolic tangent function is used to avoid the bursting of neuronal fires. 
The first erm h7 (t) is calculated as follows: 
h~n(t) = 7811 • hi(t — 1) + E wji • PSP(t — 1)(3.14) 
j=1 '.70i 
where rysYn isthe temporal discount rate, wj,i is a weight from the j-th neuron to the i-th 
neuron, ht'SP (t) is the presynaptic a tion potential (PSP) approximately transmitted from 
the j-th neuron at the discrete time t, and N is the number of neurons. When the internal 
state of the i-th neuron reaches the predefined threshold, a pulse is outputted as follows:
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 Figure 3.8: Multilayer perceptran
Output layer
1 ifhz(t) > 0 
p. (t) =(3.15) 
0 otherwise, ' 
                                                                                                                                                                                                                                                     • where0isa threshold for firing. When the neuron is fired, R is subtracted from hzef (t): 
             h(t)=ryref • 1Zzef (t — 1) — R ifpz (t — 1) = 1,3.15                               l~
                      ,yref • hzef (t — ) otherwise, 
where yyref is a discount rate and R > 0. 
  The presynaptic spike output is transmitted to the connected neuron according to PSP 
through the weight connection. The PSP is calculated as follows: 
                 1ifpz (t--1) = 1, 
    p2 (t)=(3.17) 'yPSP•hrSP (t 1) otherwise, 
where yPSP is a discount rate and (0 < 7PSP < 1). Therefore, the postsynaptic action 
potential is excitatory if the weight parameter, wj,i spositive. If the condition hcSP(t" 1)< 
hPSP (t) is satisfied, the weight parameter is wi,z trained based on the temporal Hebbian 
learning rule as follows:
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Wi,i+tanh('ywgt • w3,i + 'wgt •~PSP (~ _ 1) - hPSP (t)) 
where ywgt is a discount rate and ''gt is a learning rate.
(3.18)
3.2.6 Self Organizing Map
  Unlike the previous section, unsupervised learning or sometimes also called clustering 
is used for grouping or segmenting data into subsets or clusters based on similarity [71]. 
Unsupervised learning is performed by using data without any teaching signals [99, 125, 56, 
57]. K-Means and Gaussian mixture model are two of most used clustering method that using 
the all data in the learning phase (batch learning). Meanwhile, Self-Organizing Map (SOM) 
[99], Neural Gas (NG) [125], Growing Cell Structures (GCS) [56], and Growing Neural Gas 
[57] are some well known unsupervised learning methods that use the competitive l arning 
approach. In the next two subsection we will discuss about two unsupervised learning used 
in this thesis which is Self Organizing Map (SOM) and Growing Neural Gas (GNG). 
SOM was developed by professor Kohonen. SOM is a special type of competitive l arn-
ing network that defines a spatial neighborhood for each output unit. SOM is often applied 
for extracting relationship among observed ata, since SOM can learn the hidden topological 
structure from data. Regarding as topological structure xtraction, SOM preserves the rela-
tive distance between the points while conducting mapping. Points that are near each other 
in the input space are mapped to nearby map units in the SOM. The SOM can thus serve as
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a cluster analyzing tool of high-dimensional data. The algorithm of SOM can be written in 
algorithm 3.3.
Algorithm 3.3 SELF-ORGANIZING MAP
 Step 1: Initialize the reference vector mi (0) randomly. 
Step 2: Present the input data x(t). 
Step 3: Select the winning vector of the reference vector using the following equation
c = arg min I lx(t) — mi(t) I I,(3.19) 
where c is the node number of the winning vector, x(t) is the input data at time t, and 
t) reference vector i at time t. 
Step 4: Update the reference vector mi (t) using the following equation 
mi(t + 1) = mi(t) + h0i(t) [x(t) — mi(t)], (3.20) 
where hci(t) is the neighborhood function. An example of neighborhood function can be 
shown as, 
(1) 
                    ~ci(t} =    ta(t)ifiENG        0 otherwise (3.21)
(2)
         h~i(t}= ce(t).exp— 
                        2~2~ Irc(t)riI~,r, E R2 and ri E R2(3.22) 
where r is the node vector, Nc is the neighborhood set, and c(t) is the learning rate. 
Step 5: Repeat steps 2 through 4 until the convergence condition is fulfilled .
3.2.7 Growing Neural Gas
As discussed in the previous ubsection, in SOM the number of nodes and the topolog-
ical structure of the network are designed beforehand [99]. Although NG has the constant 
number of nodes, however its topological structure is updated according to the distribution 
of sample data [125]. On the other hand, GCS and GNG can dynamically change the topo-
logical structure based on the adjacent relation (edge) referring to the ignition frequency of 
the adjacent node according to the error index. GCS does not delete nodes and edges and it 
must consist of k-dimensional simplices whereby k is a positive integer chosen in advance. 
On the other hand, GNG can delete nodes and edges based on the concept of ages [57]. The
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 initial configuration of each network is a k-dimensional simplex, if k = 1 then it is a line, if 
k = 2 then it is a triangle, and if k = 3 then it is a tetrahedron [56]. GCS has been applied 
to construct 3D surface models by triangulation based on 2-dimensional simplex. However, 
because the GCS does not delete nodes and edges, the number of nodes and edges is over 
increasing. Another disadvantage of GCS is that it cannot divide the sample data into several 
segments. GNG can overcome these drawbacks. When applying GNG, the distance criterion 
is used for extracting human motions. The GNG algorithm is described in Algorithm 1. 
The following notations are used in the learning algorithm of GNG [57, 58]: ri is the 3-
dimensional vector of a node (reference vector, ri E R3); v is the 3-dimensional input data, 
calculated from the Kinect data, describes the relative position from shoulder where shoulder 
position is set at (0, 0, 0), A is a set of node indices, Ni is a set of node indices connected to
the i-th node, and aij is the age of the edge between the i-th and the j-th node.
Algorithm 3.4 GNG ALGORITHM
Step 1: Generate wo units at random position, r1, r2 in R3. Initialize the connection set. 
Step 2: Generate an input data v randomly according to p(v) which is the probability 
density function of data v. 
Step 3: Select the nearest unit (winner), si by Eq. (3.23) and the second-nearest unit, s2 
by Eq. (3.24).
sx=argmin Iv — rill 
         iEA 
82 = arg min I J v — ri 
iEA\{s1}
(3.23)
(3.24)
Step 4: If a connection between s1 and s2 does not exist already, create the connection. 
Set the age of the connection between s1 and s2 to zero, a81,82 = 0. 
Step 5: Add the squared istance between the input data and the winner to a local error 
variable (which is initialized as 0): E81 — E51 + [Iv — r81112. 
Step 6: By using the total distance to the input data, update the reference vectors of the 
winner node, si (see Eq. (3.23)) using Eq. (3.25) and its direct opological neighbors using 
Eq. (3.26) by the learning rate m and 7)2, respectively.
r81 ~rs1+ hi, •(v-r51) 
rj-rj +172 •(v -- r3 ) if j E 1V51
(3.25) 
(3.26)
Step 7: Increment the age of all edges emanating from Si:  a81,i a51d + 1 if j E N81 
Step 8: Remove dges with an age larger than a7iax. If this results in units having no more 
emanating edges, remove those units as well.
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Step 9: If the number of input signals generated so far is an integer multiple of a parameter 
A, insert a new unit using the following steps: 
   a. Select he unit q with the maximum accumulated error according to Step 5. 
   b. Add a new unit r to the network and interpolate its reference vector from q and f 
     using Eq. (3.27), where f is that neighbor of q which the largest error has according
to Step 5. 
r7 = 0.5 • (rq + r f) (3.27) 
c. Insert edges connecting the new unit r with units q and f , and remove the original 
edge between q and f . 
d. Decrease the error variables ofq and f by a fraction a: 
Eq +-Eq — a•Eq(3.28) 
Ef+- Ef - a•Ef(3.29) 
e. Interpolate the error variable of r from q and f: 
Er.=0.1•(Eq+Ef)(3.30) 
 Step 9: Decrease the error variables ofall units: 
—3.Ez (Vi EA) (3.31) 
 Step 10: Continue with Step 2 if a stopping criterion is not yet fulfilled. The net size or 
  some performance measure can be used as a stopping criterion.
3.3 Evolutionary Computing 
  Evolutionary computation is a field of simulating evolution on a computer. The evolu-
tionary computation, basically divided into iterative and alternation processes of candidate 
solutions. Historically, the evolutionary computation are divided into three main categories: 
genetic algorithm by J.Holland [104] evolutionary programming by L.Fogel, and evolution 
strategy by H.Schwefel and I.Rechenberg. The optimization process is done by evolutionary 
computation through multi-point search operating on a set of individuals called population. 
Through selection process and genetic operation such as crossover and mutation, individuals 
of the population evolve toward better ones.
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3.3.1 Simple genetic algorithm 
  A genetic algorithm mainly consisted of process of reproduction, recombination, and 
mutation. In genetic algorithm, acandidate solution called individual is encoded into a finite 
string called genotype. Binary coding or gray coding is often used as the genotype space. 
While the search is done in the genotype space, the mapping from genotype space into phe-
notype space is required for evaluating solution. Basically, procedure of simple genetic al-
gorithm can be written as follows,
Algorithm 3.5 Simple genetic algorithm
begin 
Initialization 
while Termination condition = False do 
 Roulette wheel selection 
  Crossover 
 Mutation 
 Evaluation 
end while
One step of iteration in this procedure is called a generation. The initial population is 
randomly generated as candidate solutions (individuals) and each individual is assigned to 
an objective function their fitness. Later, selection method is used for reproducing the fit-
ter individuals. Originally, roulette wheel is used as a fitness-proportionate selection. This 
method selects an individual with the following probability, 
fit(xi)  p
i=n(3.32) 
E fit(xj) 
j=1 
where f it(xi) is the fitness value of the ith individual xi and n denotes the population 
size. Other selection methods include Boltzmann selection, rank selection, and tournament 
selection. In this thesis we used the Boltzman selection, where the selection method is done 
with the following probability, 
                      exp (f it(xiVT)  
      Pi=n(3.33)
E exp ( fit(xi)/T) 
j=1 
  where T is temperature. The selection pressure can be adapted by updating T. One of 
disadvantage of the above stochastic selections is the best individual in a population might 
be eliminated. Therefore, elitism is introduced into a genetic algorithm. Elitist selection is 
used for maintaining the best fitted individual into the next population.
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  In genetic algorithm, crossover generates new individuals by exchanging the substrings 
 between two individuals chosen randomly  from a population.On the other hand, mutation 
changes a string by flipping some of the bits in a string at random. The generated offspring 
are evaluated using a fitness function or simulation-based evaluation. However, sometimes it 
is very difficult to design fitness function, therefore human evaluation can be directly used for 
evaluating candidate solutions. The method using human evaluation is called an interactive 
genetic algorithm. The above process is repeated until the termination condition is satisfied.
3.3.2 Steady State Genetic Algorithm (SSGA) 
  In genetic algorithm there are two reproductive technique, generational reproduction 
model, which is probably the most widely used, and the other is a steady-state reproduc-
tion model. The generational reproduction replaces all the population at once, while the 
steady-state reproduction replaces only a few individuals at once. 
  In steady state reproduction, only a few individuals are replaced during a generation. The 
crossover and mutation are also performed against only a few individuals. In this method, 
there are several methods for selecting an individual to be deleted. Syswerda [195] proposed 
three alternative deletion methods as follows, 
  1. Delete least fitness: deletion of the individual with the least fitness in the population. 
  2. Exponential ranking: The worst individual has some probability, p of being deleted. If 
    it is not selected, then the next to the last also has p chance, and so on. 
  3. Reverse fitness: Each individual has probability of being deleted according to fitness 
     value.
3.3.3 NSGA-II
Nondominated sorting genetic algorithm II (NSGA-II) was proposed by Deb et al. [36]. 
The steps of NSGA-II are as follows: 
  • Step 1: A random initial parent population of N candidate solutions is created (P0). 
• Step 2: In each t generation, from the Pt parent population an offspring population Qt 
    is created by selection, crossover, and mutation operators. 
• Step 3: The combined parent-offspring population, Rt = Pt U Qt is formed with 2N 
individuals. A nondominated sorting algorithm is applied on R.t which results in dif-
    ferent nondominated fronts F1, F2 etc. (See Subsection III-B)
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 • Step 4: On the F1, F2 etc. fronts, another sorting procedure, 
ing is applied. (See Subsection III-C)
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the crowing distance sort-
• Step 5: Based on the results of the previous two sorting procedures, the best N so-
 lutions are selected to form the Pt +7 population. This procedure is repeated in each 
 generations from Step 2.
3.3.3.1 Nondominated sorting 
In problems with two objectives, point I1 dominates point 12, when all fitness functions 
of 12 are not better or lower than Il, and Il is better in at least one of the fitness functions. 
Figure 3.10a shows a minimization problem with two objectives. Equation (3.34) explains 
the mathematical concept of nondominated sorting. 
Il ~12(11 dominates 12) Vi : I < I2 A 3j : < I (3.34) 
  In a multi-objective problem, we may get more than one optimal solution according to
the dominance d finition i  Eq. (3.34). There are some non-comparable solutions which do 
not dominate each other. Those solutions which are not dominated by other solutions are the 
individuals in the so-called Pareto front. The goal of the multi-objective optimization task is 
to find the Pareto front. In NSGA-II, the F1 front is the nondominated front, thus it contains 
the Pareto individuals. F2 contains those individuals which are dominated only by individuals 
in F1 front. F3 contains those individuals which are dominated only by individuals in F1 and 
F2 fronts, etc.
3.3.3.2 Diversity preservation 
The diversity among the non-dominated solutions in NSGA-II is maintained by using the 
procedure of crowding comparison. This method is shown in Fig. 3.1Oa, between points B 
and D. Point D is an individual that is a better choice for removal from the population. If 
we remove point B, a good representative member will be absent in the large range between 
the A and the C individuals. However, by removing point D, the members will still remain 
diverse, because there are other members in the neighborhood of this point. There are good 
crowding distance among individuals A, B. C, and E. 
  Formally, the crowding distance with two objective functions at point i according to 
Fig. 3.1Ob is represented by Eq. (3.35).
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where j = {1, 2} is the ID of objectives; P i  the proportion of the area in which point i 
is included; f3° and fri are the maximum and the minimum value ofthe jth objective n 
one generation, respectively; 1-j+1  and Pr 1 are the jth objective value ofthe neighbors f the 
ith solution. P indicates the crowding distance of point i. Therefore, the chromosome that 
has higher crowding distance value will cover larger area, and therefore it is preferred.
Chapter 4
Robot Development
  In this section, we will explain the robot development that used for implementation of 
the proposed model. We have developed several legged robot in biped and quadruped mode. 
In this chapter, we also will explain our development of locomotion in conventional model 
as the comparison with the proposed model.
4.1 Humanoid Biped Robot
  In the developed humanoid robot, there are 6 joints represent one leg where its kinematic 
analysis and coordinate transformation are represented by Denavit-Harternberg table shown 
in Table 4.1. Those coordinate transformations are calculated by using D-H matrix conven-
tion [391. We create and conducted the experiments incomputer simulation Open Dynamics 
Engine. The robot design in the simulation can be seen in Fig. 5.54b 
                     Table 4.1: Denavit-Haternberg parameters
ith Joint Oi 0,0)  di  ri
1 90° 01 +01a)00 0 0
2 —90° 02 + 02o)90° 0 0
3 00 03+0o) 00 0 30 cm
4 0° 04 + 04n)00 0 30 cm
5 _90° 05 + 0a) 900 0 0
6 90° 06 + 0° 0 0
  The joint structure is designed for supporting the robot to be able to perform omnidirec-
tional movement. In order to suppbrt he proposed algorithm, several sensors are installed to
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Figure 4.1: a) Robot design from front side. b) Robot design from side
 the robot. Those sensors are, inertial sensor, ground touch sensor, and current sensor installer 
in each joint. Although we used computer simulation in the implementation, the measure-
ments we used are possible to be applied in the real robot. From inertial sensor (inertial 
measurement unit), we get the body tilt of robot. Ground touch sensor provides the infor-
mation whether obot feet touch the surface or not. The torque sensor in each joint implies 
the energy required to generate the pose of robot. Those sensors are considered in proposed 
push recovery controller as the control parameters.
4.1.1 Kubota's Simple Humanoid Robot (K-SHuBot)
n this research, we implemented the proposed system into a biped robot with 16 degrees 
of freedom: 4 DoF for hands and 12 DoF for feet. The robot's height is 42 cm and its weight 
is 2 kg. The joint structure of the robot is depicted in Fig. 7.7 and the picture of the robot 
is shown in Fig. 4.2. A mechanical frame from Bioloid Comprehensive Kit [6] was used for 
the mechanical parts of the robot and Dynamixel AX-12 [7] was used as the joint actuator. 
  In the hardware structure, Arduino Due [48] was used as the main controller. The robot 
hardware also utilized iPhone [4] as inertial sensor for feedback sensor and stabilization 
analyzer. The hardware structure is shown in Fig. 4.9. 
  The main controller computed the neural ocomotion process and managed the sensor 
input. In order to conduct communication with the iPhone, the main controller was equipped 
with a Bluetooth low energy device. The iPhone sends the inertial data pitch, roll, and yaw
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to the main controller through the Bluetooth connection. The iPhone is also used as a user 
interface system. 
  Four micro switches are installed in the four corners of the sole and used as ground touch 
 sensors to support our system. Each sensor sends the binary data of "1", when the sensor 
touches the ground and "0" when the sensor does not touch the ground. The picture and the 
structure of the ground sensor are shown in Fig. 4.4.
4.1.2 EEPIS Humanoid Robot Soccer (EROS)
  EROS is stand for EEPIS Robot Soccer. This robot is There are many supporting aspects 
which can influence the balance system when the robot does any motion, especially for robot 
soccer, such as mechanical system and hardware system.
4.1.2.1 Mechanical Structure
  EEPIS Robot Soccer or EROS has 20 degrees of freedom, 12 DoF for foot, 6 DoF for 
both hand and shoulder, and 2 DoF for Head. All of frames made from aluminum material. 
As shown at Fig. 1, we made all of frame use AutoCAD software and then we applied in 
CNC machine. But, for bending material we still did it tnanually, so it has low precision. 
This is still become a problem for robots balancing. All of the size in this soccer robot (the 
wide of feet, the size of arm, the long of feet, etc.), we made it based on the rules of RoboCup 
2013s rules. But, for the feets wide, we exceed it from RoboCup 2012s standards, it is H2/32. 
For the foot size, we also used RoboCup 2012s standards, it is H2130. This robot has 475 
mm height and has 2900 grams weight.
 4.1. HUMANOID  BIPED ROBOT 67
   i~ Y
 • 
T •'f 
 A~ 
2
2
  A
Real DesignMechanical Design 
 Figure  4.5: EEPIS  Robot Soccer 3rd Generation
  All of EROSs hardware is located in center of robot body, including IMU, main con-
troller (Fit PC), sub controller (Arm Cortex M4), and the battery also. The placing of EROSs 
hardware is very important, because it can influence the balancing of robots body. We have 
to ensure that the weight of mechanical robot, both left and right side are balance and have 
point of mass in the center of bodys robot. So that, we made a dynamic model and we applied 
the model of robot easier.
4.1.2.2 Electronic Hardware Structure
We used ARM STM32f407vc as the microcontroller of this robot because it has fre-
quency 168 MHz. If we use this microcontroller, we can access sensor data via USART 
easily. For accessing the data sensor (gyroscope and accelerometer) in sensor controller, we 
used AVR atmega8, so that the sub controller (STM32f407vc) can access sensor data via 
USART easily. In Fig. 2, the hardware system has two controllers; they are namely sub con-
troller and main controller. Sub controller has function to control servo motor controller with 
half duplex serial, and process ensor data that sent by sensor controller. Data of sensor was 
process by sensor controller firstly to eliminate the noise so that the data received by the sub 
controller is a good data. Main controller, has function as a processing image from camera 
and make some artificial intelligent for robot soccer. Main controller sends a command to
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the sub controller to perform a particular motion. For communication between each robot to 
other robot and robot to referee box, we use Wi-Fi communication 2,4 GHz.
4.2 Quadruped Robot
 4.2.1 Kubota's Simple Quadruped Robot (K-SQuBot)
  In this research, we developed a4-legged robot with 12 degrees of freedom, where there 
is 3 degree of freedom (Hip-x, Hip-y, and Knee joint) in each leg. The robot's size is ap-
proximately 30 cm x 18 cm X 20 cm, and its weight is 2 kg. The joint structure of the 
robot is depicted in Fig. 7.7 and the picture of the robot is shown in Fig. 7.8. A mechanical 
frame from Bioloid Comprehensive Kit was used for the mechanical parts of the robot and 
Dynamixel AX-12 was used as the joint actuator. 
  In the hardware structure, Arduino Mega was used as the main controller which only has 
16 MHz processor frequency. For low cost development, he robot hardware also utilized 
iPhone as inertial sensor for feedback sensor and stabilization analyzer in order to change 
the sensor unit. The hardware structure is shown in Fig. 4.9. 
  The main controller computed the neural locomotion process and managed the sensor 
input. In order to conduct communication with the iPhone, the main controller was equipped 
with a Bluetooth low energy device. The iPhone sends the inertial data pitch, roll, and yaw 
to the main controller through the Bluetooth connection. The iPhone is also used as a user 
interface system. Another iPhone function is to be enable remote control to control the walk-
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ing direction and walking speed. In order to detect the ground touch when stepping, four 
load cells are installed in each leg. Each sensor sends the analog signal that represents the 
force value. When the sensor touches the ground, then the impulse signal from load cell is 
received by microcontroller.
4.3 Conventional Model Development
  The aim of this development is to creating the motion generator based on conventional 
model for comparing with proposed alternate model.
4.3.1 Motion Pattern Generation
  Humanoid Robot Development has increased significantly. In locomotion humanoid 
robot, the major problem is in the stability part. Robot should be robust hat the disruption 
from the outside. Robot should be able to run, walk, kick the ball, and play soccer as human 
do. the goal of this research is how to make the stability when single support phase (SSP) the 
condition where robot just has one leg to support he body of robot and make the trajectory 
that adjust the environment surface (synthetic grass). Many methods have been studied in 
the balancing of humanoid locomotion. There are many methods to solve this problem. To 
achieve more robust motion control in these nvironments, he robot must be able to adjust its 
walking state (center of mass motion) and step length to accommodate whatever path plan-
ning approach is used [206, 229, 102, 219]. The goal of this research is make the humanoid 
locomotion that can be adaptive with the environment. One idea is to use the dynamical re-
lationship between the inverted pendulum and the center of gravity (COG) approach. In our 
previous research we used ZMP approach. We combined the angular velocity control and 
pose control. We have proposed the method that controls the trajectory planning through the 
ZMP analyzing and tilt of robot in real-time [176].  The proposed method in this develope-
ment extends the trajectory system as the part of stability system in robot movement. By 
analyzing the ZMP with closed form functions, a simple and direct means to control the 
humanoid ynamics is realized. 
  This development conducted by PENS and Tokyo Metropolitan University. The develop-
ment of humanoid robot has entered the 4rd years, starting in 2010. And we already finished 
developing previous version of EROS: EROS-I in 2010 — 2012 and EROS-II in 2012 — 2014. 
EROS II use open loop system in its motion system. So we can call this robot using "Offline 
pattern generation". This system is suit-able only with one kind of surface. Referring to the 
previous EROS development, the stability of the robot needs to be improved so that the os-
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cillating movement of the robot decreases. Now, we develop the new platform of EROS III. 
The robot is higher than before and heavier than before. In this research we develop the mo-
tion pattern generation using sine, cosine, linear function and 3rd polynomial equation that 
combined with hand learning system to support he stabilization. We analyze the trajectory 
pattern of HUBO robot [96] that was not adaptive with center of gravity condition. So we 
develop the dynamic step trajectory that adaptive with the environment surface condition. 
That uses inverted pendulum approach. We develop the dynamic pattern of trajectory. So, 
robot can suitable with different surface and uneven surface. We can adjust he direction, the 
velocity of steps trajectory. This system is affected by the inclination condition of robot body, 
normal force reaction that caused by foot touches to the ground. To support his system, we 
also design the pressure point sensor which using 4 sensors FSR. This sensor installed in the 
bottom of foot. By using this sensor, we can detect he force reaction and the pressure point.
4.3.1.1 Design of System Control
  In robot EROS there are several sub-controls that support he stability of the EROS move-
ment. It is supported in Cartesian level with changing the Cartesian trajectory and joint angle 
level with changing the angle in several actuators. In the movement system of robot EROS, 
is firstly forming the modeling walking pose. Then the out of walking pose, is forming a
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robot trajectory step by using several equations, uch us sine, cosine, circle equation, as well 
as 3-degree polynomial equation. 
In this system, there is movement control that affecting the trajectory pattern generation 
by regulating changes in speed and direction of motion of the robot. And also influenced 
by dynamic Trajectory control that affect the shape of the trajectory path by looking at the 
center of gravity of the robot. These controls also cut the track conditions when landing 
trajectory detection detect hat foot has touched the ground surface. This system is located 
at Cartesian trajectory level. This pattern will be changed to the form of joint angle level, 
through a process of inverse kinematic. To get 6 Degree of Freedom Inverse Kinematics, we 
use combination between trigonometry equation and Denavit Hartenberg Model. In the joint 
angle level, there are vibration control to reduce vibration ankle due to foot swing and landing 
position control ankle foot position when tread. Both of these controls work interchangeably 
depending on the command of the landing detection. Landing detection system reads the 
pressure sensor placed on the soles of the feet. To support he balancing of robot body, there 
is combining stabilization control (pose control and angular velocity control) that reads the 
tilt of robot body and the angular velocity of the robot body. There is the main controller 
which regulates the incorporation of each control. 
Figure 4.11 shows the schedule activation controller. When robot walking normally uses 
vibration control robot uses controller whose pelvis joint become the actuator, pose control 
and angular velocity control whose ankle joint become the actuator. When landing detection 
active, they are deactivated, changed with landing control. When robot get high force dis-
turbance, robot generate he dynamic trajectory control and do not activate pose control and 
angular velocity control until anding detection active. 
  To increase the stability, we make additionstabilization control. We tried to combine this 
control system with hand reaction learning system. This system compensated hevibration 
and disturbance byusing hand reaction. Robot learns how to use hand for stabilization in the 
movement of humanoid robot. This system uses recurrent eural network backpropagation
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through time and installed gyroscope pitch and roll as the feedback sensor and as input unit in 
robot. We use hand actuator as the response ofaction 071(t) i joint angle level that resulted 
from learning process . From the reaction of output layer, we get the response sensor that 
become the next input in RNN sy (t) . 
dm 
        sy(t) =f (nsy(t)) = fE xi(t)vi~+ E sh(t — 1)nij + b(4.1) 
ih 
                          (Ernyk(t) = f( } =fs3(t)wkj + bk(4 .2) 
3 We have 2 the number of input 1, 4 the number hidden layer m, and 4 the number of output 
layer. We need to learn V, U, and W as the weight among neuron.
6k = (dk — Yk)f(nyk)(4.3) 
8j = E kwki f' (nsi)(4.4) 
where (5.i is error propagation in output node and 8j is error propagation in hidden node. dk is 
the desire output. In this case, the desire output is the condition where robot has can maintain 
the angular velocity of robot become zero.
For BPTT,
W(t + 1) = W(t) + 77s(t)c(4.5) 
V(t + 1) = V(t) + rlx(t)o(4.6) 
V(t+1)=U(t)+rls(t-1)J(4.7) 
the error propagation is done recursively. The updated weight equation can be
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Figure 4.13: (a) Changing movement pattern x-direction (b) Inverted pendulum model
shown in Eqs. (4.5), (4.6), and (4.7).
4.3.1.2 Design of Motion Pattern Generation 
In this section we will explain the motion trajectory that can be changed irectly de-
pending on the robot condition. The pattern mechanical support (servo motor, hardware, 
and mechanical dimension) isrequired to support the locomotion. This system analyzes the 
center of gravity point from robot body based on inverted pendulum approach. Robot will 
position the foot step depend on the location of center of gravity point. 
In Fig. 4.13, the pendulum odel in walking will be shown. The acceleration v will 
be resulted in this model. Inverted pendulum at the vertical direction will be resulting an-
gular acceleration 9=(gIL) sin 9, and angular acceleration  horizontal direction is 
9z = —(v/L) cos 9. Transfer function G(s) was explained in equation 2 and fi is the real 
angle of robot tilt.
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          G(s)=9(s)_ _s2= —s/g(4.8)                   x(s) Ls— g(TLS+ 1) (TLS + 1) 
 In Eq. (4.8), Tr, _/ilg is the constant time. The output ofthis equation got ideal an-
gle when robot walking and becomes the angle reference ofthe pose control. Figure 4.13a 
shows the trajectory changing in x-direction. t -- X0 is the reference trajectory and t — Xl 
is real trajectory after changed. Figure 4.14 shows trajectory planning in x-direction. When 
robot is walking, we define the value of step length (Li_„ f) by using DSP (Double Support 
Phase) center point o become center of gravity reference (Lx _? e f = 2xre f ) . We keep it with 
adjusting the angle body of robot. We will not change the length of step when the center of 
gravity point is in supported area.
g x sirt (Breal )         x
real=vx(4.9) 
Eq. (4.9) shows the real of center of gravity, where Brea/ is the angle of robot ilt and 1) is 
the robot acceleration in horizontal direction that read from IMU sensor. When robot get 
high disturbance, robot will change the length of steps, depend of the condition of robot. S 
is difference between xreai and xre f. When S > Xa or S < X6 robot will change the next 
length of step. This model is also used in z-direction (coronal view). We can see Figure 4.14, 
where 'Yreal isthe angle of robot ilt. Robot will change the value of El and Er when center 
of gravity in z-direction isnot in supported area. We read this condition when the trajectory 
will started and we define all of the dynamic parameters, coronal view and sagittal view.
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Trajectory patterns divided by 3 pattern: trajectory x-direction, trajectory -direction, and 
trajectory z-direction. In x-direction, robot has 2 trajectory equations, .4 for trajectory pelvis 
and for trajectory ankle. 
                                                                                                                                                 • 
              t—t1 1ttl 
        .ta(t) = (L0 + L1) -----——sin a 2ar--------cosa$ — Lo (4.10) 
t2 — t1 27r t2 — tx
3 
4(0=Eai 
z-o
t — tl
t2 ti )2 (4.11)
Eq. (4.11) is 3rd order polynomial, where 40) = -b/2, 4(0) = ab, ;O.) = f /2, 
xp (1) = of.  To get flexibility curve, ai is resulted from Gauss Jordan calculation from 
0 = (t1) and 1 = (t2). 
Figure 4.15 show the trajectory ankle in z-direction that 2 step trajectory, first rajec-
tory equation from ti to 4, when DSP condition, toSSP condition. And second trajectory 
equation from ti to t2, when SSP condition toDSP condition.
Zei (t) =2(Z~[1——St1])(1+A(t))  + Sti (4.12)
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Ze,.(t) =2(—Er[1-~— St,.])(1+ A(t)) St, (4.13)
                          cos 7rif ti <t<to 
        A(t) =~°2z(4.14) 
                         COS7Tt2tift0 L.tCt2 
                                              t2—to 
 Where El is the goal coordinate on the left foot and Er is the goal coordinate on the right 
foot. Stz and Str is the last coordinate in left and right foot. We can adjust i value to get the 
ratio of steps.
                       3t ^ti i 
          ;(t)_Ea, -------(4.15) 
                               i=0t2—t0 
;9(0 ai (t — to  )                                                   (4.16) 
i=0 t2—tfl 
Eqs. (4.15) and (4.16) are the 3rd polynomial equation. I  trajectory pelvis in z-direction, the 
pattern is different with trajectory in x-direction. This pattern has 2 equations i  I step that 
are t1 < t < to and t0 < t < t2. Where in first equation defined z (t2) = 0, 2p(t2) = —a1, 
;(to) = —S,, and z(t0) = 0. And second step is defined ;(t1) = 0, (ti) = —a1, 
4(t0) = —Sy, and .4(t0) = 0. 
  Trajectory in y-direction has several equations for adjusting the high of steps h. In Eqs. 
(4.18) and (4.19), Yx (t) is the trajectory that effected by trajectory x-direction, and Yj, (t) is 
trajectory that effected bytrajectory z-direction. The output of the trajectory in y-direction is 
the calculation between Y.,(t) and Y3, (t)
Y(t) =[2 cosa (2t — tl
t2 — t1)+1j 
 J
(4.17)
Yx(t) = 17(t) cos a8 + 0(t) sin /3 (4.18)
Yy(t) = Y(t) cos ay + (Ze(t) + Sti + Str) sin -y (4.19) 
When the sensor of pressure not grounded until the end of step of time, y-trajectory will 
continue the swing of foot o go down and the other will support the swing of leg to go down. 
System will wait sensor detected the ground first, before :starting the new trajectory. When 
landing detection active, system will stop the trajectory and starting next step trajectory. This 
allows different periods in each step.
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Figure 4.17: Trajectory plan in z-direction when get disturbance
4.3.1.3 Experiments
  In the experimental result, firstly we simulate this system in Matlab. We tried this system 
in normal condition when robot walking with 20 length of stride that can be seen in Fig. 4.17 
and when robot got disturbance from behind that showed in Fig. 4.18. Robot will change the 
trajectory when get disturbance that effected shifting the ZMP out of supported area. This 
system is applied in EEPIS Robot Soccer that has been developed in 3 years. Figure 4.17 
shows the ZMP trajectory when robot walking normally with normal speed of movement, 
without additional disturbance. Arid Fig. 4.18 shows the ZMP trajectory when robot walking 
and get the disturbance from behind. We analyze ZMP by read the inertial measurement unit 
which inside body of robot. When walking normally, ZMP robot inside the supported area 
of foothold. Although there are several ZMP outside the supported area, system not give the 
respond to change the trajectory because the distance between ZMP and supported area is 
slight. In Figure 4.17, the robot walking tends to the right. The position of ZMP is more in 
the right area from local position in robot. We can analyze that the mechanical structure of 
robot is not balance. Right side is heavier than left side. When robot get high disturbance 
from behind, trajectory of robot will change trajectory following the direction of disorder
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force.
  We read trajectory in y-direction 2 conditions, we can compare the differences when 
walking robot get disturbance and without disturbance. Figure 4.19 shows the trajectory z-
direction in normally walking. Robot walks in flat surface. Figure 4.20 is when robot walking 
in uneven surface. Robot can keep stability with dynamic trajectory and dynamic step period. 
Figure 4.21 showed normal walking that has normal surface. By using this system, trajectory 
of robot can suitable in the real condition of robot and can adapt ime start and time finish 
that showed in Fig. 4.22.
This control system can reduce the size of soles of the feet from h2/32 become h2/36. 
This control system will be developed until be able to support the robot that has soles of 
the feet size same as the human have h2/88 until 2050. The walking pattern still doesn't as 
smooth as human walking, because in this robot has limited degree of freedom. so, robot can 
not support all human walking movement. we try to adapt the human movement as similar 
as it can.
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4.3.2 Stability Model
4.3.2.1 Introduction
  Instability is one of the major defects in humanoid robots. Various methods on the sta-
bility and reliability of humanoid robots have been actively studied. Among the research 
challenges pecific to the Humanoid League is maintaining the dynamic stability of the 
bipedal robots while they are walking, running, kicking, and performing other tasks. An-
other example is the coordination of perception (with a human-like limited field of view) 
and locomotion. The humanoid soccer obots must also be robust enough to deal with chal-
lenges from other players. Many of the existing methods for humanoid walking control are 
constrained by the need to regulate foot positions without any consideration for navigation 
of the humanoid within a complex environment. To achieve more robust motion control 
in these environments, the robot must be able to adjust its walking state (center of mass 
motion) and step length to accommodate whatever path planning approach is used [206], 
[219, 54, 220, 21, 92, 189, 190, 204, 93, 120]. 
The goal of the present developement is to provide humanoids with high-mobility, de-
veloping a realtime motion generation method, positively using dynamics of robots. An idea 
is to use the dynamical relationship between the Zero Moment Point (ZMP) and the center 
of gravity (COG). The legged system has a similar dynamics to that of inverted pendulum, 
whose supporting point is equivalently located at the ZMP. We have proposed the method 
that controls the COG of the whole humanoid body system in realtime through the ZMP 
manipulation. The proposed method in the previous developement extends the conventional 
3 Dimensional Linear Inverted Pendulum Model (3D-LIPM) in such a way so that feasibil-
ity of desired motions is considered. By manipulating the ZMP with closed form functions, 
a simple and direct means to control the humanoid ynamics is realized. It is similar with 
the method proposed by Sugihara [189, 190] in the usage of analytical solution of simpli-
fied equation of motion. However, we enable control of CoM (Center of Mass) velocity and
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step lengths directly and independently. We have used this with the implementation f fuzzy 
inference system for walking and turning tap movement and we combine with control of 
 vision system for humanoid soccer using camera [192,  1911  . In soccer, the robot is required 
to be able to perform basic movements for playing football. We applied at RoboCup 2012 
at Mexico and RoboCup 2013 at Netherlands. In this development, we proposed robot basic 
movements hat currently have less speed action. The robot must be able to run fast to catch 
the ball, kickball and get up quickly. We can examine the attitudes of human balance to help 
us understand the problems that arise in balancing a soccer obot. 
  The complexity of the human nerve system generatesa feedback from a variety of sensor 
systems. The use of information consisting of pressure on the foot, given external force, vi-
sual and inertia, the human brain is capable of processing awide range of joint movement and 
structured to maintain stability. The integration between sensors, balance and control systems 
required in order to fit the human body is very difficult. The system design involves counting 
perfect balance and controls are very thorough. The partial implementation f the system of 
the human body balance using the body's control poses and angular velocity control, which 
can reduce the moment of the force generated when suddenly stopping and running.
4.3.2.2 Modeling and Controlling System
4.3.2.2.1 Modeling System Fig. 4.24 shows dynamic model of EROS with its pitch po-
sition and roll position. By using the modeling position shown at Fig. 4.24, the robot can be 
easily controlled. This modeling divided into three parts, there are hands robot, bodys robot, 
and foots robot. Each part has different weight, and has their own elevation angles that has 
been influenced by Inertia Moment (I) of each part, and the Damper (D) has been influenced 
by level of strain of each joint (K). The formula for the transfer kinematic function can be 
seen below:
T1 = [Jls2+(Di + D2)s + (K1 +K2)]91 — [D2s + K2]92 (4.20)
72 = -[D28+K2101 + [.1252+ (D2 -h (K2+K3)102 - [D3S+K3]93 (4.21)
T3 = —[D3s+K3192+ [J352 + (D3 + D4)3 + (K3)]93 (4.22)
Eq. (4.20) is the formula of torsi that needed (Ti) for joint I (91), and Eq. (4.21) is the 
formula of torsi that needed (r1) for joint 2. Eq. (4.22) is the formula of torsi that needed (r1)
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Figure 4.25: Stability system of proposed Robot
for joint 3. If we combined those three formula, it will become Eq. (4.23), by using Gauss 
Jordan elimination, we can get the angles in joint 1, 2, and 3.
 Gi G2 0 
G2 G3 G4 
0 G4 G5
 al 
e2 
93
(4.23)
where: 
 G1 = [Jrs2+ (Di  +D2)s+(Ki+K2)] 
C2 = —[D2s + K2] 
G3 = [J2s2+(D2+D3)5+(K2+K3)] 
G4 = —[D38 K31 
G5 =' [J3s2 + (D3 + D4)s + (K3)] 
  Fig. 4.25 describes the process of EROSs control system mode. The kinematic system 
built by using lookup data table as the result of kinematic pattern counting. 
  The robot uses feedback to support the robot's stability. Angular velocity compensated 
serves to compensate the sway like pendulum that obtain oscillated angular speed. Feedback 
Pose Control serves to maintain the robot's gravity center, so it will always in the stable 
condition when the robot runs. The ground reaction serves to reduce the buffeting feet when 
the robot walks or runs. 
  This development focuses on angular velocity feedback and feedback of pose control. 
For ground reaction is not implemented yet for this robot because there is no supporting 
mechanism or hardware.
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 4.3.2.2.2 Combination Control To gain the balancing, robot must react when it get an 
influence, either internal or external influence, so the attitude behavior has been owned by 
the robot. EROS is implementing Pose Control and Angular Velocity Control. 
  To get the maximal stability level and reduce more vibration disturbance, we combine 2 
internal stabilization i  robot EROS, pose control and angular velocity control. We call them 
Vibration Control. We combine output of them on joint angle level, directly change angle of 
Servo Motor as shown in Fig. 4.26. 
  1) Pose Control: For thisPose Control, robot must maintain the bodys pose for some 
specific position. Robot holds the balancing condition that has been determined before. By 
maintaining the robots position in upright condition, so the robot condition will be more 
stable and it will be a basic of robots system stability to compensate he external influence. 
  Hand is used to compensate actuator for this control. It can be happened by controlling 
the arms angle towards the vertical line that influential to move the heavy-handed point 
towards heavybody point of this robot, so the gravity center will be in safe range. Approach 
center of mass attitude is to keep the center of gravity robot in the desired position in the area 
housed a foothold. By keeping the CoM remains in the footing area, the robot will be in a 
stable position. From Fig. 4.24., We can get some formulas below:
1 r' R = - E mmiri, R =0(4.24) 
                                             i=1 
                    1rnia1sin(92) +m a2 sin(91 +92))      03 = — Sin—(4.25) 
m3a3 
From this equation, we get 03 which the angle between hand and vertical body. We can 
look at Fig. 4.24. This angle is the respond control for pose control. 
  For keeping the inclination body robot, pose control use PID controller. This controller, 
read the real time data from IMU sensor. The output of pose control is addition between 
output of center of mass and output of PID control as shown at Fig. 4.27. When robot in-
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Figure 4.27: PID Control Diagram of Pose Control
cline forward, the robots hand will respond irection to backward and when robot incline 
backward, the robots hand will respond irection to forward. 
  2) Angular Velocity Control: The function of this control reduces the vibration distur-
bance which caused by motion vibration and ground reaction moment. To reach equilibrium, 
the magnitude of the torque on a system has to be zero. If the moment of Inertia has been 
set, then the Angular Velocity Parameter will determine the amount of torque. So, to get 
zero torque, the expected Angular velocity has to be zero. Joint actuator is used as a control 
output by changing the default angel of each joint in robots legs, so that it will not change 
the kinematics of motion in robots system.
E T = 0(4.26) 
T1=EI.w(4.27) 
           T1 =1mia1 +2miCa1+a2)+2rr~1(a1 + a2 + a3} w (4.28) 
    222 
  This control is expected to mitigate and reduce the impulse disturbance that resulted by 
some suddenly stoping and running. From Eq. (4.28), the response output from this control 
is the value of motor torque in ankle. The value of torque is controlled by PD controller. 
This control keeps the angular velocity which by gyroscope sensor stable in zero as shown 
at Fig.4.28.
4.3.2.2.3 Motion modeling in proposed biped robot Robot has been formed by some 
kind of movement, such as: forward movement, turn right, and turn left. Each movement has 
some level of speed from rest to a certain speed that has been set up by the long leg steps. 
To establish the movement speed of the robot, we set the timing period footsteps and set foot 
stride length. The faster the footsteps period, the greater the period of iteration steps starting
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point to the end point measures. The model generates robot's movement step shown in Fig. 
4.29. 
  In each sequence of movements, there are 2 conditions of DSP (Double Support Phase) 
and 2 conditions of SSP (Single Support Phase). At point center of mass in DSP conditions is 
required to be in a position between the two feet. While at CNS, the point of CoM is required 
to be at the central position of the soles of the feet. 
  Fig. 4.30 shows the step length changes when conditions SSP (Single Support Phase). 
When a step length Al is given as an initial condition, at the time of the swing leg is at its 
peak, then the legs will be positioned to move the condition of A2. 
  When robot is activated, the angle join in robot has errors. This is caused backless gear 
in servo motors. So this error resulted in a change in the trajectory path. To reduce this local 
error in each join and to create a form of inverse kinematics in accordance with the desired, 
we use fuzzy algorithm. This fuzzy algorithm just keep the real angle joint suitable with the 
command from inverse kinematics ystem. 
  In this fuzzy control, we divided the error value in 7 membership function, which is 
shown in Fig. 4.31. The output from this control is the angle value which will be added in
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Figure 4.32: Robot body's tilt oscillation Graphics
the current angle join in servo motor. The angle value is got from defuzzyfication method. 
We make a simple system to compensate he backlash problem. So this system does not need 
many script program and does not disturb the main system.
4.3.2.3 Experimental result 
  Scenario testing of this research is done by observing the tilt angle of the robot body 
with units of degrees resulting and angular velocity of the robot body from the movement 
of the robot in real time and single control condition and control condition combination. I  
this experiment, robot walks with normal speed (length of stride 50 mm). On this model 
calculation, we got the set point value of bodys robot angle, itis 8°. On this implementation, 
robot must being stable when it walks with appropriate angle by the set point. 
  By looking at the graph in Fig. 4.32, if we only use the controls pose, the robot has a robot 
body tilt oscillation rate of 5 degrees. Whereas if only using the angular velocity control, the 
robot has a robot body tilt oscillation rate of 6 degrees. By combining the control poses and 
angular velocity control, showed amore stable robot movement by having a low level of 
oscillation. The robot body tilt oscillation rate is 4 degrees. 
  Fig. 4.33 shows the angular velocity values taken from the gyroscope s nsor located on 
the robot body. If we use only the pose control or using the angular velocity control, the 
oscillations ofangular velocity value become larger, where its range is from -25 up to 24 
for pose control and -19 up to 20 for angular velocity control. When we used combination 
control, we can reduce the oscillation of angular velocity.' Its range is reduced from (-25 up
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to 24) to (-17 up to 16). 
  Then, by observing the movement of the robot in each of the speed or stride length 
with units of millimeters (mm) long that steps 0, 15, 30, 50, 70, 90, 105. We analyzed the 
performance of robot movement in each speed level as shown at Table 4.2. 
  On experiment of level speed (stride length), when using combinational control, robot 
capable to walk at higher speeds, at 105 mm length of stride. This speed level can not be 
implemented in only pose control or angular velocity control. Therefore, this experiment 
proves that combinational control effectively control the robot EROS (EEPIS Robot Soccer). 
Robot has stride ability as far as 105 mm. if robot steps by step length exceeding 105 mm, 
robot will fall. The control system can not support servo motor performance and foot length 
to cover that condition. 
We also test the robot movement by some disturbance. When robot walk normally, we 
give force impulse to body of robot. We analyze the tilt of robot body. The result shows in 
Fig 4.34. The sampling time of the robot is 40 msec. On the 15th sampling time, the robot got 
a disruption and it caused the drastic changes on robot's tilt angle, and then robot stabilized 
itself with the control inside it, this needs 28 sampling time (1.12 seconds). To summarize, 
we conclude that this system is effective for increasing the degree of stablility level.
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Figure 4.34: Oscillation graphics when got disruption 
         Table 4.2: Walking Condition
 Stride
Length
(mm)
Walking Condition
Pose Control
Angular Velocity
Control
Combination
Control
0 Stable Stable Stable
15 Stable Stable Stable
30 Stable Stable Stable
50 Stable Stable Stable
70 Stable Stable Stable
90 Fall Stable Stable
105 Fall Fall Stable
Chapter 5
Locomotion Generator Model
  In this chapter, in order to avoid saturation development using conventional model, we 
proposed the new alternative way in locomotion generation model. we show new model 
inspired from neuroscience model, which is called central pattern generation model. The 
several earning models used for optimizing proposed locomotion model will also be shown. 
The aim of this research is for developing the new model of dynamic locomotion generator 
able to generate movement behaviors depending on the environmental condition. There are 
several model developed in this proposed research which have been modified and evoluted 
from previous model in order to achieve desired locomotion behavior generation. In the first 
development, we develop static interconnection structure of neural oscillator as the locomo-
tion generator. After that, develop adaptive interconnection structure which able to change 
the structure depending on the environmental condition. In order to reduce the computational 
cost, we develop efficient neural structure. After that, we design walking speed controller in 
neural based locomotion generator, by changing the interconnection structure. Finally, we 
 developed omni-directional  walking controller using centered lerning strategy.
5.1 Neural Oscillator based Locomotion
  The conventional approach does not represent well human behavior during locomotion. It 
also needs high mathematical complexity to realize the dynamic walking pattern. Therefore, 
we propose locomotion, based on a biological approach, that represents the human behavior 
system, and that can be stable and flexible, depending on the environmental condition. The 
controller system in the brain has been proposed by Roy [164]: this is the basis of how the 
brain controls locomotion. Locomotion models based on a biological approach have been 
proposed by several researchers [86, 84, 196, 136, 142]. Before we applied locomotion in
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 a biped humanoid robot based on the neuro-biological pproach, we studied the locomo-
tion system as adjusted by animal morphologies [51]. Four-legged animal ocomotion has 
been proposed by Ijspeert et al. They control animal ocomotion by using a neural oscilla-
tor and also design the transition mechanism from swimming to walking [86], [84], [85]. 
Locomotion based on the central pattern generation (CPG) approach in four-legged animal 
robots has been applied by several researchers [51]. Furthermore, CPG can also be applied 
for malfunction compensation i  six-legged robots [158]. 
A neural oscillator is also implemented for biped robot locomotion, as proposed by sev-
eral researchers [196, 136, 142, 88]. Taga et al. used coupled neurons for generating the 
oscillated signal to drive the joint. They dealt with a sensory feedback system to adapt to 
the environmental conditions and created amathematical model in order to acquire the feed-
back calculation. Their proposed method is applied in computer simulation [196].  Another 
neuro-model of locomotion is presented by Matos et al., who proposed a CPG approach 
based on phase oscillators for bipedal locomotion [127]. However, the ability to recover the 
disturbance is required. Ishiguro et al. also proposed the concept of a neural oscillator to 
realize two-legged robot locomotion. This model is applied to control a three-dimensional 
biped robot that is intrinsically unstable. They applied a feedback sensor to form dynamic 
locomotion; however, the robot has a limited degree of fr6edom and is applied at simulation 
level only [88]. In 2014, Nassour et al. proposed the locomotion model in the humanoid 
biped robot: they extended the mathematical model of CPG and designed a multi-layered 
neuron connection in order to control various models of walking [142], [141].  Nassour's re-
search as good stability; however, the aim of our research is to improve the stability level of 
walking. In 2010, Park et al. designed a locomotion using an evolutionary optimized CPG. 
They also proposed sensory feedback to support he walking model; however, they did not 
consider a learning system for stability [148]. Other researchers have considered center of 
mass (COM) for their locomotion, based on central pattern generation [79], [149]. They have 
not considered however the stability of the learning system, or control to get various walking 
patterns. 
  In this research, we use a neural oscillator adapted from the human mechanism to gen-
erate locomotion. However, a neural oscillator does not deal with variant movement control. 
We cannot control to get variant walking patterns (length of step and walking direction). 
Therefore, we modify and design a new inter-connection of four neurons: motoric neuron; 
sensoric neuron; command neuron; and gain neuron. In this research, the gain neuron re-
ceives the gain value from the command neuron that represents he energy for driving the 
joint movement. The neuron system is depicted in Figure 5.1. 
  One of our contributions to humanoid robot locomotion is that it is based on a biologi-
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Figure 5.1: Neuron model for locomotion
cal approach. This research as advantages for generating variant motions having different 
lengths of movement and different walking directions. 
Another novelty of our approach is that, while other esearchers have used a single objec-
tive evolutionary algorithm for optimization, we have implemented a multi-objective evolu-
tionary algorithm to determine the value of synapse weight between the motoric neurons. By 
using a multi-objective evolutionary algorithm, we can optimize two objectives at the same 
time: the walking speed and the stabilization for locomotion. Therefore, we can acquire the 
locomotion pattern with the maximum speed and with the best stabilization in its capability. 
  Another novelty of our research is in the stability learning system of locomotion, using 
a RNN to acquire the dynamic synapse weight between the motoric neuron and the sensoric 
neuron. The stability system learns the synapse weight between the sensoric neuron and the 
motoric neuron according to the feedback condition from the environment that can improve 
the robot's capability in stabilization. In order to prove the effectiveness of our system, we 
apply it in ODE simulation [1831 and, in addition, we build a new biped robot.
5.1.1 Locomotion Model
In this section, we explain the architecture of the neural oscillator in the humanoid biped 
robot. First, we explain the structure in one joint angle. Then, the detailed inter-connected 
structure of the neuron will be explained. In one joint, there are three kinds of neuron: the 
motoric neuron that generates the rhythmic signal; the sensoric neuron that transmits the
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feedback signal to the motoric neuron; and the command neuron that controls the gain of 
signal output from the coupled neuron. The neuron model is illustrated in Fig. 5.1. 
  In this section we emphasize how the locomotion pattern is formed by optimizing the 
weight synapse between the motoric neurons.
 5.1.1.1 Neural  Oscillator
  The basic neural oscillator has been proposed previously by several researchers [130, 
129, 161]. This model is generated by mutual inhibition between certain neurons. Each neu-
ron also acquires adaptation signal input. The rhythmic signal activity generated by the neu-
ral oscillator consists of two tonically excited neurons with the self-inhibition effect linked 
reciprocally via an inhibitory connection. Matsuoka discusses various aspects of frequency 
and pattern control: we can also generate different rhythm patterns by modifying parame-
ters [130, 129]. Rowat et al. proposed a coupled neural oscillator with self-rhythmic gen-
eration ability. In this model, each neuron generates the signal to its pair. He divided the 
behavior pattern into six different types of neural oscillator [161]. 
                                              Our neuron architecture model uses the neural oscillatorproposed by Matsuokaasthe 
basic element of the locomotion generator. Its mathematical formulation (which has been 
modified) is presented in Eq. (5.65), (5.66), (5.67).
5.1.1.2 Inter-connection Model
  The inter-connection of multi-neurons influences the pattern of the rhythmic signal. 
Lakany et al. previously presented and analyzed the walking pattern in humans by using 3D 
motion equipment based on infrared reflective markers. They showed the joint trajectory of 
hip, knee, and ankle in human walking [107].  We designed the inter-connection model by an-
alyzing the human walking pattern. Matsuoka presented several combined inter-connections 
of multi-neurons in a neural oscillator [130, 1291. Some inter-connections are suitable in hu-
man locomotion. The neuro-connection in our model has four motoric neurons for the main 
pattern to generate the rhythmic signal. Other neurons follow the main rhythmic signal. In 
our model, depicted in Fig. 5.2, the motoric neuron receives two different ypes of sensory 
information: proprioceptive and exteroceptive information. The external input formula is ex-
tended to support he dynamical oscillator. 
In order to realize multi-sensor integration, we design the sensoric neurons as the feed-
back sensor connected to the certain motoric neuron. weight values that represent the 
effects of the feedback sensor to each motoric neuron are determined by using the RNN 
model. We have three weights in the sensoric neurons: y(].) represents he influence of the
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inclination sensor; y(2) represents he influence of the angular velocity sensor; y(3) is the 
weight value representing the influence of the ground sensor to each neuron placed on the 
sole of each foot. These weight parameters esult from the stability learning system and are 
optimized in real time. If there are some impulses from the feedback sensor, then the neural 
oscillator computed in Eq. (5.26), (5.65), (5.66), (5.67) receives the influence signal. There-
fore, the joint angle generated by the neural oscillator is changed. In Fig. 5.2, p, represents he 
negative or positive signal, depending on the connection information in Table 6.3. A detailed 
explanation of the sensor connection will be provided in the next subsection.
m 
Ds = E y(k3) scp} y(2) s(a) +y(1) s(t) (5.1) 
k=1 
TZGi = (uo — ui — wij yj — bvi — Ds)T f (5.2) 
=1 
(yi — vi)T f(5.3) 
yi = max(ui, 0)(5.4) 
where ui, yi, and vi are the inner state, output value, and a variable that represents the adap-
tation value or the self-inhibition effect of the ith neuron; bis the rate of the adaptation value. 
The external input for coupled neurons, which has a constant rate, is denoted by uo. The time 
constant of the inner state and the adaptation effect in the neuron are represented by 7 and 
r', respectively. In Eq. (5.65), wij represents the strength ofthe inhibitory effect between the 
motoric neurons that is optimized offline; Erii 1 wijyj represents the total of the signal input 
from the neuron. In Eq. (5.65) and (5.66), Tf is used for controlling the frequency ofoscilla-
tion. By manipulating the inhibitory effect, the inner state time, the external effect, and the
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inter-connection structure, we can produce and generate different rhythmic patterns.
 In Eq. (5.26), D3 is the feedback value from the sensoric neuron; .5,73)  ,   s(a), and 8(t3 rep-
resent he output value from the touch ground sensoric neuron in node k, from the angular 
velocity sensoric neuron, and from the tilt sensoric neuron, respectively. Notation m repre-
sents the number of touch sensors. In this research, we have eight touch sensors: four nodes 
on the sole of each foot. In Eq. (5.5), the angle of the joint is formed by mutual inhibition 
of two neurons, y2n and y2n+1, influenced by the signals,udi? and from from the command 
neuron computed in Eq. (5.6), where 12dir and Iigain are parameters for the direction that in-
fluences the hip-z joint (n =11; 12) and the length of step that influences the hip-x, knee, and 
ankle-x joints (n =1; 2; 3; 4; 7; 8), respectively. In order to control the locomotion pattern on 
a sloping surface, we control the parameter19 which is a special parameter for the angle 
of ankle-y computed in Eq. (5.7).
e . = (Y2n — Y2n+1) Ha/ + Qr1 (5.5)
'in=
 ,ug,,,„ if n = {1, 2,3,4,7, 8} 
IPdir if n = {11,12} 
                1 otherwise
(5.6) 
n
   {19slope  'i=D
if n = {9, 1O} 
otherwise
(5.7)
  Equations (5.65) and (5.66) were calculated using the Runge-Kutta-Gill method [200]. 
As seen in Eq. (5.67), the inner state outputs were defined as positive numbers. Two coupled 
neurons (flexor and extensor) epresent one joint system. The robot in this model, with two 
legs and two hands, has 16 degrees of freedom (DoF): each leg has six joints and each hand 
has two joints. There are three joints in the hip position: the hip-x joint is rotational in the 
x-axis; the hip-y joint is rotational in the y-axis; and the hip-z joint is rotational in the z-axis. 
There is one joint at the knee. Furthermore, there are two joints at the ankle: the ankle-x joint 
is rotational in the x-axis and the ankle-y joint is rotational in the y-axis.
9~ n ~
en 
 _71 
0
if-7r<e <a 
if e7, —71 
otherwise
(5.8)
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9!_ 
 n
-7r/2 
7r/2
 if —7/2 < en,  < 
if 8 < --7r/2 
otherwise
(5.9)
                On(t) = 9n1(t)if joint knee(5.10) 
9 (t) otherwise 
There are some limitations ineach joint, computed by Eqs. (5.42) ,(5.43), (5.68), where 
n is the joint number and Ori2 is the notation for the knee joint. In the inter-connection between 
the motoric neurons, there are server neurons and client neurons. The server neurons El, E2, 
E3, E4 generate he main signal to the client neurons. The server neurons are located at hip-x 
and at the knee joint. In order to optimize and to summarize the weights of the synapses, we 
divided the weight synapse groups into seven clusters depending on the muscular system of 
the human leg. Those clusters represent the genes in the evolutionary process, as shown in 
Table 5.1. The weights in the same cluster have the same value. The detailed inter-connection 
model of the motoric neurons is illustrated in Fig. 5.3.
Table 5.1: Clusters of Weights in the Optimization
Cluster Weight connection parameter
Si
82
S3 
84
85
S6
87
wi,j where {i; j} : 
{1; 21,12; 11, {3; 4}, {4; 3}, {5; 6}, {6; 5}, {7; 8}, {8; 7}, 
{9; 10}, {10; 9}, {11; 12},  {12;11}, {13; 14},  {14;13}, 
{15;16},{16;15},{17;18},{18;17},{19;20},{20;19}, 
{21; 22}, {22; 21}, {23; 24}, {24; 23}, {25; 26}, {26; 25}, 
{27; 28}, {28; 27}, {29; 30}, {30; 29}, {31; 32}. 
wi j where {i; j1 : 
{1; 3}, {3; 5}, {5; 7}, {7; 1} 
wi,j where {i; j} : {1; 3}, {5; 7} 
?yid where {i; j} : 
{2;14},{1;13},{4;14},{3;13},{5;15}, 
{6;16}, {7; 15}, {8; 16} 
?A.; where {i;j}: 
{1; 9}, {1; 18}, {1; 11}, {1; 20}, {3; 9}, {3; 11}, {3; 18}, 
{3; 20}, {5; 10}, {5; 17}, {5; 12}, {5; 19}, {7; 10}, {7; 12} 
{7; 17}, {7; 19} 
where {i; j} : 
{1; 28}, {2; 27}, {5; 32}, {6; 31} 
w. where {i; j} : 
{9; 26}, {10; 25}, {11; 30}, {12; 29}
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Figure 5.3: Inter-connection model of the motoric neurons
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5.1.1.3 Synapse Optimization
 In this section, we will explain the optimization  algorithm to acquire synapse weights 
for the locomotion pattern. Synapse weights represent the strength of the neurotransmitter 
that transmits the electrical signal from one neuron to the other neurons. There are many 
methods to optimize the synapse weights in the inter-connected system of neural oscillators. 
Many researchers have applied an evolutionary algorithm for optimizing their locomotion 
system based on a neural oscillator [79, 149, 22, 87, 31, 157]. An evolutionary algorithm 
is used by Baydin to determine the value of synapse weights and locomotion parameters: 
he ignored the stability effect in his model and realized 2-D biped robot locomotion [22]. 
Inada et al. also applied an evolutionary algorithm in searching for the parameter of central 
pattern generation in their bipedal robot locomotion model [87]. Hong et al. applied two-
phase evolutionary programming [79, 149]. Chernova et al. used an evolutionary algorithm 
for gait learning in a four-legged robot [31]. 
  In our research, we use an evolutionary algorithm to find the best value of synapse 
weights that represent the value of effect in the inter-connection between the motoric neu-
rons. One individual contains seven genes representing the seven weight values, from Si 
to 87 in Table 5.1. The weight values presented in Table 5.1 correspond to Fig. 5.3; there-
fore, the weights in Table 5.1 are the weights between the neurons in Fig. 5.3. Each neu-
ron in Fig. 5.3 has an ID: Table 5.1 should be understood based on these IDs. For exam-
ple, the weight between neuron 2 and neuron 27 is the weight between the F1 and E14 
neurons in Fig. 5.3. This weight belongs to the group S6. The weights in one group are 
equal to each other: thus, as we have seven groups, there are seven different weight val-
ues. This inter-connection model. is created empirically with basic inter-connection model 
analysis [130, 129] and some preliminary tests.
5.1.1.4 Single Objective Evolutionary Algorithm
In this research, the optimization process was conducted to find the value of effect be-
tween neurons. There are many methods for parameters optimization. In this research, multi-
objective optimization is used since we have three objective optimization problems. For solv-
ing multi-objective optimization problems, there are two main methods: Pareto front and 
weighting factor. One of the main drawbacks of these methods is choosing the most appro-
priate value of weighting factors. The development of locomotion based on neural oscillator 
implies the optimization of the oscillation of body tilta-(minimization) in pitch and roll di- 
rection, the change rate of walking direction (minimization) for maintaining the go straight 
movement, and the velocity of movement (maximization). In order to acquire the mini-
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Figure 5.4: Chromosome ofan individual
 mization value represent by v, we used the remaining parameter of velocity, which can not 
be reached by robot walking in certain time. In the optimization case, we calculated the ab-
solute average value of body tilt in pitch and roll direction, which was computed using Eqs. 
(6.1), (5.33) and the velocity of robot walking was computed using Eq. (5.15). The weight 
among neuron should be determined to acquire the desired velocity with minimum oscilla-
tion of body tilt. In order to acquire the fitness evaluation computed by Eq. (5.56), we run 
the robot in ODE and analyze the output of sensor.
a(t, wij) : IR1(5.11) 
L(t, wij), x(t), y(t) : B.(5.12) 
In Equations (5.31), the body tilt (a) is normalized inabsolute value. And in Eq. (5.32), 
L, x, y are the real number represented the length of movement in both x-axis, and y-axis 
respectively. These parameters were acquired in a time sampling during simulation process 
in ODE.
T                  5-pitch(wij) = (11T) L t_0 Cipitch(t(5.13) 
                                       T 
                   Q'rodt (wi.7)_(11 T)~t=Oarodl (t,wij)(5.14) 
             T1(wij}= (1/T) ET d L(t,wij,x(t),y(t))(5.15) 
                                 t=odt
f a = arg min a(apitche1 + a-,•o11 2 + VE3)(5.16) 
w„ 
  We implemented steady state genetic algorithm (SSGA) for optimizing the value of 
weight among neuron (wij). In SSGA, there is one individual that inserted to the new popu-
lation in one generation. We used weighting factor in order to optimize multi-objective prob-
lems. E1, E2, E3 are the weight coefficients for tilt oscillation in pitch direction, roll direction, 
and for walking velocity respectively. In SSGA process, first we select he parent from initial 
generation; second we create the new individual by using mutation and crossover process. 
After that we evaluate the new individual by using fitness calculation computed in Eq. (5.56). 
  In SSGA, the chromosome ofthe individual is composed of the weight parameters among 
neuron. Each parameter in represented by one gene. Since we have seven parts of weights,
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 thus one individual has seven genes represented in Fig. 5.4. Each gene has minimum (h,nin) 
and maximum value (hma). The detail of mutation and crossover process was explained in 
our previous research [1771.
5.1.1.5 Multi-objective Evolutionary Algorithm
  While current models have used a single objective evolutionary algorithm in neuro-
locomotion, we use a multi-objective genetic algorithm in relation to two objectives.
St (t, wi3 ) : I R (5.17)
,e(t, wii); x(t); y(t) : R (5.18) 
  Our aim is to minimize the fitness functions at the same time: minimization f tilt body 
St and minimization ofthe remaining distance from target of walking length C. The value 
of tilt body oscillation represents the stability of movement. If the robot locomotion has low 
oscillation, it implies good stabilization. Our goal is to realize alocomotion pattern that has 
good stabilization. The remaining distance r presents the speed of the robot walking. If the 
robot has a high value in the remaining distance, the robot has a low speed in walking. Our 
other goal is to realize a locomotion pattern with maximum possible speed. Therefore, our 
objectives are to acquire locomotion that has good stabilization a d a high walking speed. 
In Eq. (5.17), St(t, w1) is tilt oscillation that has absolute value. In Eq. (5.18), f(t, w~3 ) is 
the resultant value of x(t) and y(t) in each time sampling. The e(t, wi3), x(t), y(t) notations 
were defined as real numbers.
                    St(w.u) =~,x--NSt(t, wii)(5.19) 
t=o 
               v(10i3) =r—~~t, wii,x(t), y(t)(5.20) 
                                t=a~t 
wjja = arg min aSt(5.21) 
wij 
wia a = arg min av(5.22) 
  The fitness is computed by Eqs. (5.19), (5.34), (5.56), (5.57). In Eq. (5.34), T is the 
desired length of the robot movement and T is the maximum time sampling. All sensory 
data in the optimization are based on the data resulting from ODE computer simulation.
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  In the multi-objective volutionary algorithm, we need fast non-dominated sorting and 
good spread of individuals in the Pareto front. Therefore, we apply the NSGA-II algorithm 
 proposed by Deb et al. [36] for optimizing the robot locomotion. Several researchers have 
used NSGA-II for high computational problems. This evolutionary algorithm applies fast 
non-dominated sorting and diversity preservation. 
  In fast non-dominated sorting, the solutions within one population are compared in order 
to acquire the first non-dominated front. For one generation, this sorting algorithm requires 
O(MN2) computational complexity, where N is the population size and M is the number 
of objectives. In the case of multi-objective algorithms, the optimal solutions (the solutions 
in the so-called Pareto front) consider more than one objective. Sometimes, solution 'A' is 
better than solution 'B' in one objective function, but in other objective function solution 
`B' is better than solution 'A'. We may acquire more than one solution in multi-objective 
problems. 
  In diversity preservation, thegoal is to acquire a good spread of the solutions inthe Pareto 
front. Our aim is to have good diversity of the solutions in order to acquire variant patterns of
walking. In NSGA-II, the density and crowding of solutions inthe Pareto front is considered 
for diversity preservation: these are described by density estimation a d the crowded com-
parison operator. Inorder to acquire density of solutions, average distance calculation oftwo 
points is required. The computational complexity ofthis method isO(M • N • log N), where 
M is the number of independent sortings and N is the number of solutions. The selection 
process for individuals i based on the crowded comparison perator [36]. 
  Some researchers have successfully applied NSGA-II for multi-objective prob-
lems [138], [110], [90]. In our problem, we evaluate wo objectives, based on the sensory 
feedback from the computer simulation explained above. The details of the parameters will 
be explained inSection 5.1.3.
5.1.2 Experimental Result using Single Objective Model
  We designed the robot by using computer simulation ODE adapting the rules of RoboCup 
2015. Parameter properties from EROS robot were inserted in simulation robot as shown in 
Table 5.2. We conducted the experiment gradually as follow; first, optimizing the weight 
among neuron (we) to acquire the walking locomotion pattern; second, optimization for in-
creasing the stability in locomotion. In order to find the pattern of trajectory, we observed 
the signals generated from many combinations of interconnection i  server neuron intro-
duced by Matsuoka. After the best pattern of locomotion was determined, we optimize the 
synapse weight among neurons. SSGA algorithm was applied that use speed of walking (v)
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and tilt sensor (a) as the objective function. The parameters used for weight among neuron 
optimization was tabulated in Table 5.3. 
  In this experiment, we acquire the fitness diagram from SSGA process that shown in Fig. 
5.5 resulted from two objective values (Speed and Stabilization). The fitness total decreased 
significantly until 50-th generation. Stability fitness and speed fitness also decreased, which 
implied the oscillation data in pitch and roll direction to become smaller and the speed be-
come higher. The good pattern locomotion were reach in 50-th generation. We finished the 
generation until 500-th generation. The locomotion system takes one individual (S I-S7 = 
1.546, 1.230, 1.901, 1,676, 2.158, 1.390, 1.120) as the best individual in SSGA, and then 
become the parameter inrobot. Next, we analyzed the signal resulted from coupled motoric 
neuron. 
  By using evolutionary algorithm, walking pattern based on neural oscillator can be
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Table 5.2: Robot specification
Parameter Description
Degree of free-
dom 
 Height, weight 
Sensors
18 degree of freedom 
600 mm, 3000 gram 
4 ground detection sensors in each leg 
Tilt sensor and angular velocity sensor
Table 5.3: Parameters of SSGA
Parameter value
Population size 
Num. of genera-
tions 
Num. of Objec-
tives 
Chromosome 
Evaluation time 
Ei, e2, E3
16 individuals 
500 generations 
2 objectives: peed and stabilization 
7 real number 
9 second 
0.3, 0.3, 0.7
formed. However, since the stability level resulted from evolutionary computation was 
strong enough to cover outside disturbances, the stability system is required to solve 
problem.
not 
this
5.1.3 Experimental Result using Multi Objective Model 
This section presents the experimental results of the proposed model. Here, the experi-
ments are divided into two parts: simulation conducted by ODE and the real robot experi-
ment. 
  In order to show the effectiveness of the proposed model, several types of experiment 
were conducted on the real robot: different steps for walking, different directions for walking, 
and on a sloping surface. The neural oscillator's parameters r; Ti; T f were set as 12.0; 1.2; 
1.0 respectively, and we also set b as 2.5 and u0 as 1. In this experiment, the time cycle is 
0.01 seconds.
5.1.3.1 Simulation Experiment 
  In the simulation, we constructed the simulation robot system based on the real robot 
properties explained in Table 5.4. At the beginning of the experiment, he weight synapse 
was optimized using a multi-objective evolutionary algorithm. The acquired optimum weight
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parameters were used in the next simulation experiment, as well as in the real robot exper-
iments. Furthermore, we implemented the stability system in the robot simulation. In addi-
tion, we conducted analysis of the relationship between the output of the gain neuron, the 
feedback from the sensoric neuron, and the timing of the locomotion.
Table 5.4: Real Robot Properties Corresponding to the Robot Simulation
Part Length Weight
Leg 1 (from knee to ankle) 
Leg 2 (frorri hip to ankle) 
Body 
Top elbow 
Bottom elbow
98mm 
98mm 
130mm 
85mm 
85mm
0.25 kg 
0.2 kg 
0.6 kg 
0.18 kg 
0.18 kg
5.1.3.1.1 Experiment for optimizing weight synapse In order to acquire the best lo-
comotion pattern based on neural oscillation, we optimized the weight between the mo-
toric neurons by using a multi-objective e olutionary lgorithm. The parameters used in this 
method can be seen in Table 5.15, while the gain parameter (itgain) was defined as 1.0 and 
the direction parameter ( tdb.) was defined as 0. The applied parameter s tting provided us 
with a good solution. Figure 5.45 shows the simulation process when the robot was walking. 
  For the optimization method, we ran the NSGA-II with 32 individuals and with 64 indi-
viduals. The training process took nine hours for 32 individuals and 17 hours and 50 minutes 
for 64 individuals. However, the evolutionary operations took only 0.832 seconds and 1.17
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Table 5.5: NSGA-II Parameters
Parameter Exp. 1, Exp. 2
  Population size 
Number of generations 
Number of objectives
Chromosome
Crossover & Mutation prob.
Time evaluation
32 indv., and 64 indv. 
100 gen., 100 gen. 
2 obj. Speed and Stabiliza-
tion: 
7 real numbers 
0.3, 0.3 
10 second
seconds, because the training time was spent much more on the evaluation process, which 
applies real time simulation in ODE. As the result, we acquired the Pareto front as depicted 
in Fig. 5.8. We may choose more than one solution from the Pareto front. We choose the 
solution that has a good compromise between the first objective and the second objective. 
Therefore, we can acquire the parameters elated to fast walking with good stabilization. 
  From the Pareto front produced by the optimization process, four solutions were cho-
sen as the result of the evolutionary algorithm process. Therefore, we have four different 
combinations of synapse weights in neural locomotion: Si -- 87 = { 1.246, 1.703, 1.415, 
0.762, 1.117, 2.436, 1.540} as the first solution; S1 — S7 = {1.246, 1.703, 1.415, 0.762, 
1.117, 2.436, 1.540} as the second solution: Si — S7 - {1.246, 1.703, 1.415, 0.762, 1.117, 
2.436, 1.440} as the third solution; and Si — 87 = {1.534, 1.430, 1.415, 1.362, 1.717, 1.436, 
1.670} as the fourth solution. We ran the robot using these parameters, and analyzed the data 
oscillation (angular velocity data and tilt angle oscillation). The oscillation data of the first, 
second, and fourth solutions are better than those of the third solution. The third solution had 
higher oscillation than all other parameter solutions. 
  This multi-objective computation cansolve the two problems of walking speed and sta-
bility in one optimization process. In this system, for reducing the computational time, the 
clustering ofweight parameters was used to reduce the number of genes in the individuals. 
Comparing toprevious research, Baydin [22] covers only five degrees offreedom, while our 
system can cover 16 degrees offreedom of the humanoid robot. Not only can the evolution-
ary computation in our robot form the walking pattern, but it can also consider the stability 
of the robot. However, since the stability level resulted from evolutionary computation, it is 
not strong enough to support a long step; thus, the stability learning system is required to 
solve this problem. 
  In conclusion, this experiment shows the advantages of using a multi-objective evolu-
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tionary algorithm to acquire the best speed in robot capability and minimal oscillation.
5.1.3.1.2 Experiment for variant locomotion We conducted this experiment in order 
to show the effectiveness of the locomotion with different lengths of step and different di-
rections of walking. In order to acquire the variant length of step, we manipulated the gain 
 parameter (pvain, ) from 0.6 to 1.2. The output result for the neural oscillator in this exper-
iment can be seen in Fig. 5.9. We ran the robot with Gain = 0.6 in time sampling 1-400, 
Gain = 0.7 in time sampling 401-800, Gain = 0.8 in time sampling 801-1200, Gain = 0.9 in 
time sampling 1201-1600, Gain = 1.0 in time sampling 1601-2000, and Gain = 0.9 in time 
sampling 2001- 2400. The tracking movement of the robot torso in this experiment is shown 
in a two-dimensional map in Fig. 5.10. 
In the other experiment related to variant locomotion, we manipulated the direction pa-
rameter (,udir) that represents the direction of walking. We set he direction parameter 0.09 in 
time sampling 1--800, -0.09 in time sampling 801-1600, .15 in time sampling 1601-2400, 
and -0.15 in time sampling 2401--3200. The result of this experiment is depicted inFig. 5.11, 
showing the changing signal of the neural oscillator in hip-z joint. We also tracked the walk-
ing movement i  a two-dimensional space (Fig. 5.12). When the direction parameter value 
increased, then the degree of turning also increased. 
  In conclusion, this experiment proves that biped robot locomotion can be manipulated 
into variant direction and speed of walking. Other esearchers have not considered control-
ling variant walking speed and direction.
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5.1.3.2 Application in Real Robot
  We divided the real robot experiment into several processes. First, we ran the robot with 
different lengths of step by manipulating the gain parameter in order to implement various 
 models of walking. When the value of gain increased, the length of step became longer. The 
experimental result from manipulating the value of gain is shown in Fig. 5.13 
  In the next experiment, we manipulated the direction parameter that represents he walk-
ing direction of the robot. By manipulating the direction parameter, we can adjust he direc-
tion of robot walking. When the direction was defined as "0", the robot walked in a straight 
direction. When the direction parameter was defined as greater than "0", the robot walked 
to the right. The robot walked to the left when the direction parameter was defined as less 
than "0". The results of this experiment are illustrated in Fig. 5.14. The variant walking di-
rection and variant walking speed is a novelty in our approach, since other researchers did 
not consider it [142], [127], [118]. 
5.1.3.2.1 Experiment in slope terrain In order to emphasize the capability of the pro-
posed locomotion system, we conducted an experiment in which the robot walked on a slope 
(Figs. 5.15a and 5.15b). In the first experiment, the surface has a 10° tilt angle with horizontal 
direction. In this experiment, he locomotion generator parameters were adjusted according 
to the angle of the slope. Here, we changed the default angle of ankle-x joint (98i0pe =0.1). In 
the second experiment, he surface has a 14° tilt angle with horizontal direction, with slope 
ankle joint 0.14 (Vszop, =0.14). Figure 5.16 shows the output for the joint angle in different 
slope terrains. There is a different joint angle in ankle-x in each slope terrain. 
While the proposed locomotion in [142] enables walking on a slope surface with 11° tilt 
angle with horizontal direction and the method in [118] enables walking on a slope surface 
with 10° tilt angle with horizontal direction, our proposed locomotion can be implemented 
on a slope surface with 14° tilt angle with horizontal direction.
5.1.4 Discussion
This research presented a new locomotion model by modifying the basic model of a neu-
ral oscillator. The locomotion model in this research consists of four types of neurons: 1) 
motoric neurons; 2) sensoric neurons; 3) command neurons; and 4) gain neurons. A multi-
objective volutionary algorithm was used effectively to construct the locomotion pattern by 
manipulating the weight of synapse between the motoric neurons. Based on the result from 
the evolutionary algorithm, the model acquired the optimum solution as the fastest walking 
speed of the robot, according toits capability, with low inertial oscillation.
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In the proposed locomotion model, the control system for walking speed and walking 
direction was solved by determin- ing the parameter of the command neuron signal trans-
mitted, as in our brain, to the gain neuron. The output from the coupled neuron oscillator is 
controlled by the gain neuron, depending on the signal from the command neuron. In the real 
robot experiment, various walking directions and walk- ing speeds were implemented as the 
result of the proposed system. 
  This research also presented a new stability model that sup- ports the locomotion sys-
tem. The inertial sensor and ground touch sensor were installed to acquire the value of the 
sensoric neuron. We determined the synapse weight between the sensoric neuron and the 
motoric neuron dynamically by using RNN. In the experiment, the synapse weight between 
the sensoric neuron and the motoric neuron can be dynami- cally changed, depending on 
the environmental condition. The proposed model is proven to be effectively implemented 
for supporting locomotion, based on a Poincare phase diagram. In the diagram, the circular 
graphic was stable near the periodic orbit. 
  verall, this locomotion model was able to be implemented for dynamical locomotion. 
As for future work, we are going'-to design a passive dynamic control model for a stability 
system that supports a small sole of foot and has lower computational cost.
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5.2 Neural Oscillator based Locomotion (Quadruped
robot)
  Robotics technology, especially animal robot technology has increased rapidly in the 
world. In Japan, animal robots have a big demand especially from elderly people that need 
 robot to accompany them in their daily activity. In the dynamic locomotion of animal robot, 
it is required to move in complex environments. In that way the robot can accompany elderly 
people in any environment. The interactions have mainly been in one direction, with robots 
taking inspiration from biology in terms of morphologies, modes of locomotion, and/or con-
trol mechanisms. In particular, many robot structures are directly inspired by animal mor-
phologies, from snake robots, quadruped robots, to humanoid robots [86, 84, 85]. 
  There are many methods to develop the locomotion in animal robot. Some researchers 
used physical approach and some researcher used biological approach to design the dynamic 
generation of rhythmic motion. Few researchers used central pattern generation (CPG) that 
has basis in neurophysiological studies. It is a type of neural network for the generation of 
rhythmic motion. Taga et al. designed stable and flexible locomotion realized as a global 
limit cycle generated by a global entrainment between the rhythmic activities of a nervous 
system composed of coupled neural oscillator [196]. In 2012, Baydin used central pattern 
generation to control bipedal walking mechanism. His research presents an approach where 
the connectivity and oscillatory parameter of a CPG network are determined by an evolution-
ary algorithm with fitness evaluations in a realistic simulation with accurate physics [22]. In 
2014, Nassour et al. presented an extended mathematical model of central pattern generation 
in the spinal cord [142].  The proposed CPG model is used as the underlying low-level con-
troller of humanoid robot to generate various walking patterns. Ren et al. also used central 
pattern generators model for dynamic locomotion. They developed malfunction compensa-
tion in six-legged walking locomotion [158].  The design and implementation of a general 
controller for quadruped locomotion allow the robot to use the whole range of quadrupedal 
gaits (i.e. from low speed walking to fast running). A general legged locomotion controller 
must integrate both posture and rhythmic motion control and must have the ability to shift 
continuously from one control method to the other according to the locomotion speed [133]. 
Maufroy et al. developed a general quadrupedal locomotion controller by using a neural 
model involving a CPG utilizing ground reaction force sensory feedback [133]. Ijspeert et 
al. used neural oscillator model to control the gait transition from swimming to walking and 
used different model of coupled neuron for walking and swimming locomotion and inves-
tigated different systems of coupled oscillators that can produce the typical swimming and 
walking gaits of the salamander [86, 84, 85, 83].
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 Figure 5.17: Pattern of supporting limbs and numerical formula [10]
In our previous research we dealt with conventional locomotion that used inverted pendu-
lum and zero moment point approaches [176, 173]. We also implemented the Evolutionary 
algorithm for energy efficiency in that approach [177]. In. this research, we develop the dy-
namic locomotion in four-legged animal robot based on neural oscillator. We investigate the 
coupled muscle in four-legged animal to get the mutual inhibitory and excitatory network in 
the neuron's tructure. To optimize the synapse weight we use a multi-objective evolutionary 
algorithm. We designed the different neuron coupled structure in each locomotion model. 
  Our contribution to the locomotion model is, that we implement multi-objective vo-
lutionary algorithm to optimize the best compromise between walking speed and stability. 
Other novelty in our research is, that we design inter-connection f neuron oscillator model 
in four-legged robot. 
  In locomotion of four-legged animals (cat and dog), longer swing and shorter stance 
duration for hind limbs, in comparison with the fore limbs, were observed. However, during 
trotting phases, the differences were insignificant. The correlations between swing and stance 
duration were found for both fore and hind limbs. As the walking animal moved faster, 
swing and stance duration became shorter. A walking cat moved at a rate of 1 to 4 km/hour, 
executing 12 to 6 strides. As the animal moved slower, more strides were performed. The 
numerical formula of the walking animal was 3  2 3 4 3 2.3  4 or 3-2-3-2-3-2-3-2 as depicted 
in Figure 5.17 [10]. 
5.2.1 Locomotion Generator
  In this research we use 3 joints in each leg. We adjust the mechanical structure of dog 
illustrated in Fig. 5.18. The robot is equipped with ground reaction sensor and inertial sensor 
such as: Accelerometer, Gyroscope, Inertial Measurement Unit (IMU), and so on.
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Figure 5.18: Mechanical structure of the robot
5.2.1.1 Neural Oscillator
  Before we design the locomotion generator system, we discuss the neural oscillator used 
as the element of the locomotion generator. We use neural oscillator generated by mutual in-
hibition between  neurons with adaptation. The neural network model depicted in Fig. 5.30 
generates oscillatory activity consisting of two tonically excited neurons, with the adaptation 
or self-inhibition effect, linked reciprocally via inhibitory connections. In neural oscillator, 
general mathematical model shown in Eqs. (5.23), (5.24), and (5.25) are presented by [1301, 
[129].
TIxi + Xi = - E wijyj + Si — bxi + so(5.23) 
TrX'i + X = yi(5.24) 
yi = max(xi, 0)(5.25) 
where xi is the inner state of the ith neuron; yi is the output of the ith neuron; xi is a 
variable representing the degree of adaptation or self-inhibition effect of the ith neuron; b is 
a coefficient of self-inhibition effect; xo is an external input with a constant rate; 7.1 and Tr 
are time constant of the inner state and the adaptation effect, respectively. 
In Eq. (5.23), wii represents the strength of the inhibitory connection between the neu-
rons, ~~ 1 wii yj represents the otal input from the neuron inside a neural network, and Si
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Figure 5.19: (a) General coupled neuron (b) Coupled neuron with sensor connection
S p k
is the constant value that represents the input from outside the neuron structure.
5.2.1.2 Locomotion Generator 
The motor neuron system receives two different ypes of sensory information: proprio-
ceptive and exteroceptive information. In our model as depicted in Fig. 5.19b, we constructed 
the nonlinear oscillator equipped with 3 feedback sensors; Spk is pressure sensor installed 
on each leg; St is inclination sensor; Sa is an acceleration sensor. In Eq. (5.26), Bik, 
are constant values representing the influence of sensor to ith neuron and m is the number of 
legs. 
rn 
Sens(i) = E Bik • Sp, + Ai • Sa + Ci • St(5.26) 
k=1 
n 
TI•xi=X0—Xi—Ew~3 +,Si--b• xi'—Sens(i)(5.27) 
                                                            j.=.1 
               Tr•xi+xi— yi(5.28) 
yz = max(xi, 0)(5.29) 
On = Y2n — Y2n+1(5.30) 
  Equations (5.65), (5.66), and (5.67) were adapted from the neural oscillator model by 
Matsuoka [130], [129] explained in the previous ubsection. Equation (5.68) explains 2
neurons (flexor and extensor) epresenting the union of the joint system. The robot has 12 
degree of freedom, 4 legs, and each leg has 3 joints: knee joint, hip-x joint which is rotational 
about the x axis, and hip-y joint which is rotational bout the y axis. We make some limitation
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in each joint: 7r/2 > 9 > —7r/2, 0 > 9 > —7/2, 7r/4 > O > —7/4. In our neuron 
structure we have 24 neurons illustrated in Fig. 5.20. We investigate the muscular structure 
and relationship between neurons. The robot has its main circular neurons in E1, E3, E5, E7 
as the server neurons, while other neurons are the client neurons. Server neurons generate 
the oscillator signal to the client neurons.
 LEG 4
 LEA 2
LEG 3
Figure 5.20: Diagram of Neuron Structure
  In the synapse weight between motor neurons hown in Fig. 5.20, we separated weight 
synapses into 5 part, in one part having the same weight value: wi is the weight of synapse 
between flexor and extensor neuron in the same joint; Whk is the weight of synapse between 
hip-x neuron and knee neuron; whl is the circular weight in the main neuron; wh2 is the 
diagonal weight in the main neuron; and whh is the weight between hip-x neuron and hip-y 
neuron. 
The feedback pathway is designed by adapting the human-like mechanism. The connec-
tion between motor neuron and sensory neuron can be seen in Fig. 5.21, where Spk is the 
pressure sensor in the kth leg and has B k as the weight parameter between the pressure sen-
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Figure 5.21: Sensor connection
sor in the kth leg and the ith motor neuron. Pressure sensor sends negative signal to extensor 
neuron in knee joint, flexor neuron in hip--x joint, and neuron in hip-y joint. It also sends 
positive signal to flexor neuron in knee joint and extensor neuron in joint hip-x. Sa is an 
acceleration sensor that detects the acceleration oscillation of the robot movement. Ai is the 
weight parameter between sensor Sa and the ith neuron. St is a tilt sensor that detects the 
angle of the robot body and has CC as its weight o the ith neuron. Not all motor neurons are 
connected to certain sensors. Both Sa and St send negatiye signal to flexor neuron in hip-y 
joint and send positive signal to extensor neuron in hip-y joint. The structure connection and 
the feedback signal from movement speed sensor, tilt, acceleration sensor are expected to be 
effective feedback for stability and adaptive locomotion.
5.2.2 Synapse Optimization
  There are several methods for solving multi-objective optimization problems. The meth-
ods can be divided into two main categories: Pareto front based methods and weighting 
factors based methods. One of the main drawbacks of the weighting factors based methods 
is to choose appropriate weighting values for transforming the multi-objective problem into 
a single objective problem. On the other hand, in the case of Pareto front based method, the 
problem is not transformed into a single objective problem. The goal in this case is to obtain 
the Pareto front which contains equally optimal solutions for the given problem from the
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multi-objective point of view. : 
  The development of locomotion based on neural oscillator implies the optimization of the 
oscillation of body tilt a (minimization), the rate of change of direction (minimization), and 
the velocity of movement v (minimization). We calculate the body tilt, change of direction, 
and velocity by Eqs. (5.33), (5.34), (5.35) by using computer simulation. The fitness function 
of this system is computed by Eqs. (5.56), (5.57). In Neural Oscillator structure, the weight 
of synapse between neurons hould be determined so as to have the desired velocity with 
minimum oscillation of body tilt. To get the fitness value we get the locomotion simulation 
run by using ODE and analyze the output sensor. We normalize the data for fitness value 
calculation using absolute value for o- and non-absolute value for L, x, y.
o- (t, wij) : ~R 
L(t, wij), x(t), y(t) : R
(5.31)
(5.32)
In Equations (5.31) and (5.32), o• is the body tilt in absolute value and L, x(t), y(t) are 
the length of movement, length of movement in x axis, and length of movement in y axis. 
Those are resulted in a time sampling.
1                   =., ~ o'(twij}(5.33) 
t=0 
                  v(~,ii) =1hL((t, wij))(5.34) 
                           7-'dt t=o 
           ct(wij ) = 2a( N/±2 + V sin (ao—aretan(5.35) 
                    Tt =odf 
wij, Ai, Bik, Cia = arg min Ws + c ) (5.36) 
wij ,Ai sBik,Ci 
wij, Ai, Bik, Cia=arg max av(5.37) 
wij  4i Bik,Ci 
                                                                                                                                                • The chromosome structure in' this algorithm is composed of 5 weight values between 
motor neurons (w0; 4 weight values of Bik; 2 weight values of Ai; and 2 weight values of 
Ci. Each parameter is epresented by one gene, thus one individual has 13 genes, ince there 
are 13 parameters to be optimized.
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5.2.3 Experimental Result 
  In this research, we simulated the system by using Open Dynamics Engine computer 
simulation. We designed the robot with parameters as: weight, height, center of mass, envi-
ronment parameter tc. 
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Figure 5.22: Signal Angle of Joint 
  To develop the locomotion pattern that is suitable tocat locomotion, at first, we tried to 
do hand-tuning approach to get the weight of synapse parameter in the main locomotor (4 
neurons) that produced the pattern as shown in Fig. 5.22. After that we designed the coupling 
neuron between main neuron and client neuron and designed the coupling system between 
motor neuron and sensory neuron as shown in Fig. 5.20 and 5.21, respectively. 
                         Table 5.6: NSGA-II Parameters
Parameter Exp. 1, Exp. 2, Exp. 3
    Population size 
   Num. of Generations 
   Num. of Objectives 
      Chromosome 
Crossover and mutation prob.
12 indv., 32 indv., and 
64 indv. 
500 Gen., 200 Gen., 
100 Gen. 
2 obj.: Speed and Stabi-
lization 
13 real numbers 
0.3 and 0.3
  The parameter setting of NSGA-II is summarized in Table 5.15. We analyze the change 
of walking speed and stabilization. In Fig. 5.24a we tried the first experiment and compared 
the Pareto front of 50-th, 100-th, and 500-th generations. Until the 500-th generation, we got 
3 best individuals those have 0.104, 0.132, and 0.172 values in oscillation of stabilization 
and 1.983, 1.956, and 1.91 values in the velocity of movement.
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  We tried to increase the number of individuals as shown in Fig. 5.24b and 5.24c. We tried 
32 individuals until 200 generations and 64 individuals until 100 generations. The spreading 
of individuals with 64 individuals is better than with 32 individuals. With 64 individuals, we 
get the maximum Pareto front in the 100-th generation.
Table 5.7: Result of Weight Parameters
Parameter Value
With 
Wi 
W hh 
Whl 
Wh2
0.738 
2.084 
0.213 
1.7221 
1.1100
B1,1; B5,2; B9,3; B13,4
B2,1 
B3,1 
B4,1
B6,2 
B7,2 
B8,2
B10,3 
B11,3 
B12,3
A17 
A18
C17 
C18
A19; A21 
A20; A22
C19; C21 
C20; C22
B14,4 
B15,4 
B16,4
0.891 
0.789 
2.248 
1.031
A23 
A24
0.674 
-0.343
C23 
C24
-0.919 
2.396
  We chose the parameters esulted from the individual which has faster speed (0.72; 1.91) 
that are tabulated in Table 5.7, where the value of weights between each neuron is shown. The 
other value of weights not included in Table 5.7 are zero. The simulation running process is 
depicted in Fig. 5.45. In Fig. 5.25, we show the evolution of the fitness objective I and 
fitness objective 2. Before the 25-th generation, the fitness has high gradient and after the
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 5.2.  NEURAL  OSCILLATOR  BASED  LOCOMOTION  (QUADRUPED  ROBOT) 127
1 
0 0 Nh., 
0.8 
0.7 
0.6 
0.5 i 
04 
01 
0.2 
0.1 - 
   0
 0
 C,
Obi. I 
Obi. 2
;pO ISO 700 2$a Poo 3:A 400 Ai0 5C%1
Figure 5.25: Fitness evolution
25-th generation, it becomes teady state. The robot has the maximum performance in the 
500-th generation. 
  The result of angles in each joint is shown in Fig. 5.26. One signal resulted from 2 
coupled neuron, extensor and flexor. The signal can dynamically adjust o the environmental 
conditions. The signal is influenced by ground reaction sensor and body inclination feedback. 
While the foot touches the ground, the sensory neuron sends the signal to the joint neuron. 
Negative signal will be sent to flexor neuron and positive signal will be sent to extensor 
signal. 
  By using this system, locomotion can be dynamically adjusted to the environment. How-
ever, malfunctioned leg cannot be supported by this system. For this robot, we are going 
to develop the system that can support malfunctioned leg condition. We try to optimize the 
synaptic weight by using learning system based on recurrent neural network backpropagation 
through time.
5.2.4 Conclusion
  In this research we designed the locomotion of a four-legged robot based on neural oscil-
lator. We designed the coupling mechanism between motor neurons and between motor and 
sensory neuron. We used multi-objective evolutionary algorithm to optimize the weights of 
the synapses. The weights of the synapses can be optimized well with two objectives: veloc-
ity and stabilization (tilt and acceleration). Non-domination fitness is resulted so that we get 
good speed of the movement with oscillation that can be accepted by robot mechanism. The 
locomotion can be adaptive with ground reaction and oscillation movement. 
  In the future research after we complete the locomotion in four-legged animal robot, we 
will design the adaptive locomotion of humanoid biped robot based on neural oscillator that 
is combined with recurrent neural network for hand reaction system to support he stabiliza-
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Figure 5.26: Signal Angle of Joint
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tion in movement. Recurrent neural network will be implemented for learning the synapse 
weight between sensory neuron and motor neuron similarly as in human walking.
5.3 Bezier Curve Model for Efficient Locomotion Model
  This section presents Bezier curve based passive neural control applied in bio-inspired lo-
comotion in order to decrease the computational cost implemented for 4 legged animal robot 
which has 3 joints in each leg. Neural oscillator model is applied for generating the walk-
ing pattern in bio-inspired locomotion. Bezier curve based optimization represents passive 
neural control supported by evolutionary algorithm for representing the relationship equa-
tion between euron signal and reference joint signal. Passive neural control is implemented 
in order to reduce the neuron complexity in neuro-based locomotion by controlling 3 joints 
with one signal without decreasing the performance both in walking pattern and in its sta-
bility level, whereas one leg is represented by one motor neuron. Therefore, the 4 legged 
robot is controlled by 4 motor neurons which have feedback connection with ground and 
inertial sensor. In order to prove the effectiveness, we implemented the model in computer 
simulation and in a small 4 legged robot. This model can decrease the computational cost 
so it is possible to apply the model in either animal or humanoid robot with low frequency 
processor.
5.3.1 Introduction
  After a disaster, the environments often have terrains that are unstructured, diverse and 
challenging. At the same time, human rescue team deployment is impeded by the potential 
danger. Robot is a good substitute for such rescue deployment. The goal of these robots is 
to provide first responders with the ability to remotely access and survey the disaster zone, 
locate victims, and possibly manipulate the environment. Wheeled robots are the simplest 
choice, but they have limitations in disaster environment. Alternative to that are walking 
robots. The walking robot as a movable working platform should remain stable while stand-
ing. Therefore, such robots have to have more than three legs to maintain stability. Stability 
margin increases as the number of legs increases, up to the point when there are 8 legs [76]. 
  The computer the robot carries should be light-weight, and thus, might be limited in terms 
of its processing power and frequency. Such processor is used to compute the kinematics of 
quadruped robot locomation, where computational power requirement is aggravated by the 
need to deal with rough terrain and surveillance of the surroundings. It is therefore desirable 
to increase computational efficiency by decreasing the processing power of kinematics pro-
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cessing. In the rescue robot development, cost is an important factor, where cutting it comes 
at a price of lower computational cost [23]. 
  Bio-inspired locomotion has proven to perform well as dynamic walking genera-
tor. Several bio-inspired locomotion models have been proposed by several researchers 
[86, 84, 196, 136, 146]. The locomotion based on neural oscillator has been implemented in
four legged robot in order to acquire the dynamical locomotion [86], [84], [85]. Beside that, 
Ijspeert et al implemented neural oscillator for passive compliant knee joint in Cheetah-like 
robot [165].  Ij speert et al also developed neural oscillator based gait transition in quadruped 
robot by forming the interlimb connection [86]. But, Owaki et al only considered interlimb 
coordination without neural connections in their gait transition model for quadruped robot 
[146].  In previous development, we also developed bio-inspired locomotion in four-legged 
robot [178].  The dynamical locomotion implies the complexity of the neural structure. The 
complexity of neural network is able to generate various dynamic walking patterns. The high 
computational cost will be caused in order to implement the high complexity neural structure 
and bio-inspired ynamic locomotion. Based on the previous analysis, the high specification 
device has high frequency based processor required for implementing the bio-inspired loco-
motion. 
In biomechanics study, the configuration on muscle tendon in each joint enables to gener-
ate the finger joints by one signal although there are at least 3 joints in the human finger [199]. 
                                                               The muscle tendon is generated by neuro signal in order to move the joint in the finger[17].
Based on this bio mechanism odel, proposed system generates 3 joints of each leg by one 
signal neuron. Therefore, only four neurons are required for generating four legged robot 
locomotion. Different from underactuated joint model, this proposed system is neural signal 
based locomotion that can dynamically change the joints trajectory. 
  The contribution of our proposed model is to reducethe complexity of the neural based 
locomotion, thus reducing computational complexity, without decreasing the locomotion 
performance by implemented passive neural model. Other novelty in this proposed system 
is using Bezier curve model [73] optimization in order to optimize the relationship graph 
between eural signal and reference joints (hip-y, hip-x, and knee).
5.3.2 Neuro-based Locomotion System
Our bio-inspired locomotion uses neural oscillator model proposed by Matsuoka [130]. 
                                                                 This model is generated by mutual inhibition between certain neurons. Each neuronalso
acquires adaptation signal input. In our previous research, the number of required neurons 
was too big, there were 24 motor neurons to represent 12 joints [178].  That neuron complex-
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Figure 5.27: Locomotion model in each leg composed ofone neuron. One motor neuron gener-
 ates 3 joints based on the Bezier optimization model. Sensory neurons are providing the feedback 
signal for dynamic locomotion. 
ity affected the computational cost in the implementation. This proposed model reduces the 
number of neurons to 4 for generating the angle value of 12 joints shown in Fig. 5.28. The de-
sign of neuron interconnection can be seen in Fig. 7.2. Four neurons are used for implement-
ing sensor integration, therefore the neuron can generate the signal phase independently de-
pending on the sensor feedback. The mathematical model of the proposed neuro-locomotion 
system is shown in Eqs. (5.65), (5.66), (5.67).
: n 
TU. = 01,0 — ui — E`Wijyj — bvi)rf 
j—I 
        i•rr        T?Ji=(yi—vi)Tf
yi = max(ui, 0)
tti = uigi
(5.38)
(5.39)
(5.40)
(5.41)
where ni, yi, and vi are the inner state, output value, and a variable that represents he adap-
tation value or the self-inhibition effect of the ith neuron, respectively; bis the rate of the 
adaptation value. The external input for coupled neurons, which has a constant rate, is de-
noted by no. The time constant of the inner state and the adaptation effect in the neuron 
are represented by T and T', respectively. In Eq. (5.65), wij represents he strength of the 
inhibitory effect between themotor neurons that is optimized offline; E.7=1 wiiyirepresents 
the total of the signal input from the neuron. In Eqs. (5.65) and (5.66), rf is used for con-
trolling the frequency of oscillation. In Eq. (5.68), gi is the dynamic parameter representing 
the gain of the neuron signal in the ith neuron. This parameter carries the responsibility for 
adjusting the amplitude of the neuron signal. 
  In Eq. (5.42), the joint angle value is represented by relationship equation formed by
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Bezier curve [731 based optimization explained in the next subsection, where p represents 
either hip-y, hip-x, or knee joint. The joint angle values depend on the input from the ith 
neuron signal ineach leg and the influences from the sensory neurons (Dip)) are calculated 
in Eq. (5.43). 
B(p) = B(k)(t(u)) — Dp)(5.42) 
Dtp) = (p) s(t) + x(pyroU) + ry(p) S(pitch) (5.43) 
where (p), xi yz,p are the parameters representing the gain of ground touch (8 t)), tilt body 
angle sensory neuron in roll direction(s(roU)),and pitch direction (s(Pitch) ), respectively. 
The gain parameters are set based on preliminary analysis where P) E {0.00; 0.52; 0.45}, 
x(p) E {0.56; 0.00; 0.0O}, and 7(P) E {0.00; 0.5; 0.35}.
5.3.3 Bezier Curve Optimization for Passive Neural Control 
The angle value of the joints are generated from the effect of output neuron signal. There-
fore, the value of hip-x, hip-y, and knee joints are affected bythe input from neuron signal in 
each leg. The value of angle joint in the ith leg (0,, where p E {hip-x, hip-y, knee}) depends 
on the neuron value of neuron 4 Active neuron signal is generated by mutual inhibition of
coupled neuron while angle joint is generated by an equation that describes the relationship 
between signal neuron component a d certain joint angle. In order to acquire the relationship 
model, we record the required data from the previous model of locomotion, where all joints
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are represented bycoupled neuron [178]. Its computational cost will be reduced by using 
this proposed model. The relationship graph is tabulated in Fig. 5.33. 
  Bezier model in locomotion is usually used as the kinematics [73]. It is also proposed as 
the method to solve the kinematic problem of hand-eye coordination, and more specifically, 
tool-eye r calibration f humanoid robots [205]. Bezier curve model generates smooth signal 
which is easy to be adjusted into the graph reference [73]. In this proposed model, we used a 
2-dimensional quadratic Bezier curve model as the optimization function in order to get the 
relationship equation between the .angle value of joints and motor neuron. The mathematical 
model of Bezier curve model is presented in Eq. (5.44), where the Bezier curve point in time 
t is denoted by B(t); t is from 0 to 1; n represents the number of degrees inBezier curve and 
Pi is the ith selection point. 
  In Bezier curve, the axis value (x axis and y axis) is resulted from 2 Bezier point notations 
which are Bx (t) representing eural signal and By (t) representing joint angle with t as the 
timing control. In this case, we have to find y axis By (passive neuron) by determining 
the value of x axis B. Parameter t is required for relating both parameters. Therefore, in 
order to acquire the value of t, we invert he equation of Bx(t) to become t(Bx). Since Bx(t) 
parameter is a third order polynomial equation, we used Cardano formula to solve the inverse 
equation. After inversion, the Bezier point in y axis can be denoted as By (t(Bx ) ) .
              B(t)_ti(1—tr-1Pi(5.44) 
                                         z—o
  One relationship graph represented as 3 quadratic Bezier curves is illustrated in Fig. 5.29. 
We use time parameter in order to facilitate and support he model and separate it into 3 
curves. In the graph generated from t = 0 to t = tmax, when 0ct < t1 curve 1 is generated, 
when t1 <t < t2 curve 2 is generated, when t2 Ct < t.max curve 3 is generated. 
  Based on the model, we have 12 two-dimensional points to be optimized. From the pre-
liminary studies, we used Bacterial Memetic Algorithm (BMA) to optimize the Bezier point. 
More details about he algorithm can be found in [25]. The bacterium structure has 8 genes 
divided into 2 parts, genes representing the point in the line of reference (G(16}, G(2b) ) and 
genes representing the point supporting he curve (G(3b} - G(8b) }. G11)} represents points P3 and 
P4, and G(2.b) represents points P7 and P8. Other genesG3b},4), G. G(6b), G(7b),G(8b) repre- 
sent points P1, P2, P5, P6, Po, P10, respectively. In the encoding process which is presented 
in Eq. (5.45), parameter G(ib) and 4) aredecided pending o  the point inreference graph 
with certain time cycle t. Therefore, the limitation point is from 1 to the number of time 
cycles tmarx. Other genes are decided by the position of the point in reference line. G(3b)and 
Ggb} depend onthe point position f P0, G(4b)and 4} depend onthe point position f P3,
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Figure 5.29: The proposed Bezier curve model. There are 3 quadratic Bezier curves, where 4 
points are required in each curve, Po — P3, P4 — F7, P8— P1 irepresent 1st curve, 2nd curve, 3rd 
curve, respectively. P3,P7, P11 are equal to P4, P8, F0, respectively. Po and P11 are defined as 
the first point of the joint trajectory. Therefore, there are 8 genes to be optimized which consist 
                             of 2-D parameters.
and G`(6b) and G.1') depend on the point position of P7.
 G(b)=
 R(t) + ar(gm.ax — gmin) — gmin 
t= 1+r(t.nax-1) 
pp(x'u) + 8r (gatax —gmin) — grain
if1<k<2
if 3<k < 8
(5.45)
In Eq. (5.45), Pl(x'y) isa 2-dimensional point of Bezier model, where, if k equals 3and 8 then 
1 equals 0, if k equals 4and 5 then 1 equals 3, and if k equals 6and 7, then 1 equals 7. R(t) is a 
2-dimensional coordinate of reference graphic with input . In Eq. (5.45), r is a random value 
from 0to 1; gmin and gmax re the minimum and maximum value from {G(36) , ,Gg} set; 
a and ,8 are constant values where a << 8. :
  In the evaluation process, we minimize the error of the graph in each curve (Ed), where 
the c parameter epresents the index of the cth curve as depicted in Eq. (5.46). The error ratio 
(E1 : E2 : Es) determines the probability of BMA operation, where e.g., if the percentage 
error of the 1st curve is high, then the genes representing the 1st curve has high probability 
for modification. The total fitness is accumulated from E1, E2. and E3
t, 
Ec= E Ij (5.46)
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5.3.4 Experimental Result and Discussion
In the experimental result, we analyze the walking pattern of cat [10] and record the joint 
angles which are generated based on orbital function based swing trajectory proposed in 
[169].  We represent the cat having 3 joints (hip-x, hip-y, and knee) in each leg as depicted in 
Fig. 7.7, where the 4 sequences for 1 walking cycle is as follows: first swing is Leg 2, second 
is Leg 4, third is Leg 3, and the forth swing is Leg I. The reference joint angles for each leg 
can be seen in Fig. 5.34.
5.3.4.1 Neural Oscillator Optimization 
  Here, we reduce the number of neurons required for the walking pattern from 24 neurons 
to 4 neurons. In order to form the neural signal appropriate with the reference of the joint 
trajectory and to have the same phase difference, the synaptic weight values of 4 neurons 
representing the active signal are optimized by using BMA that has proven its capability in 
the preliminary tests. 
  The aim of this optimization is to form the suitable signal for 4 legged robot locomotion 
based on reference hip-x joint signal acquired from cat walldng. In this neural oscillator 
optimization one bacterium has 6 genes denoted by G(n) representing the neural oscillator 
parameters.C1, 07.) and G3n)represent T, T1, and Tf, respectively. The other genesG4n}, 
Gn}, G(64) representthe synaptic weights tabulated in Table 5.9.
Table 5.8: Parameter Values of Optimization
 ParamsNVgfnNbac Ardcinge Ii3Ib tl t2 t3
Valuet 40(1 100 20 I 0.0051.0 2.f 24 49 74
 BMA parameters and the result of optimization are tabulated in Tables 7.1 and 5.9, re-
spectively, where in Table 7.1, Ngen, NbQ,c, and Nczone are the number of generations, number 
of bacteria, and the number of clones respectively, b is the rate of the adaptation value of 
neural oscillator. We set parameter t1 — t3 based on the preliminary test. The neural oscilla-
tor signal is depicted in Fig. 5.30. Since the walking cat trajectory has 7r/2 phase difference 
in one walking cycle, the neuron oscillator also has ir/2 phase difference as designed in the 
optimization evaluation. This phase difference can be changed depending on the feedback 
sensor from sensory neurons.
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Table 5.9: Representation Parameters and Results
Gene
 Param
G1
S.
}G2r) G37) G(
4n) G5n) c(6n)
Neura
param
HT
5.
TI Tf wo ,1
W1 ,2
w2,3
w3,o
wl ,0
wo ,3
W3,2
W2,1
wp ,2
wi,3
W3,1
Value 2.0 12.07.0 5 2.431 0.789 2.248
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Figure 5.30: Neural oscillator signal as the input of the passive neural system
5.3.4.2 Bezier Curve Optimization
  After optimizing the neuron structure, we optimize the walking model. This walking 
model requires 3 optimization processes in each leg which represents he relationship of neu-
ral signal and joint trajectories (hip-y, hip--x, and knee). There are 12 points that are required 
to be optimized for one optimization process. We use the same optimization parameters pre-
sented in Table 7.1 as in the previous optimization process. 
The evolutionary algorithm successfully decreased tle error as illustrated in Fig. 5.31. 
The evolution of the Bezier curve model in certain generations can be seen in Fig. 5.32. 
The comparison graph between the reference and the optimized result is shown in Fig. 5.33, 
where neural signal is shown as x-axis and joint angle value as y-axis. Since 3 joints have 
to be optimized, thus 3 graphs are shown. Based on the result in Fig. 5.33, the Bezier based 
optimization successfully forms the graph similar to the reference graphics.
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  After the relationship graphs are optimized, the inversion process is required in order to 
invert  parameter as output in the Bezier equation for x-axis. Therefore, by giving the neuron 
signal value, we get the t parameter, then the t value is used as input in Bezier equation for 
y-axis. Indirectly the output of angle joint is acquired from the value of motor neuron. 
  After inversion process, the comparison graphs between joint referencesand the output 
joint of Bezier model were recorded. In Fig. 5.34 x-axis is the time cycle and y-axis is the 
joint angle values. The representation f neuron ID to leg ID is decided based on preliminary 
analysis. The output of hip-y, hip-x, and knee joint is generated based on the input of neuron 
as the signal generator. In time based graph, the joints comparison between the reference 
and the output of the proposed system is not much different. Only some small ripples are 
occurring, such as in the knee output joint in second, third, and fourth leg. These ripples do 
not affect the performance of the locomotion. 
  In order to prove the effectiveness of the proposed model, we applied the proposed system 
in a small 4 legged robot which has only 16 MHz microcontroller. This neuro-locomotion 
is successfully implemented in the robot. We run the robot through rough terrain, in the 
sloped terrain with 8' and 16° slope which are shown in Fig. 7.18. The recorded oscillation 
body tilt robot in pitch and roll direction can be seen in Fig.5.36 and the effect of ground 
sensor can be seen in Fig. 5.37. In the computational cost evaluation, this proposed system 
can be significantly reduced by 63% from the previous neuro-locomotion design [178] from 
9.744.10-3 seconds to 3.603 .10-3 seconds for 1000 times looping. Therefore, this proposed 
locomotion model is able to be applied to low cost 4 legged robot locomotion.
5.3.5 Discussion
  The sensor system integration is required in order to realize the dynamic locomotion. 
The influence of the feedback sensor to the locomotion system is designed based on the pre-
liminary studies. We used simple sensor integration between body tilt angle, ground sensor, 
and the output of joint angle. In future, advance and complex sensor integration is required 
in order to reach better performance. It is important in neuro-based locomotion in order to 
generate the dynamic signal and to enable walking on unstructured terrain. However the com-
plexity of the sensor integration will increase the computational cost. Timing control of neu-
ral signal for responding sensor feedback will be implemented. Parameter gz in Eq. (5.68) is 
required in order to fit into the relationship graph based on Bezier model. The proposed pas-
sive neural control based neuro-locomotion can be extended to 3-dimensional Bezier model, 
such that the signal from ground and tilt sensor can cause the changes of neural signal and 
can affect the joint trajectory as well.
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 The graphic shows the comparison between the joint angle without influenced by ground sensor 
and the joint angle influenced by ground sensor.
 In optimization  based on Bezier curve model, timing parameter is still used for relating x-
axis data and y-axis data. In this proposed system, based on the preliminary test, we decided 
the number of curves representing the reference of optimized graph. The complexity of the 
graph implies the number of Bezier curves. 
  This section proposed anew model of neuro-locomotion by implementing passive neural 
control represented by Bezier curve model. There are 4 neurons in the neural structure where 
one neuron represents 3 joints in one leg. Recorded joint trajectory of cat-like robot is re-
quired as reference of joints. In order to optimize the relationship between signal generated 
by neuron and each joint, Bezier based optimization is implemented which has successfully 
established the relationship equation to generate the angle joint values with neural signal as 
input. Neural oscillator is optimized by evolutionary algorithm and is able to generate signal 
with i-/2 phase difference that is suitable for walking pattern of cat. Phase difference can be 
different depending on the feedback signal from sensory neuron. This proposed system can 
reduce the neural complexity and also significantly reduce the computational cost by 63% 
as well. Therefore, this proposed neuro-locomotion system has successfully been applied to 
the small 4 legged robot with low frequency microcontroller and considers the influence of 
sensory feedback.
5.4 Walking Speed Control Behavior
  This section proposes a gait generation system based on human behavior using biological 
approach. Humans have different gaits with different levels of speed or step. The proposed
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gait generator is able to generate the walking transition when the speed and the step length 
are changing dynamically. Neuron interconnection structures as the locomotion model are 
formed. We apply evolutionary computation for each level of walking optimization.
5.4.1 Introduction
The development of robot locomotion is increasing significantly. Trajectory-based mod-
els are the most famous models for humanoid locomotion. Trajectory-based locomotion con-
cept is processed from outside (locomotion pattern) to inside (locomotion generator). The 
locomotion generator parameter is generated based on the defined trajectory pattern. Many 
researchers have implemented this in their humanoid robot. We used polynomial equation 
in order to form the trajectory pattern [176, 177], [237]. Some researchers used zero mo-
ment point (ZMP) model for stability support and other researchers implemented inverted 
pendulum in humanoid robot locomotion. Chevallereau etal. also implemented the extended 
model of inverted pendulum for self-stabilization i their humanoid robot [33]. 
  In contrast to trajectory-based locomotion, human behavior inspiredlocomotion is pro-
cessed from inside (locomotion generator) to outside (locomotion pattern). This locomotion 
is inspired by human behavior analysis investigating how humans learn their walking model 
and automatically separate it into different walking patterns with different speeds and step 
lengths of walking. This model implements a biological approach for locomotion model and 
gait generator. 
  Locomotion control using a biological approach is not easier than trajectory-based loco-
motion. Several researchers have proposed the locomotion based on biological approaches. 
Most of these have implemented coupled neuron oscillators for generating the locomotion 
pattern. Matos et al. implemented central pattern generation (CPG) in their bipedal robot lo-
comotion [127]. CPG is also implemented for biomimetic models to control turning motion 
of a snake-like robot [144].  Iwasaki also implemented neuronal circuits for controlling walk-
ing patterns without controlling the walking speed [89]. Another neuro-locomotion model 
based on multi-layered neuron structure was proposed by Nassour et al. for bipedal robot 
locomotion. Their proposed locomotion model achieved a satisfactory walking pattern with 
good stability, however, they did not consider walking speed and step length control [142]. 
                                                                Ishiguro et al. proposed neural oscillator-based biped robot locomotion. Feedback sensors
were applied in order to realize dynamic walking. This system did not consider walking 
speed control [88]. Other researchers combined central pattern generation with evolutionary 
algorithms. In order to acquire good walking pattern, Park et al. implemented evolutionary 
algorithm to optimize the synaptic weight value in the neuron structure of CPG [148]. Bay-
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din also implemented single objective volutionary algorithm to optimize CPG parameter in 
his locomotion model. He realized 2-D locomotion that did not consider the disturbance f-
fect [22]. Inada et al., Hong et al., and Chernova et al. also applied evolutionary algorithm in 
their bipedal robot locomotion models [87], [149], [31]. The major problems in biologically-
inspired locomotion are stability . and walking speed or behavior control. The aim of the 
proposed research is to control tha gait generator in order to be able to generate the walking 
transition with dynamically changing speed and step length. 
  In previous research, we developed the locomotion that implemented a biological ap-
proach. The locomotion could perform only one walking pattern, therefore, we could not 
control the walking speed and walking step. The previous locomotion model used fix inter-
connection model formed based on the human body analysis and some preliminary tests. The 
variant walking were generated by changing the gain signal which effected the amplitude of 
neuron signal in joint angle level [168]. In this research, we developed the gait generator 
for generating different walking patterns with different levels of speed. We form the inter-
connection structure of neural oscillator in several different levels of speed and step length 
for optimizing suitable walking pattern. For optimizing the interconnection structure and its 
synaptic weights, we apply an evolutionary computation technique, the Bacterial Memetic 
Algorithm (BMA) [25]. The gait generator system acquires the dynamic relationship be-
tween walking speed and walking patterns by using MLP with back-propagation algorithm 
and uses the optimized MLP parameters for generating the parameters of the locomotion 
generator. 
One contribution of the proposed system is, that we can generate different walking pat-
terns with different levels of speed and also form their walking transitions by using biological 
approach, while other researchers who used biological approach did not consider different 
walking patterns' generation. BMA is used for optimizing the biological based robot loco-
motion.
5.4.2 Locomotion System
  In this section the gait generator model for this proposed locomotion is explained. The 
locomotion system is divided into three subsystems depicted in Fig. 7.1. The walking model 
provides the optimized walking patterns (P1, P2r P3s • • • , P20) with different walking speeds. 
In the gait generator system, combining twenty walking patterns is conducted by using MLP 
with back-propagation algorithm. After the MLP's weight parameters are optimized, the gait 
generator is ready to generate he walking parameters (G1, G2, Gs, • • • , G30) with walking 
speed input (4) by using a feed-forward MLP with optimized parameters. The walking
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parameters will be converted to synaptic weights of neuro-locomotion and also converted to 
joint gains in the locomotion generator system.
 Walking_ dv 
component
Walking 
speed
Walking pattern
Walking model
,P2,...,P20
Gait generator
G1,G2,G3,...,G30
Locomotion 
generator
 61,821--  1610
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Figure 5.38: Diagram of the locomotion system
  Algorithm 5.1 shows the process of the proposed locomotion model . The first process 
is the walking pattern formation process. After that, gait generator learning system is pro-
cessed. In gait generator, after the parameters of MLP with back-propagation algorithm are 
optimized, the robot will be ready for a walking command.
5.4.2.1 Walking Model
  In this section, the locomotion generator and the strategy for synaptic connectivity 
optimization are explained. The detailed synaptic connectivity optimization for neuro-
locomotion was explained in our previous research [175]. We conducted the synaptic con-
nectivity optimization by using evolutionary computation twenty times with different fitness 
parameters for resulting twenty walking patterns with different walking speeds and walking 
step lengths. The walking pattern optimization process can be seen in Algorithm 5.2. In the 
first step, we decided the desired walking speed parameter and run the BMA evolutionary 
optimization technique with around 300000 evaluations. After the walking pattern parame-
ters were acquired, we kept the optimized walking pattern (P1) and repeated the evolutionary
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Algorithm 5.1 Locomotion system
Input: A walking speed and a walking step length 
Output: Joint angle values 
Data initialization 
Walking pattern formation 
Gait generator learning system 
Robot is ready for walking 
while Locomotion system isrunning do 
 ReadDesiredWalking(dv ) 
if dv is changed then 
GaitGenerator(dv ) 
Resulting walking pattern (G1, C2, G3, • • •, C30) 
 end if 
LocomotionGenerator(G1, G2 iG3, • • •, G30) 
Resulting joint angle values (01, 02, • • •, Oio) 
end while
process with different desired walking speed until the 20th walking pattern parameters (P20) 
were acquired.
Algorithm 5.2 Walking pattern formation
Input: Speed, step length, tilt angle, and angular velocity of the robot (Walking Evaluation 
Component) 
Output: Walking pattern parameters 
Forming walking patterns 
for i{—lto20do 
 Set desired walking evaluation component 
 BMA optimization process 
 Resulting ith walking pattern parameters 
end for 
Transferring 20 walking patterns
5.4.2.1.1 Locomotion Generator The design of humanoid robot in this proposed re-
search uses only leg actuators having ten degrees of freedom (DoF) for implementing walk-
ing pattern without stability system. We implemented a coupled neural oscillator-based lo-
comotion generator. This coupled neural oscillator represents only the important joints for 
forming the walking pattern, which are the knee joint and hip-x joint as depicted in Fig. 5.39. 
One joint angle is represented by a couple motor neuron with reciprocal inhibition. The neu-
ral oscillator model for this locomotion was presented in the previous research [1781, [130]. 
The neural locomotion model in this proposed research is illustrated in Fig. 5.39, and its
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mathematical model is shown in Eqs. (5.65),(5.66), (5.67).
     (E=(u_'Ui —wijy.7 — bvi)Tf 
:7=1 
= (yi—vi)Tf • 
yi = max(ui, 0)
    e'r) = (Yi Yi+1)G28+i 
(5.47)
(5.48) 
(5.49) 
(5.50)
where ui, yi, and vi are the inner state, output value, and a variable that represents the 
adaptation value or the self-inhibition effect of the ith neuron, respectively; b is the rate of 
the adaptation value. The external input for coupled neurons, which has a constant rate, is 
denoted by u0. The time constant of the inner state and the adaptation effect in the neuron 
are represented by 7" and T', respectively. In Eq. (5.65), w~3 represents he strength of the 
inhibitory effect between themotor neurons that isoptimized offline; >i_r 1 wiiyj represents 
the total of the signal input from the neuron. In Eqs. (5.65) and (5.66), Tf is used for control-
ling the frequency ofoscillation. 
  In this proposed research we considered the walking pattern with different walking 
speeds implying that only hip-x and knee joint influence those walking patterns. 
Locomotion generator converts he walking parameters (G1, G2s • • • , C30) from both the 
individuals in evolutionary process and gait generator process into synaptic weights of neuro-
locomotion and their gain values. Those parameters epresent the hip-x joint and knee joint 
(eiz,r) and 9.a,r}) computed in Eq. (5.68). In the walking pattern formation system, the loco-
motion generator system generated the locomotion to acquire the fitness calculation for the 
evolutionary optimization process. The other joints which are not represented by walking 
pattern parameters are simple computed by Eqs. (5.51), (5.52), and (5.53).
eg'r) = (9(1) _ gir} (5.51) 
q,r) = Og,r} — eli,r) (5.52) 
= _q,r) (5.53) 
Where 8oi'r), BV), and 0,(41'r) represent the angle value ofhip-y joint, ankle-x joint, and 
ankle-y joint in left or right leg, respectively. In Eq(5.51), 0(11) and Bqr) are the angle value 
of hip-x joint in left and right position, respectively. •
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5.4.2.1.2 Synaptic Connectivity Optimization For finding the optimal solutions for the 
problems discussed in this research the bacterial memetic algorithm is applied [25]. BMA is 
a population based stochastic optimization technique which effectively combines global and 
local search in order to find good quasi-optimal solution for the given problem. In the global 
search, BMA applies the bacterial operators (bacterial mutation and gene transfer). The role 
of the bacterial mutation is the optimization of the bacteria's chromosome. The gene transfer 
allows the information's transfer in the population among the different bacteria. Levenberg-
Marquardt method is applied as the local search technique. 
 The operation of the BMA starts with the generation of a random initial population con-
taining Nznd individuals. Next, until a stopping criterion is fulfilled (which is usually the 
number of generations, Nge.,,,), we apply the bacterial mutation, local search, and gene trans-
fer operators. Bacterial mutation creates NctQnes number of clones (copies) of an individual, 
which are then subjected to random changes in their genes. The number of genes that are 
modified with this mutation is a parameter of the algorithm (ibm). In the local search step 
for each individual the Levenberg-Marquardt algorithm is used by a certain probability till a 
certain number of iterations. The two other parameters of this step is the initial bravery factor 
('y init.) and the parameter for the terminal condition (r). The last operator in a generation is
the horizontal gene transfer. It means copying genes from better individuals to worse ones. 
For this reason, the population is split into two halves, according to the fitness values. The 
number of gene transfers in one generation (Nin f), as well as the number of genes (lgt), that 
get transferred with each operation, are determined by the parameters of the algorithm. 
  Bacterial memetic algorithm has been successfully applied to wide range of problems. 
More details about the algorithm can be found in [25], [1a]. 
                                          In caseofevolutionary and memetic algorithms we have to discuss the encoding method 
and the evaluation of the individuals (bacteria) as well. The synaptic onnectivity optimiza-
tion was developed in the previous research, where multi-objective volutionary algorithm 
was used for optimizing the synaptic weight values in the neural ocomotion [175]. In this 
proposed research, weight factors are used for calculating the fitness values in the multi-
objective problem as a single-objective problem. Speed walking changing, oscillation of tilt 
angle, and step length appropriate to the desired length of step are the objectives in this op-
timization model. We use two-dimensional walking simulation for calculating the objective 
data. Four objectives are to be minimized to acquire good walking pattern. In the BMA, 
the bacterium contains the walking pattern parameters described by 30 real numbers which 
correspond tothe 30 genes (x1 — x30). Those genes (x1 — x30) are converted into 2 pa-
rameters computed in Eqs. (5.69) and (5.70); 28 genes (G1, C2, G3, •••, G28) represent the 
weight values and the neuron structure and the remaining 2 genes (G29, G30) represent the
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Table 5.11: Interconnection Maps Represented by Genes
W(1)1 W()2 W(;)3 W(1)4 W(1)5 W(1)6 W(1)7 W(i)8
Wl(1) 0 01 G2 03 04 05 06 07
W2(1) Ge 0 0, 010 u tt 012 013 G id
W3(i) 015 016 0 Gil G16 019 0213 021
W4(i) G,2 023 G24 0 G, 02, 027 028
W5(i) 04 0, G, 0, 0 G, G2 G,
WO) Gil 012 0t3 014 08 0 Gg 010
Wm) 01$ Gig 02, 0,1 G15 016 0 G17
W8(1) 025 026 027 G28 022 023 024 0
 gain values of the joint  angle in hip-x and knee. One gene represents one parameter in the 
neural locomotion. The genes representing he weight values and the gain values of the joint 
angles have different minimum values ;Tin and maximum values xnax . The minimum and 
maximum values were decided according to the previous analysis. The genes representing 
the interconnection weights from origin euron to destination are shown in Table 5.14. For 
example, the weight connection from neuron 1to neuron 8(W1,8) isrepresented by G7, 
where G7 = x7(x;ax _X7xn)+Xrn
c j =
 :G3 
Ga 
0
if1<j<28&x3>0 
if29CjC30 
otherwise
(5.54)
G.; X3(xr a — xj zn) + X irc (5.55)
where xi is the jth gene of the solution in normalized state and G2 is the jth gene that is 
ready to be used in the neural ocomotion. For weight values, if G3 is lower than zero, then, 
C3 for synaptic weight is zero implying that there is no connection between the neurons.
5.4.2.1.3 Calculation I  the fitness function, weminimize the rror of walking speed 
(E(v)), the rror of desired step length (E(1)), height ofstep (h), and the Center ofMass 
(CoM) error in x-axis (EPAI) . Each component of the valuation function has a weight 
factor (we)).
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E(v)  =  E —  v(t)1 
j-1
E(1) = Idl-1
(5.56)
(5.57)
h=Jy(t)  l h
if h < y(t) &xp(t) <xa(t) 
otherwise
(5.58)
                  E(COAr) = E II CoMx (t) II(5.59) 
                                            j=1 
f = w(TE(v) +wV)E(I) — w2f)h+w(4f)E(coM) (5.60) 
where T is the maximum time and t is the current tithe. In Eq. (5.56), dv is the desired 
speed, v(t) is the current speed. In Eq. (5.57), d1 is the desired length of step and 1 is the 
length of step. In Eq. (5.58), y(t) is the current height of step, xp(t) is the current pelvis 
position in x-axis, and xa (t) is the current ankle position in x-axis. In Eq. (5.59), CoMx (t) 
is the length of CoM from supported area in x-axis.
5.4.2.2 Gait Generator
  The gait generator uses MLP with back-propagation learning mechanism to acquire the 
relationship between the input of the walking pattern (walking speed) and the synaptic weight 
of neuro-locomotion. MLP can easily acquire the dynamic relationship between the walking 
speed and the synaptic weight of locomotion obtained from the walking patterns formation 
system. 
  The MLP system has one neuron in the input layer, certain number of neurons in the 
hidden layers, and 30 neurons in the output layer as illustrated in Fig. 5.40. The number of 
hidden layers can be more than one. 
  The gait generator processis divided into 2 processes. The first process optimizes the 
MLP's weight parameters to acquire the dynamic relationship between the walking speed 
and the synaptic weight of locomotion. After the MLP's weight parameters are optimized, 
the gait generator is ready for generating the synaptic weight parameters for neural ocomo-
tion with any walking speed and step length. The process of gait generator is explained in 
Algorithm 5.3. 
In Eqs. (6.27), x(;) and xii(i) are the output value and the input value ofthe jth neuron in the
5.4. WALKING SPEED CONTROL BEHAVIOR  153
xi'
 dv 
 Walking 
speed
x(1)
(1) X
2
X3(I)
(1)
ry ",(1)
)(_2)•.---- 
(2)
(2) 
x3
(2) 
mz
  . '''
(n-1)
(n-1
x(n-1)
Xm
G30
1st layer 2nd layer 3rd layer ^^^ nth layer
Figure 5.40: Diagram of MLP with back propagation model
Algorithm 5.3 Gait generator learning system
Input: Walldng patterns• 
Output: Optimized weight parameters of MLP 
if W has been optimized then 
MLP with walking speed input (do) 
else 
for i-1to5x106do 
forj lto2Odo 
    Train jth training data in ith MLP process 
   end for 
 end for 
end if
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ith layer, respectively; Wk3 ~) is the weight value between the kth neuron in the (z -1)th layer 
and the jth neuron in the ith layer; m [n] is a vector epresenting the number of neurons in 
each layer, where n is the number of layers, defined as m[4] = {1; 10; 30; 30}. It represents, 
that there is one neuron in the 1st layer, 10 neurons in the 2nd layer, 30 neurons in the 3rd 
layer, and 30 neurons in the 4th layer.
                                  mti_1 
   x3Ci) = f(x/i)) = fEx i-1)(t)W 3—I) 
 z r (dk—XV)f,{x3(i)Jif i = y 
~~)((i -1)1'i)(       ~8i)Wif(x~) otherwise
(5.61)
(5.62)
W(i-1) (t + 1) = (t) + 77x1(i) (t)5(i) (5.63) 
In Eq. (5.62), el) is the rror p opagation in the kth neuron f the ith layer, where dkis 
the desired value in the kth neuron of the output layer. We standardize the data from 0 to 1. 
In Eq. (6.27), the activation function f (x) is sigmoid function for each neuron. The weight 
parameters of neurons W(i-1) between the (i - 1)th layer and the ith layer are computed by
Eq. (5.63), where 77 is the learning rate of the weights.
5.4.3 Experimental Results
  The optimization process for this proposed locomotion should take a short time, therefore 
we optimized the walking pattern in computer simulation. This experiment of the proposed 
research is divided into three parts, such as walking patterns formation optimization as the 
first, gait generator learning as the second, and walking speed control as the last experiment.
5.4.3.1 Walking Patterns Formation Optimization
In this experiment, we optimized the walking patterns by using BMA, whose parameters 
are shown in Table 5.12 representing the best parameter combination acquired from prelimi-
nary test. BMA parameters were chosen based on the result of comparison test against Steady 
State Genetic Algorithm (SSGA), which is a model of continuous alternation of generations, 
where few individuals with low fitness values are replaced by new individuals produced by 
genetic manipulation [195, 2151. In order to realize a fair comparison, the tests with BMA 
and SSGA took the same number of fitness evaluations (40000). The comparison diagram 
of preliminary tests between SSGA and BMA is depicted in Fig. 5.41. BMA ran 10 times 
(Fig. 5.41a) and SSGA ran also 10 times (Fig. 5.41b). Figure 5.41c shows the average of
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fitness evolution of BMA and SSGA. We formed 20 walking patterns with different walking 
 speeds whose parameters are tabulated in Table 5.13 showing the desired walking speed (dv) 
and walking pattern parameters. Each walking speed has different walking pattern parame-
ters. 
                         Table 5.12: BMA Parameters
Parameter value
Nind, Ngen, Nclanes 
mutation segment length 
mutation type, parameter 
Nin f, 19t 
local search probability
maximum number of iterations
initial bravery factor 
terminal condition 
   max•max 
 X(1-28)X(29-30) 
  minmirn  ,min -!(29-30)
2   w
l„CO
40, 80, 4 
2 
Gaussian, 0.3 
10, 10 
10 
8 
1.0 
0.0001 
3.5; 4 
-3.0; 1.0 
{0.2, 0.3, 0.3, 0.2}
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Figure 5.42: Neuron connectivity structures a) 7th walking pattern; b) 14th walking pattern
  The samples of neuron connectivity structure are represented by the seventh and the 
fourteenth walking pattern depicted in Fig. 5.42 and those walking movements are illustrated 
in Fig. 5.43 where we can see, that the fourteenth walking pattern is faster than the seventh 
walking pattern.
5.4.3.2 Gait Generator Learning
  After all walking pattern parameters had been acquired, we used MLP to acquire the 
dynamical function of input (walking speed) and output of the walking pattern parameters 
resulted by walking patterns formation optimization. In this experiment, the activation func-
tion of neuron is sigmoid function as shown in Eq. (5.64), where a is defined as 4.0. We set 
variable s in Eq. (5.63) as 0.1. In this experiment, i  took 5 x 106 iterations until small error 
is acquired. We tried 3 models of MLP with different number of layers. First, second, and 
third MLP have 5 layers, 4 layers, and 3 layers, respectively with same number of weight 
calculations. In the first MLP, the number of neurons in the lst 5th layers are 1, 7, 8, 30, 30, 
respectively; in the second MLP, the number of neurons in the 1st-4th layers are 1, 10, 30, 
30, respectively; and in the third MLP, the number of neurons in the lst-3rd layers are 1, 50, 
30, respectively. The best number of neurons in each layer are determined by preliminary 
tests.
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Figure 5.43: Tracking of walking movements a) 7th walking pattern; b) 14th walking pattern
            f(x) = ----------1_xIa(5.64)                               1+e 
  The error values in this MLP's process are shown in Fig. 5.44. We used the optimized 
weight parameters of MLP as gait generator parameters for generating the walking param-
eters with desired walking speed. The MLP which has the larger number of layers has the 
better performance which can reach the smallest error. The best performing MLP is chosen 
as the gait generation structure model.
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Figure 5.44: Error evolution in different MLP structures
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5.4.3.3 Walking Speed Control
In the first step, we implemented the system in Open Dynamics Engine computer simula-
tion [1831 . We put the weight values of the best MLP after optimization in the gait generator 
learning experiment and used that MLP model in this robot simulation. The robot simula-
tion walk with several changes in the walking speed input is depicted in Fig. 5.45. By using 
the proposed method, we can control the walking speed of the robot based on biological 
approach.
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Figure 5.45: Proposed locomotion implemented for humanoid robot in simulation level
  In this experiment, we took 2000 time sampling with different walking speeds in each 
200 time sampling. The robot starts in silent condition with equals 0.0, and moves with 
different walking speed 0.31, 0.54, 0.74, 0.34, 0.10, 0.00, 0.32, 0.43, and 0.65, respectively. 
The signal change in this experiment is presented in Figs. 5.46 and 5.47. The neuron signal 
outputs changed smoothly depending on the change in walking speed. A change of speed of 
robot resulted from the walking experiment of robot is depicted in Fig. 5.48. The walking 
speed changed depending on the input of desired walking speed. Small oscillation in Fig. 
5.48 are affected by the swinging motion of the legs when stepping. However, this condition 
does not affect the stabilization of robot walking. 
  In order to prove the high effectiveness of this walking speed control model, we imple-
mented it in a simple humanoid biped robot shown in Fig. 7.18. We test the walking acceler-
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ation and deceleration performance. We set the walking speed of the robot with certain time. 
The biologically inspired robot locomotion is able to control the walking speed instead of 
the acceleration and deceleration control.
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Figure 5.48: A change of robot's torso walking speed
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Figure 5.49: Proposed locomotion implemented in a simple humanoid robot
5.4.3.3.1 Stability Test In order to prove the stability of the proposed model, we analyzed 
the oscillation of the body tilt robot and angular velocity sensor placed at the torso of the 
 robot. The oscillation of angular velocity recorded during walking speed control experiment
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depicted in Fig.5.50 has stable oscillation. This represents, that the locomotion system is able 
to be applied to robot walking generation. Another substantiation that supports the proof of 
 the robot stabilization is depicted in Fig.6.12, which presents the Poincare map analysis that 
shows the intersection of a periodic orbit in the state space of the angular velocity with the 
body tilt angle.
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Figure 5.50: Oscillation of angular velocity recorded from robot's body
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5.4.4 Discussion 
  This research proposed a new walking speed control based on human behavior. We used 
neural oscillator as the locomotion generator and used evolutionary algorithm for forming 
several walking patterns with different walking speeds. The evolutionary algorithm with the 
proposed strategy effectively forms the walking pattern based on biological approach. In 
order to acquire the dynamical relationship between walking speed and its pattern, MLP 
is effectively implemented. The trained weight parameters in MLP are used for generating 
dynamical walking pattern by defining the desired walking speed in the gait generator sys-
tem. By using the proposed locomotion model, the walking speed can be easily controlled. 
The locomotion generator can generate signal neuron transition smoothly with the change 
in walking speed. In order to prove the effectiveness of the proposed locomotion, we imple-
mented it in open dynamics engine and in a simple humanoid robot. 
  This proposed locomotion model is the basic model of humanoid robot locomotion based 
on human behavior analysis. As a future work, the inverted pendulum will be combined with 
multimodal recurrent neural network for human behavior obust stability.
5.5 Omni-directional Locomotion Behavior
This section shows learning model of omni directional bio-inspired humanoid locomo-
tion which is generating different walking behavior in different walking provision. Step 
length in sagittal and coronal direction, and degree of turning are considered parameters 
in walking provision.
5.5.1 Introduction
  In this current issue of bio-inspired model, stability, walking provision (omni-directional 
walking), and learning process are obstacle in this locomotion development. Omni-
directional walking are solved in this proposed research. Omni directional locomotion model 
provides dynamic movement and ability to modify its motion quickly so that support he 
robot to move in dynamic environment [12]. 
                              Most of the limit cycle development only considerspeed in unidirectional walking 
[77, 52, 68]. Endo et al developed adjusted walking velocity for neural oscillator based lo-
comotion. However, range of adjusted velocity is small [52]. In 2008, Manoonpong et al 
developed neural based locomotion in order to generate omnidirectional movement in any 
types of legged robot. The proposed model can easily be adapted to control other kinds of
 5.5. OMNI DIRECTIONAL LOCOMOTION BEHAVIOR 165
walking machine without changing the internal network structure and its parameters. This 
model also can produce at least 11 different walking patterns and a self-protective r flex 
by using five input neurons [124]. Therefore in this research, we proposed ynamic structure 
model in neural oscillator based locomotion and learning model in order to generate unsealed 
omnidirectional movement in biped robot. 
  Proposed omni-directional walking cover combined 180 degree in horizontal walking 
direction and turning walking level. In our previous development, straight walking control 
and turning walking level have been developed independently in [171],  [168], and [170], 
respectively. Behavior forming this various walking provision, will be learned by using evo-
lutionary algorithm. 
In this research, natural locomotion processes are applied, where neural based locomo-
tion is designed with considering 4 degree of freedom in each legs. One joint is represented 
by 2 coupled neuron which imply the flexor and extensor muscle mechanism in human joint. 
Locomotion model is able to generate dynamic walking behavior in omni-directional walk-
ing provision. The main contribution of our proposed research are 1) Development of motor 
neuron interconnection structure in neural based locomotion for generating omni-directional 
walking controller 2) The novelty in learning methodology which proposed centered learning 
strategy for avoiding the complex interconnection neuron structure.
5.52 Centered Learning Model
  The aim of this learning model is for learning the walking behavior of biped robot in 
unsealed omni-directional movement and avoiding the complexity of neural interconnection. 
Omni-directional locomotion based on neural oscillator in this proposed research is separated 
by 2 interconnections depicted in Fig. 6.24, where main interconnection structure represents 
sagital walking behavior which has important role for generating the walking phase and 
pattern, and branch interconnection structure represents urning and coronal behavior. 
  In centered learning model for omni-directional movement, we used modified multi layer 
perceptron (MLP) which given some initial relationship walking pattern references generated 
from behavior learning system in Section 5.5.4. The mathematical equations of the proposed 
MLP has been explain in [171].  In order to optimize every walking pattern reference, we 
used multi objective evolutionary algorithm. Online terminology representing online ref-
erence data will be updated from the walking parameter generated by optimized learning 
model and walking analysis parameter. Reference data in this learning model, compose 11 
input walking provision and 72 output parameter representing walking parameter. Since the 
reference data will be updated every walking generation, the error resulted between desire
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walking provision and the result of walking which its parameters generated learning model 
will be reduced. In this model, unsealed omni-directional control and combination of walking 
behaviors are learned. Therefore after learned, walking provision in omni-directional move-
ment without scaling parameter can be as the input parameter in locomotion generator. The 
synaptic weights in neural structure are generated based on the input of walking provision. 
  Furthermore, locomotion generator based on neural oscillator in angle joint level is con-
ducted. The neuro-based locomotion generator will be explained in Section 5.5.3.
5.5.3 Neuro-based Locomotion Generator
Our bio-inspired locomotion uses neural oscillator model proposed by Matsuoka [1301 
. This model is generated by mutual inhibition between certain neurons. Each neurons also 
acquires adaptation signal input. In our previous research, there were 12 motor neurons to 
represent 6 joints [175, 171]. In order to realize the omni-directional movement in biped 
robot, additional joints are required. This proposed model increases the number of neurons 
to 16 neurons, representing 4 joints in each legs which can be seen in Fig. 5.53. The math-
ematical model of the proposed neuro-locomotion system is shown in Eqs. (5.65), (5.66),
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(5.67).
     (71.Gi=(u0-Ui-E 
                  j-1 
 T'Vi = (yi — vi)Tf
yi = max(ui, 0)
4Li = t1jg'i
— bvi)Tf
(5.65)
(5.66)
(5.67)
(5,68)
where ui, yi, and vi are the inner state, output value, and a variable that represent the adap-
tation value or the self-inhibition effect of the ith neuron, respectively; b is the rate of the 
adaptation value. The external input for coupled neurons, which have a constant rate, is de-
noted by u0 . The time constant of the inner state and the adaptation effect in the neuron 
are represented by r and T', respectively. In Eq. (5.65), V.% represents he strength of the 
inhibitory effect between themotor neurons that isoptimized offline; E j  w?3 y3 represents 
the total of the signal input from the neuron. In Eqs. (5.65) and (5.66), Tf is used for control-
ling the frequency of oscillation. 
The synaptic weight (wi j ) will be optimized depending on the desired walking behavior. 
Since there are 16 motor neurons involved in the locomotion generator, there are 162 synaptic 
weight combination from (wi,1 --- w16,16), where its interconnection map from source neuron 
to destination neuron can be seen in Table 5.14. There are ... parameters (G1, G2, G3r • • •, G...) 
representing the synaptic weight to be optimized. For example, parameter C24 represents the 
weight connection from neuron 7to neuron 8and from neuron 4to neuron 3. twenty eight 
parameters (G1, G2, G3, • • •, C28) represent the walking :behavior in sagittal direction, 23 
parameters (G29, G30, •••, C51) represent the behavior in coronal direction, and 23 param-
eters (G52, G53, •••, G74) represent the turning behavior. The neuron structure presenting 
walking behavior in sagittal direction is constructed as the main structure of interconnection 
structure. This neuron will effect to neurons representing coronal behavior and turning be-
havior, but neurons representing coronal behavior and turning behavior are not affected each 
others.
5.5.4 Behaviors Learning System
  The aim of this system is to generate the behaviors for representing omni-directional 
movement. In this section, walking behavior and optimization strategy are explained. In or-
der to build omni-directional movement, at least there are 3 parameters, sagittal movement, 
coronal movement, and turning movement [187, 184]. Therefore, in the behavior building
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Table 5.14: Interconnection Maps Represented by Genes
Destination Neuron
1 2 3 4 5 6 7 8  g 10 11 12 13 14 15 16
 C
2
 N z
U
1 0 G1 02 03 04 G5 06 07 029 037 033 0 41 061 059 055 063
2 08 0 Gg G 10 011 012 013 014 G30 038 034 042 052 Gyp 068 064
3 016 016 0 G17 018 Gig G20 021 031 039 038 043 G 63 061 067 058
4 022 023 024 0 025 026 027 028 032 Go 036 G44 G54 G62 058 066
5 025 026 027 028 0: 022 023 024 G33 041 029 037 055 Geo 051 069
6 017 018 G 19 020 G21 0 G15 018 034 042 030 038 056 064 052 060
7 Gg 010 Gil 012 013 G14 0 08 035 043 031 Gag 057 065 G53 051
8 G1 G2 03 G4 G5 06 07 0 035 044 G32 G40 058 055 G64 052
9 0 0 0 0 0 0 0 0 0 048 049 045 0 0 0 0
10 0 0 0 0 0 0 0 0 046 0 G50 046 0 0 0 0
11 0 0 0 0 0 0 0 0 046 049 0 047 0 0 0 0
12 0 0 0 0 0 0 0 0 047 G5() 048 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0 0 G70 071 067
14 0 0 0 0 0 0 0 0 0 0 0 0 067 0 Gn 088
15 0 0 0 0 0 0 0 0 0 0 0 0 G68 071 0 G 69
16 0 0 0 0 0 0 0 0 0 0 0 0 G59 072 G70 0
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processes, behavior of 3 walking parameters are optimized in different value of each param-
eters.
5.5.4.1 Behavior Building
  Since the neuro based locomotion are implemented, behavior building implies to build 
the neuron interconnection. Different structure will generate different walking behavior. In 
 this part, we will explain the strategy for optimizing the interconnection structure depending 
on the desired walking behavior. We propose multi-objective evolutionary algorithm NSGA-
II, which firstly proposed by Dep et al [185, 36] which was proved has optimized neuro-
based locomotion [178]. In this behavior forming, the optimization processes are separated 
by 3 parts, forming sagittal direction behaviors walking in different speed, forming coronal 
direction behaviors in different speed, and turning behaviors in different degree of turning 
level.
5.5.4.1.1 Sagittal direction behaviors optimization This interconnection optimization 
is the improvement from our previous researches [175, 171] in optimization part. Optimiza-
tion objective is improved from single objective to multi-objective optimization and also the 
encoding process. We expect o build the walking behavior with stable pelvis speed with 
desired length of step and height of step. 
At the first stage, we optimized thenormalize of initial walking behavior (x1°)2$) by using 
evolutionary algorithm in [175].  Then, we optimize the walking behavior ineach speed unit 
based on initial behavior. Inthis NSGA optimization, one chromosome has 28 genes (x1_28) 
converted towalking pattern (g1_28) which are representing the synaptic weight value and 
the neuron structure. Th  genes have minimum and maximum value, x(,n}n and xmaax, which 
are decided depending on preliminary test. The conversion equation from the genes to the 
interconnection parameter is shown in Eqs. (5.69) and (5.70), where xi is the jth gene of 
the solution in normalized state and G2 is the jth gene that is ready to be used in the neural 
locomotion. If gj is lower than zero, then, gj for synaptic weight is zero implying that there 
is no connection between the neurons. gj parameter will be converted to synaptic weight 
parameter based on map connection depicted in Table 5.14.
     93 g
~0
if xj > 0 
otherwise
(5.69)
~(a) (a))(a) g
j = X3(Xmax — Xmirz+Xmin (5.70)
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Figure 5.54: (a) Robot design from front side (b) Robot design from side.
  In the fitness model, we minimize the error of pelvis speed, error of step length, and error 
of step height. Error of pelvis speed ES is calculated s E~a) = Et(4) — vx (t))2, where 
t and Tare the time unit and maximum ti e, ce) is the desired speed, and v(t) is the current 
speed in sagittal direction. Error of step length (4a)) is calculated as Eia) = E8 9(d(1)— 
1(s))2, where, parameter s andNsare the current step and maximum step resulted until 
maximum time (T), d(1) is the desired length of step, and 1(t) is the length of step in sth step. 
Error of step height (Er) is calculated as ) = E 81(d(h) — (t)) 2, where, parameter d(h) 
is the desired height of step and h(s) is the height of step in sth step. Considered parameters 
are grouped into 2 fitness functions are calculated asminimization shown in Eqs. (5.71) and 
(5.72).
gi-28 =arg min(Ei;a) + EP)) 
91-28 = arg min E a) 
wj,
(5.71)
(5.72)
This optimization w ll be conducted P 1 times with different walking speed, where dav} 
is minimum desired speed vmin and (pv+1 is maximum desired speed / max where the speed 
iteration is (vma — v,j, ) ~ P.
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5.5.4.1.2 Corona' direction behaviors optimization In this interconnection optimiza-
tion, we expect to build the walking behavior with desired step length in coronal direction. 
Since this optimization used the optimized weight parameter of sagittal direction (g1_28) in 
each level of speed, this optimization will be also conducted P + 1 times. One chromo-
some has 22 genes (x29_50) converted towalking pattern 029_50) which are representing 
the synaptic weight value and the neuron structure. The genes have minimum and maximum 
value, xm?n and xtm}x, which are decided depending o  preliminary test. The conversion 
equation from the genes to the interconnection parameter is shown in Eqs. (5.69), where 
    a a1a   = X(xrrxax—xmin.)+xm.in.. 
  In the evaluation model, we minimize the error of pelvis speed in coronal direction, error 
in length of step in coronal direction, and error of center of mass. The error of pelvis speed 
in coronal direction ECb)is calculated s Etb} =Et1(d}, ) — vy (0)2 where, t and Tare 
the time unit and maximum time, dyv)is the desired speed, and vv (t) is the current speed 
in coronal direction. Therror inlength of step incorona' direction Ei~)is calculated s 
E()= v,1V,1(d(l)v—1(s))2, whered(1)Y is the desired length of step, and la(s) is the length 
of step in sth step in coronal direction. a d error of center of mass E }11 iscalculated as 
Eca}M = EtT 1(ycoivi (t) — ypeivis (t))2 where, parameter ycoM (t) is the center of mass and 
Ypeivis is the pelvis position in coronal direction. Considered parameters are grouped into 2 
fitness functions are calculated as minimization shown in Eqs. (5.73) and (5.74).
g29_51=arg min (Etb}+E~6} ) 
               wi.7 
  g29_51 = arg min E(b) 
Wt ,j
(5.73)
(5.74)
5.5.4.1.3 Turning direction behaviors optimization Neuron representing the turning 
behavior will be optimized in each speed level. This optimization will be also conducted 
P + 1 times depending on the changing of neurons structure representing sagittal direction 
(gl_28). Since these neurons are not affected by neuron representing corona' direction, pa-
rameter g29_50 are not used in this optimization. One chromosome has 22 genes (x51_72) 
converted to walking pattern (g51_72) which are representing the synaptic weight value and 
the neuron structure. Th  genes have minimum and maximum value, xjand s2)„„, which 
are decided depending on preliminary test. The conversion equation from the genes to the 
interconnection parameter is shown i  Eqs. (5.69), where= xi (x,n)cix — x((c} p ) + x,z)n
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                                     speed.
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50
a) with 5m/sof
4e) = a — da
if s%2 = 0 
otherwise
(5.75)
Et~} = (a(t) — a(t — 1))2(5.76) 
t=1 
In the valuation process, weminimize the rror of the walking direction e which 
is calculated in Eqs. (5.75), (5.76). In Eq. (5.75), da is the desired turning angle and a = 
(l) — 6(r), where, 9(1) and 9(r) are the angle value of hip-z joint in left and right leg, 
respectively. Second evaluation, we consider to minimize turning speed which is calculated 
in Eq. (5.76). 
                                                 NS 
                g52_74 = arg min E Etc) (s)(5.77) 
wa°1 s=1
                g52-74 = arg min E C}(5.78) 
Wa,j 
  Fitness evaluations in this optimization process are calculated as minimization shown in 
Eqs. (5.77) and (5.78).
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5.5.5 Experimental Result and Discussion
  In order to prove the defectiveness of the proposed model, we implemented the proposed 
model into computer simulation and using Open Dynamics Engine as the physics engine. 
We designed biped robot with 4 DoF in each legs which can be seen in Fig. 6.14. In first 
experiment, we optimized the interconnection structure respected to sagittal direction as the 
center structure in order to get different speed of walking behavior. In second experiment, 
the branch structures (Coronal direction and turning behavior) and their interconnection with 
center structure will be optimized.
5.5.5.1 Center Interconnection Structure Optimization
In this optimization, we generated the walking pattern in different walking speed be-
tween Omls - 5m/s with iteration 0.2 m/s unit speed. We will generate the walking pattern 
with minimum energy required in every desire walking speed. The parameter of NSGA-II 
used in this optimization process can be seen in Table. 5.15. We had 64 individuals in one 
population, where one individual composed 28 gene parametes representing synaptic weight 
in main interconnection. We run the evolution process until 50 generations and took the best 
individudl in pareto front in every desired walking speed as the walking pattern references. 
The sample of evolutionary process can be seen in Figs. 5.55 and 5.56 which show the in-
creasing of pareto front's diversity. They also show that the population is approaching the 
minimum error value in both fitness evaluation. Therefore, the optimization will generate the 
desired movement with minimum energy required. 
Table 5.15: NSGA-H Parameters
Parameter Value
  Population size 
Number of generations 
Number of objectives 
   Chromosome
Crossover & Mutation prob.
Time evaluation
64 indv. 
50 generations 
2 objectives 
28 real numbers 
0.5, 0.5 
200 time sampling, 
@ 20ms
  From this experiment, we took the best pareto front solution in every desired sagital 
speed. Therefore, one desired speed may generate more than one solution with different 
structure. Since we had 26 desired sagital speed, we acquired 26 unique interconnection 
patterns. The sample of sagital behavior can be seen in Fig. 5.57.
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5.5.5.2 Branch Interconnection Structure Optimization
  Since the main interconnection structure has been optimized, we continued tooptimize 
the brance structure. There are 2 movement behaviors tobe optimized, coronal and turning 
movement behaviors. We used optimized main interconnection structure in every desired 
 speed for optimizing branch interconnection structure.
5.5.5.2.1 Coronal Movement Behavior In coronal movement behavior, we generated 9 
desired coronal movement speed in every interconnection patterns, from 0.8 m/s to -0.8 m/s 
with interval 0.2 m/s. We chose the best solution in pareto front from with minimum desire 
speed error in every optimization. Therefore, this coronal optimization we generated 234 
interconnection structures. The sample of turning behavior can be seen in Fig. 5.58.
5.5.5.2.2 Turning Movement Behavior In turning movement behavior, we generated 9 
desired turning movement speed in every interconnection patterns, from —900/s until 90°/s 
with turning speed interval 22.5°/s. We also chose the best solution in pareto from with 
minimum desire speed error in every optimization. Therefore, optimization processes also 
generated 234 interconnection structures. The sample of turning behavior can be seen in Fig. 
5.59. 
  Since, every optimization behavior in branch structures had 234 interconnection struc-
tures, we got 468 behavior references in different movement provision.
5.5.5.3 Learning of Omni-directional Walking Behavior
  After having generated behavior eferences in every movement behavior, we conducted 
the unsealed omni-directional motion behavior by using proposed MLP. In this learning pro-
cess, we would like to achieve the relationship between walking input (degree of turning, 
sagittal speed, corona' speed, phase different of 8 joint angle signals) and the interconnec-
tion structure of neural oscillator. There were 11 neurons in input layer, 20 neurons in every 
hidden layer, and 72 output layer. 
  In order to decrease thecomplexity, we divided the MLP system into 36 system. There-
fore, every MLP had 2 neurons in output layer, where the structure can be seen in Fig. 5.60. 
In order to generalize the system, we used k-fold cross validation, where the k value is 5. We 
trained the training data (walking references data) until 2.106 iterations and the relationship 
error can be decreased as shown in Fig.5.62. 
Using this proposed learning model, dynamic signal in unscaled omni-directional walk-
ing controller can be achieved. Fig.5.61a show the neuron signal outputs with movement
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          motor neurons (b) the signal output converted in joint angle level
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provision changing in every 100 time sampling and Fig.5.61b shows the dynamic signal in 
joint angle level. The sample of neuron interconnections can be seen in Fig. 5.63.
5.5.6 Conclusion and Discussion
  This research proposed the learning strategy for solving the complexity of neural struc-
ture in neural oscillator based locomotion for generating omni-directional movement be-
havior. Since multi-objective volutionary algorithm is used as the behavior optimization, 
movement provision and resulted energy are calculated as the fitness calculation, desired 
movement behavior can be acquired with minimum energy required. In this optimization, 
the behavior solutions was not deserved well, however, by increasing the number of genera-
tion, good diversity can be acquired. In this proposed method, walking behavior eferences 
generation took a long time, one reference behavior equires one optimization process. This 
is one of the problems which should be solved in next development. 
  Walking behavior eferences is used as the training data of the learning model. Sepa-
rated MLP strategy is successfully approaching the relationship between input and output of 
walking behavior. Training iteration and learning process take a long time, and also require 
higher performance of learning model, such deep learning model. Input behavior eferences 
are also required to be increased in order to specify variant behavior in one movement provi-
sion, since in this current state, redundant behavior may be generated inthe walking reference 
optimization. However, by using this proposed learning model with cross validation, omni-
directional movement behavior can be generated. The model can generate sagittal movement 
from 0 m/s - 25 m/s, coronal movement from -5 m/s - 5 m/s, and turning speed (—ir/2)°/s -
(7r72)°/s. 
  In the future, variant of walking input references should be increased by considering 
internal and external sensory information in order to classify redundant behavior. In order 
to improve the performance of learning model, high performance deep learning with online 
application may be implemented.
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Chapter 6
Stability Behavior
  In order to support the locomotion behavior respond the disturbances coming, we de-
veloped stability model. We proposed biologically inspired stability model for avoiding the 
saturation phase and decresing robot's parameter equirements. There are several stability 
model developed in this proposed research which have been modified and evoluted from 
previous model in order to achieve desired stability behavior generation. In the first model, 
we used single modul recurrent neural network (RNN) as the learning model. In the first 
implementation, we use local effect strategy, Then, we implement dynamic synaptic strat-
egy. After that, we design modular recurrent neural network which composed several RNN. 
In order to confirm the effectiveness of the proposed model, we test the model into two 
wheeled robot before testing in biped robot. Finally, we develop stability controller model 
for recovering external pertubation.
6.1 Local effect approach interconnection model
 The stability system is built to have responsive ability to the disturber comes from en-
vironmental condition such as nQrmal force resulted depending on surface condition. We 
designed the connection between sensoric neuron and joint neuron system that explained in 
Table 6.3. Local effect approach in this model was used to summarize the structure neuron. 
In these cases, we have three balancing systems: ground reaction, pose control, and hand 
reaction. Each of them has different connection structure.
6.1.1 Synapse Structure 
  In the proposedmodel, We implemented three different kind of sensors as mentioned in 
previous ection. The synapse connection structure is illustrated in Fig. 6.1 and explained in
185
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Figure 6.1: Sensor connection structure in joint angle level
Table 6.3. In ground reaction, there are four sensoric neurons located in the four corners of 
foot, Sp1—Sp4 for left foot and Sp5—Sp5 for right foot. These sensoric neurons are connected 
to ankle joint neurons: ankle-x joint and ankle-y joint. When front sensoric neurons (Spi, 
Sp2, Spa, Sp6) detect he ground, they send the positive impulse to ankle-x joint. When the 
right side sensoric neurons (Sp2, Spa, Sp6, Sp7) detect he ground, positive impulse will 
be sent to joint ankle-y. These sensoric neurons (ground sensor) also influence knee joint 
and hip--x joint. When sensoric neuron detects the ground, it sends impulse to knee and hip-
x joint. In tilt and angular velocity sensors, there are two degrees of freedom: pitch (St2 
and Sa2) and roll (St1 and Sal). St1 and Sal are connected to hand-x joint, while St2 and 
Sa2 are connected to ankle-y, hip-y, hand-y joint. The output sensors are resulted uring the 
simulation process.
On = en+
m 
i=1
aiq3,i~3 i +
i=1
Stiq2,ia7,i +
k 
i=1
piq1,ic (6.1)
In Equation (6.1), m, 1, k are number of tilt, angular velocity, and ground sensor, re-
spectively. The values of synapse qi,i, q2,i, and q3,i are controlled by using recurrent neural 
network (RNN) for acquiring the best stabilization parameter. This system will be detailed 
explained in the next section. Bn represents he angle joint in nth joint. a3 i, c~2 , cj i repre-
sent the impuls effect of angular velocity sensor, tilt sensor, and ground sensor in n-th joint 
explained in Table 6.3, Since "0" implies there is no effect, "1" and "-1" imply positive and 
negative ffect.
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6.1.2 Design of RNN Model 
In order to optimize the synapse weight, we utilized the recurrent neural network back 
propagation through time (BPTT) as depicted in Fig. 6.2. This system updates the correction 
synapse weight from sensoric neuron to joint neuron in real time. In our recurrent neural 
network system p represents he state number of current condition of Robot. In this system 
we assumed the number ofstate condition is one. In Eq. (6.27), xp(t) is the input value in t 
time sampling; sh(t — 1) is output value of hidden euron i t — 1 time sampling; b is bias 
input for hidden layer; x (t) is output value of hidden euron i t time sampling.
lm 
sy(t) =f(nsfy(t)) = f x7(t)VL (t) + E sh(t —1)Uh + b; 
ih
y(t) = g(o4(t)) = g E s71 (t)Wfi(t) + b
7
(6.2)
(6.3)
After forward process is done and resulted the output neuron value y:computed in Eq. (6.28), 
waiting time is required toacquire the sensor value S(k, yf, (0) and analyze the weight value. 
In Eqs. (6.29) and (6.30), 8 is error propagation n output layer and is error propagation n 
hidden layer. We used hand actuator asthe response output yI(t). The number of neurons 
in the input layer, in the hidden layer, and in the output layer are denoted by 1, m, and n, 
respectively. 
       
• (d - S(k, y~-(t)))g'(4 (t))(6.4) 
     n' 
                6p= E 8Wi~(t)f'(nsp(t))(6.5) 
WP (t + 1) = WP(t) + 77„s (t)67,(6.6) 
VP (t + 1) = VP(t) + 77,xp(t)611(6.7) 
Up(t+1)=Up(t)+ii sp(t-1)8p(6.8) 
The activation fu ction for hidden layer f (x) used sigmoid function. d is the desire output 
and the output function for are sigmoid function. In this case, the desire output is the condi-
tion where robot maintains the angular velocity of robot becomes zero. We have 12 neurons 
in the input layer resulted from sensors (Spk ,St1,Sam), four neurons in the hidden layer, and 
12 neurons in the output layer. The configuration of input neuron is explained in Table 6.2. 
We need to train the parameters V, U, and W as the weight among neuron. 'qv, nu, and 77 vare 
the learning rate for V, U, W parameter recursively. In BPTT, the error propagation is done 
recursively. As depictied in Eqs. (7.10), (6.32), and (7.2), the weight of synapse between
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Figure 6.2: Recurrent neural network structure
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Figure 6.3: Comparison angular velocity data between locomotion system without SLS and with 
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sensoric and joint neuron can be regenerated.
Table 6.2: Configuration of Input and Output Neuron
 xp x1 xp2 xps XP4 x9 x6 xp x9 XP ppx10x1121x12
S(k, yk ) S(}4' ) S(y2')S(v3) S(Y1) S(y;') S(Y11)S(y7) S(ya ) s(4) S(yxn) S(yi) SC 42
Input St/ SO So, Sp1 Spa SSJ)4 Sp 5 5P6 S1a7 .Sps
Output q2,1 q2,2 q3,1 q3,2 q1,1 q1,2 q~.3 q1,4 q1 q1,6 q1,7 q1,8
 61.3 Experimental Result
  In this experiment, we continued to implement the stability system that used recurrent 
neural network model to support the balancing system. We defined 77?, = 0.02, rj„ = 0.02, and 
= 0.01 as the learning rate. We analyzed the signal oscillation without stability learning 
system (SLS) and with SLS to compare the difference among them. Figure 6.3 and 6.4 shows 
thes angular velocity oscillation and tilt oscillation comparison i both of locomotion system. 
The locomotion with SLS has smaller tilt and angular velocity oscillation, which imply the 
locomotion with SLS more stable than locomotion without SLS. Beside that, the SLS also 
increase the speed of walking in robot locomotion as shown in Fig. 6.6. The locomotion with 
SLS can reach the length of movement longer because the SLS can effectively reduce the 
disturbance that hamper the robot walking. The weight between sensoric neuron and joint
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Figure 6.6: Running process in ODE simulation
neuron is changing every time sampling depending on the robot condition. SLS is effective 
for balancing system of humanoid robot locomotion. Beside that, the values of time sampling 
configuration are important. We have captured the running process imulation as seen in Fig. 
6.5. This model is expected forming the human-like locomotion system. 
The output of coupled neuron representing the signal of joints in robot when walking on 
flat surface was recorded as shown in Fig. 12. The hip-x, knee, and ankle-x joints have phase 
difference 180 degrees, while hip-y and ankle-y joints have the same phase. These signals 
have been influence with ground reaction. Therefore, these signals have different pattern 
depending on the environment condition. In this research, we only consider the disturbances 
in the flat surface. We proved that the stability system can reduce the oscillation of robot 
walking and also improve the speed of robot walking. This biological approach based robot 
locomotion are needed improvement, therefore the robot can walk in different direction, walk 
in uneven surface, and reduce the external disturbance.
6.1.4 Conclusion
  In this research, we have designed the humanoid biped robot locomotion based on neural 
oscillator. The locomotion pattern in humanoid robot can be acquired by controlling the 
weight of synapse by using evolutionary algorithm. The design of neural structure between 
sensoric neuron and joint neuron could change the stabilization approach by using ZMP 
method. The stabilization of locomotion can be increased by learning the weight of synapse 
using recurrent neural network. Signal pattern resulted from the coupled neuron is suitable 
for the ground reaction. We have designed the synapse from sensoric to joint neuron and the
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walking movement without turning left or right. As the future research, we are designing 
to add a neuron systems adapted as brain neuron systems that process the information from 
sensoric neuron system and generate signal to motoric neuron system. Brain neuron systems 
also control the timing impulse for controlling the signal generated by motoric neuron.
6.2 Dynamic Synaptic Value for Walking Stability
In this stability learning system, we used a learning system based on a biological ap-
proach in order to realize adaptive walking, while [117] and [118] used a conventional 
method, such as center of gravity (CoG), in order to realize adaptive walking in both biped 
robot and quadruped robot. The proposed system is responsive to disturbances from inside 
and outside the system. The value from outside system disturbance, such as normal force, 
varies, depending on the surface condition. In this section, we design the structure of inter-
connection between the sensoric neuron and the motoric neuron (Fig. 5.1). In order to sim-
plify the structure of neurons, the local effect approach was utilized in this model. The local 
effect approach implies that the sensoric neuron will affect the motoric neurons surround-
ing it. The touch sensor in the soles of the feet influenced the motoric neuron to actuate the 
muscle in the anlde area. 
  The proposed stability system consists of three balancing systems (ground reaction, pose 
control, and hand reaction) with differing neuron structure.
6.2.1 Synapse Structure between Sensoric and Motoric Neurons
  In this model, as explained in the previous ection, there are three kinds of sensor. For 
ground reaction, there are four sensoric neurons located in the corners of the feet (Fig. 6.7b). 
These sensoric neurons are connected to the motoric neuron in both ankle-x joint and ankle-
y joint. When two sensoric neurons (4P) and s(4P)) detect the ground, they send a positive 
impulse to the flexor neuron i  ankle-x joint and send a negative impulse to the extensor 
neuron i  ankle-x joint. On the other hand, when the left side sensoric neurons ( ( f) and 
84(P))  detect the ground, a positive impulse is sent to the flexor neuron and a negative impulse 
is sent o the extensor neuron i ankle-y joint. As shown in Fig. 6.7c, the sensoric neurons 
(sr) also influence thknee joint and the hip-x joint. When the sensoric neuron detects 
the ground, it sends a positive impulse to the extensor neuron and a negative impulse to the 
flexor neuron in knee and hip-x joint. The tilt and angular velocity sensors have two degrees 
of freedom: pitch and roll. The sensoric neuron for roll direction is connected to the motoric 
neuron in the hand-x joint. Meanwhile, the sensoric neuron for pitch direction is connected
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Table 6.3: Sensoric and Motoric Connection
Num of  neuron
2 3 4 8 9 10 11 12 13 14 75 T6 17 18 19 20 21 22 23 24 25 28 27 28 29 30 31 32
TM sensor (; ") ^ ^
Ang vel eon. ~x•'~^
Ground sen- 1.1 k!;)
Ground sen 12(),n r- 4
Ground sen- 1.3 (4J
Ground lien 5-4 (.r
Ground asn. 2.1 (.AI)1
Ground 0Bn 2.2 (.1f~] 1
Gr000d sen 2.3 t a~1+
Ground een.2.4 (., ^
to the motoric neuron in the ankle-y, hip-y, and hand-y joints. The inter-connections between 
the sensoric neuron and motoric neurons in Fig. 6.7 are designed based on some preliminary 
tests. The detailed connection between the sensoric neuron and the motoric neuron is shown 
in Table 6.3, where the notation "x" means that there is no connection; "-" means that there is 
a negative ffect of the sensoric neuron in relation to the motoric neuron; "+" means that there 
is a positive effect of the sensoric neuron in relation to the motoric neuron. The changing of 
 synapse values Y(1), y(2), y(3) is controlled by RNN in order to acquire the best stabilization 
parameter. This system will be detailed in the next subsection. 
6.2.2 Structure Model of Recurrent Neural Network (RNN)
  Many researchers, uch as [203], [194], [59], [60], and [115], have used RNN to support 
their locomotion model. Tran et al. used RNN as the oscillator to generate the periodic signal 
and CPG for controlling the walking mechanism [203]. RNN was also applied for generating 
a suitable behavior sequence for an autonomous robot in [194]. While other esearchers have 
used RNN for stabilization in biped robot locomotion, Fukuda et al. combine RNN with 
self-adaptive GAs to achieve learning capability [59], [60]. In 2015, Lin et al. used RNN 
to control biped robot locomotion [115]. However, one researcher has used neural network 
(NN) for the controller system [180]. 
                          In order to learn the synapseweightbetween the sensoric and the motoric neuron, the 
RNN Elman model with back propagation through time (BPTT) is used (Fig. 6.2). Figure 6.8 
shows the transferring process of the weight o the synapse that connects the sensoric neuron 
to the motoric neuron. The RNN system transfers adifferent weight value in each time cycle, 
depending on the condition of the feedback sensor and the actuator. This system updates the 
correction synapse weight value between the sensoric neuron and the motoric neuron in real 
time. 
  In this research, the RNN system is divided into three subsystems: ground reaction, pose
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control, and hand reaction. 8k is the error propagation in the output node and 8j is the error 
propagation in the hidden ode computed in Eqs. (6.29) and (6.30), where dk is the desired 
output and the output function g(x) is the output of the sensor. In this case, the desired output 
is the condition where the robot maintains the angular velocity at zero value. In Eq. (6.27) 
and (6.28), Xi(t) is the input value in certain time from the sensor feedback from the ith input 
neuron, Sij (t) and Sj (t) are the inputs and outputs of the jth hidden euron, and 0;,(t) and 
0 (t) are the inputs and outputs of the kth output neuron. The number of neurons inthe input 
layer, in the hidden layer, and in the output layer are denoted by m, p, and n, respectively.
    (((17np(1l     Sj t) = f(~Sj(t)) = f(EximAij(t)+E s(t- 1 Bhj(t) 
Ok(t) = f O;(t)) = f (Esiwcik(o) 
8k = (dk—g(Ok(t)))f'(O%(t)) 
(5j = E 8kCjk(t) f'(SS (t)) 
C(t+1) = C(t)+r7S(t)8k 
B(t + 1) = B(t) + r1X (t)bj 
A(t + 1) = A(t) + 77S(t — 1)8j 
In Eq. (6.27), the activation function for the hidden layer, f (x
(6.9)
(6.10)
(6.11)
(6.12)
(6.13) 
(6.14) 
(6.15)
6.2. DYNAMIC SYNAPTIC VALUE FOR WALKING STABILITY 197
In Equations (7.10), (6.32), and (7.2), the weight parameters of the neurons are presented by 
A, B, and C matrices acquired by a learning process. In BPTT, the error propagation is done 
 recursively, where ri is the learning rate of the weight of synapse between the motoric and 
the sensoric neuron. These weight parameters can be dynamically regenerated depending on 
the environmental condition.
Table 6.4: Clustering Sensoric Weights
Output'RNN Connection parameter
0 
02 
03 
04 
0 
07
Os 
09 
010
Y11 
Y1 
Y1 3 
Y2 1 
Y2 
Y2 3 
Y3 
Y3 2 
Y3 3 
Y3 4
Hand 
- Ankle-y 
- Hip-y 
Hand 
-Ankle-y 
-Hip-y 
~ Ankle-x, Ankle-
-+ Knee 
-Hip-x 
— Hip-y
  In this recurrent model, we used 10 input RNN neurons as the control parameter: tilt 
sensor, angular velocity sensor, and eight ground sensors. The hidden layer consists of 16 
neurons, while in the output layer there are 10 neurons representing the weight of the signal 
effect from the sensoric neuron. The input value and output value are normalized from 0 to 
1. The detailed representation of the output neuron in the RNN model of inter-connection 
between the sensoric neuron and the motoric neuron can be seen in Table 6.4 and Fig. 6.7. 
Since the range of the output value Ok is between -3 and 3, normalization of the value from 
0 to 1 is needed to simplify the calculation.
6.2.3 Experimental Result
In this experiment, we utilized the system with stability system and without stability sys-
tem, in which the value of gain is defined as follows: (//gain = {0.6, 0.7, 0.8, 0.9, 1.0}) . We 
set the learning rate ri as 0.02 and used parameters f om the fourth solution (W4). When we 
set the robot o low speed, there was no difference instability level between the locomotion 
with and without he stability system. Therefore, we used locomotion with both high speed 
and long step walking.
198  CHAPTER 6. STABILITY  BEHAVIOR
0.4
 -0.4 
0
1 
1.5 
U.S
C 
C 
5 -1 
I 1
----- An kl e-y
—Ankle-x
Knee
-1 .: 
   ^ -7.\J\ _7-.J.\,,^^,X\_  - -1 
Q 0.05 T• 
-0.05' 
0.1 
its
Hip-x
—Hip-y 
'--Hand-x
Ang.Vel 
pitch 
Ang.Vel 
   roll
                                                  ;r\, - Tilt 
                                               ,,ff`i~pitch 
                            
' -----• Tilt 
~I roll 
ti 
1-- — _._--------"..—.—_..-_..-~ 
1000 11001200 1300 1400 15001600 
Time cycle [10 ms 
Figure 6.9: The changes in joint angle signal, angular velocity, and body tilt angle from using 
                stability system to without using stability system
If we use only the locomotion pattern resulting from multi-objective optimization, with-
out the stability learning system (feedback sensor), then the maximum value of (pgain) that 
can be supported is 1. Therefore, in order to prove the effectiveness of the stability learning 
system, we set the gain parameter to 1.2. If the stability learning system can support he robot 
walking, then, this system can improve the stability of the, robot walking. 
  First, we run the robot in simulation with the stability system. After 1400 time samplings, 
we stop using the stability system: this results in the robot falling down at 1560 time sam-
plings (Fig. 6.9). The other experimental result comparison between locomotion with and 
without stability system can be seen in Table 6.5. 
In this experiment, we also measured the zero moment point (ZMP) trajectory in y-
direction and x-direction for robot without stability system (Fig. 6.10) and robot with stability 
system (Fig. 6.11). The ZMP trajectories in Fig. 6.11 have smaller ipple and more stabil-
ity than the ZMP trajectories without the stability system. However, both ZMP trajectories 
always lie inside the supported area. When compared with existing research, the stability
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Table 6.5: Comparison With Stability System and Without Stability System
 Without Stability System With Stability System 
 Gain (pegain)  C
ondition Velocity Condition Velocity
0.6 
0.7 
0.8 
0.9 
1.0 
1.2
OK 
OK 
OK 
OK 
OK 
FALL
0.225 m/s 
0.249 m/s 
0.330 m/s 
0.375 m/s 
0.425 m/s 
0 m/s
OK 
OK 
OK 
OK 
DK 
OK
0.240 m/s 
0.270 m/s 
0.325 m/s 
0.373 m/s 
0.429 m/s 
0.56 m/s
system proposed in this research reduces the ripple of ZMP; therefore, this locomotion has a 
smaller ipple than that of existing studies [148], [79], [149]. Moreover, our locomotion has 
a higher atio between the length of step and the length of foot, and has a shorter time for the 
double support phase (DSP) than that shown in other esearch.
6.2.4 Stability analysis and Discussion
  In order to analyze the stability of robot locomotion during walking, we recorded the 
inertial data of the robot when walking for 2000 time cycles. The recorded ata were then 
presented using the phase diagram from the tilt body of the robot in roll direction, based on 
the Poincare map, as depicted in Fig. 6.12. Symbol p7, (Poincare point) in Figs 6.12 and 6.13 
is the point value of tilt angle of the robot body, where the angular velocity is zero and the 
previous angular velocity is greater than zero. The initial condition of tilt is 0 rad; it gradually 
changed to a stable tilt angle of 0.12 rad. We also analyzed the behavior and the stability of 
locomotion using a Cobweb diagram. The Cobweb diagram shows the alteration of pn from 
the initial point to the stable point. Therefore, this locomotion system is stable. 
  In comparison with existing locomotion systems, our proposed locomotion system can 
reach stability faster, according to the Poincare map and Cobweb diagram presented in 
Figs 6.12 and 6.13. In the proposed system, the stability point was reached in only five time 
cycles from the starting point, while in [142], the stability point was reached after eight time 
cycles from the starting point. In addition, since the proposed system has an independent sys-
tem to support stabilization, the stability system of neural-based locomotion in our system 
is better when compared with existing methods. Moreover, in order to support he feedback 
system, the proposed system was also equipped with additional sensors (as mentioned in the 
previous ection). 
  In conclusion, this experiment proved that the stability system in this research is used ef-
fectively for locomotion based on a biological approach. We developed the stability system
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and the locomotion system separately. This stabilization approach could maintain the stabil-
ity of the robot with the learning system. In order to emphasize our stabilization system, we 
implemented the simulation result with a real robot, as explained in the next subsection.
6.3 Design of Multimodal Recurrent Neural Network 
   (MRNN)
 This research proposed the new design of multimodal neural neural network inspired 
from human learning system which takes different action in different condition. The multi-
modal neural network consists of some recurrent neural networks (RNNs) those are separated 
into different condition. There is selector system that decides certain RNN system depending 
the current condition of the robot. In this research, we implemented this system in pendulum 
mobile robot as the basic object of study. Several certain number of RNNs are implemented 
into certain different condition of tilt robot. RNN works alternately depending on the con-
dition of robot. In order to prove the effectiveness of the proposed model, we simulated in 
the computer simulation Open Dynamics Engine (ODE) and compared with ordinary RNN. 
The proposed neural model successfully stabilize the applied robot (2-wheeled robot). This 
model is developed for implemented into humanoid balancing learning system as the final 
object of study.
6.3.1 Introduction
  There has been a significant increase in the development of robotic stability systems. 
Most researchers implemented physical method for the stabilization. In our previous re-
search, we also implemented physical approach. We applied inverted pendulum model and 
zero moment point in humanoid robot locomotion [176], [169]. Other researcher imple-
mented biological approach learning system for stability system or control system in any 
object of studies. In biological approach, recurrent neural networks are suitable for control 
system and have been applied in several cases. Lin et al. proposed a robust recurrent neural 
network (RRNN) for a biaxial motion mechanism in CNC machine. The aim of their pro-
posed method is for improving the motion tracking performance [116].  In 2008, Zhang et al. 
implemented RNN for model predictive control. Zhang et al. shows the effectiveness of their 
proposed method in simulation [236]. Other esearchers implemented diagonal RNN that is 
known for dynamic mapping and for nonlinear dynamical systems. It also can be combined 
with conventional PID controller for tracking a straight line under the trapezoidal velocity
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planning [112]. 
           In a specific case, especially in humanoid robot locomotion, there are many researcher 
also implemented RNN in humanoid robot that will be final object of study in our proposed 
research. In 2014, Tran et al. developed central pattern generation based the biped robot 
locomotion and applied RNN controlling the walking mechanism and walking stabilization 
in their applied robot [203]. In the same year, Jeong et al applied RNN for for generating 
the suitable behavior sequence for autonomous robot [194]. In 2015, Lin et al. implemented 
RNN with Elman model to achieve satisfactory control without performance degradation 
for humanoid biped robot locomotion with unknown uncertainties and faults [115].  RNN 
also can be combined with evolutionary algorithm for controlling the stability of humanoid 
robot [59]. 
  In our previous research, we implemented single RNN Elman model with back propaga-
tion through time (BPPT) for stability system in humanoid robot locomotion [168]. In this 
proposed research, we will improve the stability level in robotics cases. This research are 
inspired from the human learning system. Humans give different responses in different con-
dition. Therefore, we applied multimodal recurrent neural network composed by some RNNs 
system which one RNN represent one certain condition. In this proposed method we used 
RNN Elman model [35]. In modular neuron structure studies, Yamaguchi et al. proposed a 
new modular neural network architecture used simple feedback controller for training the 
neural networks in each module. The proposed research was applied for a mobile robot con-
troller [223]. In 2000, modular learning system has been proposed by Farooq. Different with 
our proposed model which considers previous condition, he implemented ordinary artifi-
cial neural network in each module without considered previous condition [161. Multimodal 
neural system has been proposed by several researcher. Kiros et al. proposed multimodal 
neural anguage model for image processing [98]. Other researchers also implemented mul-
timodal neural earning system for image processing [213]. Modular Neural Network is also 
implemented for adaptive control' in Arm robot manipulator. It's involving Support Vector 
Machines (SVM) and an adaptive unsupervised neural network. Karras also implemented it 
for forming the trajectory mapping and tracking control [94]. 
  We are going to implement this proposed learning model in stability system on humanoid 
robot in order to build a self-adaptation system. Before implementing in a humanoid robot 
as the final object of study and in order to prove the effectiveness of the proposed learning 
model, we implemented this learning model in two-wheeled mobile robot as the first ob-
ject of study because its simplicity. In experimental result, we will compare our proposed 
method with conventional RNN which considers the previous condition to be processed. The 
contribution of this proposed model is that, we design multimodal learning system for stabil-
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 Sensor Position 
1------------------------------------- 
       Robot body
 r•---,
 (a)(b) 
 Figure 6.14: a) Robot design from front side. b) Robot design from side
ity which implement combined RNNs work alternately depending on the current condition. 
Therefore, by using this method robot can respond different action in different condition.
6.3.2 Overview Implemented Robot Design
  In this section, we explain the robot model that we used to prove the effectiveness of the 
proposed model. We used two-wheeled mobile robot hat is inspired from inverted pendulum 
model that is depicted inFig. 6.14. This mobile robot model is often implemented forSeg-
way, which is used for helping human move from one place to other place. This robot design 
is the simple implementation of the proposed model that can represent the balancing system 
in humanoid robot. We design the applied robot in the Open Dynamics Engine simulation. 
We installed 2 kinds of sensor in this robot, tilt sensor and angular velocity sensor. Those are 
represented the angle value of robot and angle speed value of robot from vertical direction, 
respectively. 
  In the future, we would like to implement the proposed model in the humanoid biped 
robot. Humanoid biped robot design represented by the applied robot design can be seen in 
Fig.Cfuk)roposed robot design in this research has two wheels as the response actuators of
the stabilization system. The wheels movement results the speed v which is computed in
Eq. (6.16). The speed value is depending the value of the output of certain yth RNN (O (t)) 
where it represents he speed acceleration f wheels. Each RNN module result different
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 Figure 6.15: Humanoid biped robot design representation f proposed robot design. The body 
speed is controlled by controlling the walking step behavior in further model
speed acceleration of wheels depending on the sensors condition. In Eq. 6.16, arin and amax 
are the minimum and maximum value of the speed acceleration, respectively. Where, 0 is the 
tilt angle of the robot from vertical direction and H is the angular velocity or the robot. In hu-
manoid biped robot design depicted in Fig. 6.15, movement speed v is resulted by step length 
of walking robot. However the additional modeling is required in order to model the walking 
behavior so that can control the speed of the robot walking. In the previous research, we have 
built the walking speed control [175] that will be combination with proposed research.
v(t) = v(t — 1) + (o (t) (amax —amin) +am.in) (6.16)
6.3.3 RNN model 
  In this section, we explain how MRNN's system implemented for two-wheeled mobile 
robot. Many researcher have used RNN model for control system. In the previous research, 
we used single RNN in order to build the stability system in humanoid robot [168]. In this 
proposed model, MRNN composed more than one RNN system which works alternately 
depending on the certain condition in the certain time. RNNs process their previous condition 
in current process, therefore the previous condition will influence and become input in the 
feed forward process. 
  In this research the RNN system is divided into four layers which are input layer, hidden
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 layer, context layer, and output layer. The number of hidden and context layer are same since 
context layer epresents the previous condition of hidden layer. The mathematical model of 
feed forward process of RNN can be seen in Eq. (6.27) and (6.28). In Eq. (6.27) and (6.28), 
X (t) is the input value in certain time from the sensor feedback from the ith input neuron, 
8 (t) and Si (t) are the inputs and outputs of the jth hidden euron, and O, (t) and 0 (t) are 
the inputs and outputs of the kth output neuron. The number of neurons in the input layer, in 
the hidden layer, and in the output layer are denoted by rn, p, and n, respectively. Parameter 
y shows the current RNN activated.
  e=0ifat<(at_i--/3)6.17 
       g~k—g(k()))(t—(t-0))(}         snd~taaotherwise 
  In this case, the desired output is the condition where the robot maintains the angular 
velocity at zero value. 5k is the en-or propagation i  the output node and Oi is the error 
propagation in the hidden ode computed in Eqs. (6.29) and (6.30), e is the error value 
calculated in Eq. 6.26, where a = abs(dk — g (Ok (t) ) ), dk is the desired output, and the 
output function g(x) is the output of the sensor.
rrnp 
SI (t) = f (Sji(t)) = f E xi(t)4(t) Sh(t - 1)B (t) 
~PL 
     O(t)= f (O;(t)) = fSi (OCT/JO) 
= (et)f'(0'(t)) • 
        (53 =Eqq ,(t)f'(S(t)) 
Cy(t + 1) = C1(t) + riSY(t)8 
BY(t + 1) = BY(t) + 77X (t)83 
Ay(t+1) =AY(t)+?7SY(t- 1)5
(6.18)
(6.19)
(6.20) 
(6.21)
(6.22) 
(6.23) 
(6.24)
In Eq. (6.27), the activation function for the hidden layer, f (x) uses igmoid function. In 
Equations (7.10), (6.32), and (7.2), the weight parameters of the neurons are presented by 
A, B, and C matrices acquired by a learning process. InBPTT, the error propagation is done 
recursively, where ?7 is the learning rate of the weight of-synapse b tween the motoric and 
the sensoric neuron. Those weight parameters can be dynamically regenerated depending on
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the environmental condition. 
  In this RNN model, 2 neurons are used in input layer as the tilt or angular velocity angle 
and the previous speed acceleration of the wheels. Hidden layer and context layer consist 10 
neurons, while in output layer consist 1 neuron represent the speed acceleration of the robot.
RNN%
 RNN1
RNN3
RNNm
Figure 6.16: Illustration model of MRNN
6.3.4 MRNN model
In this section, new neuron based stabilization model is explained. In the previous re-
search we used single model of learning system that assume in one certain condition rep-
resented all cases in the robot. Here, we used multimodal learning system that can assume 
different condition. We assume that robot will result different response in different condi-
tion. In the humanoid robot case, if the robot get a small disturbance such as the push or 
uneven terrain, then the robot only give hands response for protecting its stable condition. 
When robot get a high disturbance, then robot will response different action by positioning 
its footsteps. If the robot is often acquiring certain condition, then the robot has many expe-
riences in that condition. Therefore, the robot has a good response when get experience in 
that certain condition. 
  Our MRNN model composed several RNN learning system. The learning system in this 
model work alternately depending on the condition of robot. The MRNN model can be seen 
in Fig. 6.16. There are m RNN's composed the structure of MRNN which arrows represent 
the moving possibility between each RNN.
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Algorithm 6.1 Learning process in MRNN
Data input: tilt angle or angular velocity of the robot 
Output: angular velocity of the motor 
initialization 
selection process 
response action-delay time sampling 
while not at end of the process do 
read current condition evaluate previous state 
 if Robot falling down then 
   set the initial condition 
 else 
   selection process 
response action delay time sampling 
 end if 
end while
  The algorithm process of the proposed model is shown in the Algorithm 6.3. There are tilt 
angle or angular velocity of the robot as the input data, and the current speed acceleration of
the robot wheels as the output data. First of all, the system select he current state of the RNN 
based on the current condition of the robot. Based on the current condition, the robot's action 
is activated and given delay time response. In the looping process, the robot read the current 
condition of the robot and evaluate the previous RNN based on the current condition. In this 
state, the system knows whether robot falling down or not. If the robot condition is in outside 
of the falling down condition then the system select he appropriate state of RNN. Based on 
the current condition, the system activate the response action, and time delay response is 
given. If the robot is falling down, then robot starts its initial condition. 
The selection process is explained in Algorithm 6.4. Based on the current 9or 9 condition, 
system evaluate the weight parameters ofyt_1-th RNN. After that, the current id of RNN (yt) 
is selected based on the Eq. 6.34. Where parameter m,.„ is the number of RNNs. There are 
2 method for placing the range of each RNN depicted in Fig. 6.18, first placing the desire 
angle point inside the RNN range. Second, placing the desire angle point in the RNN barrier.
yt = int
(9+O. ,
9max — 9
—rnrnn) 
min
(6.25)
  An example MRNN process can be seen in Fig. 6.17 where the desire point is 0.5. There 
are 5 RNN, each RNN has supported range where when the condition is inside the certain 
range of RNN then that RNN is activated. In this process illustration the first condition of 
the robot is 0.9 there for the selector state select RNN 1, after that RNN 1 send the output to
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Algorithm 6.2 Selection process
9 or 9 are the current condition of the robot 
updating the weight parameters of yt_1-th RNN in previous process 
yt = the state id of RNN depending on the 9 & 0 
if selection parameter is n then 
 calculating process in n-th RNN 
end if 
response action
the robot. After 1 time sampling, the result condition is 8.0. this value is used for evaluation 
process of RNN 1 and the RNN selection of next sampling. Based on the illustration example, 
the running process flows from RNN 1 2 - 2 -+ 4 —> 3 —+ 4 -4 3 -+ 3.
 4, 6,
O.O<n5O.2  
RNN 5 
Figure 6.17: Illustration of MRNN process
6.3.5 Experimental Result 
In these experimental results, we would proof the proposed stabilization model into 2-
wheeled mobile robot. There are 2 manipulated output parameter in these parameter, which 
are acceleration or the speed as the output parameter of the wheels. In each manipulation, 
we compared the single RNN and MRNN with different number of RNN model. 
  In the first experiment we analyze the influence of number of RNNs toward the stability 
with setting the desire point not in the RNN barrier which its example can be depicted in Fig. 
6.18b. In this experiment, we used 3 neurons in input layer, 20 neurons in hidden layer, 20 
neuron in context layer, and I neuron in output layer. Where the 3 input neurons are required 
from previous neuron output (O (t — 1)), Angular velocity of the robot's tilt (6), and the 
previous wheel speed v(t). The scenario f this experiment is,the proposed system should
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Figure 6.18: The illustration RNN barrier a) desire angle in the RNN barrier b) desire angle 
                         inside the RNN range
stabilize the robot and keep the desired tilt angle of the robot. We used Open Dynamics 
Engine in order to applied and analyze the proposed system in the simulation. We set the 
maximum number of time sampling as 10000. 
We compare single RNN with MRNN with 5 RNNs, 11 RNNs, and 31 RNNs (mrnn — 
{ 1, 5, 11, 31)). The input value and output value are normalized from 0 to 1. We set the 
learning rate rl as 0.5, am,„,, and amin as 4rad/s2 and 4rad/s2, respectively, and Oniaz and 
B.,nin as 0.75rad and —0.75rad, respectively. The result is depicted in Fig. 7.10. By using 
single RNN and MRNN with m.,.nn as 5, the stability point is not acquired until 10000 time 
sampling. By using 11 RNNs, the stability is acquired but the oscillation resulted is still high 
with oscillation amplitude is 0.4 radian. If we increase the number of RNN in MRNN system 
become 31, the amplitude oscillation decreased but the learning time took longer about 2000 
time sampling, where MRNN with 11 RNNs took 500 time sampling. The number of RNNs 
effects the stability level of the robot application. In this experiment, big number of RNN 
indicates better stability level which has small oscillation amplitude. 
  Furthermore we tested the proposed stability model by putting desire point in the RNN 
barrier. We set the number of RNNs (m,.nn}as 2 and 4, and 40. The result is depicted in Fig. 
7.12 showed better esult than the previous experiment depicted in Fig. 7.10. In number of 
RNNs evaluation, there is no big different between small and big number of RNNs. Both of 
them are able to stabilize the proposed case in about 1000 time sampling. However, in order 
to learn multi desire angle, a large number of RNNs is required. 
  In order to prove the strength of stability system we tested the proposed system with 
certain number of RNNs by given the disturbance with certain power of push. In this exper-
iment, we set the desire stability point in RNN barrier with 20 RNNs. After the robot reach
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the stable position without disturbance, the further teaching process was conducted by giving 
some disturbance until robot could stabilize from the disturbance. The result is depicted in 
Fig. 7.14 showed the oscillation of tilt body of robot in radian. After 15 disturbances were 
 given or approximately 700 time sampling, the robot successfully stabilize toward the dis-
turbance. When the robot got same disturbance like in 1600th and 2500th time sampling, 
the robot did not require to learn. It could stabilize because of the experience condition. If 
the robot frequently experience certain condition, the stabilization response is getting better. 
The sample of simulation of the proposed method are depicted in Fig. 6.22. Fig. 7.17a shows 
when the robot was falling down because got some disturbance and Fig. 7.17b shows the 
robot was trying stabilize the condition from disturbance. 
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Figure 6.21: The result of the learning process with; given some disturbances
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  Although this proposed system can stabilize in certain condition, this robot could not 
control its movement and the direction. However, in order to control the movement and 
control its direction, a lot of conditions should be trained. Therefore, after training process is 
done, the robot can control the movement by changing the desire point of robot's tilt angle. 
This proposed research is the basic of the balancing system of the biped robot locomotion. 
In the next development, this proposed research will applied into the humanoid robot with 
some modifying component, which are the speed of wheel will be changed by the speed of 
walking step. Therefore, by applied this proposed system into humanoid robot, it is expected 
can develop bio-inspired robust locomotion of humanoid robot.
6.3.6 Discussing 
  This research presents the bio-inspired stability system model. MRNN consist several 
RNNs where the number of RNNs is dependent on the complexity cases. There is selector 
system that decides certain RNN system depending the current condition of the robot. If the
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Figure 6.22: Sample of simulations represent the experimental result in Fig. 7.10 with 11 RNNs 
(a) when robot was falling down (100 < time sampling < 150) (b) when robot was trying 
stabilize the disturbance (300 < time sampling < 400)
robot often get the certain condition, then the RNN represent that certain condition has good 
respond for the robot. There are 2 methods for placing the range of each RNN, first, placing 
the desire angle point inside the RNN range and second, placing the desire angle point in the 
RNN barrier. There are influence of number of RNN in the first placing method. The large 
number of RNN indicates better stability level which has small oscillation amplitude. Single 
RNN was not enough to stabilize the proposed case. MRNN give better result than single 
RNN. In the second placing method there is no big different between small and big number 
of RNNs. However, big number of RNNs is required in order to learn multi-desire angle. The 
proposed model also successfully stabilized the robot from the disturbance in both placing 
methods. If the robot frequently experiences a certain condition, the stabilization response 
is getting better. Since the proposed stability model successfully applied in 2-wheeled robot, 
therefore this proposed model is able to be applied in biped robot stability.
6.4 Neuro-based Controller for Stability Behavior
  This section presents neuro-based push recovery controller applied in humanoid biped 
robot in order to keep the stability with minimum energy required. There are three motion
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patterns in human behavior when it gets external perturbation, those are ankle behavior, hip 
behavior, and step behavior. We propose the new model of modular ecurrent neural network 
(MRNN) for performing online learning system in each motion behavior. MRNN consists of 
several recurrent neural networks (RNNs) working alternately depending on the condition. 
MRNN performs online learning process of each motion behavior controller independently. 
 The aim of push recovery controller is to manage the motion behavior controller by mini-
mizing the energy required for responding to the external perturbation. This controller selects 
the appropriate motion behavior and adjusts the gain that represent the influence of the mo-
tion behavior to certain push disturbance based on behavior graphs which is generated by 
adaptive regression spline. We applied the proposed controller to the humanoid robot that 
has small footprint in open dynamics engines (ODE). Experimental result shows the effec-
tiveness of the push controller stabilizing the external perturbation with minimum energy 
required.
6.4.1 Introduction
  Stability is the important part in bipedal humanoid robot. Robots have to walk stably 
in any condition and have to be ready getting external disturbance or internal disturbance. 
Following the humanoid robot development, the size of its footprint is getting smaller. It 
causes the walking of humanoid robot mainly not stable. and its stability is difficult to be 
obtained. In the current state of the stability development, open loop based control is the 
most famous stability model applied in humanoid robot, especially in small humanoid robot. 
It results a walking model with good stability. However, pre-learning processes on well-
defined surface are required. By using this technique, robot will be unstable when it finds 
undefined surface and undefined isturbance. Therefore, online stability learning model may 
be a great model in order to acquire a good stability [230]. 
  In online based stability model, most researchers implemented physical method for the 
stabilization. They implemented inertial sensor or physical sensor and calculated the torques 
required in each joint for responding to any external disturbances. [82, 81] We also im-
plemented physical approach in previous research. We applied inverted pendulum model 
and zero moment point in humanoid robot locomotion [1-76], [169].  On the other hand, re-
searchers use biomechanical pproach, applied the human behavior in order to recover and 
reach the stability level. Human shows the three different motion behaviors for respond-
ing sudden external disturbances, which are ankle recovery, hip recovery, and step recovery 
strategy [9, 186]. This algorithm is claimed that it has lower computational cost than phys-
ical based model because of its simplicity. Yi et al applied push recovery controller inte-
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grated with three motion behaviors. However, these algorithms required a lot of training data 
 [230, 231].  They also did not consider the energy required in stability activity that considered 
in this proposed research. Pre-defining the strategy classification is required to be performed 
before learning process, it is seemed as unnatural process in human behavior. [230] also 
has not been proved yet to be applied in humanoid robot that has human-like footprint. Our 
proposed model is therefore applied in human-like footprint or small footprint. 
  Furthermore, bio-inspired control system may be able to become a new innovation in 
push recovery controller. This algorithm shows the natural process of human model. Its ef-
fectiveness has been proved by several researchers [236], [62], [95]. Zhang et al shows the 
effectiveness of Recurrent neural network (RNN) as predictive control [236]. RNN was ap-
plied to control the stability of biped robot locomotion [115]. Neural network is also imple-
mented in order to process ensory feedback information in central pattern generation (CPG) 
based locomotion [62]. Fukuda et. al. combine RNN with evolutionary algorithm to achieve 
the stable locomotion in humanoid robot [59]. 
  In previous research we successfully developed bio-inspired walking model in biped 
robot locomotion [168, 172]. It naturally follows human-walking mechanism, generates the 
angle of joints and its walking patterns are influenced by the environmental condition ac-
quired from the sensory feedback. Therefore, in this proposed model, we applied bio-inspired 
stability controller for humanoid robot locomotion. This proposed stability model used multi-
modal earning system which can assume different condition. It assumes that robot performs 
different behavior in different condition. In the humanoid robot case, if the robot gets a small 
disturbance such as the push or uneven terrain, then the robot only gives hands response for 
protecting its stable condition. Three motion behaviors in biomechanical pproach is also 
considered in this proposed model. 
  The contribution of our proposed model is applying natural process of the human learning 
process by using neuro-inspired stability controller. Self-adaptation process is implemented 
with few pre-defined parameters. Proposed controller is consider the energy required in per-
forming stability activity where most researcher did not consider energy minimization. This 
controller is able to choose appropriate motion behavior inorder acquired minimum energy 
required. Another superiority of the proposed controller is its capability to be applied into 
small footprint humanoid robot.
6.4.2 Motion Behavior Controller
  The proposed push recovery controller has three motion respond behaviors. Each mo-
tion behavior implements modular recurrent neural network (MRNN) as the online learning
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controller. Each MRNN results parameters represent the certain motion behavior. During the 
learning process of motion behaviors, each MRNN performs independently. Therefore we 
acquire the best response of each MRNN in certain condition or when acquiring the distur-
bance. After that, push recovery controller gives the portion or each MRNN to respond to 
the certain condition.
6.4.2.1 RNN 
  In this section, we explain how MRNN's system isimplemented fortwo-wheeled mobile 
robot. Many researchers have used RNN model for control system. Inthe previous research, 
we used single RNN in order to build the stability system in humanoid robot [168]. In this 
proposed model, MRNN is composed ofmore than one RNN system which works alternately 
depending onthe certain condition i  the certain time. RNNs process their previous condition 
in current process, therefore the previous condition will influence and become input in the 
feed-forward process. 
  In this research, the RNN system isdivided into four layers which are input layer, hidden 
layer, context layer, and output layer. The number of hidden and context layers are same since 
context layer epresents the previous condition of hidden layer. The mathematical model of 
feed forward process of RNN can be seen in Eq. (6.27) and (6.28). In Eq. (6.27) and (6.28), 
Xi (t) is the input value in certain time from the sensor feedback from the ith input neuron, 
S(t) and Sj (t) are the inputs and outputs of the jth hidden euron, and O, (t) and 0k (t) are 
the inputs and outputs of the kth output neuron. The number of neurons in the input layer, in 
the hidden layer, and in the output layer are denoted by m, p, and n, respectively. Parameter y shows the current RNN activated.
{    e=Oif at < (at-i — 8) (6.26) sgn(dk —g(Ok(t))) (at — (at — 0)) otherwise
m P 
      S~(t) =f(Sa(t)) — fEximAyi(t)+Esh(t_  1)Bha(t) (6.27) 
      i h 
                    (Esi(t)ck(t))0(t) =f(o ) -f(6.28) 
7 
  In this case, the desired output is the condition where the robot maintains the angular 
velocity at zero value. 6k is the error propagation in the output node and 6j is the error 
propagation in the hidden node computed in Eqs. (6.29) and (6.30), e is the error value
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calculated in Eq. 6.26, where a = abs(dk — g(Ok(t))), dk is the desired output, 
 output function g(x)   is the output of the sensor.
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and the
= (et)f'(O;(t)) 
 613! = E 5ic k(t)f'(8J(t)) 
CY(t + 1) = C(t) + 71SY(t)(51 
B 1(t + 1) = B(t) + ?A (t)83 
AY(t+1) =AY(t)+17SY(t- 1)8
(6.29)
(6.30)
(6.31) 
(6.32) 
(6.33)
In Eq. (6.27), the activation function for the hidden layer, f (x) uses igmoid function. In 
Equations (7.10), (6.32), and (7.2), the weight parameters of the neurons are presented by 
A, B, and C matrices acquired by a learning process. InBPTT, the error propagation is done 
recursively, where riis the learning rate of the weight of synapse between the motoric and 
the sensoric neuron. Those weight parameters can be dynamically regenerated depending on 
the environmental condition.
  In this RNN model, 2 neurons are used in input layer as the tilt or angular velocity angle 
and the previous speed acceleration of the wheels. Hidden layer and context layer consist 
10 neurons, while in output layer consist 1 neuron represents the speed acceleration of the 
robot.
6.4.2.2 MRNN model
  In this subsection, we explain the learning model in order to optimize the motion response 
behavior. The different condition can be considered by using the proposed MRNN. Robot 
will perform different responses in different conditions. If the robot is often acquiring certain 
condition, then the robot has many experiences in that condition. Therefore, the robot has a 
good response when get experience in that certain condition. In the learning process, robot 
will be given various conditions to get good diversity of experiences.
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Algorithm 6.3 Learning process in MRNN
1 
2 
3 
4 
5 
6 
7 
8 
9
10 
11 
12 
13 
14
Data Input : tilt angle and CoG of the robot 
Result : motion behavior 
initialization 
selection process 
response action delay time sampling 
while not at end of the process do
read current condition -# evaluate previous state 
if Robot falling down then 
  set the initial condition 
 else 
   selection process 
response action delay time sampling • 
 end if 
end while
  This MRNN model is composed of several RNN which work alternately depending on 
the condition of robot. In this MRNN model, RNN has independent input, hidden, and output 
layer, but they has same context layer. Context layer provides the value of previous active 
hidden layer. The MRNN model can be seen in Fig. 6.23. In Fig. 6.23, blue line presents 
the updating process of neuron in context layer from previous active neuron in hidden layer 
and red line presents the sending process to active neuron in hidden layer. The structure of 
MRNN is composed of m RNN which arrows represent the moving possibility between each 
RNN. 
  The algorithm process of the proposed model is shown in the Algorithm 6.3. There are 
tilt angle or angular velocity of the robot as the input data, and the current speed acceleration 
of the robot wheels as the output data. First of all, the system selects the current state of the 
RNN based on the current condition of the robot. Based on the current condition, the robot's 
action is activated and given delay time response. In the looping process, the robot reads the 
current condition and evaluate the previous RNN based on the current condition. In this state, 
the system knows whether robot is falling down or not. If the robot condition is outside of 
the falling down condition then the system selects the appropriate state of RNN. Based on 
the current condition, the system activates the response action, and time delay response is 
given. If the robot is falling down, then robot starts its initial condition.
 + Bmn)
ri(6.34)           it((0                      n _6 mrn 
                                    rnaxmin. 
  The selection process is explained in Algorithm 6.4. Based on the current 0 condition, 
system evaluates the weight parameters of yt_1-th RNN. After that, the current id of RNN 
(yt) is selected based on the Eq. 6.34. Where parameter mr.nn is the number of RNNs. There 
are 2 methods for placing the range of each RNN depicted in Fig. 6.18, the first is placing
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the desire angle point inside the RNN range and the second is placing the desire angle point 
in the RNN barrier.
Algorithm 6.4 Selection process procedure
1 
2 
3 
4 
5 
6 
7
O or CoG are the current condition of the robot 
updating the weight parameters of yt _ t -th RNN in previous process 
yt = the state id of RNN depending on the 0 
if selection parameter is n then 
 calculating process in n-th RNN 
end if 
response action
6.4.2.3 Motion behaviors
  Based on the preliminary studies, each motion behaviors have different considered pa-
rameters. Therefore, MRNN of motion behavior has different parameters to be optimized and 
also has different input parameters represent the condition. The output values from MRNN 
are normalized from 0 to I. However there are different range output data in each behav-
ior strategy. Parameter 0) normalize the output value in ith output data computed inEq. 
(6.35), where constant parameters a('"x) and a(min) are tabulated in Table 6.6. We conducted 
online learning process of each motion behavior independently because the MRNN system 
only provides one considered parameter asthe output. Multiple considered parameters will 
become our future research. Inthis motion behavior, we minimize the stability time required 
in recovering process. We calculate he torque values in each joint during recovering process.
a(2)  (a(max) — (4min.) ) + a(min) (6.35)
Table 6.6: Constant parameter of maximum and minimum value
 i 1 2 3 4 5 6 7
 (min) a
i
—7/9 —7/3 —7/6 —7/4 .-7/2 —90 0
(max)
z
7/9 7T/3 7r/6 —7/4 90 1.0
6.4.2.3.1 Ankle behavior In ankle behavior, obot uses its ankle to respond to the distur-
bance. The angles of ankle joint are controlled to keep the center of gravity (CoG) inside the 
 supported area. Hand joint  is also controlled for supporting the ankle joint.  Ankle behavior 
is represented by MRNN1, where it considers walking speed and CoG point (pc°G) as the 
input parameter and parameter x(an'le)in joint angle level as the output parameter. Therefore
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 ankle joint (0(ankle)) is calculated in Eqs. (6.36) and (6.36). Where e(ankle) represents the 
joint angle generated by locomotion generator, G1 represents gain value in ankle controller. 
Since the CoG is the controlled parameter, desire value 4 in RNN model is minimization of 
the CoG point deviation.
9(ankle) = e(ankle) + G1 • x(IUIRNNO a(1)(6.36) 
9(hand) = e(hand) +G1 a3 x(NFRNNO a(2)(6.37) 
  In this strategy, one RNN has two neurons in input layer, eight neurons in hidden layer, 
and one neuron in output neurons. The number of neuron in context neuron is same as the 
number of neuron in hidden layer.
6.4.2.3.2 Hip behavior Hip controller controls knee and hip joint and combines with 
ankle behavior. Hip behavior also occupies hand joint to support he robot to respond to the 
disturbance. Those joint angles are also controlled to keep the CoG point inside the supported 
area. Hip behavior is represented by MRNN2 which also considers CoG point (pC°G) as 
the control and input parameter. The calculation of joint angle represents the hip behavior 
calculated in Eqs. (6.38), (6.39), and (6.40), where 8 is resulted from locomotion generator, 
G2 represents gain value in hip controller. Based on the preliminary experiments, we set the 
constant parameters (a1, a2, a3) for dividing the portion of the angles. In this MRNN, each 
RNN has two, ten, and one neuron in input layer, hidden layer, and output layer respectively.
0(hip) = (hip) + G2 a1 x(MRNN2) , a(3) 
o(knee) = e(knee)+G2C~2x(IL1RNN2).a(4)                '' 
0(hand) = e(hand) + G2 • a3 x(Ill RN N2) • a(5)
(6.38)
(6.39)
(6.40)
6.4.2.3.3 Step behavior Step behavior controls the step position (P) and stepping time in 
locomotion generator that was explained in our previous research [169]. Those parameters 
are controlled based on the input parameters, the CoG condition and the walking speed. 
This behavior strategy is represented by MRNN as the controller model, where each RNN 
is structured as follows: 2 neurons input layer; 10 neurons in hidden layer; one neuron in 
output layer.
      sf =Gr3x(MRNN3).a(6) 
                                                          ' t(walk) =t(lacamtion) +. abs (x(AlRNN3) a(7))
(6.41)
(6.42)
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Figure 6.24: Model of push recovery controller
  If there is high disturbance, then the step behavior controller overwrites the step length 
and increases the incremental time in locomotion generator system. Step length (S f) and 
incremental time (t(step)) are computed in Eqs. (7.8) and (6.42), where tt °} is the incre-
mental time of step, t(lOc0mti°T) is incremental time generated by locomotion generator, and 
G3 represents gain value in step controller. 
6.4.3 Push recovery controller
  Push recovery controller manages and chooses the appropriate motion behavior depend-
ing on robot condition. The design of the push recovery controller can be seen in Fig 6.24. 
This controller adjusts the gain that represents he influence of the motion behavior to cer-
tain disturbance. The aim of this controller is to manage the motion behavior controller by 
minimizing the energy required for responding the external perturbation.
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  In order to acquire initial data of appropriate motion behavior, the system conducts ev-
eral preliminary training by giving the push with random force value in each motion behav-
ior and calculates their required energy. Furthermore, the energy required in each motion 
 behavior will be online updated. Push recovery controller will adjust the appropriate mo-
tion behavior by using regressioni analysis model. Multivariate adaptive regression splines 
(MARS) is the best regression model for this proposed model [72, 55]. This model results 
the graphics relationship between the force value of push and the energy required in each 
motion behavior, where its sample graphic can be seen in Fig. 6.25. The pattern of graphics 
will adjust along with updating the motion behavior data. In Fig. 6.25, ankle motion behavior 
(AMB) is active when force condition in Al range force value, hip motion behavior (HMB) 
is active when force condition in A2 range force value, and step motion behavior (SMB) is 
active when force condition in A3 range force value.
AI K, 
  (1(f(i)(X)= o + >/3mfl [i(k,m)(X(k,m)ft(k,m) )]4+ 
m-1 k=1
qlZ tk — X)61
[+(xktoi+_ 110 (x_tk”
:X<tj 
:x>tic
:x<tk .x7t.
(6.43)
(6.44)
(6.45)
The push recovery controller will adjust he gain parameter (C.) by calculating minimum 
predictive nergy required by each motion behavior in certain disturbance, which is calcu-
lated in Eq. (6.43), (6.44), (6.45). The detail explanation regarding the MARS model can be 
seen i  [72] and [55]. The smallest value of f(i) (x) represents the elected motion behavior,
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where (i = 1, 2, and 3) represent the AMB, HMB, and SMB, respectively. 
  In the learning process of push recovery controller, initialtraining data is required. The 
robot is trained by giving the force disturbance with certain motion behavior. We calculate 
force value and energy required for stabilizing the robot. This initial data are became the first 
reference of the MARS predictive graph that is used for deciding the motion behavior if get 
a disturbance with certain force value. After that, robot will get various force disturbance 
during the robot activities. The graph will be updated and adjusted therefore result better and 
appropriate motion behavior when get certain disturbance.
6.4.4 Experimental result
  Experimental result shows the several experiment regarding push recovery model. First 
of all, we conducted independently the learning process of MRNNs represent motion be-
haviors. In this experiment, we set time cycle as 0.05 second and learning rate in RNN () 
as 0.01. In this experiment, we minimize the error and required stability time shown in Fig. 
6.26. MRNN model succeeded minimizing the error and time required of stability when get-
ting the disturbance. Fig. 6.26 shows the decreasing of required stability time after getting 
the disturbance. High required stability time indicates robot was not stable and tended to 
falling down. The result of robot performance in different motion behavior when get force 
disturbance can be seen in Fig. 6.27. 
  After all motion behaviorshave been trained and optimized, we conducted optimization 
process for push recovery controller. In order to acquire initial data for initial graph generated 
by MARS, the robot is trained by giving the force disturbance with certain motion behavior.
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In this experiment, each motion behavior controller (Ankle, Hip, Knee controller) was given 
six push disturbances with various force value. Therefore, there were 18 training data are 
performed. After that, first graph reference in each behavior was generated shown in Fig. 
6.28a. This graph is for deciding the motion behavior activated for the next force disturbance. 
In this stage of push recovery controller development, gain values (Gi(iE1,2,3)) are set as 
binary output calculated by step function (S(x)) in Eq. (6.46).
G t) = S(min [8[2, 1], 8[3, 1]] ) 
Gt} = 8 (min [O[1, 21, 8[3, 2]]) 
G t} = S (min [J[1, 31, 612, 31]) 
Where : 
(f( ) 1}(F(t)) — f(3) 1)(F(t)))
(6.46)
  In Eq. (6.46), F(t) is the force value ofdisturbance i  current time, f((:)-1) is the predictive 
regression graph generated by MARS based on the previous data. Graph predictive of certain 
motion behavior will be updated after motion behavior is activated based on the gain value. 
During robot activities, robot was given many disturbance with various force value. The 
graph of behaviors were updated and adjusted that depicted in Fig. 6.28. Therefore push 
recovery controller generated better and appropriate motion behavior after getting a hundred 
experiences with various force value. After performing ahundred experiences the structure 
of behavior graphs was not changed, because the graphs have been well optimized. The 
equation result of graph after a hundred experiences can be seen in Eqs. (6.47).
f(Ams)(x) = 311.72 + 421.32 •
f( )(x) = 659.55 + 203.221 • 
f(s)(x) = 1167.7 + 90.443 •
[(x-1.4208)]+• 
[(x-3.1851)]+• 
[(x — 5.0513)1+ •
[(x--2.2601)]+• 
[(x — 5.5455)] + .
[(x-8.4261)1+•
[(x -- 6.5033)] + 
[(x -- 10.515)] + 
[(x — 13.8285)1 + 
         (6.47)
  Push recovery under external perturbation was also tested to the robot during performing 
the movement. Fig. 6.29 shows the good response performed by push recovery controller 
when get a disturbance with high force value. Push recovery controller is effectively applied 
in humanoid robot as the online stability learning system (SLS). Compared with current push 
recovery model [230] [82, 186], this controller can online.optimize the appropriate behavior 
based on the value force of disturbance.
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6.4.5 Conclusion
  This research proposed push recovery model in humanoid robot based on neuro-activity 
model. MRNN that contains everal RNNs are proposed for stability learning systems (SLSs) 
in three motion response behaviors, which are ankle, hip, and step behavior. One behavior 
is represented by one MRNN. MRNN successfully creates tabilized behavior under exter-
nal disturbance. However further research is required to increase the number of considered 
output value. 
  Push recovery controller is proposed for managing an appropriate motion behavior in 
order to respond to certain push disturbance. Online learning algorithm applied in push re-
covery controller based on MARS model successfully forms and decides appropriate motion 
behavior after a hundred given experience perturbation with random force value. Experi-
mental result also shows the effectiveness of the model stabilizing the robot walking under 
external perturbation. Based on that, push recovery controller is effective to be applied in 
humanoid robot as the online stability learning system. 
  Since this proposed model is still applied in computer simulation, implementation i  the 
real humanoid robot becomes apossible homework for future research.
Chapter 7
Neural Based Path Planning
  In this chapter, we wiil show a new motion planning model that inspired by neural activ-
ity. There are two transmission process of neural model, forward transmission and backward 
transmission process. In the experimental result, integration of the motion capabilities mod-
els will be applied into simulated and real four legged robot.
7.1 Introduction
  During a disaster, the terrain, route, area, and also building are becoming unstructured, 
diverse, and challenging. It makes the rescuing process difficult and challenging for human 
or robot who is in charge in disaster area. The route in disaster area becomes unstructured, 
making it difficult for the rescuer whether human or robot to find the best and possible route 
in the rough and unstructured terrain. Since it is very dangerous for human to rescue in 
unstable environment, robot is the best choice for exploring and investigating the disaster 
 area. Most researchers proposed wheeled mobile robot for rescuing in disaster areas [139, 
159, 182], but legged robot is more effective in rough terrain [11].  Therefore, we applied 
this proposed algorithm in a four-legged robot which is equipped with several supporting 
sensors. Four-legged robots are more efficient than biped robots in the stabilization cases 
and are able to achieve the maximum movement speed compared to robots with more legs. 
Furthermore, 3-D path planning model is required in order to support and facilitate those 
robots while moving on rough terrain. Therefore, in this research, we propose an online 3-D 
path planning optimization based on neural activity. 
  Three dimensional path planning studies have used images for path planning and also 
applied multiclass support vector machines for obstacle avoidance [137]. By using this idea, 
the robot can generate the safe pathway. In [179], 3-D based path planning was proposed,
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 and D* algorithm was modified in order to estimate the distance in sloping terrain. Be-
side that, Dogru et al proposed genetic algorithm for optimizing pathway with minimum 
energy required [43, 44]. However, [179, 43, 44] did not consider the unpredictable obsta-
cle. Beside that, Kroumov et al solved the obstacle problem but there is still problem with 
concave 3-D obstacles [1031.  3-D path planning was also proposed for UAV movement algo-
rithm [145, 166, 2111.  These algorithms were applied in computer simulation. In the integra-
tion system, UAV or drone is used for generating the map. Some researchers used 3-D map 
reconstruction i order to acquire the 3-D map model and to find the best pathway based on 
the result of reconstruction map. The robot was equipped with laser range finder (LRF) or 
Kinect sensor in order to support he reconstruction algorithm. [26] also used LRF to gener-
ate the 2-D maps. This idea deals with static environment. Henry et al used Kinect camera 
in order to model 3-D indoor environment [74]. In the previous research, multi-resolution 
map was also used for decreasing the computational cost existing in high resolution map of 
path planning [201]. After that, a real-time feature xtraction and segmentation method for a 
3-D map [202] was proposed in order to increase the efficiency of the topological map. This 
map model can decrease the memory usage for reconstructing the map. Therefore, [202] is 
suitable to be combined for the proposed 3-D path planning model in the next stage. 
  In further cases of the environment model generated by LRF and Kinect sensor, the un-
predictable surface such as friction, softness of the terrain, and unpredictable collision some-
times become the problem. Those sensors are used as initial data in path planning, therefore 
those ones only deal with static path planning. In the real cases, the robot deals with dy-
namic environment, and it should autonomously work through dynamic environment. When 
the algorithm deals only with static environment, the robot will get problem when it finds an 
unpredictable collision. Therefore, the dynamic path planning is important in order to deal 
with dynamic environment. Dynamic path planning will regenerate he path planning when 
the algorithm finds unpredictable condition or changing environmental condition. In order to 
support the dynamic path planning, either additional sensors in mobile robot or measurement 
tools for human are required to measure and detect unpredictable collisions (friction, obsta-
cle, and softness of terrain) which cannot be considered in initial map generated by LRF or 
Kinect sensor. 
Most mobile robots (wheeled and legged) are supplemented with the capability for find-
ing the pathway. Some people used traditional algorithm such as: A*, D*, and Dijkstra algo-
rithm in order to find the best pathway [114], [53], [143], [42], [113]. Ferguson et al proposed 
a modified D* algorithm in order to reduce the path cost in non-uniform environment. An 
interpolation equation was proposed in order to cut the inefficient pathway [53]. However, in 
[531's algorithm more computational cost was required. In common cases, D* path planning
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algorithm is faster than A*, but [75] modified the adaptive A*, therefore it could be faster 
than D* in some cases. These algorithms [75, 53] required predefined travel cost, therefore 
these algorithms eem difficult to cover unpredictable obstacles. 
  However, the traditional algorithm of path planning requires the determination of the 
path planning rule and it uses a recursive algorithm. Therefore, these algorithms require high 
computational cost. Bio-inspired algorithm provides a natural process that is able to dynam-
ically generate the best pathway [160, 154]. Some researchers have proved the effectiveness 
of neural based model for path planning problems [64], [224], [227], [154]. In [64], Hopfield 
method was applied in a neural network to generate the pathway with obstacle avoidance. 
This proposed model was applied in a 2-dimensional simulation. Neural based approach 
can also be applied for complete coverage path planning with obstacle avoidance [224]. 
Quoy et al proposed the control model in mobile robot by using dynamical neural networks 
based on the neural field formalism that was applied in the mobile robot path planner [154]. 
Most of the researchers applied pulsed neural network in order to find the efficient path-
way [152], [153], [238, 222]. They focused on the inner activity of the neuron. Qu et al 
proposed pulsed neural network to generate real time collision free path planning [152]. 
Zhang et al applied a simple pulse coupled neural network to decrease the computational 
cost, but the defined travel cost is required in this case [238]. 
Furthermore, modified pulsed neural networks were proposed by several researchers in
order to increase the performance of the path planning algorithm [111, 67, 153]. In [67], 
quick optimization process of path planning was proposed by using PCNN model. However, 
there is no efficient model to reduce the number of evolved neurons, there are many neurons 
required for representing the best path way. [235] presents acoupled neural network, called 
output-threshold coupled neural network (OTCNN). However, this algorithm was very hard 
to be implemented inthe real cases and it was improved in [153]  by proposing anew modified 
model of Pulse-coupled neural networks (M-PCNNs). This model was improved by Liu et 
at by solving the K Shortest Paths (KSPs) problem [119]. In addition, the neural network 
based path planner can also be applied in non-holonomic mobile robot [227]. Furthermore, 
shunting based neural model first proposed by Hodgkin and Huxley [78] and refined by 
Grossberg in the neural mechanism [66] was also used to solve path planning model [226, 
225]. However, the current neural based models [238, 226, 225, 119, 227, 111] have not 
considered rough terrain with undefined travel cost or weighting cost. 
  In this proposed research, we create a new model of dynamic path planning based on 
neuronal activity. A 4-legged robot is applied to prove the effectiveness of the proposed 
path planning model. The proposed model is expected to be online generated with obstacle 
avoidance and applied with undefined travel cost. These advantages do not exist in the current
232 CHAPTER 7. NEURAL BASED PATH PLANNING
state-of-the-art research. Nevertheless, an integrated system is required for supporting the 
proposed model. 
  The main contribution of the proposed research is to use the natural mechanism of the 
human brain for generating the online path planning in 3-D rough terrain with undefined 
travel cost. Our proposed reserach not only emphasizes the inner state process of the neuron, 
 but also the development process of the neurons in the brain. Based on [29], the develop-
ment of the brain involves the synaptic pruning process. The weak synapses will be deleted 
based on their synaptic efficacy and replaced by efficient synapses [30]. These processes are 
applied in this proposed path planning optimization process. Other contribution is to gen-
erate dynamic 3-D path planning with undefined synaptic weight. This proposed model et 
the neuron generate the signal based on the terrain condition in order to create the synaptic 
weight connection. 
  This chapter is organized as follows. In Section 7.2, we discuss the model of neuron 
mechanism that is used in this proposed path planning. Section 7.3 shows the design of the 
object application. In order to show the effectiveness of the proposed model, some experi-
ments are presented in Section 7.4. Finally, Section 7.5 concludes the proposed research. 
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Figure 7.1: Design of the proposed model
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7.2 The Proposed Model
  The proposed model will be applied as the path planner in the robot movement on rough 
terrain. The full design of the system is depicted in Fig. 7.1. In the first step we generate the 
structure of the map by using Kinect sensor and send it to the proposed system by using ra-
dio communication. In the second and third steps, the proposed path planning are performed. 
After that the path planner sends the best pathway to the robot by using Bluetooth commu-
nication. In the fifth step, the robot moves and updates the current position and also updates 
some map information. The details will be explained in Section 7.3. 
  In this section we explain the novel neuro-activity based path planner. There are two al-
gorithm processes in this proposed model, the forward transmission to construct he neuron 
connections for finding the possible way and the backward neuron transmission with synap-
tic pruning model for finding the best pathway from the current position to the target posi-
tion and for reducing inefficient neurons. Dynamic path planning is also considered in this 
proposed model in order to respond to unpredictable obstacles. In the process mechanism, 
first the starting point neuron generates the signal to the neighbor neurons and calculates 
the synaptic weight value. After the signal triggers the target neuron, then the transmission 
process is stopped. After that, the backward signal process with optimizing the number of 
synapses i  performed.
7.2.1 Neural Forward Transmission Based Model
  The aim of forward transmission is to construct and build the neuron connections in or-
der to find the possible way. In neural transmission studies, a signal is transmitted from one 
 neuron to another neuron through electrical  and chemical process (neurotransmission) oc-
curring in the synapse. There are 2 types of synapse, electrical synapse (dendrite - dendrite) 
and chemical synapse (axon - dendrite). Chemical neurotransmitter requires releasing neuro-
transmitter into the synaptic cleft before a synaptic potential can be produced as input to the 
other cell. Membrane potentials are generated by chemical and electrical synapses function 
as a neuron's input. 
  The neuron typically has thousands input synapses and produces an action potential when 
the post-synaptic potential passes the threshold of membrane potential. Once there, it will 
trigger its own neurotransmitter elease, which will cause a synaptic potential in the new 
post-synaptic neuron. The action. potential will travel along the axon until it reaches the 
output (chemical) synapse at its axon terminal. 
  In the spiking model, there are timing models proposed for post-synaptic potential
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model [78, 122]. We use an exponential equation i order to model the decreasing energy. 
We modified and applied the neuron transmission activity in order to generate he best path 
planning in 3 dimensional rough terrain with unpredictable obstacle. 
  In this algorithm we use a forward transmission model depicted inFig. 7.2. The strength 
of signal diversity from the ith neuron to the jth neuron is represented by Xi,. We assume, 
that he synaptic weights between each neuron are not defined. The strength ofsignal diver-
sity is influenced by the potential energy in source neuron, the external influence between 2 
neurons, and the internal disturbance. The strength of signal diversity decides whether the 
neuron to be connected ornot as calculated in Eq. (7.1), where notation A represents the 
inhibitory effect calculated in Eq. (7.2). The potential energy in the ith neuron is represented 
by xPSP) (t) and the external influence between the ith and the jth neuron is represented by 
Xt;xt} (t). Vii is the potential force from the ith neuron to the jth neuron. 
  In the transmission process, after certain neuron is activated (firing), the neuron is prepar-
ing the impulse signal, therefore the signal can reach the target neuron. If the neuron is al-
ready activated, then the preparation state to certain neuron is stopped. After the value of 
signal reaches the threshold of the target signal, then the firing process is performed. The 
neuron's capability for firing the signal is computed in Eq. (7.3), where C . is a matrix rep-
resenting the possible connection between the ith neuron and other neurons. In order to find 
the possible connection, we used a simple surrounding area algorithm which is computed in 
Eq. (7.10) and explained in Algorithm 7.2.
=Xi3(t- 1)+lij(t) —A (7.1)
N 
A = E Xij(t — 1) • x(PSP) (t - 1)(7.2) 
j=1,ji 
  In the initial condition, the strength of signal diversity (X) and the potential energy 
(x(PSP)) are zero in each neuron and the time signal impulse (t(imP) ) is 10000. When the 
path planning generation starts, the starting neuron is firing by the given parameter t(imP) 
representing the starting euron aszero. Itcauses the parameter x(PSP) (t triggered, as cal-
culated in Eq. (7.3), where Pi(P P) is the maximum potential v lue ineach neuron. After the 
neuron is fired, then the neuron generates th  release energy (E1) depending o  the derivative 
of potential energy degradation at ime signal impulse (de P) /dt z P) . 
  During the signal transferring process from the ith neuron to the jth neuron, signal 
strength Xij is supported by potential force Vij which is influenced by h~~, where Vij is 
calculated in Eq. (7.6). If the signal strength Xiiis greater or equal than the distance between
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 2 neurons l ri — ri l l then the jth neuron is firing and tY7zp) = 0. If the signal strength is still 
lower than required, then t(iimp) is increased and the potential energy is decreased. In order to 
acquire the travel time from the ith to the jth neuron, variable T~3 is calculated in Eq. (7.4).
t(im.P) — 0 zt(imp)+1
if II ri — r3 , j E Ci 
otherwise
(7.3)
im 
T~3 = t( P) if Xi3 < I l ri — rill, j E Ci (7.4)
                             -ttimp) 
~(PSP}(t) _ P(PSP) • eT• (7.5)
dV3 (t)
dt
=17,7(t  — 1)+ (Ei — X 3ext) (t) (7.6)
  Figure 7.3 shows how the environmental condition influences the spike signal travel. Fig-
ure 7.3a illustrates the neuron connection from top view. Only the neuron inside the influ-
enced area can influence the spike signal travel. In Fig. 7.3b, the height difference between 2 
neurons causes the weight force OM) and the friction force Of)) to also influence the travel 
of spike signal.
  The xternal i fluence signal between the ith neuron and the jth neuron at certain time 
sampling t is represented byX 3 t(t) and computed in Eq. (7.7). There are 4influence pa- 
rameters calculated in Eq.(7.7), where3t.t ""P) represents the unpredictable obstacle, .5(i7) rep- 
resents theinfluence of weight force ofthe robot which is illustrated in Fig. 7.3, sg } is the 
constant value r presenting the predicted friction value, and 439 represents the influence of 
the other neurons against he signal between the ith neuron and the jth neuron. In Eq. (7.8), 
si( ) is the xternal disturbance representing the self influence of the robot's weight between 
the height position of the ith neuron and the jth neuron depicted in Fig. 7.3b, where m is 
the robot's mass and g is the gravity acceleration. In Eq. (7.9), the effect of the height of 
the neuron around the signal line is calculated, where dcj,k = (ra — x 3) • (rca k — <), ),
hci,k = (rca k — x?j ) [0 0 1], x:') is the location vector of the spike signal during euron 
transmitting from the ith neuron to the jth neuron, and dmax is a constant value representing 
the maximum influence of the neuron signal.
Xft (t)~s(ux~rz')-~-Sx,w)~                   +,~~f )+s(s)z,~ (7.7)
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 (t  v) m • g • [00 11
ri — r 3
I I ri — r3 I
(7.8)
C3,0 
4) = E dc 
J+k 
k=1
hc
,+k • exp —
Ilrc,,k—(r) z+3
dmax )) (7.9)
ht represents he external influence between the ith neuron and the jth neuron. Ci con-
tains the neuron IDs which are possibly connected to the ith neuron. Ci is defined based on 
Eq. (7.10), where Co is the number of possible connections to the ith neuron. The spreading 
of possible connections i influenced by -yin./ representing the strength of scope.
Ci ,k = j, Ci,o = /c if I x% — r3 < pyin f j E Ci , k++ (7.10)
The main process of the proposed algorithm is explained in Algorithm 7.1, which starts with 
initializing all components and finding the possible interconnection in each neuron explained 
in Algorithm 7.2.
Algorithm 7.1 Pathway generation represented by Fig. 7.2
1: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18:
Initialization; 
for i - 1 to .Nmae r") do 
 Possible interconnection generation in ith neuron explained in Alg. 7.2 
end for 
for i—1 to 1Vn aax r°n}do
for k 1 to Co do 
j Ci,k 
if Fi,3 (t) > 0 then 
calculate Xijt (t) by Eq. (7.7) 
calculate Xi, j (t) by Eq. (7.1) 
calculate Ti,3 (t) by Eq. (7.4) 
   if Xi 3 > I ri — rill then 
     ith neuron spikes 
t(.imp) = 0 3 
   end if 
 end if 
end for
end for
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Algorithm 7.2 Possible connection searching algorithm
1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11: 
12: 
13:
input: i as neuron ID 
 Ci ,o 0 
k —0 
for j 4 1 to NV{aex ron) do
if i 4 j then 
d [lri — riii 
if d < yzn f then 
Ci,(k+1) {— j
1 ++ 
 endif 
end if
end for 
C1,0~k
7.2.2 Synaptic Pruning with Backward Transmission Model 
In human brain development,. during childhood, more than half of the synapses in the 
human brain are removed until puberty phase, which process is called synaptic pruning. In 
1979, Huttenlocher showed the evidence for synaptic degradation i some areas of the human 
brain [801. This process improves the performance of an associative memory network with 
limited synaptic resource. The strategy of the synaptic pruning is based on the weakness of 
the synapses [291. 
  In this grand system, we use communication system where the size of data causes the ac-
curacy and the speed of transmission. In the proposed path planning, the number of synapses 
is based on the signal transmission process. If we have a big number of neurons represent-
ing the map, then the number of synapses will increase. Therefore, we will optimize the 
number of synapses representing the path planning trajectory by using the synaptic pruning 
mechanism. 
In the mathematical model shown in Eqs. (7.11) and (7.12), we use neural regulation-
driven synaptic modification (NRSM) first proposed by Chechik et al [301.
W'(t'+ 1) =W(t) —(W(orA(t) (7.11)
  In this 
represents
a 
W(t + 1) = W'(t + 1)t f
i 
proposed model, notation Wi represents the age of the ith 
the age of the weight connections to the ith neuron. In Eq.
neuron 
(7.11),
(7.12)
which 
a(t) is
also 
the
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 sigmoid function sgn(?7 —E) at time step t, where nis the threshold value of the neuron, and 
synaptic reduction, € is the degree of pruning calculated in Eq. (7.13), and power a defines 
the degradation dimension parameter chosen in the range [0, 1] . In Eq. (7.13), a(1) and a(d) 
are constant variables representing the degree of neuron distance effect and the deviation 
angle ffect, respectively and hPSP(t) is the presynaptic .spike output in the ith neuron. In
this SP model, we set f°/ fl that represents the input field of the ith neuron at time step t in 
Eq. (7.12) as one.
Reduced 
synapse
 ri 
{x,y,z},
{x,y,z}
irk 
Figure 7.4: Illustration of the components hat influence the synaptic pruning
c = hPSP(t) . (ct(d)i3)-~-a(d)43(d)) (7.13)
= lrk — rj (7.14)
le) = II (rk — ri) — ((rk — ri) • n)nll (7.15) 
  In this stage, we calculate the influence component in synaptic pruning process which is 
depicted in Fig. 7.4. We consider the length of the point g) calculated in Eq. (7.14) and the 
deviation angle ,(3,d) calculated in Eq. (7.15) inthe synaptic pruning model for the proposed 
path planning where its illustration isshown in Fig. 7.4. In the future we will consider the 
effect of the neighbor neuron in synaptic pruning. In Eq. (7.15), n is the unit vector of 
(rk — rd). 
  The synaptic pruning model is performed during the backward signal processing. When 
the neuron isfiring, then the SP decision isperformed. When the age of the ith neuron W, is 
getting zero then the connections to that neuron are reduced, and a new connection is created 
to the previous firing neuron that is connected to the ith neuron.
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Figure 7.5: Simple spiking neuron model for backward transmission
  In backward signal processing, weuse a simple spiking neural network depicted in
Fig. 7.5, whose mathematical model can be seen in Eqs. (7.17), (7.18), (7.19), (7.2O). After 
the forward signal processing finishes, then the neuron at target point fires the impulse sig-
nal. The signal will be generated o the neuron at starting point. The backward signal will be 
calculated in Eqs. (7.17) and it is influenced bythe synaptic weights calculated in the for-
ward transmission. hi iscalculated in Eq. (7.17), where hr(t) includes the weighted pulse 
outputs from the other neurons which is calculated byEq. (7.18) and the reduced value of 
the internal state in the previous time step which is calculated byEq. (7.19). 
In Eq. (7.18), X. i}is a weight from the jth neuron t  the ith neuron calculated from the 
travel time of neuron presented by variable Tij calculated in Eq. (7.4), hPSP (t) is the Post-
Synaptic Potential (PSP) approximately transmitted from the ith neuron at the discrete ime t, 
and N is the number ofneurons. The presynaptic spike output istransmitted o the connected 
neuron through the weight connection. hrsP (t) is calculated in Eq. (7.2O), where t.f)is the 
last firing of the ith neuron, and Ti is a parameter which influences how long the firing of the 
neuron has an effect o the connecting neurons. When the internal state (membrane potential) 
hi in the ith neuron is higher than the threshold 8, then the ith neuron fires the pulse signal 
calculated as follows: 
                 
• { 1 ifhi>e 
pi =(7.16) 0 O
therwise
hi ef (t) is used for representing he refractoriness of the neuron. This means that after the 
neuron fires, its internal state value is decreased using the refractoriness component, i  order 
to avoid the continuous firing of the neuron within ashort time. In Eq. (7.19) R > 0, -ref is 
a discount rate of hi ef , and O < y''ef < 1.
hi(t) = tanh(hiin(t) + hzef (t)) (7.17)
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~iynrt)J'Ts"• hJJ~FSP}(tl+EX(.) (t + 1 h~PSP)(t) ll
11,7f (t)— ')/ref . hi ef (t — 1) — R 'Vref •hief (t — 1)
t-t ) 
hCP5P) = eTz
ifpz(t-1)= 1 
otherwise
(7.18)
(7.19)
(7.20)
7.3 Application design
  In this part we explain the integration system in order to support he proposed model. 
There are three supporting systems required for this proposed model, which are drone, server 
monitor, and robot. The drone is for generating the map and sending it to the server monitor 
via radio communication. It captures the area by using Kinect camera. The server monitor 
processes the proposed path planning based on the local condition that is sent from the robot 
and the primary map data sent from the drone. In order to find the unpredictable obstacle, the 
robot is equipped with ultra sonic (US) sensor and touch sensor, and periodically sent those 
sensor data to the server monitor via Bluetooth communication. The systems integration is
depicted in Fig. 7.6.
73.1 Robot Design
  In this research, we applied the proposed path planner model for walking trajectory gen-
eration of a 4-legged robot with 12 degrees of freedom depicted in Fig. 7.8 and its joint 
structure is depicted in Fig. 7.7, where there are 3 degrees of freedom (hip-x, hip-y, and knee 
joint) in each leg. The robot's size is approximately 30cm x 18cm x 20cm, and its weight is 
2 kg. Its mechanical frame is built using Bioloid Comprehensive Kit. The locomotion system 
and its stability have been developed in the previous research [178] combined with trajectory 
based locomotion [126, 174]. 
  In order to support the proposed path planner and detect unpredictable collision, the robot 
is equipped with additional sensors, which are 4 touch sensors and 2 ultra sonic sensors.
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7.3.2 Integrated System
  In order to support the path planning algorithm in the 4-legged robot, a monitoring sys-
tem and a drone are required in the grand design of this proposed system. Since the 4-legged 
robot supports the local condition of the robot, the drone supports the capturing of the initial 
data of map before the path planning is generated and the monitoring system processes the 
initial map, updates the local condition, and generates the path planning. Based on this inte-
grated system, the possibility of the implementation of the dynamic path planning in disaster 
area is very high. The connection model of the supporting system is illustrated in Fig. 7.6a, 
where each system is integrated through wireless connection. In the grand application, we 
use Bluetooth connection for communicating between the robot and the monitoring system, 
and radio communication for communicating between the drone and the monitoring system.
7,4 Experimental Results
  In the experimental result, we illustrate the effectiveness of the proposed neuro-activity 
based path planning model in both grid map model and topological map model. We show the 
signal transmission model and the synaptic pruning that is used in this proposed model. We 
create artificial terrain as the experimental object and show the effectiveness of the model 
responding to the environmental changing. In order to show the integration system, we ap-
plied the proposed model in a 4-legged robot movement trajectories in computer simulation 
ODE. Moreover, we implemented the proposed model in a real 4-legged robot, in order to 
show the feasibility in the real case.
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Table 7.1: Parameter Values
Parameter  dm„ p(PSP) ry syn
.ref R O (d)
Value 1.2 30 0.05 0.2 10 0.8 0.3 0.7
7.4.1 Neuron Transmission and Synaptic Pruning Experiment
  In this experiment we create the illustration of the 3-dimensional uneven terrain. The 
artificial map can be seen in Fig. 7.9. In order to implement the proposed path planning, we 
converted the map data into grid map model and topological map. Furthermore, we compare 
the trajectory resulted by the proposed model. The parameters ofFT and SP-BT model used 
in this experiment are shown in Table 7.1. 
  In this path planning we design the backward transmission with short erm impulse firing 
signal. We put the same starting point and target point in grid map experiment and topo-
logical map experiment, both of them having 3 scenarios in this experiment with different 
starting point and target point which can be seen in Fig. 7.9. We choose the most difficult 
combinations of starting point and target point. In the first experiment, the starting point was 
 {0.5,  11 } and the target point was {11.0,  1.01,   in the second experiment, the starting point 
was {0.2, 7} and the target point was {6.5, 11.5}, and in the third experiment, the starting 
point was { 11.2, 9} and the target point was {7.0, 1.0}.
7.4.1.1 Grid map model
  In the grid map model, we adjust the resolution of the grid map model. Figure 7.9c 
displays a grid map model whose resolution is 20 x 20 unit. The different color in each 
point represents he height of the point. When the map is looked from the perspective view 
in Fig. 7.9a, the difference between the heights of each point can be seen. In this grid map 
model based path planning, there are 400 neurons representing the map model, since one 
neuron represents one point. 
  In these experiments, we show the difference between path planning model without 
synaptic pruning model and with synaptic pruning model as shown in Fig. 7.10. 
  The experiments in Fig. 7.10 confirm the effectiveness of the forwardneuron transmis-
sion model in generating the possible pathway with undefined travel cost. The backward 
transmission also successfully formed the pathway based on the connection generated by 
forward neuron transmission. 
  From the result shown in Fig. 7.10, the path plannings using neuron transmission model 
with synaptic pruning model represent the path with smaller number of neurons. There are 
25 neurons, 27 neurons, and 17 neurons representing the pathway without SP-BT model
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Figure 7.10: Result of neuron transmission model in grid map model from top view (a) first 
experiment (Si = {0.5,11 } and Ti = {11.0, 1.O}) without SP-BT model (b) with SP model (c) 
second experiment (82= {0.2, 7} and T2 = {6.5, 11.5}) without SP-BT model (d) with SP-BT 
model (e) third experiment (83= { 11.2, 9} and T3 = {7.0, 1.01) without SP-BT model (f) with 
                            SP-BT model
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and 13 neurons, 14 neurons, and 10 neurons representing the pathway with SP-BT model 
in the first, second, and third experiment, respectively. SP-BT model proposed in this path 
planning model can effectively deactivate the weak neurons and also reduce the synapse 
which is connected to that neurons. In the case of huge map, this SP-BT model can reduce 
the size of the data representing the pathway therefore the communication weight can be 
reduced between the monitoring system and the robot.
7.4.1.2 Topological map model
  In the topological map based model, we reconstruct he map shown in Fig. 7.11 by us-
ing GNG proposed in [2021. By using this topological based map, the number of neurons 
required is smaller than in the grid map model. In the topological based map there are 165 
 neurons. In this experiment we set the maximum potential value P(PSP) as 45, 50, 60 in the 
first, second, and third experiment. 
  In these experiments shown in Fig. 7.12, we present the performance of the proposed 
path planning model. The SP-BT model was also applied in topological map model which 
is depicted in Fig. 7.12b. The SP-BT model reduced the number of evolved neurons in the 
pathway from 16 neurons to 8 neurons. The spike signal of neurons in this experiment can 
be seen in Fig. 7.13.
7.4.1.3 Performed with unpredictable collisions
  We put 3 unpredictable collisions in different positions, where the first, second, and third 
obstacle are located in pi = (4.0; 9.0), p2 = (2.0; 10.0), and p3 = (7.0; 5.0), respectively. 
The result depicted in Fig. 7.10 shows, that the path planning model can dynamically change 
the pathway when it finds unpredictable collision. In Fig. 7.14a, the proposed model gen-
erates the initial pathway based on the initial map reconstruction. When the robot moves 
to a certain position, the robot finds the obstacle and the path planning model changes the 
pathway depicted in Figs. 7.14b, 7.14c, and 7.14d. 
  This experiment proves the flexibility of the proposed path planning model when finding 
unpredictable collisions.
7.5 System Integration
  In this experiment we prove the effectiveness and the feasibility of the proposed model to 
be applied in the real cases. In order to be applied into the robot, it requires system integration 
for integrate all subsystem of motion capabilities. The system integration model can be seen
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Figure 7.11: Topological map model of experimental terrain (Fig. 
                             spective view
7.9a) (a) top view (b) per-
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in Fig. 7.15. There are 3 subsystem tobe integrated, 1) motion planning model, 2) locomotion 
generator, and 3) stability model. From the topological map model, proposed neural based 
motion planning model generate path planning and send the desired walking provision to 
locomotion generator. After that locomotion generator generates signal in joint angle level. In 
order to recover and stabilize from disturabance, stability model sends feedback information 
to locomotion generator. These experiments are divided into 2 experiments, a simulation case 
and a real case.
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7.5.1 Simulation case
  Open Dynamics Engine is used as the 3-D simulation software. We implemented the grid 
map model in order to adjust with simulation software ODE. The map model that is used for 
this experiment can be seen in Fig. 7.9c. In this simulation case, we perform the robot o move 
from starting point to target point based on the pathways generated in the Grid Map Model 
experiment. The result of the robot movement in each experiment can be seen in Fig. 7.17a 
 and 7.17b. The result of the first experiment inthe case without unpredictable obstacle shown 
from perspective view can be seen in Fig. 7.16. In the first experiment in the case with 
unpredictable obstacle, when the robot's sensor approaches and finds the obstacle, then the 
path planner dynamically changes the pathway shown iii Fig. 7.17c. Figure 7.17c shows 
the effectiveness of the proposed model with unpredictable obstacles, where the pathway 
changes from the pathway shown in Fig. 7.17a. 
  When the robot moves directly from the starting point to the target point without follow-
ing the pathway generated by the proposed path planning model, the robot will be falling 
down as shown in Fig. 7.17d. By following the pathway generated by the proposed path 
planning model, the robot successfully moved from certain starting point to target point. 
Figure 7.17 shows the comparison between robot movement with the proposed model and 
without he proposed model. It also proves the effectiveness of the path planning model that 
can generate a safe path and improve the performance of the robot movements on uneven 
terrain. The robot was falling down because it was moving on a high slope terrain that is 
not covered by the robot's stability system. The proposed model chose the fastest way but 
considering the safe pathway and the performance of the robot itself.
7.5.2 Real case 
  In the real case, we built the miniature of the map depicted in Fig. 7.18 and implemented 
the 4-legged robot explained in Section 7.3. We set low speed in the small 4-legged robot with 
maximum speed 5 cm/s. The size of map is 200 cm times 180 cm and it was reconstructed 
into topological map depicted in Fig. 7.18c and 7.18d by using 3-D reconstruction algorithm 
proposed in [202]. The dynamic environment is represented by the unpredictable obstacle. 
In this experiments, we conducted 2 scenarios which are path planning without and with 
unpredictable obstacle. 
  In the firstscenario, we chose the starting point at coordinate (15, 15) and target point 
at coordinate (180, 15) in centimeter. The flexibility with any unpredictable obstacle was 
also performed in this experiment. We used the same starting and target point, and put the 
obstacle during performing the movement.
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Figure 7.16: Robot is performing the movement on rough terrain (first experiment) from per-
     spective view (a) without unpredictable obstacle (b) with unpredictable obstacle
  The initial pathway (without obstacle) generated bythe proposed model can be seen in 
Fig. 7.19a, when the robot detects the obstacle by using ultrasonic sensor, then the robot 
sends the information that here is an obstacle at certain position to the path planning system 
through Bluetooth communication. After that, the system changes to the other possible path-
way. The changing pathway can be seen in Fig. 7.19b and 7.19c. By following the pathway 
generated bythe proposed path planning model, the 4-legged robot successfully moved from 
certain starting point to target point and also successfully avoided the obstacle. This path 
planning model also improves the performance of the robot movement on uneven terrain as 
depicted inFigs. 7.20 and 7.21. Figures 7.20 and 7.21 show the robot movement trajectory 
on uneven terrain from perspective iew and top view in both without unpredictable obstacle 
and with unpredictable obstacle. 
  In the parameterffect discussion, we analyze the adjusted parameter with the result 
of the pathway. Spreading parameter (ryxnf ) representing the strength of scope in forward 
transmission model will affect the number of connections. If the parameter is too small, only 
few pathway possibilities can be generated byforward transmission. If the parameter is too 
big, inappropriate connection can also be generated. Therefore, this parameter should be 
adjusted according tothe resolution of the topological map. Constant variables (&) and (ad) 
representing the degree of neuron distance effect and the deviation angle effect in synaptic 
pruning model are the parameters that affect the reducing of the represented neuron in the
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Figure 7.20: 4-legged robot is per forming the movement on real rough terrain (a) without un-
              predictable obstacle (b) with unpredictable obstacle
pathway. The value of parameters will influence the number of reduced neurons and the 
 pathway changing. Therefore, the optimal  value  should be chosen based on the topological 
map resolution. 
  These implementations are still not enough for representing advance cases such as disas-
ter area or mountains area. However, these implementations and the conducted experiments 
prove the capability of the proposed path planning model to be applied in further advance 
implementation. 
  In the performance aspect analysis based on the experimental result, the proposed model 
has advantages which are listed as follows: 
  • Implementing online path planning with unpredictable obstacle. 
  • Considering 3-D path planning with undefined travel cost. 
  • Considering the neuron efficiency for reducing the memory usage in communication. 
In this performance analysis, the computational cost is difficult to be compared, because the 
application and the constraint are different such as in 2-D or 3-D, the existence of travel cost, 
and its application area. Nevertheless, there are 6 aspects tabulated in Table 7.2 that shows 
the superiority of the proposed path planning model.
7.6 Discussion
  This research proposed a natural mechanism of the human brain in order to generate a 
dynamic path planning in rough terrain with undefined travel cost. There are 2 algorithm
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 Table 7.2: Comparison of Path Planning Models and their Performances Aspects
Navigation Model
Dimen-
sion
Neuron
Efficiency
 Online!
Offline
Unpredict.
obstacle
Travel
cost
Application
area
Modified D* [6] 3D Offline Defined Simulation
UAV 3D path
planning [12]
3D Online Undefined Simulation
BMA based [13] 20 Offline Undefined
Artificial envi-
ronment
ONO map recon-
struction [15] [16]
3D Offline
Real environ-
ment
Modified D* [18] 2D Offline id Defined Simulation
Neural based [26] 2D Online Defined Simulation
PCNN: [27] [28]
[29] [32]
2D Online Defined Simulation
M-PCNN: [34] 2D Online Defined Simulation
Proposed model 3D Online Undefined
Simulation and
Artificial envi-
ronment
processes in this proposed model, forward transmission and synaptic pruning with backward 
 transmission. First, FT generates the impulse signal to neighbor neurons, defines the travel 
cost, and creates the neuron connection. Second, after target neuron is connected and gets 
the impulse, then the synaptic pruning and backward transmission are performed. These 
algorithms are implemented in grid map model and topological map model. One point is 
represented by a neuron in this proposed model. 
  Based on the experiments in both grid map model and topological map model, FT model 
successfully constructed the neuron connections for finding the possible way. SP with BT 
also successfully found the possible pathway from current position to target position and 
reduced inefficient neuron in both map models, however the considered condition in SP 
model is required to be increased. These possible pathways are also proved by performing 
the robot in both computer simulation and real robot. The robot successfully moved from 
starting position and target position when following the pathway generated by the proposed 
path planning. This proposed path planning model supports the performance of the robot 
movement. When the robot moved directly from the starting point to the target point without 
following the pathway generated by the proposed path planning model, the robot will fall
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down. 
  The flexibility of this dynamic path planning was proved by the experimental result in 
computer simulation and real robot. When the robot follows the pathway and finds the ob-
stacles, then the path planning model is changed to another possible pathway which is ap-
propriate with robot ability. 
  In the future application, the proposed path planning will be applied for advance cases 
such as in disaster area, hills or mountains area. In order to improve the flexibility of the 
path planning, the supporting sensor for this proposed model will be improved in the robot 
application.
Chapter 8
Conclusion and Future Works
8.1 Conclusion
  This proposed research presents the novelty and the development of motion capabilities 
of legged robot based on neural and natural process. There are three subsystems be devel-
oped and integrated, (1) locomotion behavior model, (2) stability behavior model (3) motion 
planning model. 
  In locomotion behavior model, there are several stage of developments which are depen-
dent o each other. In the first development, we develop locomotion model which consists of 
four types of neurons, 1) motor neuron, 2) sensory neuron, 3) command neuron, and 4) gain 
 neuron. Single objective and Multiobjective volutionary  algorithms are used effectively to 
construct the locomotion pattern by manipulating the weight of synapse between the motor 
neurons. However, multi-objective may generate more than one solution. Based on the re-
sult from the evolutionary algorithm, the model acquires the optimum solution as the fastest 
walking speed of the robot, according to its capability, with low inertial oscillation. In the 
proposed locomotion model, the control system for walking speed and walking direction is 
solved by determining the parameter of the command neuron signal transmitted, as in our 
brain, to the gain neuron. The output from the coupled neuron oscillator is controlled by 
the gain neuron, depending on the signal from the command neuron. In the real robot ex-
periment, various walking directions and walking speeds were implemented as the result of 
the proposed system. This research also presented a new stability model that supports the 
locomotion system. The inertial sensor and ground touch sensor are installed to acquire the 
value of the sensory neuron. We determine the synaptic weight between the sensory neuron 
and the motor neuron dynamically by using RNN. In the experiment, he synapse weight 
between the sensory neuron and the motor neuron can be dynamically changed, depending
263
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on the environmental condition. However, the neural structure is still static which causes the 
locomotion ot perfectly dynamic. 
  In second evelopment, we develop learning model of dynamic neural structure for con-
trolling walking speed. We use evolutionary algorithm for forming several walking patterns 
that implies several interconnection structures with different walking speeds. The evolution-
ary algorithm with the proposed strategy effectively forms the walking pattern based on 
biological approach. In order to acquire the dynamical relationship between walking speed 
and its pattern, MLP is effectively implemented. The trained weight parameters in MLP are 
 used for generating dynamical walking pattern  by defining  the desired walking speed in the 
gait generator system. By using the proposed locomotion model, the walking speed can be 
easily controlled. The locomotion generator can generate signal neuron transition smoothly 
with the change in walking speed. 
  In order to improve theperformance and the functionalities, in third development, we 
develop the learning strategy for solving the complexity of neural structure in neural os-
cillator based locomotion for generating omni-directional movement behavior. Since multi-
objective volutionary algorithm is used as the behavior optimization, movement provision 
and resulted energy are calculated as the fitness calculation, desired movement behavior can 
be acquired with minimum energy required. In this optimization, the behavior solutions are 
not deserved well, however, by increasing the number of .generation, good diversity can be 
acquired. In this proposed method, walking behavior eferences generation took a long time, 
one reference behavior requires one optimization process. This is one of the problems which 
should be solved in next development. Walking behavior eferences i used as the training 
data of the learning model. Separated MLP strategy is successfully approaching the relation-
ship between input and output of walking behavior. Training iteration and learning process 
take a long time, and also require higher performance of learning model, such deep learning 
model. Input behavior eferences are also required to be increased in order to specify vari-
ant behavior in one movement provision, since in this current state, redundant behavior may 
be generated in the walking reference optimization. However, by using this proposed learn-
ing model with cross validation, omni-directional movement behavior can be generated. The 
model can generate sagittal movement from 0 m/s - 25 m/s, coronal movement from -5 m/s 
- 5 m/s, and turning speed (—ir/2)7s - (7/2)7s. 
  Since there is still ineffective neural model which cause the computational cost, in fourth 
development, we propose a new model of neuro-Iocomotion by implementing passive neu-
ral control represented by Bezier curve model. This model is implemented for quadruped 
robot. There are 4 neurons in the neural structure where one neuron represents 3joints in 
one leg. Recorded joint trajectory of cat-Iike robot is required as reference of joints. In order
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to optimize the relationship between signal generated byneuron and each joint, Bezier based 
optimization is implemented which has successfully established the relationship equation to 
generate he angle joint values with neural signal as input. Neural oscillator isoptimized by 
evolutionary algorithm and is able to generate signal with 7r/2 phase difference that is suit-
able for walking pattern of cat. Phase difference can be different depending on the feedback 
signal from sensory neuron. This proposed system can reduce the neural complexity and 
also significantly reduce the computational cost by 63% as well. Therefore, this proposed 
neuro-locomotion system has successfully been applied to the small 4 legged robot with low 
frequency microcontroller and considers the influence of sensory feedback. 
  In order to improve the stability level, independent s ability model is required to be de-
veloped. We develop the new bio-inspired stability system model. We develop MRNN as 
the online learning model. MRNN consist several RNNs where the number of RNNs is de-
pendent on the complexity cases. There is selector system that decides certain RNN system 
depending the current condition of the robot. If the robot often gets the certain condition, 
then the RNN representing that certain condition has good response for the robot. There are 
2 methods for placing the range of each RNN, first, placing the desire angle point inside the 
RNN range and second, placing the desire angle point in the RNN bather. There are influ-
ences of number of RNN in the first placing method. The large number of RNN indicates 
better stability level which has small oscillation amplitude. Single RNN is not enough to 
stabilize the proposed case. MRNN gives better esult han single RNN. In the second plac-
ing method there is no big different between small and big number of RNNs. However, big 
number of RNNs is required in order to learn multi-desire angle. The proposed model also 
successfully stabilized the robot from the disturbance in both placing methods. If the robot 
frequently experiences a certain condition, the stabilization response is getting better. Since 
the proposed stability model successfully applied in 2-wheeled robot. 
  In the next development, we evolve the proposed stability model as push recovery model 
in humanoid robot. MRNN that contains everal RNNs are proposed for stability learning 
systems (SLSs) in three motion response behaviors, which are ankle, hip, and step behavior. 
One behavior is represented by one MRNN. MRNN successfully creates tabilized behavior 
under external disturbance. However further research is required to increase the number of 
considered output value. Push recovery controller is proposed for managing an appropriate 
motion behavior in order to respond to certain push disturbance. Online learning algorithm 
applied in push recovery controller based on MARS model successfully forms and decides 
appropriate motion behavior after a hundred given experiences perturbation with random 
force value. Experimental result also shows the effectiveness of the model stabilizing the 
robot walking under external perturbation. Based on that, push recovery controller is effec-
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tive to be applied in humanoid robot as the online stability learning system. 
  When the inner motion capabilities have been well developed, the robot is required the 
guidance for moving to one place to another place. Therefore, in this stage of research, we 
develop path planning model with undefined travel cost constraint which is dynamic with un-
predictable obstacle. This research proposes a natural mechanism of the human brain in order 
to generate a dynamic path planning in rough terrain with undefined travel cost. There are 2 
algorithm processes in this proposed model, forward transmission and synaptic pruning with 
backward transmission. First, FT generates the impulse signal to neighbor neurons, defines 
the travel cost, and creates the neuron connection. Second, after target neuron is connected 
and gets the impulse, then the synaptic pruning and backward transmission are performed. 
These algorithms are implemented in grid map model and topological map model. One point 
is represented by a neuron in this proposed model. 
Based on the experiments in both grid map model and topological map model, FT model 
successfully constructs the neuron connections for finding the possible way. SP with BT also 
successfully finds the possible pathway from current position to target position and reduce 
inefficient neuron in both map models, however the considered condition in SP model is 
required to be increased. These possible pathways are also proved by performing the robot in 
both computer simulation and real robot. The robot successfully moves from starting position 
and target position when following the pathway generated by the proposed path planning. 
This proposed path planning model supports the performance of the robot movement. When 
the robot moves directly from the starting point to the target point without following the 
pathway generated by the proposed path planning model, the robot will fall down. 
The flexibility of this dynamic path planning is proved.by the experimental result in com-
puter simulation and real robot. When the robot follows the pathway and finds the obstacles, 
then the path planning model is changed to another possible pathway which is appropriate 
with robot ability. In this experiment, all subsystem is integrated into one interconnected 
motion capabilities model. In this implementation, all subsystem were analyzed and per-
formed well and the robot able to stop in the goal point. These implementation proved the 
effectiveness of the system integration, the motion planning model is able to generate safe 
path planning, the locomotion model is able to generate flexible movement depending on the 
walking provision from motion planing model, and the stability model can stabilize the robot 
on rough terrain, 
  For summarizing the conclusion every development, we list several achieved contribution 
proved by proposed experiments. 
  • Musculoskeletal model represented by flexor and extensor muscle as the locomotion 
    model is able to improve the dynamic factor in locomotion, therefore, it can generate
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 locomotion behavior 
• Proposed learning strategy for neural oscillator interconnection model successfully 
 generate omni-directional motion behavior. 
• Multi-objective volutionary algorithm can generate multiple solution of interconnec-
 tion structure of motor neurons and sensory-motor neuron for generating locomotion 
 behavior in uneven terrain.
  • Proposed multimodal learning system for stability which implement combined Recur-
    rent NNs (MRNN) successfully stabilize the given problems. 
• Combined with MARS, the stability controller model is able to efficiently respond the 
    external perturbation in biped and quadruped robot. 
  • The proposed natural mechanism of the human brain can generate the online path 
planning in 3-D rough terrain with unpredictable travel cost proved by proposed ex-
    periments. 
• The forward transmission for constructing the neuron connections can find the possible 
     way. 
• The backward neuron transmission with synaptic pruning model can find the best path-
    way from the current position to the target position and reduce inefficient neurons. 
  • System integration succcessfully integrate three systems of motion capabilities that 
    able to share the information in order to perform autonomous movement. 
  Generally, the proposed model can be expected to bring a great contribution to the motion 
capabilities development and can be used as alternative model for acquiring the dynamism 
and efficient model in the future instead of conventional model usage. This propose model 
has superiority in high number of behavior than conventional model. Since the conventional 
model should plan and build every behavior, the proposed model can be automatically gen-
erate the appropriate behavior.
8.2 Future Works
  Specifically, in locomotion behavior model, variant of walking input references should 
be increased by considering internal and external sensory information in order to classify re-
dundant behavior. In order to improve the performance of learning model, high performance 
deep learning with online application may be implemented.
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  In stability model, since the recovery behavior is still defined under preliminary test, 
adaptive recovery behavior should be developed so that the system can be easily applied into 
variant robots. 
In neural based path planner, the proposed path planning is required be applied for ad-
vance cases uch as in disaster area, hills or mountains area. In order to improve the flexibility 
of the path planning, the supporting sensor for this proposed model will be improved in the 
robot application. 
  In the previous research, generally, dynamic neuro-locomotion i humanoid robot and 
its stability have been well developed, inbiped or quadruped mode that reduced the compu-
tational. cost. Stability and omni-directional dynamic walking controller were considered in 
previous model by taking internal sensor information. However, the previous model is limited 
to internal dynamic. Therefore, it has some limitations for achieving environmental percep-
tion, movement prediction, planning, and energy efficiency. Senso-ry-motor coordination is 
one of the most important research topics to deal with such kind of adaptive locomotion. 
Further-more, the locomotion itself also has complex dynamics. To summarize, we have to 
deal with (1) external dynamics in en-vironmental changes (2) external dynamics in human 
behaviors, and (3) internal dynamics in locomotion, simultaneously. 
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Figure 8.1: Diagram of Internal and external sensory information
 According to R. Preifer, cognition, embodiment s ructure, and locomotion generator cor-
relation should be integrated for developing solid methodology in neurobiological locomo-
tion model. [1511  Human and animal's gaits correspond to some particular physical system, 
which the movement isnatural with respect o their body and it requires minimal energy and 
little control. In this current issue, most of researchers conducting locomotion study only pro-
cess on either the internal or external sensory information separately. They did not consider 
the integration of cognition, locomotion, and embodiment (3 Aspects). However, bridging
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connection between internal and external information will be affect-ing the computational 
cost. In multiple gait generators, researchers separate multiple gaits into few locomotion 
models. By separating multiple gaits, there will be ineffective model which will also be af-
fecting the computational cost and energy required. 
  Therefore, in the future research, we will realize cognitive locomotion which generates 
multiple gaits depending on the 3 aspects, embodiment, locomotion generator, and cognition 
model. We will design the dynamic neuro-locomotion integrated with internal and external 
sensory information for correlating with the environmental condition, where its illustration 
can be seen in Figure 8.1.
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