Abstract-In this paper, we detail effective methods to approximate the achievable rates of channels with additive Gaussian mixture (GM) noise for both real and complex channels to achieve any desired level of accuracy. Attention is paid to a Gaussian input, a discrete real input, and a complex input with discrete amplitude and independent uniform phase. Such discrete inputs represent a wide range of input distributions and they include the capacity-achieving inputs as special cases. At first, we propose a simple technique to accurately calculate the noise entropy. Specifically, when the noise level is high, a lower bound on the integrand of the entropy is established and the noise entropy can be estimated using a closed-form solution. In the low noise region, the piecewise-linear curve fitting (PWLCF) method is applied. We then extend this result to calculate the achievable rate when the input is Gaussian distributed, which is shown to be asymptotically optimal. Next, we propose a simple PWLCF-based method to approximate the output entropy for a real GM channel when the input is discrete, and for a complex GM channel when the input is discrete in amplitude with independent uniform phase. In particular, for the real channel, the output entropy is evaluated by examining the output in high and low regions of amplitude using a lower bound on the integrand of the output entropy and PWLCF, respectively. For the complex channel, the output entropy is approximated a similar manner but using polar coordinates and the Kernel function. It is demonstrated that the output entropy, and consequently, the achievable rates, can be computed to achieve any given accuracy level.
In many cases, the traditional approach of treating co-channel interference plus noise as Gaussian no longer holds. For example, in digital subscriber line (DSL) networks, additive white Gaussian noise (AWGN) plus impulsive interference caused by electromagnetic interference leads to non-Gaussian aggregate interference [2] , [3] that follows Bernoulli-Gaussian (BG) [4] [5] [6] or Middleton Class-A model [7] , [8] . Such impulsive phenomenon is also observed in power-line communication (PLC) [9] , [10] . Non-Gaussian interference also occurs in cellular networks having multi-tier heterogeneous architectures. For example, the unplanned deployment of femtocells with channel collocation creates non-Gaussian interference that follows a general class of GM distribution [11] , [12] . Cognitive radio (CR), another innovative communication paradigm, [13] [14] [15] , also generates non-Gaussian co-channel interference due to the simultaneous spectrum access [16] [17] [18] . In many cases, it has been widely recognized that co-channel interference plus noise can be accurately modeled as GM noise to capture the asynchronism in a heterogeneous cellular network [11] , [12] , [19] [20] [21] [22] . It is also noted that the GM distribution includes the BG and Middleton Class-A models as special cases.
Due to the ubiquitous presence of intermittent interference, communication over channels with GM interference has been addressed in the literature. For instance, there is a rich literature on the performance analysis of practical uncoded and coded systems [18] , [20] , [23] [24] [25] [26] [27] , as well as code constructions and detection schemes [5] , [28] [29] [30] [31] [32] to mitigate the adverse effects of GM interference. From an informationtheoretical perspective, numerical simulations in [33] revealed that a Gaussian input can be considered a good choice for a Middleton Class-A interference channel at high input power levels. Similar results were obtained in [23] for static multiantenna systems impaired by radio frequency interference. Via lower and upper bounds on the capacity, the Gaussian input has also been shown analytically to be near optimal for channels with BG noise [34] , [35] . Recently, the works in [36] demonstrate that under an average power constraint, the optimal signaling scheme for a channel under GM noise is discrete in amplitude. This interesting finding makes non-Gaussian channels very different from AWGN channels and might result in different coding/modulation designs for practical purposes.
While some information-theoretic breakthroughs have been made recently for channels under GM noise, to date, there does not exist any effective method for calculating the achievable rates and capacity of GM noise channels. The accurate yet 0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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simple calculation of these important benchmarks shall be certainly useful in providing the basis for analyzing networkwide performance of important communication networks and for making more effective policies for network connections. Early methods to evaluate these fundamental limits were mostly based on numerical integrations and/or Monte Carlo simulations using Gaussian inputs [23] , [33] . Reference [35] proposed simple techniques to estimate the channel capacity of BG channels by establishing the noise entropy in closed-form and using a lower bound with a Gaussian input. Unfortunately, the results cannot be generalized to a general GM channel. In fact, accurately computing the entropy of a GM random variable is already a major challenge. This line of research has received considerable efforts from researchers not only in communications, but also in data fusion, machine learning, and pattern recognition [37] , [38] . Motivated by the above discussion, in this paper, we propose effective methods to accurately compute the achievable rates of real and complex channels with additive GM noise. The focus is on the following important input signals: real and complex Gaussian inputs, a discrete real input, and a complex input with discrete amplitude and independent uniform phase. Our detailed contributions and the difference of our work in relation to previous studies are summarized as follows:
• At first, we propose a new method to calculate the GM noise entropy without the need of numerical integrations. Our idea relies on the well-known piecewise-linear curve fitting (PWLCF) method [35] , [39] , [40] . However, this method cannot be applied directly to approximate the entropy, since it involves a function over an infinite domain consisting of the logarithm of the sum of the exponentials. Therefore, our approach is to first establish a lower bound on the integrand of the noise entropy and show that the noise entropy can be estimated to achieve any accuracy level when the noise level is high. When the noise level is low, the piecewise-linear curve fitting (PWLCF) method is applied. It is demonstrated the noise entropy can be estimated in both regions with a predetermined accuracy.
• Then focusing on the Gaussian input, we show that the output entropy and the corresponding achievable rate can be obtained in an effective manner. For completeness, we also confirm analytically that this input is asymptotically optimal.
• Another important contribution of this work lies in the development of a simple PWLCF-based method to approximate the output entropy for a real GM channel when the input is discrete, and for a complex GM channel when the input is discrete in amplitude with independent uniform phase. Note that such discrete inputs represent a wide range of practical signaling schemes and include the capacity-achieving input as special cases. Specifically, for the real channel, the output is a GM random variable having non-zero mean. The output entropy is then evaluated by examining the output in high and low regions of amplitude using a lower bound on the integrand of the output entropy and PWLCF, respectively. In the case of complex channels, the output entropy is evaluated in a similar manner but via polar coordinates and Kernel function. In all cases, it is shown that the output entropy, and consequently, the achievable rates, can be computed to achieve any pre-determined accuracy level. The remainder of the paper is organized as follows. Section II introduces the channel model and establishes the achievable rate formulas. In Section III, a numerical method to accurately approximate the GM noise entropy is presented. The information rate achieved by a Gaussian input is then studied in Section IV. The focus of Section V is on the calculation of the achievable rate when a discrete amplitude input is used. In Section VI, numerical results are then provided to demonstrate the effectiveness of the proposed methods. Finally, Section VII concludes the paper.
II. GAUSSIAN MIXTURE NOISE CHANNEL

A. Channel Models
For a real GM noise channel, the channel input/output model is given as
where x and y are real-valued input and output of the channel, and n is the real additive GM noise with zero mean and unit variance. The probability density function (PDF) of the noise is a weighted sum of Gaussian component densities and can be expressed as [20] , [24] 
where c i > 0 and σ 2 i > 0 are the mixing probability and variance of the i -th noise component, respectively. These quantities satisfy the constraints
For the complex channel, we have a complex input x and output y, and the PDF of complex noise n with zero mean and unit variance can be written as:
where n (R) and n (I ) are real and imaginary parts of n, respectively. It should be noted the real and imaginary parts of the complex noise are dependent [18] . For this complex channel model, the weights and variance are constrained by
Note that when I = 1, we have an AWGN channel. The BG model [4] , [6] , which has been widely recognized as an accurate approximation of the total noise plus interference for quite a few practical channels, such as urban and military radio systems, is also a special case of the GM having two Gaussian components. Furthermore, for a given overlapping factor A and power ratio , we obtain c i = exp (−A)
, which lead to the Middleton Class-A model [41] , [42] . This model is considered the most credited model with direct physical interpretation that fits a variety of impulsive interference measurements [7] , [8] .
B. Achievable Rate and Channel Capacity
For a given input x with the distribution function F X (·) and under the average power constraint E |x| 2 ≤ P x , the achievable rate of the channel is the mutual information I (x; y) between the input and output, which is calculated as:
Here, h(y) and h(n) are the differential entropies of the output and noise, respectively. The channel capacity, which is the supremum of the above mutual information over all input distributions satisfying the average power constraint, can be expressed as
As we have discussed earlier, it was observed via simulation results that a Gaussian input is asymptotically optimal. Recently, it has been shown in [36] that under an average power constraint, the optimal input distribution is discrete for the real channel. For the complex channel, the optimal input distribution is discrete in amplitude with independent uniform phase. Unfortunately, there does not exist any effective method to accurately calculate the achievable rate and capacity. Even calculating the noise differential entropy with high accuracy is cumbersome.
III. CALCULATION OF NOISE ENTROPY
In this section, we introduce a simple method to accurately estimate the noise entropies for both real and complex GM channels without the need of numerical integrals. The calculation of GM noise entropies involves a single-integral and a double-integral for the real and complex channels, respectively, and there does not exist any closed-form solution. As an alternative, we shall detail in the following a numerical method to evaluate such entropies.
A. Real Noise
Let us start with the real channel. The differential entropy of the noise can be written as 1 :
1 Unless otherwise stated, we will use the log of base e throughout this paper.
Let r = n 2 , we then have:
The expression in (7) involves a single integral. To evaluate it, we will approximate the integrand in (7) by a suitable function so that the integral can be obtained in closed-form while achieving a controllable error level. To this end, we consider the use of a so-called piecewise-linear curve fitting (PWLCF) method [35] , [39] , [40] . The main idea of PWLCF is to represent a curve using linear segments in which we can control the gap between the curve and the segments with any given accuracy level. However, this method can only be applied to a function over a finite domain. To overcome this issue, we first re-write the entropy in (7) using an extra term e αr as follows:
where
Our approach is to approximate g(r ) by a lower bound when r is beyond a certain threshold r max , and to approximate g(r ) by using PWLCF when r ≤ r max so that the absolute difference between g(r ) and these approximations do not exceed a certain value ξ . As shall be seen shortly, the extra term e αr is used to develop the bound, and α can be simply chosen as a constant related to the variance of the first noise component σ 2 1 . For a given maximum error tolerance on the approximation of h (R) (r ), it can be verified from (8) that the relationship among , ξ , and α is given as:
In the following, we shall detail the proposed approach and the procedure of choosing α and r max to achieve any given error tolerance . First, observe that g(r ) consists of the logarithm of the sum of the exponentials that involve not only {σ i } but also {c i }, 1 ≤ i ≤ I . Therefore, to bound g(r ), we exploit the fact that . Then, for all r ≥ 0, we have:
and ϕ 0 = log(eB)
A . As shown in Appendix I, we have the following bound on the absolute difference betweeng(r ) and g(r ) when r ≥ ϕ 0
Observe from (14) that as long as α < A, u(r ) = B Are (α−A)r is a non-increasing function of r when r ≥ ϕ 1 = 1 A−α . Now, for a specific value of α < A, from (10), we obtain the gap ξ
On the other hand, if ξ ≥ |u(max{ϕ 0 , ϕ 1 })|, let ϕ 2 be the largest root of the equation ξ = u(r ). It is then easy to see that if we choose r max = max{ϕ 0 , ϕ 1 , ϕ 2 }, the absolute difference |g (r ) − g (r ) | is upper bounded by ξ when r ≥ r max . Based on the above argument, it is clear that for any α in (0, A), we can obtain a finite threshold r max such that |g (r ) − g (r ) | ≤ ξ . However, since r max is getting smaller when α increases, ideally, one should choose α as close as possible to A so that we only need to perform PWLCF in a smaller range. Via extensive experiments, we observe that selecting α = A/2 is sufficient to achieve a practical performance with the error tolerance being in the order of 0.01. Note that with this choice of α, the gap ξ is calculated as ξ = A 2π for a given . Now, when 0 ≤ r ≤ r max , we use PWLCF to approximate g(r ) as a set of lines using sample points of g(r ) that can be easily calculated. Specifically, using PWLCF, a set of parallelograms having parallel sides that are 2ξ apart is constructed from these samples in such a way that g(r ) always lies within the sides. At the first step, starting from two vertices on the vertical axis that are 2ξ apart with g(0) being their midpoint, we generate the first parallelogram by using tangent lines between the starting vertices and sample points of g(r ). Via the slopes of these tangent lines, we can then obtain the two ending vertices of the parallelogram that make the intersection between g(r ) and the parallelogram as far as possible in the horizontal direction. The middle line of the parallelogram gives us the first linear segment a 1 r + b 1 in the range r 0 < r ≤ r 1 . Here, r 0 = 0 and r 1 is the horizontal value of these two ending vertices. The two ending vertices are then used as the starting vertices of the next parallelogram. At step mth, the mth parallelogram is generated, and we obtain the linear segment a m r + b m as the middle line of this parallelogram in the range r m−1 < r ≤ r m . Note that r m is the horizontal value of the two ending vertices. This process is repeated until we reach r max . As a result, we obtain the following approximation of g(r ) in the form of linear segments:
where m = 1, ..., M, with M being the total number of segments. Furthermore, r M = r max .
By using the linear approximation in (15) in the range (0, r max ] and the approximation g(r ) ≈g(r ) in the range [r max , ∞), we obtain the following approximationh (R) (r ) of the entropy h (R) (n):
It is not hard to verify that: 
Furthermore, we have:
Then by substituting (17) and (18) into (16), we finally obtain the closed-form approximationh (R) (r ) of h (R) (n) as below:
It is clear that the maximum absolute error in the entropy approximation using the closed-formh (R) (r ) is and it can be pre-determined.
B. Complex Noise
For the case of complex noise, the differential entropy of the noise is calculated as:
which involves a double integral. To simplify it further, consider the use of polar coordinate n (I ) = ω cos φ and
By averaging over the phase, the noise entropy can be expressed as:
where f
. Let r = ω 2 . Then, the differential entropy of the noise becomes
with r being a real variable. Since the integral in (22) has a similar form with that in (7) except the factor √ r in the denominator, we can apply a similar procedure to approximate f
r and evaluate the noise entropy. Specifically, after some simple manipulations, for the complex noise, its entropy can be approximated as: Before closing this section, it is worth discussing the complexity of the proposed technique and comparing it with traditional numerical methods. Since the bounds are in closed-form, the complexity of the solution lies in the complexity of the PWLCF method. Because the considered PWLCF is a heuristic approach, it is very challenging, or even not possible, to provide a rigorous complexity evaluation of the algorithm. To our knowledge, there does not exist any quantitative estimate on the speed of PWLCF-based methods. In general, the complexity of PWLCF depends on two factors: the behavior of the approximated function and the accuracy level . Different from numerical integrations that usually rely on equally divided segments, PWLCF can adaptively choose the least number of segments. Therefore, it has been well known that PWLCF has a big advantage in terms of time efficiency when approximating well-behaved functions like the integrands in the noise and output entropy expressions [39] , [40] . This particularly holds true when the accuracy level is in the order of 0.01. As we will show later in the numerical results, this accuracy level is sufficient enough to provide accurate estimations of the entropies, and consequently, the achievable rates for practical purposes.
IV. ACHIEVABLE RATE WITH A GAUSSIAN INPUT
As we have discussed earlier, while it has been recognized that the Gaussian input is asymptotically optimal [23] , [33] , [36] , such a result is purely based on numerical observations. In addition, the corresponding achievable rate was only obtained via Monte Carlo simulations [23] , [33] , [36] . Therefore, in this section, we extend the results in Section III to compute the achievable rate obtained by using the Gaussian input, denoted as R G , with high accuracy. For completeness of the solution, we shall also confirm analytically that this achievable rate can be used to estimate the capacity in sufficient low and high input power regimes. While the asymptotic optimality of a Gaussian input might not be very surprising, and in fact, it has been observed in the literature, we have made the result more rigorous by analytically quantifying the difference between the rate and its two upper bounds.
A. Calculation of Achievable Rate With a Gaussian Input
When a Gaussian input is used, the channel output is GM distributed. The differential entropy of the output denoted as h G I (y) for a real channel can then be expressed as:
For a complex input, using the polar coordinates, it can be verified that the output entropy can be calculated as:
It can be seen that the differential entropies in (25) and (27) have the same forms with those in (7) and (22), respectively. As a result, the differential entropies h (R)
G I (y) and h (C)
G I (y) can simply be approximated as in (19) and in (24) , respectively, to achieve any desired accuracy level by replacing σ 2 i by (σ 2 i + P x ) in (19) and (24) . Finally, by combining with the noise entropies in (19) and (24), the achievable rate R G for both real and complex channels can be obtained in an effective manner.
B. Asymptotic Optimality of the Gaussian Input
Given the simple and effective way to calculate R G above, in the following, we shall demonstrate analytically that R G can be used as an accurate estimate for channel capacity in high and lower power regions. To this end, we shall compare R G with the two simple upper bounds on the channel capacity and show that R G approaches these two bounds asymptotically. For brevity of the presentation, we shall only focus on the real channel. The derivation for complex channel can be done in a similar manner. Note that a similar bounding technique was considered in our previous work in [35] for BG channel. The extension to GM, however, is not very straightforward, since we have to deal with the sum of multiple exponential functions in the entropy expression in GM noise. Now, let first interpret the GM channel in (2) as a finite-state Markov chain having I states. The probability of the channel
. Under the assumption that the channel states are perfectly known at both the transmitter and receiver, we have I parallel Gaussian channels. The channel capacity under this assumption can be interpreted as an average of the capacities of I Gaussian channels under only the AWGN noise, and it can be expressed as [42] :
The above interpretation is non-physical for the considered GM channel, since we have no knowledge of the states at both the transmitter and receiver. As such, C U B,1 serves as the upper bound on the channel capacity of the considered channel.
On the other hand, it has been known that the Gaussian random variable maximizes the differential entropy over all distributions for a given variance. Therefore, we can have another upper bound on the channel capacity under the assumption of a Gaussian output. This upper bound is given as:
where h (R) (n) is the differential entropy of the GM noise and
We first have the following lemma regarding the difference between R G and C U B,1 :
Lemma 1: In the low-power regimes, the difference C U B,1 − R G is upper bounded by
Proof: See Appendix II. Now, we will evaluate the difference between C U B,2 and R G by comparing h
(R)
G O (y) in (31) and h (R)
G I (y) in (25). First, the output entropy h (R)
G I (y) can be lower bounded as follows:
The difference C U B,2 − R G can then be upper bounded as:
It can be seen that
Therefore, R G approaches the channel capacity at sufficiently high SNRs.
V. ACHIEVABLE RATE WITH A DISCRETE-AMPLITUDE INPUT
In this section, we focus on the calculation of the achievable rate R D when an input with discrete amplitude is used. For a real channel, this discrete input represents a wide range of input signals, ranging from practical modulation schemes such as BPSK or PAM, to a capacity-achieving input signal [36] . We also extend the result to a complex channel using a complex input with discrete amplitude and independent uniform phase, which is a capacity-achieving input. Since the noise entropies h (R) (n) and h (C) (n) have been evaluated in Section III, the objective is to calculate the output entropy with high accuracy. Before proceeding further, it is worth emphasizing that the calculation of the output entropy in this section is very different from that of a Gaussian input and new bounds on the integrand of the entropy must be established for both real and complex channels. Even over a conventional Gaussian channel, the evaluation of the achievable rate achieved by a discrete amplitude input is already involved.
A. Calculation of R D for Real Channel
Consider the use of an input x that is drawn from a finite-alphabet constellation S x having q signal points {ρ k }, k = 1, . . . , q. Each signal point ρ k is associated with a probability p k , i.e., S x can be a non-uniform constellation. The differential entropy of the output can then be calculated as:
where the PDF of the output f Y (y) is given as:
By separating y in a positive and a negative range, we have:
Let us now consider the calculation of D, the second integral with y being non-negative. We first re-write the integral as follows:
As similar to the calculation of the noise entropy, our approach to compute D is to use PWLCF in the low region of y and using a carefully chosen lower bound on ß (y) when y is greater than a threshold y max to approximate ß (y). To achieve an absolute error tolerance on D, it can be verified from (38) that the error gap between ß (y) and the approximations is ξ = . The crucial step now is to evaluate the boundary y max .
The output entropy can then be calculated using PWLCF when y ∈ [0, y max ] and in closed-form when y > y max . To this end, let ρ min = min |ρ 1 |, |ρ 2 |, . . . , |ρ q | and ρ max = max |ρ 1 |, |ρ 2 |, . . . , |ρ q | . Then given that σ 1 = max σ i and σ I = min σ i , we obtain the following bounds on f Y (y):
In (40), we have used the fact that y 2 − 2yρ k + ρ 2 k ≥ y 2 − 2yρ max + ρ 2 min and y 2 − 2yρ k + ρ 2 k ≤ y 2 − 2yρ min + ρ 2 max . As a result, ß(y) can be bounded as follows
and
where y 0 is chosen so that B exp − 
Observe that for y ≥ 2ρ max , ß(y) is a non-increasing function of y when y ≥ max{y 1 , 2ρ max } with y 1 being the largest root of d ß(y)/dy = 0. Therefore, for a given error gap ξ , if ξ ≥ ß(max{y 0 , y 1 , 2ρ max }), we choose y max = max{y 0 , y 1 , 2ρ max }. Otherwise we choose y max = max{y 0 , y 1 , y 2 , 2ρ max } where y 2 is the largest root of ß (y 2 ) = ξ . By doing so, ß(y) can be approximated by ß L (y) in the range y ∈ (y max , ∞) with the error not exceeding ξ . For y ∈ [0, y max ], we can use PWLCF to approximate ß(y). Given that, ß(y) can be expressed as: 
It is not hard to verify that:
Substituting (49) and (50) into (37), we finally can approximate D as follows
Given the above calculation for D, we now need to evaluate C in (35) . Let y = −y, then C becomes
where f Y (y ) is given by
Now, let us define μ k = −ρ k , then we have the following parameters μ max = ρ max and μ min = ρ min . Hence, the above f Y y becomes
The calculation of C can then be done in a similar fashion as we did for D. Finally, by substituting C and D into (35), we obtain the resulting output entropy h (R) (r ) above, the achievable rate R D for a given discrete input can be calculated to achieve any pre-determined accuracy level.
B. Calculation of R D for Complex Channel
In this part, we extend the results presented above to the complex channel. The input of interest is assumed to be discrete in amplitude with independently uniform phase. This type of complex input includes the optimal input [36] as a special case. To this end, let us first represent the input and output signals using the polar coordinates as follows:
where γ and θ are the amplitude and phase of the input signal while η and ω denote the amplitude and phase of the output signal, respectively. Note that with the considered input, γ is assumed to be drawn from a set of a finite set of points {γ 1 , γ 2 , · · · , γ q } and θ is uniformly distributed. Without loss of generality, we also assume that γ 1 < γ 2 < . . . < γ q and each point γ j is associated with a weight p j , i.e., the amplitude cumulative distribution function of γ denoted as
with u(x) being the unit step function. With a slight abuse of notation, let h D I F γ be the output entropy for a given F γ (γ ). Since the phase θ is uniformly distributed and independent of γ , it can be verified that the output entropy can be calculated as:
where f V v; F γ is the PDF of the output v = η 2 /2 for a given input distribution F γ . Using the concept of kernel function K N (·, ·) [43] , the PDF f V v; F γ can be expressed as
For the GM channel, it can be verified that the kernel function
where I 0 (·) is the zero-order modified Bessel function. To proceed further, let us re-write the integral in (57) as follows:
In the following, we shall approximate ß (v) by using PWLCF and other simple functions in different ranges of v so that L in (60) can be accurately computed. Note that for a maximum error tolerance imposed on L in (60), the error gap between ß (v) and its approximations is ξ = /2. It is because
Since v ≥ 0, we first obtain the following upper bound on f v; F γ :
The inequality in (62a) comes from the fact that I 0 (x) ≤ e x , ∀x ≥ 0, while we obtain (62b) by using
. Let v 0 be the maximum root of the equation
when v ≥ v 0 . We can then obtain the following lower bound on ß(v) when v ≥ max{γ 2 q /2, v 0 }:
In a similar manner, we have the following lower bound on f v; F γ :
Therefore, an upper bound on ß(v) can be given as:
Now, let us evaluate the absolute difference between ß(v) and ß L (v) in order to locate the boundary v max . Specifically, we have: 
where z = 1, 2, . . . , Z with Z being the total number of linear segments. In addition, the starting point of PWLCF is v 0 = 0 and the finishing point v Z = v max . From (60) and (68), L can be approximated as
where C consists of first Z integrals and D is the last integral in L. These two parameters can be easily calculated as:
Substituting (70) and (71) into (69) and from (57), the differential entropy of the output is approximated as:
Finally, by combining with the complex noise entropy in (24), we obtain the achievable rate for the complex channel.
VI. NUMERICAL RESULTS
In this section, numerical examples are presented to confirm the accuracy of the proposed methods. For both real and complex channels, we consider a 3-term GM noise channel with weights c 1 = 0.1, c 2 = 0.1 and c 3 = 0.8, and the corresponding variances σ 2 1 , σ 2 2 = σ 2 1 /10 and σ 2 3 = σ 2 2 /10. In all results, the achievable rate curves are plotted versus the signal-to-ratio SNR = P x /N 0 .
A. Real Channel
Figs. 1 and 2 show the achievable rate R G obtained by using the Gaussian input with two accuracy levels, = 0.1 and = 0.01, respectively. The rates are obtained by using (19) to calculate both noise and output entropies. For comparison, the results from Monte Carlo simulations and the two upper bounds on the capacity are also provided. It can be observed that while there is a small gap between the approximation and the Monte Carlo simulation when = 0.1, the two results are almost identical when = 0.01 is used. It can also be seen from both figures that R G approaches very close to the two upper bounds at low and high SNRs. This confirms the asymptotic optimality of the Gaussian input. As a result, R G can be used effectively to approximate the channel capacity in these regions. To further demonstrate the usefulness of the Gaussian input, Fig. 3 presents the achievable rate R G and the capacity of the considered channel. The channel capacity is achieved by using the optimal inputs obtained numerically using the gradient descent-based method as in [36] . These optimal inputs having discrete amplitudes are not shown here for brevity of the presentation. In Fig. 3 , both R G and the capacity are calculated with the accuracy level = 0.01. Observe that R G approaches very close to the capacity at any SNR. Note that while a different choice of channel parameters might lead to a larger gap between R G and the channel capacity, R G is always a good estimate of the channel capacity at high and low SNRs as we demonstrated earlier. It is worth emphasizing that this gap is simply the difference between the channel capacity and the information rate achieved by using a Gaussian input and it is not related to our proposed numerical methods.
Finally, in Figs. 4 and 5, we plot the achievable rate R D obtained by using three popular real modulation schemes 
B. Complex Channel
Accurate estimation of the achievable rates is also obtained for complex channels. In particular, we show in Fig. 6 the achievable rate R G for Gaussian inputs using the proposed calculation with the accuracy level = 0.01 and Monte Carlo simulations. Similar to the real channel, it can be seen that the two results are the same with = 0.01.
In Fig. 7 , we plot the achievable rates achieved by different discrete amplitude and uniform phase inputs. These include uniformly distributed inputs having 2 and 4 mass points, and the capacity-achieving input given in [36] . As a reference, R G is also provided. It can be observed from Fig. 7 the proposed estimations with the accuracy level = 0.01 and the Monte Carlo simulations are hardly distinguishable. It should also be noted that for the considered GM channel, Gaussian input is almost as good as the capacity-achieving input.
VII. CONCLUSION
This paper has proposed simple yet effective methods to accurately approximate the achievable rates and the capacity of real and complex channels with additive Gaussian-mixture noise. We have considered several important inputs, ranging from near-optimal Gaussian inputs to discrete real inputs, and complex inputs with discrete amplitude and independent uniform phase. Such discrete inputs represent a wide range of input distributions and they include the capacity-achieving inputs as special cases. Our main idea is to approximate the integrand of an integral by using linear segments via the piecewise-linear curve fitting (PWLCF) method and using simple lower and upper bounds. As a result, the entropies can be effectively calculated without the need of numerical integrals or simulations. By doing so, we have demonstrated that the noise entropy, the output entropies, and therefore, the achievable rates and capacity can be computed to achieve any desired accuracy level. This feature certainly makes the proposed PWLCF method fundamentally different from numerical integrations or Monte Carlo simulations. The proposed techniques are therefore useful in evaluating the fundamental benchmarks of communication channels under GM noise/interference.
APPENDIX I BOUND ON |g(r ) − g(r )|
Given that ϕ 0 = log(eB) A , we have Be −Ar ≤ 1/e when r ≥ ϕ 0 . Furthermore, since x log x is decreasing when 0 < x ≤ 1/e, it follows directly from (11) 
By multiplying (73) by e αr and using (9), we then obtain: ∀r ≥ ϕ 0 , 
It then follows that:
|g (r ) − g (r ) | <g (r ) −g(r )
= As a result, |g (r ) − g (r ) | < B Are (α−A)r u(r ).
APPENDIX II PROOF OF LEMMA 1
From the mutual information game [44] , it can be verified that the capacity of an AWGN channel having the same constraint on signal and noise power of that in the GM channel is lower bounded by R G . It is because in both cases, a Gaussian input is used. Therefore R G ≥ 1 2 log(1 + P x ).
Furthermore, we have C U B,1 ≤ It can be seen that the difference C U B,1 − R G goes to 0 as P x goes to 0. Hence, in low signal-to-noise ratio (SNR) regions, the channel capacity can be well estimated by R G .
