We establish the well-posedness in Gevrey function space with optimal class of regularity 2 for the three dimensional Prandtl system without any structural assumption. The proof combines in a novel way a new cancellation in the system with some of the old ideas to overcome the difficulty of the loss of derivatives in the system. This shows that the three dimensional instabilities in the system leading to ill-posedness are not worse than the two dimensional ones.
Introduction and main results
As the foundational system of boundary layer theories, Prandtl equation was derived by Prandtl in 1904 from the incompressible Navier-Stokes equation with no-slip boundary condition for the description of the behavior of fluid motion near the boundary when viscosity vanishes. In fact, in this viscous to inviscid limit process, there exists a boundary layer where the majority of the drag experienced by the solid body can be modelled by a 'simplified' system derived from the incompressible Navier-Stokes equations for balancing the inertial and frictional forces. Outside this layer, the viscosity can be basically neglected as it has no significant effect on the fluid so that the fluid motion can be modelled by the Euler equation. Even though there are fruitful mathematical theories developed since the seminal works by Oleinik in 1960s, most of the well-posedness theories are limited to the two space dimensions under Oleinik's monotonicity condition except the classical work by Sammartino-Caflisch in 1998 in the framework of analytic functions and some recent work in Gevrey function spaces.
Prandtl equation can be viewed as a typical example of partial differential equations with rich structure that includes mix-type and degenracy in dissipation. Hence, it provides many challenging mathematical problems and many of them remained unsolved after more than one hundred years from its derivation.
This paper aims to establish the well-posedness theory for the three dimensional Prandtl equation in Gevrey spaces with the optimal class of regularity 2 that is implied by the instability results, cf. [24, 23] . Compared with the recent result in two space dimensions [9] , our new approach is more direct and robust to take care of the loss of derivative in the two tangential directions. In particular it gives a simpler proof to the result in two dimensions [9] . Hence, this paper is a complete answer to the well-posedness theory without any structual assumption in the three dimensional setting and also shows the optimality of the ill-posedness theories.
Denote R 3 + = (x, y, z) ∈ R 3 ; z > 0 and let (u, v) be the tangential component and w be the vertical component of the velocity field. Then the three dimensional Prandtl system in R 3 + reads                  ∂ t + u∂ x + v∂ y + w∂ z − ∂ 2 z u + ∂ x p = 0, t > 0, (x, y, z) ∈ R 3 + , ∂ t + u∂ x + v∂ y + w∂ z − ∂ 2 z v + ∂ y p = 0, t > 0, (x, y, z) ∈ R 3 + , ∂ x u + ∂ y v + ∂ z w = 0, t > 0, (x, y, z) ∈ R 3 + , u| z=0 = v| z=0 = w| z=0 = 0, lim z→+∞ (u, v) = U(t, x, y), V (t, x, y) ,
where (U(t, x, y), V (t, x, y)) and p(t, x, y) are the boundary traces of the tangential velocity field and pressure of the outer flow, satisfying
Here, p, U, V are given functions determined by the Euler flow. Note that (1) is a degenerate parabolic system losing one order derivative in the tangential variable. We refer to [27, 29, 30] for the background and mathematical presentation of this fundamental system. So far, the well-posedness theories for the Prandtl equation are basically limited to the two space dimensions except the works by Sammartino-Caflisch [31] in analytic function space and some recent works in Gevrey function space. In the two dimensional case, under Oleinik's monotonicity condition, there are mainly two analytic techniques for the wellposedness theories, one referred to as coordinate transformations and the second one referred to as cancellations. Precisely, the Crocco transformation was used by Oleinik [29] for the unsteady layer to transfer the two dimensional Prandtl equation into a degenerate parabolic equation. The cancellations in the convection terms were observed in recent years by two research groups independently, [1, 28] , to overcome the difficulty of the loss of derivatives in the system. However, these two powerful analytic techniques are limited to the two space dimension so far. For three dimensions, much less is known in the well-posedness theories in Sobolev spaces. Let us also mention the work [32] on the global existence of weak solutions under an additional favorable pressure condition.
In two space dimensions, without the monotonicity condition, boundary layer separation is well expected and there are a lot of studies of the instability phenomena. Here, we only mention the works [10] about the construction of blowup solutions (see also [6, 7] ), [17] on the unstable Euler shear flow that yields instability of Prandtl equation, [16, 20, 12] about the instability around a shear flow with a non-degenerate critical point, [18] on the instabilility even for Rayleigh's stable shear flow, [24] about three space dimensional perturbation of shear flow when the initial data satisfying U(z) ≡ kV (z) with a constant k. In fact, the instability result in [12] implies that the critical Gevrey index for well-posedness without structural condition is 2 and this is proved in two space dimensional [9] . The well-posedness theories in function spaces of smooth functions was proved in [31] with justification of the Prandtl ansatz when the data is analytic; and then it was studied in [15] for two space dimension with Gevrey index = 7 4 that was improved in [22] to the Gevrey index in (1, 2] with non-monotonic flow and then finalized in two space dimension without any structural condition in [9] . In three dimensional space, we also have some work recently without monotonicity assumption. In addition, recently, the separation singularity for stationary Prandtl system was studied in [8] that justifies the Goldstein singularity.
All these results are in fact related to the high Reynolds number limit for viscous fluid systems that is important in both mathematics and physics. Without boundary effect, the mathematical theories are now satisfactory (see for instance [5, 26] and references therein). The case with boundary is more complicated and interesting. For this, Kato in 1984 gave a necessary and sufficient condition for weak convergence of viscous fluid to inviscid fluid in terms of the vanishing energy dissipation rate in the region near the boundary. Recently, there is a series of works [4, 3] on such limit with relation to the Onsager conjecture. As for Prandtl boundary layer, [25] gave a proof when the initial vorticity is supported away from the boundary for two dimensional flow that was generalized to three dimension in [11] ; and recently, there are also some interesting works on the limit to steady flow in [21] over a moving plate and in [19] over a small distance, and [15] about the Sobolev stability of steady shear flow in two dimensional space. For the time dependent problem, the stability of Prandtl expansion in two space dimension in Gevrey function space was studied in [14] .
Without loss of generality we will assume that (U, V ) ≡ 0. Extending our result to the case of a general outer flow requires using some nontrivial weights similar to those in [9] .
Then for the zero outer flow, the Prandtl system (1) can be written as
with
Before stating our main result concerning with the well-posedness of the Prandtl system (2), we first list some notations to be used frequently throughout the paper and then introduce the Gevrey function space. Notations. Throughout the paper we will use without confusion · L 2 and (·, ·) L 2 to denote the norm and inner product of L 2 = L 2 (R 3 + ), and use the notations · L 2 (R 2 x,y ) and (·, ·) L 2 (R 2
x,y ) when the variables are specified. Similarly for L ∞ . Moreover we also use L ∞
x,y (L 2 z ) = L ∞ (R 2 ; L 2 (R + )) to stands for the classical Sobolev space, so does the Sobolev space L 2
x,y (L ∞ z ). In the following discussion by ∂ α we always mean ∂ α = ∂ α 1 x ∂ α 2 y with each multi-index α = (α 1 , α 2 ) ∈ Z 2 + . Definition 1.1. Let ℓ > 1/2 be a given number. With each pair (ρ, σ), ρ > 0 and σ ≥ 1, a Banach space X ρ,σ consists of all smooth vector-valued functions (u, v) such that the Gevrey
where and throughout the paper z = (1 + |z| 2 ) 1/2 . We call σ the Gevrey index.
Remark 1.2. Note that X ρ,σ is a partial Gevrey function space. By partial Gevrey function space, we mean it consists functions that are of Gevrey class in tangential variables x, y and lie in Sobolev space for normal variable z.
We will look for the solutions to (2) in the Gevrey function space X ρ,σ . For this, the initial data (u 0 , v 0 ) satisfy the following compatibility conditions
The main result can be stated as follows.
Suppose the initial datum (u 0 , v 0 ) belongs to X 2ρ 0 ,σ for some ρ 0 > 0, and satisfies the compatibility condition (3). Then the system (2) admits a unique solution (u, v) ∈ L ∞ [0, T ]; X ρ,σ for some T > 0 and some 0 < ρ < 2ρ 0 .
The rest of the paper is organized as follows. We will prove in Sections 2-5 a priori estimates. The proof of the well-posedness for the Prandtl system is given in the last section.
A priori estimate
is a solution to the Prandtl system (2) with initial datum (u 0 , v 0 ) ∈ X 2ρ 0 ,σ . This section and Sections 3-5 are to derive a priori estimate for (u, v).
2.1.
Methodologies for a toy model. In this part we will explain how to establish the existence in Gevrey space for a toy model of Prandtl equation:
where the source terms ξ, η can be written as the linear combinations of the following types
So we lose one order tangential derivatives in the source terms ξ, η, and usually we can expect only the existence theory in analytic space for the system (4). However, if ξ and η satisfy additionally the evolution equations
with G, H being the linear combinations of the following types
Then we may improve the existence theory in Gevrey space with index ≤ 2, using standard energy method. Precisely, we denote b = (ϕ, ψ, ξ, η) and define |·| ρ for each ρ > 0 by
where ∂ α = ∂ α 1
x ∂ α 2 y . Note in the above definition there is an additional factor |α| before the norms ∂ α ξ L 2 and ∂ α η L 2 , that means we lose only 1/2 rather than 1 order derivatives thanks to the evolution equation (5) . Applying standard energy method to (4) and (5) we have, for any |α| ≥ 1 and any 0 < ρ < 1,
where here and below l.o.t refers to lower order terms that are easier to control and initial data refers to terms that are controlled by the initial data. From the definition of |·| r given in (6) , it follows that
We use the above estimates to compute, for anyρ with 0 < ρ <ρ ≤ 1,
the last inequality using the fact that for any integer k ≥ 1 and for any pair (ρ,ρ) with 0 < ρ <ρ ≤ 1,
Note that the first inequality in (7) is obvious sinceρ ≤ 1 and the second one follows from the fact that
Applying the similar argument as above gives also
Similarly for the other terms involving the higher order derivatives. Then combining the above inequalities we conclude
ρ − ρ ds + terms related to the lower order derivatives and initial data.
This estimate enables us to follow the argument for proving abstract Cauchy-Kowalewski theorem, seeing for instance [2] or [22, Section 8] and Section 6 below for the detailed discussion, to obtain the existence of solution to (4).
2.2.
Auxilliary functions and statement of a priori estimate. Inspired by [9] let U be a solution to the linear initial-boundary problem  
The existence of U just follows from the standard parabolic theory. In fact we first construct a solution f to the following
and then define U = ∂ z f which will solve (8) .
As to be seen later we need λ, δ andλ,δ that defined as follows
to derive the estimate on U and U. Next we will explain the main difficulties and the new ideas introduced in this paper. We first estimate u and v. Applying ∂ x to the first equation in (2) yields
Note we lose one order tangential derivatives in ∂ x w which is the main difficulty for the existence theory of Prandtl equation. To overcome the loss of derivatives we introduce a new cancellation in the system. Multiplying the equation (8) by ∂ z u and then subtracting the resulting equation by (12) ; this eliminates the term (∂ x w)∂ z u that loses derivatives and yields
As a result if we can control (∂ z u) z 0 Udz then the estimate on ∂ x u will follow from (13), since therein we don't lose the derivatives anymore. Note we can't perform the energy estimate for (∂ z u) z 0 Udz from its equation (8) since we lose one order derivatives caused by the source term ∂ x w. Instead we will control (∂ z u) z 0 Udz in terms of U which solves the following equation, applying ∂ z to (8) ,
recalling λ and δ are given by (11) . In the above equation we lose again one order derivatives caused by ∂ x λ and ∂ y δ. However we have additionally an evolution equation (13) for λ. Similarly for δ. Then this situation is quite similar as in the case for the model equations (4)- (5) , and thus following the argument in the previous subsection for the toy model, we can deduce the estimate for U and then for (∂ z u) z 0 Udz, and finally for ∂ x u. Similarly for the estimate on ∂ x v.
Inspired by the above discussion and the treatment of the model system (4)-(5), it is natural to define |·| ρ,σ as below, just similar to the definition in (6). We use the notation
Recall U, U are given by (8) and (10), and λ,λ, δ,δ are defined by (11) .
σ be given in Definition 1.1. With the notation a above, we define | a| ρ,σ by setting
Note there is an additional factor |α| before the L 2 -norms of ∂ α λ, ∂ α δ and ∂ αλ , ∂ αδ .
Remark 2.2. The auxilliary functions U, λ, δ are introduced for treating the derivatives ∂ m x and meanwhile U,λ,δ are for ∂ m y . Then the estimate for the general ∂ α = ∂ α 1 x ∂ α 2 y will follow as well using the relationship
In this paper we will focus on performing only the estimates for ∂ m x , since the estimates for ∂ m y can be treated symmetrically in the same way. Now we are ready to state the main a priori estimate. We will present in detail the proof of Theorem 1.3 for σ ∈ [3/2, 2]. Note that the constraint σ ≥ 3/2 is not essential and indeed it is just a technical assumption for clear presentation. We refer to [23, Section 8] for the explanation how to modify the proof for the case when 1 < σ < 3/2. We make the following low regularity assumption that will be checked in the last section of the paper: Assumption 2.3. Let X ρ,σ be the Gevrey function space equipped with the norm · ρ,σ given in Definition 1.
is a solution to the Prandtl system (2) with initial datum (u 0 , v 0 ) ∈ X 2ρ 0 ,σ . Without loss of generality we may assume T ≤ 1. Moreover we suppose that there exists a constant C * such that
where the constant C * ≥ 1 depends only on (u 0 , v 0 ) 2ρ 0 ,σ , the Sobolev embedding constants and the numbers ρ 0 , σ, ℓ that are given in Definition 1.1.
Theorem 2.4 (A priori estimate in Gevrey space). Under Assumption 2.3 above, we can find two constant
holds for any pair (ρ,ρ) with 0 < ρ <ρ < ρ 0 and any t ∈ [0, T ], where the constant C 1 can be computed explicitly and the constant C 2 depends only on the Sobolev embedding constants and the numbers ρ 0 , σ, ℓ given in Definition 1.1. Both C 1 and C 2 are independent of the constant C * given in (15).
Estimate on ∂ α U and ∂ α U
To prove the a priori estimate stated in Theorem 2.4, we will proceed through this section and Sections 4-5 to derive the upper bound for the terms involved in Definition 2.1 of | a| ρ,σ . For the argument presented in Sections 3-5 we always suppose Assumption 2.3 is
To simplify the notation, we use from now on the two capital letters C 1 , C to denote some generic constant that may vary from line to line, both depending only on the Sobolev embedding constants and the numbers ρ 0 , σ, ℓ given in Definition 1.1 but independent of the constant C * in (15) and the order of derivatives denoted by m.
In this part we will derive the upper bound for the terms involving U and U in Definition 2.1 of | a| ρ,σ . Recall U and U solve respectively the equations (8) and (10). 
where C * ≥ 1 is the constant given in (15) . Symmetrically, the same upper bound also holds with U replaced by U.
We first derive the evolution equation for ∂ m x U. Applying ∂ z to (8) yields
and thus, using the representation of λ and δ given in (11),
Then, applying ∂ m x to the above equation we get
Taking the scalar product with ∂ m x U and observing U| t=0 = ∂ z U| z=0 = 0 gives
Next we derive the upper bound for the terms on the right-hand side through the following three lemmas. 
Proof. It follows from Definition 2.1 of | a| r,σ that, for any α ∈ Z 2 + and for any r > 0,
and that, observing ℓ > 1/2,
Using the above estimates we compute
the last inequality holding because σ ≤ 2 and m ρ (7) . The proof of Lemma 3.2 is completed. 
where C * is the constant in (15) .
Proof. We treat the first term on the left side and write
where as standard, [p] denotes the largest integer less than or equal to p. We need the following Sobolev embedding inequalities:
and moreover it follows that the definition of | a| r,σ and Assumption 2.3 that, for any α ∈ Z 2 + , any 0 ≤ j ≤ 5 and any r > 0,
where C * is the constant given in (15) . Consequently we use the above estimates and (19) to compute,
Direct verification shows
and meanwhile
the last inequality using the fact that σ ∈ [3/2, 2]. Combining the above inequalities with (23) gives
Putting these inequalities into (20) we get
The above estimate also holds with (∂ j
This gives, using (19) and (7),
The assertion in Lemma 3.3 will follow if we have
It follows from integration by parts that
Then applying similar argument for proving (24) , we have
and thus, using the above inequality and (19),
This with (26) yields (25) . The proof of Lemma 3.3 is completed. 
Proof. We only need to treat the first term on the left side and use Leibniz formula and integration by parts to write
Now we follow the similar argument as in the proof of Lemma 3.3, using the estimates (19) and (22) as well as the Sobolev inequality (21) , to compute
Similarly,
Thus
Then following the argument for treating I 1 we have also
Just following the argument above with slight modification, the other terms can be controlled by the same upper bound as above, The proof of Lemma 3.4 is completed.
Completion of the proof of Proposition 3.1. Now we put the estimates in Lemmas 3.2-3.4 into (17) to obtain, for any m ≥ 6, any t ∈ [0, T ] and any pair (ρ,ρ) with 0 < ρ <ρ < ρ 0 ≤ 1,
Similarly the above estimate also holds with ∂ m x replaced by ∂ m y . Thus by (14) we have, any t ∈ [0, T ] and for any pair (ρ,ρ) with 0 < ρ <ρ < ρ 0 ≤ 1,
It can be checked straightforwardly that the same upper bound holds for sup |α|≤5 ∂ α U(t) L 2 . Then the desired estimate for ∂ α U in Proposition 3.1 follows, and similarly for ∂ α U . The proof of Proposition 3.1 is thus completed.
Estimate on (u, v) ρ,σ
The main estimate on (u, v) ρ,σ can be stated as follows, recalling (u, v ρ,σ is given in Definition 1.1. 
where C * ≥ 1 is the constant given in (15) .
In view of Definition 1.1 of (u, v) ρ,σ , the above proposition will follow from the two lemmas as below. 
Similarly the upper bound still holds with ∂ α u replaced by ∂ α v.
Proof. We need only to estimate u since v can be treated in the same way. Applying ∂ m x to the first equation in (2) gives
On the other hand, applying (∂ z u)∂ m−1 x to (8) we have
where we have used the fact that, denoting by [T 1 , T 2 ] = T 1 T 2 − T 2 T 1 the commutator of two operators T 1 , T 2 ,
Now we subtract the equation (29) by (28) to eliminate the higher order term (∂ m x w)∂ z u and this gives the equation for
that is,
and thus
Then we take the scalar product with z ℓ ψ m and observe z ℓ ψ m | z=0 = 0, to obtain
Note for any 0 < r ≤ ρ 0 we have, observing C * ≥ 1,
due to the definition of ψ m given by (30) as well as (22), (19) and (15) . Then, in view of (27) ,
Note F m is given in (28) , and we apply similar computation as in the proof of Lemma 3.3, using (22) instead of (19) ; this yields
Recall L m is given in (29) . Then
Thus we apply again the argument for proving Lemma 3.3 to obtain, observing (15) and using (19) , (22) and (27) ,
and thus, with (33) and (7),
Putting the above estimate and the estimates (34) and (35) into (32), yields
Moreover observe z ℓ ψ m | t=0 = z ℓ ∂ m x u 0 and thus
Then we obtain
Consequently this inequality, along with the estimate
that are from the definition (30) of ψ m , and the fact that
due to (15) and Proposition 3.1, yields that for any m ≥ 7 and any t ∈ [0, T ],
We have proven the assertion for ∂ α = ∂ m x with m ≥ 7. By direct verification we can get the desired estimate for m ≤ 6. Then we have obtained the estimate as desired for ∂ α = ∂ m x . Moreover the above estimates also hold with ∂ m x replaced by ∂ m y , following the similar argument. Thus the desired estimate for general ∂ α u follows in view of (14) . Similarly for ∂ α v. The proof of Lemma 4.2 is completed. 
Similarly for ∂ α v.
Proof. The upper bound for z ℓ+j ∂ α ∂ j z u(t) L 2 with |α| + j ≤ 6 and 1 ≤ j ≤ 5 is straightforward. So we only need to consider the case of |α| + j ≥ 7 with 1 ≤ j ≤ 5. As before it suffices to estimate z ℓ+j ∂ m x ∂ j z u since z ℓ+j ∂ m y ∂ j z u can be treated in the same way. We apply z ℓ+j ∂ j z to equation (28) to get
where F m is defined in (28) and [T 1 , T 2 ] = T 1 T 2 − T 2 T 1 stands for the commutator of two operators T 1 , T 2 . Thus,
where we used the fact that
As for the terms on the right side of (37) we use the argument for proving Lemma 3.3 to get, recalling F m is given in (28),
Moreover, direct verification shows
By the two inequalities above we get the upper bound for the terms on the right side of (37), that is,
This with (37) yields
This gives the validity of (39) for j = 3, 5. Note that (39) obviously holds for j = 1, 2 since ∂ 2 z u| z=0 = 0. Thus (39) is valid for j = 1, 2, 3, 5, and this with (38) yields
for j = 1, 2, 3, 5. It remains to prove the validity of (42) for the case of j = 4. By Sobolev inequality, we compute
the last inequality using (41). This, with (38) for j = 4, yields
Moreover we use (22) to get
t 0 | a(s)| 2 ρ,σ ds, and meanwhile observe that we have proven (42) holds for j = 5 and this implies
Combining the above inequalities we obtain the validity of (42) for j = 4. The proof of Lemma 4.3 is thus completed.
5.
Estimate on ∂ α λ, ∂ α δ and ∂ αλ , ∂ αδ
Recall λ, δ andλ,δ are the functions given by (11) , and this section is devoted to treating the terms involving these functions in the representation of | a| ρ,σ (see Definition 2.1).
Proposition 5.1. Under Assumption 2.3 we have, for any t ∈ [0, T ] and for any pair (ρ,ρ) with 0 < ρ <ρ < ρ 0 ≤ 1,
where C * ≥ 1 is the constant given in (15) . Similarly the above estimate still holds with ∂ α λ and ∂ α δ replaced respectively by ∂ αλ and ∂ αδ .
To prove the above proposition we first derive the eqaution solved by λ. Note that
with ψ 1 defined by (30) . Then using (31) for m = 1 we obtain the equation for λ:
Now for any m ≥ 6 we apply ∂ m x to the above equation; this gives
Thus taking the scalar product with m 2 ∂ m x λ and observing λ| z=0 = 0 and λ| t=0 = ∂ x u 0 we have
where
To estimate the above K j , 1 ≤ j ≤ 3, we need the upper bounds of z 0 Udz and U similar as that in (15) , which is stated in the following Lemma 5.2. Under the condition (15) we have, denoting ∂ β = ∂ β 1
x ∂ β 2 y and recalling T ≤ 1,
where C * ≥ 1 is the constant in (15) , and C is a constant depending only on the Sobolev embedding constants and the numbers ρ 0 , σ, ℓ given in Definition 1.1.
Proof. This just follows from direct computation. Precisely we use standard energy method for the equation (9) 
y , |β| ≤ 9, to the equation (9) and then taking the scalar product with z −ℓ ∂ β f ; this with Sobolev inequality (21) and the condition (15) gives
where C * ≥ 1 is just the constant given in (15) . Moreover we apply again the energy method for the equation (16) solved by U, to obtain
As a result using Gronwall inequality we obtain the first estimate as desired in Lemma 5.2, which with the representation of λ given in (11) as well as (15), yields the second one. The proof of Lemma 5.2 is completed. Now we continue the proof of Proposition 5.1. Recall K 1 is given in (43). By the second estimate in Lemma 5.2 we can apply similar argument for proving Lemma 3.3 to compute, using (18) here instead of (19) and observing there is a fact m before ∂ m x λ L 2 in (18),
and
It remains to treat K 3 given in (43). We write
The rest part is devoted to estimating the above terms K 3,1 , K 3,2 and K 3,3 . Using (22), (19) and (18) as well as (15) and recalling σ ≥ 3/2 we follow the similar computation as in the proof of Lemma 3.3 to obtain
Finally, integration by parts gives
which with the fact that
due to the fact ρ < ρ 0 , gives the desired upper bound for ∂ m x λ with m ≥ 6. And the estimate for m ≤ 5 is straightforward. The above estimate still holds with ∂ m x λ replaced by ∂ m y λ, which can be treated in the same way. Thus in view of (14) the desired estimate on ∂ α λ follows. We can apply the similar argument to get the upper bounds of ∂ α δ, ∂ αλ and ∂ αδ . Thus the proof of Proposition 5.1 will be completed if the assertion (46) holds.
Proof of the assertion (46). We write
As for the last term on the right side, we use the first inequality in Lemma and the fact that σ ≥ 3/2 to compute directly 5.2,
Thus the desired (46) will follow if we can show that
The argument is quite similar as that for proving Lemma 4.2. In fact, recalling ψ m is defined in (30) and multiplying both side of (31) by U instead of z ℓ therein, we obtain
where we used the equation (16) . In view of the first assertion in Lemma 5.2, we repeat the argument for proving (36) with slight modification to conclude, observing Uψ m | t=0 = 0,
On the other hand,
the second inequality following from (30) and the last inequality using Lemma 5.2 and the assumption (15) . Combining the above inequalities we conclude for any m ≥ 7, using again (19) and (22),
We have proven (47). Similarly for (48). Thus the proof of (46) is completed.
Proof of the main result
We will prove in this section the main result on the existence and uniqueness for Prandtl system (2). Since the proof is similar as in 2D case once we have the a priori estimate, we will only give a sketch, and refer to [22, Section 7 and Section 8] for the detailed discussion.
Proof of Theorem 1.3. The proof relies on the a priori estimates given in Theorems 2.4. In order to obtain the existence of solutions to the Prandtl equations (2), there are two main ingredients, and one is to investigate the existence of approximate solutions to the
We remark that the regularized equations above share the same compatibility condition (3) as the original system (2) . Another ingredient is to derive a uniform estimate with respect to ε for the approximate solutions (u ε , v ε ).
The existence for the parabolic system (49) is standard. Indeed, suppose that (u 0 , v 0 ) ∈ X 2ρ 0 ,σ . Then we can construct, following the similar scheme as that in [22, Section 7] , a solution (u ε , v ε ) ∈ L ∞ [0, T ε ]; X 3ρ 0 /2,σ to (49) for some T ε > 0 that may depend on ε.
It remains to derive a uniform estimate for the approximate solutions (u ε , v ε ), so that we can remove the ε-dependence of the lifespan T ε . To do so we define as in Subsection 2.2 the auxilliary fucntions U ε , λ ε , δ ε in the similar way as that for U, λ, δ given in Subsection 2.2, with (u, v, w) and the Prandtl operator therein replaced respectively by (u ε , v ε , w ε ) and the regularized Prandtl operator given above. Similarly for U ε ,λ ε ,δ ε . Accordingly denote a ε = (u ε , v ε , U ε , U ε , λ ε ,λ ε , δ ε ,δ ε ) and define | a ε | similarly as that of | a| (see Definition 2.1). Note that a ε | t=0 = (u 0 , v 0 , 0, 0, ∂ x u 0 , ∂ y u 0 , ∂ x v 0 , ∂ y v 0 ) .
Then we can verify directly that ∀ ρ ≤ ρ 0 , | a ε (0)| ρ,σ ≤ C ρ 0 ,σ (u 0 , v 0 ) 2ρ 0 ,σ ,
with C ρ 0 ,σ a constant depending only on ρ 0 and σ. Let τ > 1 be a fixed number to be determined later. We define
where the supremum is taken over all pairs (ρ, t) such that ρ > 0, 0 ≤ t ≤ ρ 0 /(4τ ) and ρ + τ t < ρ 0 . Leting C ρ 0 ,σ be the constant given in (50) and letting C 1 ≥ 1 be the constant given in Theorem 2.4 which depends only on ρ 0 , σ and the Sobolev embedding constants, we denote C 0 = 2 (C ρ,σ + C 1 ) (u 0 , v 0 ) 2ρ 0 ,σ + 1.
In the following discussion, we will use the bootstrap argument to prove the assertion that (56) where C 2 > 0 is a constant depending only on the numbers ρ 0 , σ and the Sobolev embedding constants but independent of ε, and the constant C 1 ≥ 1 is just the one given in Theorem 2.4.
Step 2). We let (ρ, t) be an arbitrary pair which is fixed at moment and satisfies that ρ > 0, t ∈ [0, ρ 0 /(4τ )] and ρ + τ t < ρ 0 . Then it follows from the definition (51) of ||| a ε ||| (τ ) that ∀ 0 ≤ s ≤ t, | a ε (s)| ρ,σ ≤ ||| a ε ||| (τ ) ρ 0 − ρ ρ 0 − ρ − τ s 1/2 .
(57) Furthermore, we take in particular such aρ(s) that
Then direct calculation shows that 
Putting (57) and (60) into the estimate (56) and using the first equality in (59), we have | a ε (t)| 2 ρ,σ ≤C 1 (u 0 , v 0 ) 2 2ρ 0 ,σ + e C 2 C 2 0 ||| a ε ||| 2 (τ ) t 0 ρ 0 − ρ ρ 0 − ρ − τ s ds
where in the last inequality we have used the condition (54) and the fact that
Thus we multiply both sides by the fact (ρ 0 − ρ − τ t) / (ρ 0 − ρ) and observe (ρ, t) is an arbitrary pair with ρ > 0, t ∈ [0, ρ 0 /(4τ )] and ρ + τ t < ρ 0 ; this with C 1 ≥ 1 gives
Now we choose such a τ that
Then it follows from (61) that ||| a ε ||| (τ ) ≤ (C 1 + C ρ,σ ) (u 0 , v 0 ) 2ρ 0 ,σ ≤ C 0 /2, recalling C 0 is given by (52). This gives the desired assertion (53) provided (54) holds. Thus by the bootstrap argument we conclude, with τ defined by (62), ||| a ε ||| (τ ) ≤ (C 1 + C ρ,σ ) (u 0 , v 0 ) 2ρ 0 ,σ + 1/2, which with (55) yields ∀ t ∈ [0, ρ 0 /(4τ )], (u ε (t), v ε (t)) ρ 0 /2,σ ≤ √ 2 (C 1 + C ρ,σ ) (u 0 , v 0 ) 2ρ 0 ,σ + √ 2/2. Now letting ε → 0 we have, by compactness arguments, the limit u of u ε solves the equation (2) . We complete the existence part of Theorem 1.3. The uniqueness will follow from a similar argument as in [22, Subsection 8 .2] so we omit it here for brevity. Thus the proof of Theorem 1.3 is completed.
