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RAČUNALNIŠTVO IN INFORMATIKA
Mentor: doc. dr. Tomaž Curk
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Zahvaljujem se vsem članom Laboratorija za bioinformatiko še posebej pa
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2.3 Priporočilni sistemi z upoštevanjem zaloge . . . . . . . . . . . 10
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Povzetek
Naslov: Priporočanje izdelkov na zalogi
Klasični priporočilni sistemi so zelo dobri pri napovedovanju preferenc upo-
rabnikov, pri napovedovanju pa ne upoštevajo dejstva, da so zaloge nekaterih
izdelkov omejene. V delu smo predstavili nekaj klasičnih pristopov modeli-
ranja preferenc uporabnikov s pomočjo matričnega razcepa. Predstavili smo
dinamičen in statičen priporočilni sistem, ki optimizirata porabo zaloge. Pre-
dlagali smo tudi hibridni model, ki lahko združi napovedi priporočilnega sis-
tema, ki modelira preferenco, in priporočilnega sistema, ki optimizira porabo
izdelkov. Poleg modela smo predstavili tudi način testiranja uspešnosti sis-
temov s pomočjo simulacije nakupovanja izdelkov. Priporočilne sisteme in
simulacijo smo združili v knjižnico PyRec. Uspešnost implementiranih mode-
lov smo testirali na podatkovni zbirki MovieLense 1M in zasebnih trgovskih
podatkih. Pokažemo, da s predlaganim pristopom izbolǰsamo porabo zaloge
klasičnih sistemov.
Ključne besede
priporočilni sistemi, zaloga izdelkov, razcep matrik, upoštevanje omejitev

Abstract
Title: Recommending items from inventory
Classic recommendation systems are very good at predicting user preferences
but they do not take into account the fact that some products are limited
by their inventory. In this thesis, we presented some classical approaches
to modeling user preferences using matrix factorization. We presented a
dynamic and a static recommendation system that optimizes inventory con-
sumption. We also proposed a hybrid model that can combine the predictions
of a recommendation system which models preference, and a recommenda-
tion system that optimizes product consumption. In addition to the model,
we also presented a way to test the performance of systems using a product-
shopping simulation. The recommended systems and simulation have been
combined into the library PyRec. The performance of the implemented mod-
els was tested on the MovieLense 1M dataset and private commercial data.
We show that with the proposed approach we can improve the stock con-
sumption of classical systems.
Keywords





Priporočilne sisteme (ang. recommender systems) dandanes srečamo vsepo-
vsod, še posebej pri obisku spletnih strani, ki ponujajo izdelke ali storitve
(npr.: Amazon, Mimovrste, YouTube, Netflix, Booking, ...). To so orodja in
metode, ki znajo na podlagi raznolikih predhodnih informacij za določenega
uporabnika podati priporočila (v nadaljevanju poimenovana tudi izdelki).
Med te lahko štejemo raznolike stvari: ogled filma, poslušanje glasbe, bra-
nje člankov, nakup knjige, obisk muzeja, nočitev v hotelu itd. Priporočilni
sistemi uporabnikom omogočajo, da se lažje prebijejo skozi velike množice
ponujene izbire. Tako uporabniki lažje najdejo zanimive in zaželene, znane
ali tudi še nepoznane izdelke.
Poleg tega, da pomagajo uporabnikom, pa so priporočilni sistemi kori-
stni tudi za ponudnike. V knjigi Recommender System Handbook [1] avtorji
podajajo naslednje razloge, zakaj bi ti želeli uporabiti priporočilne sisteme:
• povečanje prodane količine izdelkov,
• prodaja bolj raznolikih izdelkov,
• zvǐsanje zadovoljstva uporabnikov,
• povečanje zvestobe uporabnikov,
• bolǰse razumevanje potreb uporabnikov.
1
2 POGLAVJE 1. UVOD
Povečanje prodane količine izdelkov je tipično najpomembneǰsi razlog,
zakaj ponudniki uporabljajo priporočilne sisteme, saj iz povečane prodaje
sledi povečan zaslužek. Še posebej to velja za ponudnike digitalnih vsebin
(npr. oglaševanje, ogled videa, itd.), saj ti nimajo veliko stroškov povezanih s
povečanjem prodaje. Obstajajo pa ponudniki, ki jim drastično zvǐsanje pov-
praševanja lahko škoduje. Taki ponudniki so na primer prodajalci fizičnih
izdelkov, ki so omejeni z zalogo. Naenkrat lahko prodajajo samo toliko
izdelkov, kolikor jih imajo na zalogi. Prekomerno povpraševanje lahko nega-
tivno vpliva na uporabnike, saj je lahko izdelek, ki si ga želijo, razprodan.
Sicer ponudniki lahko pri dobaviteljih naročijo dodatne izdelke, a morajo
posledično uporabniki dalj časa čakati na izdelek. V obeh primerih upade
zadovoljstvo uporabnikov. Poleg negativnih učinkov iz prekomernega pov-
praševanja lahko pride tudi do negativnih učinkov zaradi pomanjkanja pov-
praševanja za izdelke, ki jih je veliko na zalogi. Fizični izdelki se hranijo v
skladǐsču in dlje časa kot se hranijo, večji je strošek za ponudnika.
1.1 Cilji in glavni prispevki
Klasični priporočilni sistemi se ukvarjajo zgolj z modeliranjem preference
uporabnikov in predpostavijo, da je zaloga neomejena. Glavni prispevek
dela je razviti priporočilni sistem, ki poleg preferenc uporabnikov upošteva
tudi zalogo izdelkov. Tak priporočilni sistem bo manj verjetneje napovedal
izdelek, ki ga je malo na zalogi in bolj verjetneje izdelek, ki ga je veliko.
Konkretni cilji, ki jih hočemo v tem delu doseči, so:
• pridobiti podatke o preferencah uporabnikov skupaj z zalogami izdel-
kov,
• implementirati nekaj klasičnih priporočilnih sistemov in jih nadgraditi
tako, da upoštevajo zalogo,




V programskem jeziku Python 3 [2] smo znotraj lastne knjižnice PyRec razvili
ogrodje za testiranje priporočilnih sistemov z uporabo simulacije. Ogrodje je
bilo narejeno s pomočjo knjižnic NumPy [3], Pandas [4] in Matplotlib [5] in
je na voljo na https://github.com/robertcv/pyrec.
Znotraj knjižnice smo implementirali in razvili več priporočilnih sistemov,
načinov simulacije porabe ter vizualiziranje in vrednotenje rezultatov. S
pomočjo knjižnice smo na javno dostopnih in zasebnih podatkih testirali
priporočilne sisteme in jih vrednotili na podlagi mere razvrstitve ter količine
prodanih izdelkov.
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Poglavje 2
Pregled področja
V tem poglavju bomo najprej predstavili priporočilne sisteme na splošno in
kako je z njimi povezan matrični razcep. Nato bomo povedali nekaj o mode-
liranju zaloge. Na koncu bomo predstavili nekaj preteklih raziskav opisanega
problema.
2.1 Priporočilni sistemi
Priporočilni sistemi so orodja in metode, ki pomagajo uporabniku pri izbiri
izdelkov. To počnejo s pomočjo različnih predhodnih informacij. Na pod-
lagi tega kako te informacije uporabijo za izračun priporočil, Burke [6] deli
priporočilne sisteme v pet kategorij:
• osnovani na vsebini (ang. content-based) - priporočilni sistem napo-
veduje priporočila na podlagi tega, kateri izdelki so uporabniku všeč in
na podlagi podobnosti med izdelki,
• skupinsko filtriranje (ang. collaborative filtering) - priporočilni sis-
tem napoveduje priporočila na podlagi preferenc uporabnikov, ki so
izbranemu uporabniku podobni,
• demografski (ang. demographic) - priporočilni sistem napoveduje pri-
poročila na podlagi demografskih značilnosti uporabnika,
5
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• osnovani na znanju (ang. knowledge-based) - priporočilni sistem na-
poveduje priporočila na podlagi domenskega znanja,
• hibridni priporočilni sistem (ang. hybrid recommender system) -
priporočilni sistem napoveduje priporočila iz kombinacije napovedi zgo-
raj naštetih priporočilnih sistemov.
V nadaljevanju dela bomo uporabljali priporočilne sisteme, ki delujejo
na principu matričnega razcepa in tako spadajo v kategorijo skupinskega
filtriranja. Da bomo lahko rešili problem omejene zaloge, se bomo dotaknili
tudi priporočilnih sistemov z omejitvami (ang. constraint-based) [7], ki
so podkategorija priporočilnih sistemov osnovanih na znanju in hibridnih
sistemov.
Priporočilne sisteme lahko delimo tudi glede na vrsto preference uporab-
nika, ki je lahko:
• eksplicitna (ang. explicit) - uporabnik za izdelek direktno poda pre-
ferenco (npr.: ocena med 1 in 5),
• implicitna (ang. implicit) - uporabnik ne poda direktne preference za
izdelek, ampak je ta implicitno podana iz interakcij (npr.: uporabnik
je kupil izdelek, uporabnik je sledil spletni povezavi do izdelka, ...).
Kljub temu, da je implicitnih podatkovnih zbirk na voljo veliko več kot
eksplicitnih, je modeliranje preferenc iz teh težji problem [8]. Zato smo se
odločili, da se bomo osredotočili zgolj na eksplicitne podatkovne zbirke.
Preden nadaljujemo na podrobneǰsi opis priporočilnih sistemov, zapǐsemo
in obrazložimo nekaj standardnih oznak. Kot je bilo rečeno že v uvodu, sta
dva ključna dejavnika v priporočilnem sistemu uporabnik in izdelek. Na-
tančneje zapǐsemo, da poznamo uporabnika u iz množice uporabnikov U
(|U | = N) in izdelek i iz množice izdelkov I (|I| = M). Za določene pare
uporabnikov in izdelkov imamo podano tudi preferenco, ki jo zapǐsemo ru,i
ali kot trojko (u, i, r). Cilj priporočilnega sistema je napovedati oceno r̂u,i
izdelkom, ki jih uporabnik še ni ocenil. Na podlagi teh ocen lahko nato
priporočilni sistem predlaga izdelke, ki bi bili zanimivi za uporabnika.
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2.1.1 Matrični razcep
Podjetje Netflix je leta 2009 skupini BellKor’s Pragmatic Chaos podelilo
nagrado za izbolǰsavo njihovega obstoječega priporočilnega sistema [9]. Upo-
rabili so princip matričnega razcepa (ang. matrix factorization), ki je od
takrat naprej zelo razširjen in velja za enega uspešneǰsih pristopov [10].
Motivacija za tak pristop sledi iz dejstva, da lahko trojke (u, i, r) zapǐsemo
tudi v obliki matrike RNxM . Taka matrika bo imela znane vrednosti na
kombinacijah uporabnik - izdelek, kjer je poznana predhodna preferenca, in
neznane vrednosti, kjer preferenca še ni znana. Cilj priporočilnega sistema
je določiti prave vrednosti za prvotno neznane vrednosti. Matriko R lahko
zapǐsemo tudi kot produkt dveh manǰsih matrik RNxM = PNxK ∗ QKxM ;
K << N,M (slika 2.1). Manǰsi matriki tako predstavljata uporabnike ozi-
roma izdelke v latentnem prostoru (ang. latent space) dimenzije K. Dobimo
ju lahko s postopkom matričnega razcepa. Kot posledico bi ob zmnožku
manǰsih matrik dobili ne le originalne vrednosti, ampak tudi izračunali vre-
dnosti v sicer praznih (neznanih) celicah matrike.
Slika 2.1: Razcep matrike R na manǰsi matriki P in Q.
Postopek matričnega razcepa je sledeč. Ocene vrednosti v originalni matriki
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Za zmnožene vrednosti želimo, da so čim bolj podobne vrednostim v origi-









Če je napaka majhna, pomeni, da produkt manǰsih matrik dobro aproksi-
mira večjo. Posledično hočemo napako minimizirati, kar pa lahko dosežemo
s stohastičnim gradientnim sestopom (ang. stochastic gradient descent). Ko
izračunamo odvode napake po pu in qi, lahko zapǐsemo pravila za posoda-
bljanje matrik P in Q:
pu ← pu + αeuiqi (2.3)
qi ← qi + αeuipu,
kjer je α stopnja učenja. Pri postopku učenja tako v določenem številu
intervalov izmenično posodabljamo matriki po podanih pravilih.
Da se model ne bi preveč prilagodil učnim podatkom, pri optimizaciji
upoštevamo tudi regularizacijo. Originalno formulo napake popravimo tako,













kjer je λ stopnja regularizacije in ‖ · ‖2F predstavlja normo Frobenius. Če
parcialno odvajamo novo enačbo lahko dobimo tudi posodobljena pravila za
posodabljanje:
pu ← pu + α(euiqi − ηpu) (2.5)
qi ← qi + α(euipu − ηqi)
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2.2 Zaloga
Kot smo že v uvodu povedali, se bomo v magistrskem delu posvetili temu,
kako v priporočilnih sistemih upoštevati zalogo ter s tem izbolǰsati zadovolj-
stvo uporabnikov. Da lahko to tudi storimo, si moramo najprej ogledati kako
je tipična zaloga strukturirana.
Anderson v svoji knjigi The Long Tail [11] razlaga, kako je v današnjem
času struktura zaloge drugačna, kot je bila v preteklosti. V preteklosti so
ljudje izbirali samo med majhnim naborom popularnih izdelkov, ki so jih
ponujale trgovine v fizični bližini uporabnika. Kapacitete zalog tistih trgo-
vin so bile porabljene večinoma na najbolj priljubljenih izdelkih. S pojavom
spletnih trgovin pa so se spremenile nakupovalne navade uporabnikov. Ker
se je naenkrat pojavilo veliko različne ponudbe, uporabniki niso več bili za-
dovoljni s prevladujočimi trendi. Poleg najbolj priljubljenih so uporabniki
začeli kazati zanimanje tudi za bolj nǐsne izdelke. Pojav se imenuje dolgi rep
(ang long tail) in ga lahko vidimo na sliki 2.2, kjer so prikazani prenosi pesmi
iz spletne strani Rhapsody.
Slika 2.2: Prikaz največ prenesenih glasb iz spletne strani Rhapsody decem-
bra 2005. Slika povzeta iz knjige The Long Tail [11].
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Vidimo, da na levi strani grafa veliko prenosov doseže zgolj nekaj najpo-
pularneǰsih pesmi. Poleg tega pa opazimo na desni strani rep, kjer je veliko
pesmi, ki doprinesejo malo prenosov, a je njihov seštevek vseeno primerljiv
z najpopularneǰsimi. Anderson trdi, da je za uspešno poslovanje ključno, da
trgovci ne zanemarijo repa in imajo na zalogi tudi manj popularne izdelke.
Ali trgovci nasvet upoštevajo, lahko vemo le, če imamo neposreden vpogled
v njihove zaloge. Ti podatki pa so tipično skrbno varovani znotraj podjetja.
V takem primeru je najbližji približek zaloga, ki jo modeliramo iz podatkov
o preferencah uporabnikov, če le ta ima porazdelitve v obliki dolgi rep.
V nadaljevanju tega dela bomo formalno zalogo izdelka i označili kot
element vektorja stanja zaloge C: ci ∈ C, kjer je |C| = M in M je število
različnih izdelkov. Za lažje delo z zalogo izdelkom ne bomo podali konkretnih
enot (npr.: kg banan, l mleka) in jih ne bomo prodajali v deležih.
2.3 Priporočilni sistemi z upoštevanjem zaloge
V preǰsnjih razdelkih smo že podrobneje opisali priporočilne sisteme in za-
logo. Cilj našega dela pa je oboje združiti in predlagati priporočilni sistem,
ki upošteva tudi zalogo. V literaturi nismo našli veliko del, ki bi reševala
podan problem.
Eno izmed rešitev predlagata Demirezen in Kumar v [12], kjer zastavljen
problem preučujeta na domeni izposojanja filmov na DVD zgoščenkah. Pre-
dlagala sta sistem, ki ne spreminja morebitnih obstoječih priporočilnih siste-
mov, ampak zgolj naredi izbor pozitivno ocenjenih izdelkov tako, da minimi-
zira nezadovoljstvo uporabnikov. To meri kot razliko med povpraševanjem
po izdelku in njegovo zalogo. Tako povpraševanje kot tudi zalogo sistem
modelira na podlagi trenutne zaloge in zaznavanja izdelkov, ki je modeli-
ran iz preferenc pridobljenih iz priporočilnega sistema. To je tudi njihova
glavna pomanjkljivost, saj sprememba preference vpliva na končni rezultat.
Poleg tega se pri končnem napovedovanju upoštevajo samo izdelki, ki imajo
visoke ocene iz priporočilnega sistema, ki modelira preference in se s tem
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onemogoči priporočanje slabše ocenjenih izdelkov, ki pa bi lahko imeli vi-
soko zalogo. Dodatno je tudi modeliranje zaloge specifično in prilagojeno
za domeno izposojanja zgoščenk. V modelu zaloge se namreč upošteva in
modelira, kdaj se bo zgoščenka vrnila na zalogo in kdaj bo uporabnik naročil
naslednjo, kar pa ni prenosljivo na druge domene, kot je na primer prodaja
izdelkov.
Druga rešitev je opisana v [13], kjer Christakopoulou in sodelavci prilago-
dijo priporočilni sistem baziran na matričnem razcepu. Pri optimizaciji poleg
napake ocen minimizirajo tudi razliko med zalogo in pričakovano porabo za-
loge, to pa modelirajo na podlagi napovedane ocene in verjetnosti, da se
bo uporabnik odzval na predlog priporočilnega sistema. Priporočilni sistem
testirajo na ocenah filmov. Podatkov o zalogi za uporabljeno podatkovno
zbirko ni bilo na voljo. Zato zalogo modelirajo iz števila ocen podanih za
posamezen film. Pomanjkljivost njihovega pristopa je v tem, da uspešnost
porabe izdelkov ocenjujejo na podlagi cenilne funkcije, v kateri delajo iste
predpostavke o verjetnosti uporabnikovega odziva kot v učenju.
Po pregledu literature zaključimo, da nobena od trenutnih rešitev v ce-
loti ne reši zastavljenega problema. Pri sistemu, ki ga predlagamo, bomo
odpravili pomanjkljivosti obstoječih sistemov. V našem modelu ne bomo
vključevali nobenih predpostavk o uporabnikih, uporabili bomo prave po-
datke o zalogi ter rezultate vrednotili s simulacijo.
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Poglavje 3
Priporočilni sistemi
V tem razdelku bomo podrobneje predstavili priporočilne sisteme, ki smo jih
implementirali v sklopu tega dela. Predstavili bomo priporočilne sisteme,
ki dobro modelirajo preference uporabnikov. Nato si bomo pogledali pri-
poročilni sistem, ki optimizira za maksimalno porabo zaloge. Na koncu pa
bomo tudi predstavili predlagan sistem, ki optimizira tako preference upo-
rabnikov kot tudi zalogo.
3.1 Matrični razcep
Kot smo povedali že v uvodu, velja matrični razcep za enega bolǰsih pristo-
pov modeliranja preferenc uporabnikov. V tem delu bomo zato uporabili
prav ta pristop za modeliranje preferenc. Poleg osnovnega modela opisanega
v poglavju 2.1.1 smo v lastni knjižnici razvili še nekaj njegovih razširitev
opisanih v nadaljevanju.
3.1.1 Matrični razcep z upoštevanjem pristranskosti
Za bolǰse delovanje v [10] predlagajo izbolǰsavo v obliki upoštevanja pri-
stranskosti (ang. bias) uporabnikov, izdelkov in podatkovne zbirke. Tipično
nekateri uporabniki v povprečju ocenjujejo vse izdelke zelo dobro in nekateri
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izdelki so tipično bolj uspešni in bolje ocenjeni. Prav tako je lahko tudi v
podatkovni zbirki zajetih več pozitivnih ali negativnih ocen.
Pristranskost v modelu upoštevamo tako, da poleg osnovnih dveh matrik
dodamo še vektor Bu (|Bu| = N), kjer so zapisane pristranskosti uporabni-
kov, vektor Bi (|Bi| = M), kjer so zapisane pristranskosti izdelkov in skalar




uqi + bi + bu + µ. (3.1)
kjer je bi pristranskost izdelka i in bu pristranskost uporabnika u. Posledično










‖pu‖2F + ‖qi‖2F + b2i + b2u
)
(3.2)
Ker bi se lahko tudi pristranskost preveč prilagodila učnim podatkom,
tudi zanjo dodamo regularizacijo. Tako kot smo za prvotni matriki moramo
tudi za vektorje in skalar pristranskosti definirati pravila za posodabljanje,
ki sledijo iz parcialnega odvoda posodobljene cenilne funkcije:
bu ← bu + α(eui − ηbu) (3.3)
bi ← bi + α(eui − ηbi)
Pravila za posodabljanje matrik P in Q ostanejo nespremenjene. Pravilo
za µ ni potrebno, saj je ta lahko izračunan direktno iz podatkov. Pri imple-
mentaciji zgornje metode smo µ zanemarili in ga nadomestili s tem, da smo
od vseh ocen v podatkih odšteli globalno povprečje.
3.1.2 Ne-negativni matrični razcep
Pri ne-negativnem matričnem razcepu (ang. Non-Negative Matrix Factori-
zation) gre za podoben postopek iskanja manǰsih matrik P in Q kot opi-
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san v poglavju 2.1.1. Uspešnost ne-negativnega matričnega razcepa kot pri-
poročilnega sistema so pokazali že večkrat [14, 15]. Posebnost metode je,
da na matriki P in Q doda omejitev, da sta ne-negativni. Ker smo v sis-
temu želeli upoštevati tudi pristranskost smo tudi na vektorja Bi in Bu do-
dali omejitev. Omejitev smo dosegli tako, da smo ob vsakem posodabljanju
matrike ali vektorjev negativne vrednosti nastavili na nič. Za uporabo ne-
negativnega razcepa je tudi pogoj, da so učni podatki nenegativni. Zato pri
tem priporočilnem sistemu nismo upoštevali pristranskosti podatkovne zbirke
in nismo odšteli njenega povprečja, da bi se izognili negativnim vrednostim.
3.2 Priporočanje z upoštevanjem zaloge
Tako kot smo v preǰsnjih razdelkih opisali priporočilne sisteme, ki se učijo
preference uporabnikov, bomo v tem razdelku opisali priporočilne sisteme, ki
upoštevajo samo zalogo.
3.2.1 Dinamični model
Kot opisano v uvodu si želimo, da bi se izdelki z veliko zaloge veliko pri-
poročali ter nasprotno za izdelke, ki jih je malo na zalogi. Izdelkov, ki ni-








Dobljeni delež smo pomnožili z maksimalno oceno v učni množici, da
bi tako pridobili ocene, ki so v istem razponu. Iz definirane formule lahko
razberemo, da so napovedi takega priporočilnega sistema neodvisne od upo-
rabnika, kateremu priporočamo.
Sistem deluje dinamično. Ko se število izdelkov v zalogi spremeni, se
spremenijo tudi napovedi, kar pa v realnosti ni vedno mogoče. Sistemi, ki
beležijo zalogo, so običajno ločeni od sistemov, ki računajo priporočila in
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je njihova integracija lahko tehnično težko izvedljiva oziroma povezana z
visokimi stroški.
3.2.2 Statični model
Kot Demirezen in Kumar pojasnjujeta v [12], je lahko osveževanje podatkov
o zalogi ob vsaki napovedi drago. Zato, podobno kot ona, tudi mi imple-
mentiramo statični model zaloge. To pomeni, da si v nekem trenutku sistem
izračuna ocene za vse izdelke in teh več ne spreminja kljub spremembam v
zalogi. Pričakujemo, da bo tak model deloval slabše od dinamičnega modela.
3.3 Hibridni priporočilni sistem
Poleg obeh skrajnosti smo implementirali tudi priporočilna sistema, ki hkrati
in v celoti rešujeta v uvodu zastavljen problem.
3.3.1 Cap-PMF
Za primerjavo lastnih priporočilnih sistemov z obstoječimi, smo se odločili
implementirati priporočilni sistem Cap − PMF po [13]. V članku avtorji
poleg napake klasičnega matričnega razcepa minimizirajo tudi razliko med
pričakovano porabljeno količino izdelka in količino izdelka, ki je na zalogi.
Napako definirajo kot [13]:
























‖U‖2F + ‖V ‖2F
)
(3.5)
kjer sta matriki P in Q poimenovani U in V , uporabnik u in izdelek i po-
imenovana i in j, sta oznaki za število uporabnikov in izdelkov N in M
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zamenjani, Li označuje množico izdelkov, za katere je uporabnik i podal
oceno, α predstavlja kompromis med preferenco in zalogo, pi predstavlja
uporabnikovo nagnjenost k upoštevanju napovedi in je σ(·) sigmoidna funk-
cija. Za pravila posodabljanja in dodatne informacije bralca vabimo k branju
izvirnega članka [13].
Implementiran priporočilni sistem med učenjem zmanǰsuje napako na
učnih podatkih. Kljub temu pa na istih podatkih ne dobimo enakih re-
zultatov, kot so navedeni v originalnem članku. Zato smo se odločili, da
priporočilni sistem sicer vključimo v knjižnico, a ga izključimo iz primerjav
z drugimi priporočilnimi sistemi.
3.3.2 Uteženo povprečje
Kot lastno rešitev predstavljamo hibridni model na podlagi uteženega pov-
prečja dveh modelov. Podobno kot v [13] uporabljamo utež w ∈ [0, 1] kot
kompromis med dvema modeloma.
r = w ∗ r1 + (1− w) ∗ r2 (3.6)
Sistem tako združi preference uporabnikov in zalogo izdelkov s tem, da
uporabi dva različna in neodvisna priporočilna sistema. Glavna prednost
predlaganega pristopa je v tem, da lahko uporabimo dinamični model za
napoved zaloge. To pomeni, da bomo imeli vedno osvežene podatke o zalogi
in se nam ni potrebno zanašati na model, ki bi zalogo napovedoval vnaprej.
Ponudniki, ki nastavljajo tak priporočilni sistem, se lahko o vrednosti uteži
prosto odločajo glede na svoje potrebe. Še celo več, ker sta modela med seboj
neodvisna, se lahko utež spreminja neprestano v odzivu na trenutne potrebe.
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Poglavje 4
Simulacija in vrednotenje
V tem poglavju bomo podrobneje opisali simulacijo nakupovanja izdelka ter
način testiranja uspešnosti priporočilnih sistemov.
4.1 Simulator nakupov
Uspešnost priporočilnih sistemov se običajno meri z merami podobnosti med
ocenami v testnih podatkih in napovedanimi ocenami za te iste podatke [16].
Pri evalvaciji naših priporočilnih sistemov to ni dovolj, saj moramo poleg
natančnosti napovedi ovrednotiti tudi porabo zaloge. Ravno to smo dosegli
s simulacijo nakupov. Simulacijo lahko predstavimo v psevdokodi:
Algorithm 1 Psevdokoda simulacije
1: FittedRecommender
2: loop
3: u← select user()
4: i, r ← select item(u, F ittedRecommender)
5: save purchase(u, i)
6: update inventory(i)
7: calculate stats(u, i, r)
8: end loop
Jedro simulacije je zanka, v kateri uporabniki nakupujejo izdelke. V zanki
se najprej izbere naključen uporabnik. Nato se na različne načine določi, ka-
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tero priporočilo bi uporabnik izbral. V naslednjem koraku se nakup zabeleži
in se ta izdelek temu uporabniku ne ponudi več. Kupljen izdelek se odšteje od
zaloge. Če izdelka ni več na zalogi, se vseeno upošteva, kot da je bil kupljen
le, da se zaloga več ne odšteva. To se v rezultatih odraža tako, da je prodano
manj zaloge kot je bilo iteracij. V zadnjem koraku zanke se izračunajo in
zabeležijo različne metrike in statistike o napovedani oceni in stanju zaloge.
Po končani simulaciji se iz teh izračunajo ter izrǐsejo končne ocene.
Za funkciji select item smo implementirali tri načine, kako se izbere iz-
delek:
• najbolǰsi - vedno se za nakup izbere izdelek, ki ga je priporočilni sistem
ocenil z najvǐsjo oceno,
• najbolǰsih n - izdelek se izbere naključno med n najbolje ocenjenimi
izdelki,
• naključno - izdelek se izbere naključno.
Ker simulacija zaradi naključnega izbiranja ni deterministična, je pomembno,
da simulacije izvedemo večkrat, da dobimo natančneǰse rezultate. Za ta
namen simulacije, ki smo jih implementirali v knjižnici, omogočajo enostavno
vzporedno izvajanje in s tem poenostavijo in pospešijo proces testiranja.
4.2 Vrednotenje
Kot smo že v uvodu povedali, ima naš priporočilni sistem dva cilja: prila-
goditi se preferencam uporabnikov in porabiti čimveč zaloge. Cilja sta med
seboj izključujoča in ju je zato težko skupaj ovrednotiti z eno številko. Zato
bomo modele najlažje vrednotili na grafih, kjer bomo risali uspešnost obeh
ciljev vsakega na svojo os.
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4.2.1 Mera razvrstitve
Uspešnost modeliranja preferenc uporabnikov se v priporočilnih sistemih
tipično meri z merami podobnosti kot so MAE ali RMSE [17]. V tem delu
pa smo se odločili, da bomo uporabili drugačno mero in sicer takšno, ki meri




Mera podaja delež pravilno razvrščenih izdelkov glede na preference posa-
meznega uporabnika. Vse izdelke, ki jih imamo v testni množici za določenega
uporabnika razvrstimo glede na preferenco uporabnika od najbolje ocenje-
nega do najmanj. Za te izdelke poračunamo tudi ocene, ki jih poda pri-
poročilni sistem in jih razvrstimo na enak način. Mera razvrstitve prešteje,
koliko je takih parov izdelkov, kjer je eden od izdelek v paru vǐsje na testni
lestvici kot drugi in je ta isti izdelek tudi vǐsje od drugega na lestvici na-
povedi. Končni rezultat mere je delež, saj je seštevek normaliziran glede na
število vseh parov izdelkov v testni množici, kjer je eden od izdelkov bolje
ocenjen od drugega (pari izdelkov, ki imajo enako oceno se ne upoštevajo).
Mera ima zalogo vrednosti na intervalu [0, 1], kjer vǐsja številka pomeni bolǰsi
rezultat.
Za to mero smo se odločili zato, ker z njo lažje primerjamo priporočilne
sisteme, katerih izhod so ocene, ki sicer dobro razvrstijo izdelke, a se slabo
prilagodijo na dejanske vrednosti ocen v testnih podatkih. Tak primer je
dinamičen priporočilni sistem z upoštevanjem zaloge. Ta daje nekaj izdel-
kom, ki jih je veliko na zalogi, visoke ocene in veliki večini izdelkov, ki jih je
malo na zalogi nizke ocene. Takšna porazdelitev napovedanih ocen se lahko
drastično razlikuje od ocen v testnih podatkih, kar pa ne pomeni nujno, da
model ni dober. Poleg lažje primerjave med priporočilnimi sistemi, nam po-
nuja tudi lažjo primerjavo med podatkovnimi zbirkami, saj v nasprotju z
MAE in RMSE ni odvisna od zaloge vrednosti ocen v podatkovni zbirki.
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4.3 Podatki
Za testiranje metod opisanih v preǰsnjih razdelkih potrebujemo tako podatke
o preferencah uporabnikov kot podatke o zalogah. Našli nismo nobene javno
dostopne podatkovne zbirke, ki bi vsebovala oba tipa podatkov. Dobili pa
smo dostop do zasebne podatkovne zbirke.
4.3.1 MovieLens
Eden izmed bolj priljubljenih podatkovnih zbirk za testiranje priporočilnih
sistemov je MovieLens [18]. Na voljo imamo več različnih podmnožic po-
datkov, med katerimi smo se odločili uporabiti MovieLens 1M, ki vsebuje
1.000.208 ocen, podanih za 3.706 različnih izdelkov, s strani 6.040 različnih
uporabnikov. Ocene so celoštevilske in podane med 1 in 5. Njihovo poraz-
delitev lahko vidimo na sliki 4.1.
Slika 4.1: Porazdelitev ocen v podatkovni zbirki MovieLens 1M.
Podatkovna zbirka ne vsebuje podatkov o zalogi, a smo jo vseeno uporabili
za testiranje. Enako kot opisano v [13] smo tudi mi modelirali zalogo kar iz
števila vseh podanih ocen za posamezen izdelek. Na sliki 4.2 lahko vidimo
tako modelirano zalogo (skupno 1.000.208 enot) za vse izdelke v naboru.
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Kot opisano v poglavju 2.2 lahko opazimo, da so preference uporabnikov v
obliki dolgega repa in to kljub temu, da so tukaj vključene tako pozitivne kot
negativne ocene. Kot smo že povedali, je tak model zaloge najbolǰsi približek
prave zaloge.
Slika 4.2: Količina zaloge modelirana iz števila ocen za vse izdelke v podat-
kovni zbirki MovieLens 1M.
4.3.2 Trgovski podatki
Ker med javno dostopnimi podatkovnimi zbirkami nismo našli take, ki bi
vsebovala oba tipa podatkov, smo se za pomoč obrnili na zasebna podjetja.
Naši prošnji je ugodilo večje maloprodajno trgovsko podjetje z živili, ki ima
tako fizične trgovine kot tudi spletno trgovino. Podjetje nam je za namene
tega dela odobrilo vpogled v zbirko podatkov o nakupih uporabnikov. Še
pomembneǰse, dobili smo tudi vpogled v stanje zaloge.
Podatki, ki vsebujejo 677.176 kupljenih količin 30.588 različnih izdelkov
in 3.883 različnih uporabnikov, so po svoji naravi implicitni. Kot smo že
povedali v poglavju 2.1 se hočemo v tem delu osredotočiti zgolj na ekspli-
citne podatke. Kot predlagano v [8] bomo zato podane implicitne podatke
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pretvorili v eksplicitne s pomočjo utežene vsote ročno določenih cenilk:
1. Količina kupljenega izdelka:
Za vsakega uporabnika izračunamo za vse izdelke, ki jih je kupil, ko-
liko jih v povprečju kupi naenkrat. Iz tega lahko dobimo globalno
minimalno in maksimalno naenkrat kupljeno količino posameznega iz-
delka. Za vrednost cenilke pogledamo, koliko izdelkov je uporabnik, za
katerega napovedujemo cenilko, v povprečju kupil naenkrat. To vsta-
vimo med minimalno in maksimalno vrednost za ta izdelek. Takšna
cenilka nam poda oceno ali uporabnik kupuje več ali manj enot nekega
izdelka v primerjavi z ostalimi uporabniki.
2. Število nakupov v katerih je bil izdelek vključen:
Za vsakega uporabnika izračunamo, v kolikšnem deležu košaric se je
posamezen izdelek znašel. Taka cenilka nam poda oceno o tem, kako
pogosto uporabnik kupi izdelke. Predvidevamo, da uporabnik, ki mu
je nek izdelek zelo všeč, tak izdelek tudi velikokrat kupi. Nasprotno pa
izdelek, ki mu ni všeč, kupi samo enkrat.
V [8] kot naslednji korak predlagajo dodatno testiranje, kjer bi za pod-
množico podatkov pridobil eksplicitne podatke in s pomočjo teh določili op-
timalno uteženo vsoto cenilk, iz katere bi lahko modelirali eksplicitne ocene.
Ker tega nismo mogli izvesti, smo se odločili, da sta cenilki enakovredni in ju
bomo za modeliranje eksplicitnih ocen zgolj sešteli. Zavedamo se, da rešitev
ni optimalna in ne daje pravilnih vrednosti ocen, a vseeno upamo, da izdelke
vsaj dobro razvrsti. Zato smo jih v zadnjem koraku še normalizirali glede na
rang za določenega uporabnika. Končna ocena ima tako razpon na intervalu
med [0, 1]. Porazdelitev ocen lahko vidimo na sliki 4.3.
Poleg nakupovalnih podatkov smo dobili tudi podatke o zalogi. Na sliki 4.4
vidimo graf količine zaloge (skupno 4.171.520 enot) za vse izdelke v naboru.
Opazimo lahko, da je dolg rep pri teh podatkih še bolj izrazit, kot je bil pri
podatkih MovieLens.
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Slika 4.3: Porazdelitev modeliranih eksplicitnih ocen iz zasebne podatkovne
zbirke.
Slika 4.4: Količina zaloge za vse izdelke v zasebni podatkovni zbirki.
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Poglavje 5
Rezultati
Opisane priporočilne sisteme in vrednotenje smo implementirali in združil v
paketu Python PyRec, dostopnemu na https://github.com/robertcv/pyrec.
V nadaljevanju bomo prikazali rezultate simulacije nekaterih priporočilnih
sistemov implementiranih v paketu. Vsi rezultati in grafi so pridobljeni zgolj
z uporabo implementirane knjižnice.
5.1 Nastavitve
Pri izvajanju testiranja smo uporabili naslednje nastavitve. Kjer smo upo-
rabljali matrični razcep (ali njegove izbolǰsave), smo uporabili parametre
k = 20, α = 0, 01 in η = 0, 001. Zavedamo se, da bi lahko z optimizacijo
teh parametrov dosegli bolǰse rezultate pri merjenju natančnosti preferenc,
a to ni namen tega dela. Za učenje modelov smo uporabili 60 % podatkov.
Za validacijsko množico smo uporabili 10 % podatkov. Z njo smo ugotovili,
kdaj ustavimo učenje matričnega razcepe (ali njegove izbolǰsave). Preostalih
30 % smo uporabili za testno množico. Simulacije nismo poganjali do porabe
vseh zalog, ampak smo jo ustavil po 200.000 iteracijah. Zaloga se v realnem
življenju konstantno obnavlja in zato simulacije ne poganjamo do izpraznitve
zalog.
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5.2 Rezultati na MovieLens 1M
Slika 5.1 prikazuje potek simulacije z metodo najbolǰsi za različne pri-
poročilne sisteme. Vsaka točka na sliki predstavlja povprečno mero raz-
vrstitve in število izdelkov na zalogi za posamezni priporočilni sistem. Na
vsakih 1.000 iteracij se izrǐse nova točka. Na sliki 5.1 lahko vidimo, da pri-
poročilni sistemi, ki modelirajo zgolj preferenco uporabnika (desni del grafa)
sicer dosegajo bolǰso mero razvrstitve, priporočajo pa tudi izdelke, ki jih ni
več na zalogi in zato prodajo manj zaloge. Ravno obratno lahko vidimo
pri priporočilnih sistemih z upoštevanjem zaloge (levi del grafa), kjer se po-
rabi več zaloge, je pa mera razvrstitve slabša, kar pomeni, da so napovedi iz
stalǐsča preferenc uporabnika slabše. Na sredini slike lahko opazimo predla-
gan priporočilni sistem utežene vsote. Vidimo lahko, da mu pri isti porabi
zaloge uspe veliko bolje napovedati preference uporabnikov. Med prikazanimi
priporočilnimi sistemi je tudi tak, ki napoveduje povsem naključne izdelke.
Opazimo lahko, da sta modela, kjer napovedujemo iz zaloge, bolǰsa kot na-
ključen model, kar nakazuje na povezavo med količino zaloge (pridobljeno iz
števila podanih ocen) in oceno filma.
Na sliki 5.1 vidimo, da se v prvih nekaj tisoč iteracijah priporočilni sistemi
po meri razvrstitve izmenjujejo. Na sliki 5.2 si lahko podrobneǰse pogledamo,
kaj se dogaja v prvih 20.000 iteracijah simulacije. Nestabilnost v začetku
simulacije je posledica tega, da se mera razvrstitve računa v vsaki iteraciji
za uporabnika, ki je bil v tej iteraciji izbran, in je narisana točka na grafu
povprečje vseh mer razporeditve izračunanih do tiste iteracije. Vidimo, da
že po majhnem številu iteracij nastopi razlika med porabo zaloge.
Poleg simulacije z metodo najbolǰsi izdelek si poglejmo tudi drugi dve
implementirani metodi. Na sliki 5.3 lahko vidimo rezultate za simulacijo
z metodo najbolǰsi 5, kjer se izdelki naključno izbirajo izmed 5 najbolje
ocenjenih. Opazimo lahko, da ni velike razlike v primerjavi s sliko 5.1.
Na sliki 5.4 lahko vidimo potek simulacije z metodo naključne izbire.
Opazimo lahko razliko v primerjavi s sliko 5.1 in sliko 5.3. Tukaj se izdelki
kupujejo naključno in je poraba zato popolnoma neodvisna od priporočilnega
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Slika 5.1: Potek 200.000 iteracij simulacije z metodo izbire najbolǰsi iz-
delek v podatkovni zbirki MovieLense 1M. Prikazani priporočilni sistemi so:
rand - naključno napovedani izdelki, miis - statičen model priporočanja iz
zaloge, mii - dinamičen model priporočanja iz zaloge, umf - matrični raz-
cep brez upoštevanja pristranskosti, w(a=0,5) - uteženo povprečje z w=0,5
med dinamičnim modelom priporočanja iz zaloge in metričnim razcepom s
upoštevanjem pristranskosti, mf - matrični razcep z upoštevanjem pristran-
skosti, nnmf - nenegativni matrični razcep












Slika 5.2: Potek 20.000 iteracij simulacije z metodo izbire najbolǰsi izdelek
v podatkovni zbirki MovieLense 1M.
sistema. Po nestabilnosti mere razporejanja v začetnih iteracijah se ta ustali
in ne spreminja. To je v nasprotju s tem, kar smo opazili na preǰsnjih slikah,
kjer dlje časa kot teče simulacija, nižja je mera razvrstitve. To pa zopet
nakazuje na to, da obstaja povezava med količino zaloge in oceno izdelka.
Kot smo ugotovili že iz slike 5.1, naš model utežene vsote dobro zajame
tako zalogo kot preference. Na sliki 5.5 lahko vidimo njegov odziv za različne
vrednosti w. Kjer je w = 0, naš model napoveduje enako kot dinamični model
napovedovanja iz zaloge, kjer je w = 1, pa naš model napoveduje enako kot
nenegativni matrični razcep. Vidimo, da če model že malo upošteva zalogo, s
tem ne izgubimo veliko natančnosti preference, pridobimo pa veliko na porabi
zaloge.
5.3 Rezultati na trgovskih podatkih
Slike podobne tem iz preǰsnjega razdelka lahko narǐsemo tudi za realne trgo-
vske podatke. Na sliki 5.6 je prikazan potek simulacije z metodo najbolǰsi.
Opazimo lahko, da sta modela, ki priporočata iz zaloge, tukaj slabša od na-
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Slika 5.3: Potek 200.000 iteracij simulacije z metodo izbire najbolǰsih 5 v
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Slika 5.4: Potek 200.000 iteracij simulacije z metodo naključno v podat-
kovni zbirki MovieLense 1M.















Slika 5.5: Potek 200.000 iteracij simulacije z metodo izbire najbolǰsi iz-
delek v podatkovni zbirki MovieLense 1M. Prikazani priporočilni sistemi so
predlagana utežena vsota med dinamičnim modelom priporočanja iz zaloge
in nenegativnim metričnim razcepom z različnimi vrednostmi w.
ključnega priporočanja. Ker je poleg tega tudi mera razporeditve konstantna
skozi večje število iteracij, lahko sklepamo, da obstaja veliko manj povezave
med količino zaloge izdelka in njegovo oceno.
Podobno kot pri MovieLens 1M lahko tudi pri trgovski podatkih opa-
zujemo obnašanje predlaganega priporočilnega sistema za različne vrednosti
parametra w. Vidimo, da se sistem drastično drugače odziva. Pri trgovskih
podatkih moramo dinamičnemu modelu napovedovanja iz zaloge dati veliko
utež, da nam uspe porabiti primerljivo količino porabe zaloge.
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Slika 5.6: Potek 200.000 iteracij simulacije z metodo izbire najbolǰsi izdelek
na trgovski podatkih.





Slika 5.7: Potek 200.000 iteracij simulacije z metodo izbire najbolǰsi iz-
delek na trgovskih podatkih. Prikazani priporočilni sistemi so predlagana
utežena vsota med dinamičnim modelom priporočanja iz zaloge in nenega-
tivnim metričnim razcepom z različnimi vrednostmi w.
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Poglavje 6
Zaključek
Na začetku magistrskega dela smo predstavili problematiko klasičnih pri-
poročilnih sistemov. Le-ti namreč ne upoštevajo omejitve, kot je količina iz-
delkov na zalogi. V nadaljevanju smo predstavili, kako delujejo priporočilni
sistemi bazirani na matričnem razcepu ter opisali lastnosti zaloge. Jedro
dela predstavlja opis v lastni knjižnici implementiranih priporočilnih siste-
mov, ki modelirajo preference uporabnikov, optimizirajo porabo zaloge ali
kombinacija obojega. Predstavili smo tudi način vrednotenja takih sistemov
s pomočjo simulacije nakupovanja in praznjenja zaloge. Na koncu smo im-
plementirane priporočilne sisteme tudi primerjali in testirali na podatkovni
zbirki MovieLens 1M in na zasebnih trgovskih podatkih. Ugotovili smo, da
je predlagan sistem utežene vsote uspešen priporočilni sistem, ki ob majhni
izgubi natančnosti napovedi preferenc lahko drastično izbolǰsa porabljanje
zalog. Kljub temu pa je še veliko prostora za izbolǰsave.
Predlagan model utežene vsote uporabi surove napovedi dveh priporočilnih
sistemov. Tukaj bi delovanje lahko izbolǰsali, če bi ocene transformirali, pre-
den jih združimo. Kot smo že pojasnili v poglavju 4.2.1, imajo lahko različni
priporočilni sistemi, ki jih s to metodo poskusimo združiti, različne distribu-
cije napovedanih ocen.
V nadaljnjem delu bi lahko tudi razširili simulacijo. Ta bi lahko vsebovala
še več metod izbiranja izdelkov. Lahko bi bazirala na kakšnih zunanjih po-
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datkih o tem, kako se uporabnik odziva na napovedi priporočilnih sistemov.
Dodatno bi metoda lahko upoštevala, da se nekateri izdelki tipično kupujejo
v deležih (npr.: pol kilograma banan).
Dodatno delo bi bilo potrebno posvetiti tudi porabi zaloge. Sicer je res,
da se hočemo znebiti čim več izdelkov na zalogi, je pa cena povezana s hra-
njenjem izdelkov lahko odvisna od njegove teže, velikosti ali česa podobnega.
Prodajalci bi verjetno želeli utežiti izdelke glede na dejansko ceno hranjenja.
Podobno kot s ceno hranjenja je tudi z dobičkom od prodaje, ki bi ga lahko
tudi vključili v priporočilni sistem.
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