Dirichlet boundary condition is considered. The existence and stability of positive steady state solutions are proved via studying an equivalent reaction-diffusion system without nonlocal and delay structure and applying local and global bifurcation theory. The global structure of the set of steady states is characterized according to type of nonlinearities and diffusion coefficient. Our general results are applied to diffusive logistic growth models and Nicholson's blowflies type models.
Introduction
Reaction-diffusion models have been used to describe the evolution of population density in biological or chemical problems, and the qualitative behavior of solutions to the models can be used to predict outcomes of natural or engineered biochemical events. Typical long term behavior of the models are the convergence to steady state solutions or time-periodic orbits, or formation of some particular spatiotemporal patterns. The reaction dynamics of the models often depends on the system states of past time, which induces time delays in and due to the spatial structure and the diffusive nature of population, the time delay is also nonlocal over the space.
In this paper, we consider a general reaction-diffusion model with spatiotemporal nonlocal delay effect and Dirichlet boundary conditions:
u t (x, t) = d∆u(x, t) + F (λ, u(x, t), (g * * H(u))(x, t)), x ∈ Ω, t > 0, u(x, t) = 0, x ∈ ∂Ω, t > 0, u(x, t) = η(x, t), x ∈ Ω, t ∈ (−∞, 0], (1.1) where u(x, t) is the population density at time t and location x ∈ Ω ⊂ R n , d > 0 is the diffusion coefficient, and the initial condition is assumed to be given for all past time; F (λ, u, v) is a nonlinear function depending on a parameter λ, the local population density u(x, t), and a The nonlocal distributed delay term g * * H(u) is a spatiotemporal average of the past state of density function u. Such nonlocal delay effect was first introduced in [4] when Ω = R n , and in [18] when Ω is a bounded domain. See [17, 19, 40] for more detailed explanation of the nonlocal delay in the population models.
In this paper, we assume that G(x, y, t) is the Green's function of diffusion equation with Dirichlet boundary condition:
G(x, y, t) = ∞ n=1 e −dλnt φ n (x)φ n (y), (1.4) where λ n is the n-th eigenvalue of the following eigenvalue problem
φ(x) = 0, x ∈ ∂Ω, such that 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ n ≤ · · · → +∞, as n → ∞, and φ n (x) is the corresponding eigenfunction of λ n normalized so that (1.3) is satisfied. This assumption is consistent with the diffusive behavior of the population in the past time. On the other hand, the temporal distribution function is chosen to be g w (t) = 1 τ e − t τ , g s (t) = t τ 2 e − t τ , (1.5) which are referred as weak kernel and strong kernel. When G and g take the forms in (1.4) and (1.5) , the model (1.1) is equivalent to a system of reaction-diffusion equations without nonlocal and delay effect (the precise equivalence is described in Section 2). For example, when the weak kernel is used, the new equivalent system is
u(x, t) = v(x, t) = 0, x ∈ ∂Ω, t > 0.
(1.6)
We use established techniques for classical reaction-diffusion systems such as local and global bifurcation theory, linear stability analysis, nonlinear elliptic equations, and a priori estimates to study (1.6) , which in turn provides information on steady state solutions and dynamical behavior of reaction-diffusion equation with nonlocal delay effect (1.1). Our results assume general form of the nonlinear functions F and H, hence they can be applied to a wide variety of population growth models in the literature. In particular, we demonstrate our result by applying them to logistic type models [4] , and Nicholson's blowflies type models [40] .
Our results can be compared to a vast body of previous work on (1.1) with other choices of G and g as well as other boundary conditions. The spatiotemporal kernel G can take the form: (A) δ(x − y) (local); (B) K(x, y) (spatial); or (C) the one in (1.4) (diffusion). Special examples of (B) include: (B1) Green's function of stationary diffusion operator −d∆ + µ; or (B2) constant function. The delay distribution function g can take the form: (a) δ(t − τ ) (discrete delay); or (b) g n (t) = t n e −t/τ τ n+1 Γ(n + 1) (Gamma function of order n). Note that g w and g s defined in (1.5) are the Gamma function of order 0 and 1. Finally the boundary conditions can be: (α) Dirichlet u = 0; (β) Neumann ∂u ∂n = 0; or (γ) periodic on R n . Various combinations of G, g and boundary conditions have been used for (1.1), and Table 1 gives a partial list of references which consider (1.1) with these different choices of kernel functions and boundary conditions.
When the spatiotemporal kernel G is a delta function δ(x − y) as type (A), the system (1.1) is spatially local. For discrete type delay (a), it has been shown that for Neumann [5, 20, 36-38, 42, 46] [23, 29, 33] (A) [27, 34, [43] [44] [45] 47] [14, 16, 49] (A) (B) [8, 10, 21, 22, 46] (B) [28] (B) [3] (C) [9, 18] (C) [18, 39, 50] (C) [4] boundary value problem, the positive steady state solution loses its stability via a Hopf bifurcation when the delay τ is large [27, 34, 47] , while the same phenomenon is also proved for small amplitude positive steady state for Dirichlet boundary value problem [5, 37, 38, 42] .
A temporally oscillatory solution emerges from the Hopf bifurcation, and this solution is spatially non-homogeneous under Dirichelt boundary condition [5, 37, 38, 42] or with spatial heterogeneity [34] . Similar Hopf bifurcation and temporally oscillatory solution are also found when the delay is distributed one as type (b) [16, 33, 49] . When the kernel function G is a spatial one as type (B), the system (1.1) is a nonlocal one. For discrete delay (a) and Dirichlet boundary condition, Hopf bifurcation and spatially non-homogeneous oscillatory solution bifurcating from small amplitude positive steady state have also been founded [8, 10, 21, 22] .
The rigorous proof of Hopf bifurcation and spatially non-homogeneous oscillatory solution bifurcating from large amplitude positive steady state remains an open question, although numerically it has been found in many cases.
For the diffusion kernel defined in (1.4) (C) and Gamma distribution function (b), it is found under Dirichlet boundary condition that the small amplitude positive steady state does not undergo Hopf bifurcation and it remains stable for τ > 0 [9] . Same result holds for Neumann boundary condition and weak kernel, but Hopf bifurcation occurs for Neumann boundary condition and strong kernel [50] . This paper also considers the Dirichlet diffusion kernel defined in (1.4) (C) and weak kernel, and we show that for fixed τ > 0, the bifurcating positive steady state solution is usually locally asymptotically stable for
where d * (τ ) is the bifurcation point and (τ ) is a small constant depending on τ . So our results here again confirm the nonoccurrence of Hopf bifurcation for the diffusion kernel case and weak distribution kernel as indicated in [9, 50] . The results in this paper take an entirely different approach based on the equivalent system (1.6) and theory of semilinear elliptic systems, and it also holds for much general setting compared to the ones in [9, 50] . Some of our existence, stability and uniqueness results are of global nature (see Section 5 and 6).
Equation (1.1) has also been used to model biological invasion or spreading behavior, and traveling wave solutions of (1.1) with varies choices of G and g have been considered in, for example, [1, 2, 15, 26, 35, 40, 41] .
The rest of this paper is organized as follows. In Section 2, we prove the equivalence of the system (1.1) with spatiotemporal delay and a system without nonlocal and delay effect.
Sections 3 is devoted to obtain the existence of the local bifurcated spatially nonhomogeneous steady-state solutions, and the stability of bifurcating solutions is shown in Section 4. In Section 5, the global bifurcation structure of positive steady state solutions is shown in two different scenarios, and a uniqueness of positive steady state result for one-dimensional case is shown in Section 6. In Section 7, we apply our main results to the Logistic type models and Nicholson's blowflies type equations.
Equivalence of systems
In this section we establish the equivalence of the reaction-diffusion system (1.1) with spatiotemporal delay given in (1.4) and (1.5) and reaction-diffusion systems without delays. We will consider the cases of bounded domains and entire space R n .
The bounded domain
First we recall the following standard result for the linear parabolic equations.
Let Ω be a bounded domain in R n with smooth boundary. Suppose that f :
where for any fixed y ∈ Ω, G(x, y, t) is the Green function of the diffusion equation satisfying
BG(x, y, t) = 0, x ∈ ∂Ω, t > 0,
Proof. Denote by {(µ n , ϕ n (x))} ∞ n=1 the eigenvalues and the corresponding normalized eigenfunctions of
The for the homogeneous equation
the solution is given by
By the Duhamel principle, it follows that the solution of the initial boundary value problem (2.1) is given by (2.2). Now we have the following result regarding an entire solution u(x, t) defined for t ∈ (−∞, +∞):
Bu(x, t) = 0, x ∈ ∂Ω, t ∈ (−∞, +∞). Proof. For any fixed t 0 < t, by Lemma 2.1, we have
where h(x, t; t 0 ) Ω G(x, y, t − t 0 )e −k(t−t 0 ) u(y, t 0 )dy. And
Then h(x, t; t 0 ) → 0 as t 0 → −∞ and from the arbitrariness of t 0 , we let t 0 → −∞ and we obtain (2.3).
By using Lemma 2.2, we have the following results on the equivalence of the two systems under the weak or strong distribution kernels.
Proposition 2.3. Suppose that the distributed delay kernel g(t) is given by the weak kernel
) is a steady state solution of (2.4), then u(x) is a steady state solution of (1.1); and if (u(x, t), v(x, t)) is a periodic solution of (2.5) with period T , then u(x, t)
is a periodic solution of (1.1) with period T . 1. If u(x, t) is the solution of (1.1), then (u(x, t), v(x, t), w(x, t)) is the solution of
) is a steady state solution of (2.7), then u(x) is a steady state solution of (1.1); if (u(x, t), v(x, t), w(x, t)) is a periodic solution of (2.8) with period T , then u(x, t) is a periodic solution of (1.1) with period T .
The proof of Proposition 2.3 is immediate from Lemma 2.2, and the proof of Proposition 2.4 follows from differentiating (2.6) with respect to t and elementary calculation. The equivalence of (1.1) and (2.7) has been first observed in [18] .
The whole space R N
Consider a general scalar reaction-diffusion equation with spatiotemporal delay in the entire space:
Here,
where for y ∈ R N , G(x, y, t) is a fundamental solution of
By using the similar method as Propositions 2.3 and 2.4, we can prove the following results on equivalence of (2.9) and associated systems:
is also a solution of (2.9) with the weak kernel g
is also a solution of (2.9) with the strong kernel g s (t) = t τ 2 e − t τ .
Note that the equivalence of systems is valid for any solution defined for all t ∈ R, which include steady state solutions, periodic solutions, and also traveling wave solutions. This equivalence was first observed in [4] . In this paper, we only consider the bounded domain case.
Existence and local bifurcation of steady state solutions
In this section, we consider the existence of positive steady state solution of the system (1.1) with a weak kernel subject to Dirichlet boundary condition. The strong kernel case can be considered similarly but will not be considered here. By Theorem 2.3, we only need to consider the steady state solutions of the equivalent system (2.4), which are the solutions of system of semilinear elliptic system:
(3.1)
In the following we always assume that d > 0, τ > 0 and λ ≥ 0. We use bifurcation method with parameter d to prove the existence of positive solutions to (3.1). Note that a bifurcation analysis can also be conducted using parameter λ with a fixed d. So in the following we assume F (λ, u, v) ≡ F (u, v) as λ is fixed, so we consider
We assume that the nonlinearities F (u, v) and H(u) in (3.2) satisfy
(A2) F (0, 0) = 0, H(0) = 0 and H (0) > 0.
In the following, the first and second derivatives of F and H are denoted by
. For the bifurcation of positive solutions of (3.2), fixing τ > 0, we define a nonlinear mapping W :
Our main result on the local bifurcation of positive solutions of (3.2) is as follows:
Theorem 3.1. Suppose that τ > 0 is fixed, the conditions (A1) and (A2) hold, and also
5)
where λ 1 is the principal eigenvalue of −∆ in H 1 0 (Ω) with corresponding eigenfunction φ 1 (x) > 0. Then 2. Near (d, u, v) = (d * , 0, 0), there exists δ 1 > 0 such that all positive solutions of (3.2) near the bifurcation point lie on a smooth curve
such that z 0 : (0, δ 1 ) → R and z 1 , z 2 : (0, δ 1 ) → X are smooth functions satisfying
Proof. Let W be defined as in (3.4) .
and in particular when (u, v) = (0, 0), then
where A is defined by
The eigenvalues of A satisfy the characteristic equation
From (A3), we have a + bk > 0, then it is easy to see that A has a unique positive eigenvalue µ 1 > 0 defined by From Fourier theory, we must have d = µ 1 /λ n , where λ n is an eigenvalue of −∆ in H 1 0 (Ω). Since φ 1 is the only eigenfunction which does not change sign in Ω, then the only possible bifurcation point for positive solutions is d = d * = µ 1 /λ 1 which is given by (3.5) .
At (d * , 0, 0), it is easy to compute the kernels of the linearized operator W (u,v) (d * , 0, 0) and associated adjoint operator W * (u,v) (d * , 0, 0) respectively:
And the range of the operator W (u,v) (d * , 0, 0) is described by the following form:
Moreover we have
and z 1 , z 2 : (0, δ) → X are smooth functions satisfying z i (0) = 0 for i = 0, 1, 2. Furthermore, d (0) can be calculated by (see, for example [31] ),
We notice that the bifurcation point d = d * (τ ) depends on the parameter τ (which is related to the delay in the original spatiotemporal model). We can characterize the bifurcation point (or threshold diffusion rate) d = d * (τ ) in more details:
Suppose that the conditions (A1)-(A3) hold, and let d * (τ ) be the bifurcation point defined in Theorem 3.1. Then
2. if a ≤ 0, then d * (τ ) is strictly decreasing in τ ;
3. if a > 0 and b > 0, then d * (τ ) is strictly decreasing in τ ; if a > 0 and b < 0, then d * (τ )
is strictly increasing in τ ;
Proof. 1. It is easy to verify that d * (τ ) = a λ 1 when b = 0 from (3.5).
Note that
as a ≤ 0, b > 0, k > 0 and a + bk > 0 from assumptions and (A2), (A3). Thus d * (τ ) is decreasing in τ .
3. If a > 0 and b > 0, from (3.12) we have
On the other hand, if a > 0, b < 0 and a + bk > 0, then L (τ ) < 0 from (3.13) and d * (τ ) is increasing in τ .
lim
τ →0 + d * (τ ) = lim τ →0 + 2(a + bk) λ 1 L(τ ) = a + bk λ 1 , lim τ →+∞ d * (τ ) = lim τ →+∞ 1 2λ 1 a − 1 τ + (a + 1 τ ) 2 + 4bk τ = 1 2λ 1 (a + |a|).
Stability of bifurcating steady states
In Section 3, we have shown that for fixed τ , non-constant steady state solutions (d(s), u(s), v(s)) ∈ In this section, we investigate the local stability of the bifurcating steady state solutions by applying the method in [12] .
Consider an equation:
where W : S × V → Y is a twice continuously Fréchet differentiable mapping and X, Y are Banach spaces; V is an open neighborhood of (0, 0) in X, S = (a, b) ⊂ R. We first recall some necessary definitions and results in [12] . Proof. From (3.7), k + M 2 bτ > 0 and that φ 1 > 0, we have Sign(d (0)) = Sign[k(p + 2qM + rM 2 ) + M bl]. On the other hand, it is easy to see that from (3.9), for z(d) = s(1, M ) T φ 1 (x), we have 
Global bifurcation of steady states
In Section 3, we only consider the existence of positive steady state solutions of (3.2) near the bifurcation points using local bifurcation theory. Next we consider the global bifurcation of positive steady states of (3.2) in two different cases. Here we assume F and H satisfy the following condition not restricted to neighborhoods of zeros:
Here we further assume the following condition holds:
(A4) There exist a continuous function F 1 :R + → R and positive constants K 0 > 0 and u * > 0 such that F (u, v) ≤ F 1 (u)u for (u, v) ∈R + ×R + , and F 1 satisfies F 1 (u * ) = 0 and 0 < F 1 (u) < K 0 for u ∈ (0, u * ) and F 1 (u) < 0 for u > u * .
First we have the following a priori bound for the steady state solutions when (A4) is satisfied.
Lemma 5.1. Suppose the conditions (A1'), (A2), (A4) hold and (u, v) is a nonnegative solution of (3.2). Then
where u * is defined in (A4).
Proof. If u(x) ≡ 0, then v(x) ≡ 0 and the result is obviously true. Hence we assume that
Then from the maximum principle, the first equation of (3.2) and (A4), we have that
This implies that F 1 (u(x 0 )) ≥ 0, and from (A4), we have 0 < u(x 0 ) ≤ u * and consequently 0 < u(x) < u * in Ω from the strong maximum principle.
Since
Then from the maximum principle and the second equation of (3.2), we have that
Denote the set of positive solutions of (3.2) by
where W is defined in (3.4) . We have the following result on the global bifurcation of positive solutions of (3.2) when a > 0. Proof. 1. Suppose that (d, u, v) is a positive solution of (3.2). Multiplying the first equation of (3.2) by φ 1 and integrating on Ω, we obtain 2. According to Krasnoselskii-Rabinowitz global bifurcation theorem (see [30, 32] In this subsection we further assume the following condition holds:
(A5) There exist positive constants K 1 , K 2 , K 3 and a continuous function
(A6a) There exists a positive constant K 4 such that F 2 (v) ≤ K 4 for v ∈R + ; or (A6b) There exists a positive constants K 5 such that H(u) ≤ K 5 for u ∈R + .
We remark that (A5) implies that
Similar to Lemma 5.1 we have the following a priori estimates under (A5a) or (A5b). Lemma 5.3. Suppose the conditions (A1'), (A2), (A3), (A5) hold and a < 0, (u, v) is a nonnegative solution of (3.2).
1. When (A6a) is also satisfied, then
2. When (A6b) is also satisfied, then
Proof. If u(x) ≡ 0, then v(x) ≡ 0 and the result is obviously true. Thus we assume that u(x) > 0 for x ∈ Ω from the maximum principle. First we assume that (A6a) is satisfied.
Then from the maximum principle, the first equation of (3.2) and (A5), we have that
Then from the maximum principle and the second equation of (3.2), we have that (5.6) which implies that for any x ∈ Ω, v(x) ≤ v(x 1 ) ≤ H(u(x 1 )) ≤ max
Next we assume that (A6b) is satisfied. Let x 0 and x 1 be the same definition as above.
Then from (5.6) and (A6b), we have v(x) ≤ v(x 1 ) ≤ H(u(x 1 )) ≤ K 5 for any x ∈ Ω, and 
7)
and K 1 , K 2 , K 3 are defined in (A5);
2. there exists a connected component Σ 1 of Σ such that Γ 1 ⊆ Σ 1 , the projection P d Σ 1 of Σ 1 into the d−component satisfies P d Σ 1 = (0, d 0 ) for some d 0 ∈ [d * , d * * * ), and for
Proof. 1. Assume that (d, u, v) is a positive solution of (3.2). Multiplying the second equation of (3.2) by φ 1 (x) and integrating on Ω, using (A5) we have
which implies
Similarly multiplying the first equation of (3.2) by φ 1 (x) and integrating on Ω, using (A5)
we have
Combining (5.8) and (5.9), we obtain that
It is easy to calculate that (5.10) holds when 0 < d ≤ d * * * , since K 2 K 3 − K 1 ≥ bk + a > 0 from (A3) and (5.2). Therefore, system (3.2) have no positive solution if d > d * * * .
2. According to Krasnoselskii-Rabinowitz global bifurcation theorem (see [30, 32] ), a connected component Σ 1 of Σ that contains Γ 1 (defined in Theorem 3.1) satisfies one of the following: (i) Σ 1 is unbounded; or (ii) Σ 1 contains (d, 0, 0), where (d, 0, 0) is another bifurcation point from Σ 0 ; or (iii) Σ 1 contains (d,û,v) , which is on the boundary ∂S of Here we show that when the spatial domain is one-dimensional and the nonlinearity is in a more special form, the positive steady state solution of (1.1) is unique for all d ∈ (0, d 0 ) due to its "consumer-resource" type structure.
This section focuses on the one-dimensional steady state problem with the nonlinearity being in a form of F (u, v) = uf (u, v):
where L > 0 and := d dx . The linearized equation at a positive solution (u d (x), v d (x)) of (6.1) can be written as
The coexistence state (u d (x), v d (x)) of (6.1) is non-degenerate if the only solution of (6.2)
is (φ, ψ) = (0, 0). The key of establishing the uniqueness of positive solution of (6.1) is the following non-degeneracy property of positive solution.
Proposition 6.1. Suppose that the conditions (A1'), (A2) hold for F (u, v) = uf (u, v) and
) is a positive solution of (6.1), then (u d (x), v d (x)) is non-degenerate.
Proof. Since (u d (x), v d (x)) solves (6.1), the following equalities hold:
Since (u d , v d ) is positive, it follows from the Krein-Rutman Theorem,
where ρ 1 (L) is the principal eigenvalue corresponding to the operator L. Clearly, the linearized equation (6.2) can be rewritten as
By the monotonicity of principal eigenvalue ρ 1 (·), (6.3) and (A7), we have
(6.5) From (6.5), we know that all eigenvalues of the operators L 1 and L 2 are positive, and they have the inverse operators L −1 1 and L −1 2 respectively, which are compact, strictly order-preserving with respect to the usual cone of positive functions.
We prove that the only solution of (6.4) is (φ, ψ) = (0, 0) by contradiction. Suppose (6.4) has a nontrivial solution (φ, ψ) = (0, 0). From (6.4), we have
. 
Applications
In this section, we apply the previous main results obtained in Sections 2-6 to the following logistic type and Nicholson's blowfly type models with nonlocal delay.
Logistic type models
We consider a modified Hutchinson's equation with diffusion and nonlocal delay:
u(x, t) = 0, x ∈ ∂Ω, t > 0, (7.1) where κ > 0 is the maximum growth rate per capita, the parameters A, B > 0 denote the portions of instantaneous and previous dependence of the growth rate, respectively.
Then by Section 2, the system (7.1) is equivalent to the following system:
x ∈ ∂Ω, t > 0. , v d (·)) is locally asymptotically stable for d ∈ (d * − , d * ).
2. When d > d * , the trivial steady state solution u = 0 is globally asymptotically stable for (7.2); and when 0 < d < d * , u = 0 is unstable.
3.
For Ω = (0, L) ⊂ R 1 , the positive steady state solution u d (x) of system (7.2) is unique and non-denegerate for d ∈ (0, d * ).
Proof. 1. It is easy to verify that the conditions (A1)-(A3) and (A1') hold and according to (3.7), we have follows from well-known results for the logistic reaction-diffusion model (see for example [6] ).
When d < d * , it is standard to show that u = 0 is unstable.
the condition (A7) holds. By Theorem 6.2, the system (7.2) has a unique positive solution
when Ω = (0, L).
As a numerical example, we consider (7.1) with κ = 1, A = 0.5, B = 0.4, τ = 0.5, Ω = (0, π) and choose the initial condition η(x, t) = 0.1 sin x, t ∈ (−∞, 0). When d = 1.05 > d * = κ/λ 1 = 1, the zero solution is globally asymptotically stable from Proposition 7.1, illustrated in Fig. 1 (A) . On the other hand when d = 0.5 < d * = 1, the zero solution loses its stability and the unique positive steady state solution appears to be asymptotically stable as shown in Fig. 1 (B) . holds for the general domain Ω ∈ R n with n ≥ 2, and the local/global stability of the positive solution of (7.1) is also not known even in the case of n = 1. Note that the nondegeneracy shown in Proposition 6.1 rules out the zero eigenvalue of linearized equation, but
Hopf bifurcation can still occur to destabilize the positive steady state. When the boundary condition of (7.1) is Neumann one, it is known that the positive steady state is unique and is constant in space [28] . We also remark that the bifurcation at d = d * is supercritical so that the bifurcating positive steady state solutions are stable ones. A subcritical bifurcation is possible in the following variant of (7.1):
u t (x, t) = d∆u(x, t) + κu(x, t)(1 + Au(x, t) − B(g * * u)(x, t) − Cu 2 (x, t)), x ∈ Ω, t > 0, u(x, t) = 0, x ∈ ∂Ω, t > 0, (7.4) where κ, A, B, C > 0. For (7.4) , results similar to the ones in Proposition 7.1 can be proved and the equation (7.3) becomes
So the bifurcation is subcritical if −A + BM < 0, and system (7.4) has multiple positive steady state solutions for d ∈ (d * , d * + ).
Another example with similar structure is the food-limited population model considered in [18] :
u(x, t) = 0, x ∈ ∂Ω, t > 0, (7.6) where κ, A, B, c > 0. Note that when c = 0, (7.6) is reduced to (7.1). Indeed all results in Proposition 7.1 also hold for (7.6) as well.
Nicholson's blowfly type models
Consider the diffusive Nicholson's Blowflies equation with nonlocal delay as follows [24] :
u(x, t) = 0, x ∈ ∂Ω, t > 0.
Here χ is the per capita daily adult death rate, ϑ is the maximum per capita daily egg production rate, 1/ν is the size at which the blowfly population reproduces at its maximum rate, and τ is the generation time. From the equivalence relation shown in Section 2, the system (7.7) is equivalent to the reaction-diffusion system:
x ∈ ∂Ω, t > 0, (7.8) whose steady steady state solutions satisfy the following equations:
x ∈ ∂Ω. 
) is locally asymptotically stable for d ∈ (d * − , d * ).
The positive steady state
Proof. 1. It is easy to verify that the conditions (A1)-(A3), (A1') hold and according to (3.7), we have
Then the local bifurcation and stability of positive steady state solutions of (7.8) follows from Theorem 3.1 part 2 and Theorem 4.3 part 1. Let K 1 = χ, K 2 = ϑ, K 3 = 1 and To prove (7.8) has no positive steady state solution for d > d * , we notice that (7.9) implies that
and on the other hand, (w, z) = (φ 1 , M ϑτ φ 1 ) satisfies
w(x) = z(x) = 0, x ∈ ∂Ω, (7.12) where d * is defined in (7.10) . Multiplying the two equations in (7.11) by w and z, integrating and adding together, and subtracting the result of multiplying the two equations in (7.12) by u and v and integrating and adding together, we obtain
which implies that d < d * as u, v, w, z > 0.
2. Assume that a positive steady state solution (u d (x), v d (x)) of (7.8) satisfies v d (x) ≤ 1/ν.
The linearized eigenvalue problem of (7.8) at (u d , v d ) is
x ∈ Ω, ξ 1 (x) = ξ 2 (x) = 0, x ∈ ∂Ω.
(7.13)
Since v d (x) ≤ 1/ν, the system (7.13) is cooperative in the sense that F v (u d (x), v d (x)) = ϑe −νv d (x) (1 − νv d (x)) > 0 and G u (u d (x), v d (x)) = 1/τ > 0 (here G(u, v) = (1/τ )(u − v)).
Also the system (7.13) is sublinear as
Then from Theorem 2.3 of [13] , the positive steady state solution (u d (x), v d (x)) is locally asymptotically stable.
In Proposition 7.2, the stability of positive steady state holds when the condition v d (x) ≤ 1/ν is satisfied. This is true when d is close to d * (the bifurcation point), but it is not expected to be true when d approaches to 0. And the condition v d (x) ≤ 1/ν is also referred as the "monotone" case for the Nicholson's blowfly model, while the "non-monotone" case is the more complicated one.
As a numerical example, we consider (7.7) with χ = 0.8, ϑ = 1, ν = 0.6, τ = 0.5, Ω = (0, π) and choose the initial condition η(x, t) = 0.1 sin x, t ∈ (−∞, 0). When d = 0.2 > d * = 0.1362, the zero solution u ≡ 0 is asymptotically stable, illustrated in Fig. 2 (A) . However, when the d = 0.1 < d * = 0.1362, the zero solution loses its stability and a positive steady state solution appears to be asymptotically stable as shown in Fig. 2 (B) .
A variant of the model (7.7) is      u t (x, t) = d∆u(x, t) − χu(x, t) + ϑ(g * * (ue −νu )(x, t)), x ∈ Ω, t > 0, u(x, t) = 0, x ∈ ∂Ω, t > 0, (7.14) and it is equivalent to u(x, t) = 0, x ∈ ∂Ω, t > 0, (7.16) where A > 0, and it is equivalent to
u t (x, t) = d∆u(x, t) − χu(x, t) + ϑv(x, t) A + v(x, t) , x ∈ Ω, t > 0, v t (x, t) = d∆v(x, t) + 1 τ (u(x, t) − v(x, t)), x ∈ Ω, t > 0, u(x, t) = v(x, t) = 0, x ∈ ∂Ω, t > 0.
(7.17) Proposition 7.4. Suppose that χ, A, τ > 0 and ϑ > χ, and let d * be defined as in (7.10).
Then system (7.17) has a unique positive steady state solution (u d (x), v d (x)) for any d ∈ , v d (·)) is globally asymptotically stable for d ∈ (0, d * ).
Proof. We only prove the uniqueness and global stability of positive steady state solution as the other parts can be proved in a similar way as the proof of Proposition 7.2. Indeed in this case, the system (7.17) is cooperative as F v (u, v) = ϑA (A + v) 2 > 0 and G u (u, v) = 1/τ > 0, so the solutions of (7.17) generate a semi-flow which is strongly monotone. The system (7.17) is also sublinear (sub-homogeneous) as
It is also easy to show the solutions of (7.17) are ultimately uniformly bounded. Therefore from [48, Theorem 2.3.2], (7.17) has a unique positive steady state that is globally attractive.
