A new and elementary proof of a recent result of Laptev and Weidl [LW] is given. It is a sharp Lieb-Thirring inequality for one dimensional Schrödinger operators with matrix valued potentials.
I. Introduction
In this note we give a new and, we believe, simpler proof of a recent result of Laptev and Weidl. It is concerned with Lieb-Thirring inequalities for matrix valued Schrödinger operators of the type
acting on L 2 (R; C N ). The potential V (x) is a negative definite hermitean N × N matrix.
We assume that its matrix elements are smooth functions of compact support, say in the interval [−a, a]. The operator H has finitely many negative eigenvalues, which, counting multiplicities, we denote by −λ j j = 1, . . . , L.
The following theorem was proved in [LW] .
Theorem 1
With the above assumptions on V the following inequality holds
From Weyl's law on the distribution of eigenvalues it is seen that this inequality is best possible. For the case where the potential is a scalar function this result was already proved in [LT] where it was realized that (2) [AL] applies also in this case and yields sharp Lieb-Thirring inequalities for the sum of powers of eigenvalues where the power is larger than 3/2. For the details we refer the reader to the original paper [LW] where a collection of beautiful results is presented. Their proof of Theorem 1 which corresponds to formula (2.1) in their paper is a transcription of the proof of [FZ] of to the matrix case and is fairly involved. Inequality
(2) is derived from a trace identity, which in turn is a special case of a whole family of identities that express conservation laws of the Korteweg-de Vries equation. The derivation of these trace identities uses all the results of inverse scattering theory on the line and thus they have to be proved afresh for the matrix case. Since (2) is the central result in [LW] and of independent interest, it is of value to have a different, more elementary and more direct proof. It relies on the 'commutation method' and some elementary facts from the calculus of variations. The 'commutation method' has a fairly long history, some versions of it were already known to to Darboux [DG] and Jacobi [J] . Its modern appearance seems to be due to Crum [C] . For a rigorous discussion of these issues we refer to the papers of [G] and [DP] . In the latter more examples of the usefulness of this method are presented.
While it is straight forward to prove Theorem 1 under fairly general conditions on the potential, we refrain from doing so. It would clutter the simple argument with technical details.
To illustrate the ideas we give a short proof of Theorem 1 for the case where V is a scalar potential, thereby recovering the result in [LT] . This sets the stage for the proof of the multidimensional case in the following section.
II. The one-dimensional case
Let −λ 1 be the lowest eigenvalue of the Schrödinger operator (1) with a scalar potential. It is well known that this eigenvalue is not degenerate and the corresponding eigenfunction φ 1 can be chosen to be strictly positive. Moreover, outside the range of the potential we have
Thus the function
is defined and it satisfies the Riccati equation
together with the boundary conditions
A simple computation shows that the Hamiltonian H can be written as
where
and
It is a general fact [DP] [G] that the operators D * D and DD * on L 2 (R) have the same spectrum with the possible exception of the zero eigenvalue. Note that D * D has a zero eigenvalue which corresponds to the ground state of H. The operator DD * does not have a zero eigenvalue. This follows from the fact that the corresponding eigenfunction ψ satisfies
For x large positive, F = − √ λ 1 and for x large negative F = √ λ 1 which implies that ψ grows exponentially and hence is not normalizable. Thus the new Schrödinger operator
has, except for the eigenvalue −λ 1 precisely the same eigenvalues as H. Also note that the potential V − 2F ′ is smooth and has the same support as the potential V .
Next, we compute using the Riccati equation (5) (
The last term can be computed explicitly using (7) and we obtain
Thus the expression
is invariant under removal of bound states. The removal of the last eigenvalue clearly shows that this expression is negative and proves the theorem in this special case.
III. The matrix case
The proof of Theorem 1 is patterned after the one dimensional case. In addition to the usual eigenvalue equation
we consider the following matrix version for an N × N matrix M (x),
The following Lemma is central.
Lemma 2
Assume that −λ is the ground state energy of H and let φ be a solution of (1) with
where u ∈ C n is constant. In particular we do not require that φ is normalizable. Then φ(x) does never vanish. Moreover, the ground state energy is at most N -fold degenerate.
Proof: Suppose there exists a point x 0 with φ(x 0 ) = 0. Consider the continuous
Clearly, this function does not vanish identically and is square integrable. A simple integration by parts calculation shows that (φ, Hφ) = −λ(φ,φ) , and thusφ is a ground state and must be a solution of the Schrödinger equation (1) which is an ordinary differential equation of second order. Here ( , ) denotes the inner product on L 2 (R, C N ). Sinceφ vanishes to the right of x 0 the solution must vanish everywhere which is a contradiction. The last statement of the lemma is an immediate consequence of this.
Consider a matrix solution M (x) of (2) subject to the condition
where A is a nonsingular matrix. By the previous Lemma 1, any solution of (1) that decays exponentially must be a linear combination of the column vectors of M (x). In particular, the ground states themselves must be linear combinations of the column vectors of M (x).
Also by Lemma 1 we know that the matrix M (x) must be invertible for every x ∈ R.
Hence it makes sense to define
The following Lemma 3 states all we need to know about F (x). The number K below denotes the degeneracy of the ground state energy. We have that K ≤ N by Lemma 1.
Lemma 3
The matrix F (x) is hermitean for every x ∈ R, independent of the choice of A and satisfies the matrix Riccati equation
and for x > a, F (x) is independent of x and has the K fold eigenvalue − √ λ and the N −K fold eigenvalue √ λ.
Proof: Consider any two matrix solutions of (2), M 1 (x) and M 2 (x) From the Wronskian identity
one obtains
First we set M 1 = M 2 = M and assuming the initial condition (3) we get that
which yields the hermicity of F . If we set
where M 1 and M 2 satisfy (2) and (3) for possibly two different, nonsingular matrices A 1 and A 2 we get from (9) that F 1 ≡ F 2 . An elementary computation yields (5) and (6).
For x > a the potential vanishes and the matrix M (x) is given by
for two complex, N × N matrices B and C that do not depend on x. From (10) we deduce that
Since we know that the ground state energy is K fold degenerate, the matrix B and hence B * has a kernel of dimension K. Denote by u 1 , · · · , u K the vectors in Ker(B * ).
From now on we fix x arbitrary but greater than a. To compute F for x > a we proceed as follows. From (10) we know that any eigenvector u of F must satisfy
or more specifically
for some real number ν. Hence we immediately get that the vectors u 1 , · · · , u K are eigenvectors and ν = − √ λ. Note, that these quantities do not depend on x. Naturally we have to search for the other eigenvectors in the orthogonal complement of Ker(B * ) which is Ran(B) and which has dimension N − K. On this space the eigenvalue equation (14) takes the form
where v is a non zero vector perpendicular to Ker(B), i.e., in Ran(B * ). By (12) the matrices in (15) are all selfadjoint, and in particular leave the space Ran(B * ) invariant.
On this space the matrix B * B is invertible and hence equation (15) can be recast in the
The matrix R is a hermitian matrix that maps Ran(B * ) onto itself and is independent of
x. Thus its eigenvalues and eigenvectors are independent of x which implies that ν = √ λ in (16) and R = 0 and hence C * B = 0.
Thus, for x > a, F is a constant matrix with K eigenvalues equal to − √ λ and N − K eigenvalues equal to √ λ.
Now, we turn to the proof of Theorem 1.
Proof: From the Riccati equation (5) we get that
Clearly
for any ground state φ. Moreover,
has no nontrivial normalizable solution on R since F = √ λI for x < −a.
Thus the operator
has precisely the eigenvalues λ K+1 , . . . , λ L . A simple computation shows that
which is a Schrödinger operator with the potential
which has precisely the same smoothness and support as the potential V . One easily computes using (5) that
which can be integrated to yield
By Lemma 2 this equals to 
and the Schrödinger operator with the potential V − 2F ′ has precisely the eigenvalues λ K+1 , . . . , λ L . Continuing this way we remove one bound state (including its multiplicity)
after the other and after the last one is removed a manifestly negative quantity is left over which is what was to be proved.
