Parameterized algorithmics for linear arrangement problems  by Fernau, Henning
Discrete Applied Mathematics 156 (2008) 3166–3177
Contents lists available at ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Parameterized algorithmics for linear arrangement problems
Henning Fernau ∗
Universität Trier, FB IV—Abteilung Informatik, 54286 Trier, Germany
a r t i c l e i n f o
Article history:
Received 12 October 2005
Received in revised form 27 April 2006
Accepted 21 May 2008
Available online 26 June 2008
Keywords:
Parameterized algorithms
Linear arrangement problems
a b s t r a c t
We discuss different variants of linear arrangement problems from a parameterized
perspective.More specifically, we concentrate on developing simple search tree algorithms
for these problems. Despite this simplicity, the analysis of the algorithms is often rather
intricate. For the newly introduced problem linear arrangement by deleting edges, we
also show how to derive a small problem kernel.
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1. Introduction
In this paper, we look at linear arrangement (and variants thereof) from a parameterized perspective. Recall the
parameterized framework: A parameterized problem P is a subset ofΣ∗×N, whereΣ is a fixed alphabet andN is the set of all
non-negative integers. Therefore, each instance of the parameterized problem P is a pair (I, k), where the second component
k is called the parameter. The language L(P) is the set of all YES-instances of P . We say that the parameterized problem P
is fixed-parameter tractable [10], or parameterized tractable for short, if there is an algorithm that decides whether an input
(I, k) is a member of L(P) in time upperbounded by f (k)|I|c , where c is a fixed constant and f (k) is a recursive function
independent of the overall input length |I|. The class of all fixed-parameter tractable problems is denoted by F PT . We
will make use of theO∗-notation [29] that has now become standard in exact algorithmics: in contrast to the better known
O-notation, it not only suppresses constants but also polynomial-time parts.
The problems we are dealing with are linear arrangement problems in different variants. As explained in the
literature, see, e.g., [16,26], there are applications of these problems in various areas since the seventies; examples
are scheduling [1], VLSI [20,27] or even a simplified modeling of nervous activities [22]; relations to graph drawing
problems can be found in [23]; in fact, these types of problems were in the very focus of research of the (integer) linear
programming community throughout the 1980s. A good short (literature) survey can be also found on the WWW, see
http://tracer.lsi.upc.es/minla/minla_info.php, based on the survey [9].
In these definitions and in the following arguments, we will use standard graph theory terminology. For an edge {x, y}
with σ(x) < σ(y), let us call the interval [σ(x), σ (y)] a representation of {x, y} (corresponding nomenclature is used in the
directed case). Observe that the sums involved in the problem definitions can be paraphrased as ‘‘summing up all (interval)
lengths of edge representations.’’
The problems we are dealing with in this paper are defined as follows:
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Problem name: linear arrangement (LA)
Given: A graph G = (V , E)
Parameter: a positive integer k
Output: Is there a one-to-one mapping σ : V → {1, . . . , |V |} such that∑
{u,v}∈E
|σ(u)− σ(v)| ≤ k ?
Problem name: linear arrangement (LA), parameterized above guaranteed value
Given: A graph G = (V , E)
Parameter: a positive integer k
Output: Is there a one-to-one mapping σ : V → {1, . . . , |V |} such that∑
{u,v}∈E
|σ(u)− σ(v)| ≤ k+ |E|?
Let G = (V , A) be a directed graph. A one-to-one mapping σ : V → {1, . . . , |V |} is said to respect the orientation of G iff
σ(u) < σ(v)whenever (u, v) ∈ A. It is known that such a σ exists iff the directed graph is acyclic.
Problem name: directed linear arrangement (DLA)
Given: A directed graph G = (V , A)
Parameter: a positive integer k
Output: Is there a one-to-one mapping σ : V → {1, . . . , |V |} that respects the orientation of G such that∑
(u,v)∈A
|σ(u)− σ(v)| ≤ k ?
Problem name: directed linear arrangement (DLA), parameterized above guaranteed value
Given: A directed graph G = (V , A)
Parameter: a positive integer k
Output: Is there a one-to-one mapping σ : V → {1, . . . , |V |} that respects the orientation of G such that∑
(u,v)∈A
|σ(u)− σ(v)| ≤ k+ |A| ?
Problem name: linear arrangement by deleting edges (LADE)
Given: A graph G = (V , E)
Parameter: a positive integer k
Output: Is there an edge set E ′ with |E ′| ≤ k and a one-to-one mapping σ : V → {1, . . . , |V |} such that∑
{u,v}∈E\E′
|σ(u)− σ(v)| = |E\E ′| ?
For all these problems, we prove membership in F PT and provide (with the slight exception of linear arrangement,
parameterized above guaranteed value) efficient parameterized algorithms. Observe that the NP -completeness of these
problems (besides the last one in the list above) is already explicitly stated in [15]. The last problem is an obvious graph-
modification variant of the first problem, considering a different measure of distance of a graph from a path collection.
Observe that similar variants have been discussed for conceptually related graph-drawing problems, see [12,14]. Since we
are not aware of a formal treatment of LADE in the literature, we also provide anNP -completeness proof in what follows.
2. Directed linear arrangement
Let us first develop a search tree algorithm for directed linear arrangement based on the variant ‘‘above guaranteed
value’’.
In the formulation of Algorithm 1, we say that an arc (u, w) ∈ A is settled by transitivity if there exists a v with u ≺ v and
v ≺ w. Then, u ≺ w is known (and this can be stored), and this might trigger settling even more arcs by transitivity. After
having exhaustively settled arcs by transitivity,we can compute the necessary reduction of the parameter. This newestimate
could further reduce the parameter budget (so that it might become even negative). The corresponding formulations in
Algorithm 2 are accordingly understood.
Lemma 1. Algorithm 1 correctly solves directed linear arrangement, parameterized above guaranteed value, and shows that
this problem is parameterized tractable.
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Algorithm 1 A search tree algorithm solving DLA, parameterized above guaranteed value, called DLAgv-ST
Input(s): a directed acyclic graph G = (V , A), an integer k, a partial ordering ≺ on V that respects the arc relation, i.e.,
u ≺ v =⇒ (v, u) /∈ A.
Output(s): YES iff the given DLA instance has a solution
Determine the edges that are settled by transitivity and adjust≺ and k accordingly.
if k < 0 or A ∪ ≺ contains both (x, y) and (y, x) then
return NO.
else if ∃x, y ∈ V , x 6= y : neither (x, y) ∈ A ∪ ≺ nor (y, x) ∈ A ∪ ≺ but x and y lie in the same weak component then
5: Branch, each time reducing the parameter.
{How this is done, is clarified in the proof of Lemma 1.}
else if ∃x, y ∈ V , x 6= y : neither (x, y) ∈ A ∪ ≺ nor (y, x) ∈ A ∪ ≺ then
{Now, each weak component in itself is linearized.}
Let x′ be the element in the weak component Cx of x that is rightmost in the linear ordering of Cx.
10: Let y′ be the element in the weak component Cy of y that is leftmost in the linear ordering of Cy.
return DLAgv-ST(G, k,≺ ∪ {(x′, y′)})
end if
Proof. If each weak component in itself is linearized, then the order among the weak components can be arbitrarily fixed.
This is achieved in lines 7–12 of the algorithm, since adding (x′, y′) to≺will set the ordering between all elements of the two
weak components Cx and Cy to which x′ and y′ (and hence x and y) belong in the next recursive call by resolving transitivity.
The choice of x′ and y′ guarantees that the commitment of the order between elements of Cx and Cy is consistent with the
choice x′ ≺ y′.
Consider a weak component C that is not yet completely linearized. Slightly generalizing well-known notions, we call
a set of elements χ in a relation R a chain (with respect to R) iff the restriction of R to χ is a linear ordering. A chain χ is
called maximal if adding any further element x 6∈ χ to χ would not produce a chain, i.e., the restriction of R to χ ∪ {x}
is not a linear ordering. We strive to find a maximal chain χ = {z1, z2, . . . , zr} in C with respect to the relation A ∪ ≺
with the following additional property, called A-property: (1) ∀i ∈ {2, . . . , r}∃j ∈ {1, . . . , i − 1} : (zj, zi) ∈ A and (2)
∀i ∈ {1, . . . , r − 1}∃j ∈ {i + 1, . . . , r} : (zi, zj) ∈ A. For i ∈ {2, . . . , r}, the maximal j satisfying (1) will be called
A-predecessor of i, denoted pi(i). Notice that any a = (u, v) ∈ A can be viewed as a chain that satisfies the A-property.
So, the following can be seen as a description how chains with the A-property can be ‘‘grown’’.
If χ is not already a whole weak component (in which case we are done), then there is an element x ∈ C\χ that is
neighbor of some z ∈ χ via an arc (x, z) or (z, x) from A. Then, one of the following must occur:
(1) There is a z` ∈ χ , ` < r , such that (z`, x) ∈ A, and there is a y ∈ χ>` := {z`+1, . . . , zr} such that the relation between x
and y is yet unsettled, i.e.,
{(x, y), (y, x)} ∩ (A ∪ ≺ ) = ∅.
(2) There is a z` ∈ χ , ` > 1, such that (x, z`) ∈ A, and there is a y ∈ χ<` := {z1, . . . , z`−1} such that
{(x, y), (y, x)} ∩ (A ∪ ≺ ) = ∅.
Namely, if neither of the two cases would apply, then we could have added x to χ (growing χ at one of the ends) without
violating the A-property, hence violating the maximality condition.
Since the arguments are completely symmetric, we will restrict ourselves to looking into the first case. We can assume
that y is the smallest element zj in χ>` for which its relation with x is still unsettled. Hence,
∀i ∈ {`+ 1, . . . , j− 1} : {(x, zi), (zi, x)} ∩ (A ∪ ≺ ) 6= ∅.
Since {x, y = zj} is still unsettled, we can conclude that
∀i ∈ {`+ 1, . . . , j− 1} : (zi, x) ∈ (A ∪ ≺ ),
for the other possibility would yield (x, y) ∈ (A∪ ≺ ) by transitivity. Nowwe branch according to the following two cases:
(1) x ≺ y = zj: thiswould ‘‘prolong’’ the representation of the arc (zpi(j), zj) (with respect towhat has already been accounted
for that arc), so that we can safely reduce our parameter budget by one. Namely, zj−1 ≺ x renders it impossible for any
i < j that x ≺ zi. Hence, x ≺ y = zj means zj−1 ≺ x.
(2) y = zj ≺ x: this prolongs the representation of the arc (z`, x), so again we can safely reduce our parameter budget by
(at least) one.
Observe that the second case may create again a similar situation in the recursion, namely in case j < r , since the
assumptions of our case would then be verified by y = zj+1. Hence, finally (and in each branching case) x will have found
its place within the chain χ , which by then would have grown into a bigger chain χ ′ = χ ∪ {x}. Notice that the A-property
also holds for this enlarged chain.
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More precisely, from an algorithmic standpoint, for each weak component we start with a chain χ that is a maximal
chain with respect to the relation A and then we successively try to fit into χ vertices that are neighbors of vertices from χ
(the direction of the arcs does not matter here) as described above. Through this process, finally the whole weak component
will be part of the chain. 
Observe that Algorithm 1 can be also used to solve the problem when parameterized in the standard way. Namely, one
could call DLAgv-ST(G, k− |A|,∅), when (G = (V , A), k) is the given DLA instance. The run time analysis of the algorithm is
deferred to the next section.
3. Linear arrangement
What is a good starting point for a search tree algorithm development for LA ? Obviously, each edge has to ‘‘pay’’ at least
one unit for being drawn inwhatever direction. At the leaves of such a search tree, every edgewould have got an orientation,
i.e., our input graph would have become a directed graph. Unfortunately, there might be various topological orderings of this
directed graph, and it is not clear which of them minimizes our LA criterion. This remaining problem corresponds to DLA,
parameterized above guaranteed value, which we looked at in the previous section.
More specifically, the sketched search tree algorithm for linear arrangementhas (as of yet) reduced the original instance
to an instance (G, k,≺) that can be viewed as an instance ofdirected linear arrangement, parameterized above guaranteed
value, see Algorithm 2. The procedure LA-ST is called with (G, k,∅) at the beginning, where (G, k) is the instance of linear
arrangementwe like to investigate.
Algorithm 2 A search tree algorithm solving LA, called LA-ST
Input(s): a graph G = (V , E), an integer k, a partial ordering≺ on V
Output(s): YES iff the given LA instance has a solution
Determine the edges that are settled by transitivity and adjust≺ and k.
if k < 0 or≺ contains both (x, y) and (y, x) then
return NO.
else if ∃{x, y} ∈ E : neither x ≺ y nor y ≺ x is settled then
5: if LA-ST(G, k− 1,≺ ∪ {(x, y)}) then
return YES
else
return LA-ST(G, k− 1,≺ ∪ {(y, x)})
end if
10: else
return DLAgv-ST((V ,≺), k,∅)
end if
In Algorithm 2, (V , ≺ ) should denote the directed acyclic graph that corresponds to G, when the arcs of (V , ≺ ) are
oriented so that they respect the ordering≺.
Theorem 2. The problems linear arrangement and directed linear arrangement (the latter parameterized either in the
standard way or above guaranteed value) are solvable in time O(2k|G|).
Proof. The fact that each of the two branches listed in Algorithm 2 reduces the parameter by one is clear, since each edge
has to be settled and produces a cost of at least one. The case where we actually branch in Algorithm 1 is clear according to
the analysis given in the proof Lemma 1. 
4. Linear arrangement by deleting edges
Let us first state a result due to K. Reinhardt (personal communication):
Theorem 3. linear arrangement by deleting edges isNP -complete.
Proof. Membership in NP is obvious. Let G = (V , E) be an instance of Hamiltonian path, asking whether there exists
a path from some x ∈ V to some y ∈ V\{x} in G that visits each vertex of V once. Now, G has a Hamiltonian path iff
(G, |E| − (|V | − 1)) is a YES-instance of linear arrangement by deleting edges. 
This result lets us ask about the parameterized complexity of LADE, in particular, since there is another parameterization
of Hamiltonian path, usually called long path, that can be seen as a parametric dual of LADE according to the proof
of the preceding theorem. Therefore, our result that puts LADE into F PT could be seen as one of the presumably rare
natural examples where both a certain problem and its dual are parameterized tractable, see [7] for a recent reference
complementing [10].
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In order to develop a search tree algorithm for this problem, we should ask ourselves: what are possible candidate sets
to branch on? In other words, what makes a graph a forest of paths?
Some helpful observations are described in the following lemma.
Lemma 4. (1) A graph G = (V , E) is a YES-instance of linear arrangement with parameter |E| iff G is a YES-instance of
linear arrangement by deleting edges with parameter 0 iff G is a collection of path components.
(2) G has maximum degree two iff G is a collection of path components and of cycle components.
This lemma already provides us with a simple branching idea: whenever we find a vertex of degree three (or larger) in a
graph, take three of the incident edges to form a candidate set: one of these edges must be removed so that the (modified)
graph might have become a collection of path components.
After having done this sort of branching, we are left with path and cycle components. Obviously, it does notmatter which
of the edges in a cycle component we take out to turn the cycle into a path, so that the left-over graph can be dealt with in
polynomial time. This justifies Algorithm 3. Note that this algorithm is very similar to the one suggested by Dujmovič et al.
in [11] for the related problem of one-layer planarization.
Algorithm 3 A search tree algorithm solving LADE, called LADE-ST
Input(s): a graph G = (V , E), an integer k
Output(s): YES iff the given LADE instance has a solution
if k < 0 then
return NO.
end if
Let v be a vertex of G of maximal degree.
5: if deg(v) ≤ 2 then
return k ≥ #cycle components of G
else
Take three edges e1, e2, e3 with {v} = e1 ∩ e2 ∩ e3.
for all i = 1, 2, 3 do
10: if LADE-ST((V , E\{ei}), k− 1) then
return YES
end if
end for
return NO
15: end if
The following result can be seen by considering Algorithm 3.
Theorem 5. linear arrangement by deleting edges is in F PT . More specifically, it can be solved in time O(3k|G|).
Canwe further improve on the running time of Algorithm 3? It is of course tempting to transform a linear arrangement
by deleting edges instance into an instance of 3-hitting set, by considering candidate sets as hyperedges. The problem
with this approach lies in the fact that it might be the case that a seemingly worse solution to 3-hitting set actually is the
one to take into consideration for the original linear arrangement by deleting edges instance, since that solution might
incidentally destroy more (or create less) cycle components than an optimum solution to the ‘‘corresponding’’ 3-hitting
set instance.
The techniques we used in [14] for the related problem one-layer planarization are fortunately applicable also in this
situation.Wewill describe themwithout further direct reference to 3-hitting set here. However, the interested reader may
find a systematic exposition of this approach in [14].
One of the cornerstones of this approach is the use of appropriate reduction rules. In the case of LADE, we will use the
following ones:
degree-0 rule. Delete vertices of degree zero.
degree-1 rule. If x is a vertex of degree one that is neighbor of a vertex of degree at most two, then delete x.
degree-2 rule. If x is a vertex of degree two that is neighbor of a vertex yof degree two, thenmerge x and y ifN(x)∩N(y) = ∅.
In the preceding reduction rules, the parameter is not changed.
triangle rule If x is a vertex of degree two that is neighbor of a vertex y of degree two such that N(x) ∩ N(y) 6= ∅, then
consider z ∈ N(x) ∩ N(y), delete the edge xz and decrement the parameter. (G[{x, y, z}] is a triangle.)
The correctness of these reduction rules is easy to see. The only tricky bitmight be the rules dealingwith vertices of degree
two: here, we must have two different rules, since in the case of x, y, z with {z} = N(x)∩ N(y) and {x, y, z} = N(x)∪ N(y),
a naive application of the (first) degree-2 rule would introduce a multi-edge.
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Lemma 6. The reduction rules are sound.
Lemma 7. In a reduced instance of LADE, (i.e., none of the reduction rules applies to it) there are no cycle components.
Proof. If C is a cycle component, it contains at least three vertices. If C contains three vertices, then the triangle rule applies.
This yields a path of length two, to which the degree-1 rule can be twice applied. Finally, the remaining vertex of degree
zero is deleted.
If C is a cycle component with more than three vertices, then the degree-2 rule applies and would reduce the number
of vertices by one (by merging two neighbors). By induction on the number of vertices in cycle components, the claim
follows. 
Theorem 8. LADE can be solved in time O∗(2.4676k).
Proof. Of course, we may first branch at all vertices of degree four or larger. For example, if we face a vertex of degree four,
then we know that two of the four incident edges must be deleted. Branching over all possibilities yields the recursion
T (k) ≤
(
4
2
)
T (k− 2) ≤ 2.4495k.
For vertices of degree five or larger, this estimate gets only better. After having done this type of branching, we are left with
a graph of maximum degree three. This gives us our first branching rule: Select a vertex of degree at least four and branch
into all cases that take out all but two of its incident edges.
We need not worry about a vertex x of degree one: instead of taking out its incident edge, it would surely not worse to
delete one of the other edges incident to the neighbor of x. This justifies our second branching rule: If y is a vertex that has
neighbors x1, x2 and x3 such that x1 is of degree one, then branch into the two cases that either take out the edge yx2 or the
edge yx3. Of course, this gives a very nice 2k-branching.
A reduced instance G = (V , E) (on which we already branched according to the first two branching rules) has the
following properties:
(1) ∀v ∈ V : 2 ≤ deg(v) ≤ 3.
(2) Every cycle contains a vertex of degree three (even at least two such vertices).
(3) Every vertex of degree two has two neighbors of degree three.
The second property is interesting, since it tells us that we do not have to separately consider cycles any longer: they will
be either deleted according to the preceding lemma, or they will be destroyed by branching at vertices of degree three as
detailed in the following.
Let us consider small cycles to improve on the subsequent analysis.
triangles. Consider a triangle x, y, z such that say x has one neighbor x′ that is not in the triangle. Then, we may branch
according to the third branching rule: Either delete xy or xz or delete both yz and xx′.
Namely, if we do not delete xy and xz, we have to take out yz in order to destroy the triangle, but we also have
to take out one of the edges incident to x, which is xx′ as the only remaining possibility. The search tree size can be
estimated as follows:
T (k) ≤ 2T (k− 1)+ T (k− 2) ≤ 2.4143k.
4-cycles. Consider the situation with a maximum number of degree-2 vertices in the 4-cycle. This means that we have
consecutive vertices w, x, y, z constituting the 4-cycle, with deg(w) = deg(y) = 2 and deg(x) = deg(z) = 3.
Let x′ and z ′ be the ‘‘other’’ neighbors of x and of z, respectively. (Notice that the following analysis is also valid if
deg(w) = 3 or if deg(y) = 3.)
If we delete edge xy, then y would be of degree one, so that further on we can branch on the possibilities that
either zz ′ or zw are deleted. Similarly, upon deleting the edge xw, we will delete either zz ′ or zy. If neither xy nor
xw are deleted, xx′ must be deleted to cope with the degree-3 vertex x; moreover, either zy or zwmust be deleted
to destroy the 4-cycle. This also describes in passing the fourth branching rule. Overall, this gives the following
estimate on the search tree size:
T (k) ≤ 6T (k− 2) ≤ 2.4495k.
Notice we can assume that the edges xx′ and zz ′ are different, since otherwise there would have been a triangle
(namely, x, y, z), see above.
5-cycles. Let us consider the situation with a maximum number of degree-2 vertices in the 5-cycle. This means that we
have consecutive vertices v,w, x, y, z constituting the 5-cycle, with deg(w) = deg(y) = 2 and deg(v) = deg(x) =
deg(z) = 3. Let v′, x′ and z ′ be the ‘‘other’’ neighbors of v, x and of z, respectively.
One case is that we delete vz. Otherwise, deleting vw would cause deg(w) = 1, so that we continue branching
on either deleting xy or xx′. This gives two T (k − 2)-branches. The case deleting yz can be argued symmetrically.
However, since neither vz nor vw are deleted, vv′ must be deleted, so that we obtain even two T (k− 3)-cases.
3172 H. Fernau / Discrete Applied Mathematics 156 (2008) 3166–3177
If neither vz nor vw nor yz are deleted, both vv′ and zz ′ must be deleted to cope with the two degree-3 vertices
v and z. Moreover, either wx or xy are deleted to deal with the 5-cycle. This gives two more T (k − 3)-branches.
This also describes in passing the fifth branching rule.
Altogether, we obtain the following estimate for the search tree size:
T (k) ≤ T (k− 1)+ 2T (k− 2)+ 4T (k− 3) ≤ 2.4676k .
Notice that (again) we can assume that the edges vv′, xx′ and zz ′ are different, since otherwise there would have
been a triangle (or a multi-edge, which is not allowed) to branch at, a case treated above.
Let us nowdiscuss a vertex x of degree three towhich the second branching rule does not apply. Then, one of the following
three cases will be true:
(1) x has only neighbors y1, y2, y3 of degree two.
(2) x has one neighbor y of degree three such that the other neighbors x′, x′′ of x and the other neighbors y′, y′′ of y are of
degree two.
(3) x has one neighbor y of degree three that has (at least) one other neighbor z of degree three.
To see that the case distinction is complete, notice that if (1) is not true, then x has one neighbor y of degree three. If (3)
is not true, then all neighbors of y have degree two. If only one other neighbor of x (besides y) has degree three, then (3)
applies by interchanging the roles of x and y; if not, case (2) applies.
Let us discuss the branching in each of the three cases:
(1) In this case, y1, y2, y3, resp., have neighbors z1, z2, z3, resp., and each zi is of degree three. Now, we branch according to
the next, sixth branching rule: For i = 1, 2, 3, take out xyi together with one of either two incident edges of zi that do not
equal to the edge yizi.
Namely, if we take out xyi, then yi would have degree one, so that we would ignore branching at yizi according to the
second branching rule.
The size of the search tree in this case can be estimated as:
T (k) ≤ 6T (k− 2) ≤ 2.4495k.
Notice that yi 6= zj by the degree assumption. If zi = zj for some i 6= j, we would find a 4-cycle with a maximum number
of degree-2 vertices, so that the fourth branching rule would have applied.
(2) In this case, the neighbors ξ ′, ξ ′′, η′, and η′′, resp., of x′, x′′, y′, and y′′, resp., will all have degree three. This degree
consideration also shows that {x′, x′′, y′, y′′} ∩ {ξ ′, ξ ′′, η′, η′′} = ∅. If ξ ′ = y (and similar situations), we would find a
3-cycle, so that the third branching rule would have applied. If ξ ′ = ξ ′′ or if η′ = η′′, we would find a 4-cycle with a
maximum number of degree-2 vertices, so that the fourth branching rule would have applied. If ξ ′ = η′ (or symmetric
cases), we would find a 5-cycle with a maximum number of degree-2 vertices, so that the fifth branching rule would
have applied.
Assuming that all of the ξ ′, ξ ′′, η′, and η′′ are pairwisely different, we branch as follows (seventh branching rule): Either
delete xy or consider the combination of the following cases ‘‘in parallel:’’
• either delete xx′ (and then one of the two edges that are incident to ξ ′ but not to x′) or xx′′ (and then one of the two
edges that are incident to ξ ′′ but not to x′′);
• either delete yy′ (and then one of the two edges that are incident to η′ but not to y′) or yy′′ (and then one of the two
edges that are incident to η′′ but not to y′′).
We now consider possibilities that some of the edges that we take out along one branch of the recursion are actually
the same ones. For example, although the ξi and ηj are all pairwisely different as argued above, there might be edges
incident connecting ξi and ηj. The worst case would be that {η′, η′′} = N(ξ ′) ∩ N(ξ ′′). In that case, deleting xx′ would
still enable to consider the two cases deleting ξ ′η′ and ξ ′η′′. In parallel, upon deleting yy′ one could delete η′ξ ′ and η′ξ ′′.
Hence, this would be two T (k−4)-branches and one T (k−3)-branch. Since the other threemain cases (delete yy′′ along
with xx′, delete yy′ along with xx′′, delete yy′′ along with xx′′) are completely symmetrical, we get the estimate
T (k) ≤ T (k− 1)+ 4T (k− 3)+ 8T (k− 4) ≤ 2.3462k.
(3) Should the third branching rule not apply, we might branch at follows (eighth branching rule): Either delete (1) xy or (2)
yz or (3) yy′ (where y′ denotes the other neighbor of y). In the second case, we continue branching on the remaining
two neighbors of x (we have already covered the case of deleting xy in (1)), which gives two T (k − 2)-branches. In
the last case, since we already considered cases (1) and (2), there are two edges left to cover x and another two edges
left to cover z (all these edges are pairwise different, since we would find triangles, otherwise). Therefore, we get four
T (k− 3)-branches.
Altogether, we find the following estimate for the search tree size:
T (k) ≤ T (k− 1)+ 2T (k− 2)+ 4T (k− 3) ≤ 2.4676k .
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Algorithm 4 A search tree algorithm solving LADE, called LADE-ST-HS
Input(s): a graph G = (V , E), an integer k
Output(s): YES iff the given LADE instance has a solution
Exhaustively apply the reduction rules; call the reduced instance G = (V , E), as well.
if k < 0 then
return NO.
else if E = ∅ then
5: return YES.
end if
Let i be the smallest number such that the ith branching rule applies to G.
Branch according to the ith branching rule.
{Details are found in the proof of Theorem 8}
We have marked the worst cases in our search tree size estimates by putting frames around the numbers. The resulting
algorithm is summarized in Algorithm 4. There, the ‘‘applicability’’ of a branching rule refers to the conditions formulated
in the rules; e.g., the first branching rule is applicable as long as there are vertices of degree four or larger in the graph. 
Notice that there is another ‘‘game’’ that is going on in the area of parameterized algorithmics: the strive for small(er)
so-called problem kernels. This notion refers to a polynomial-time computable form of self-reduction of a problem instance
(I, k) to an instance (I ′, k′) of the same problem, but with I ′ and k′ only bounded in a function of the parameter k. In fact, the
existence of a problem kernel for a certain parameterized problem is equivalent to membership in F PT .
We can also derive a small (linear-size) problemkernel for linear arrangement by deleting edges by using the reduction
rules listed above plus some additional ones.
Theorem 9. linear arrangement by deleting edges admits a problem kernel with at most 6k vertices and at most 6k edges.
Proof. Let G = (V , E) be a reduced instance of LADE (where ‘‘reduced’’ refers to all reduction rules for LADE explained
in this paper). Let n1, n2, n3 be the number of vertices of degree one, two and at least three in the graph instance, which
corresponds to vertex sets V1, V2, and V3. In fact, V = V1 ∪ V2 ∪ V3, since Gwill contain no isolates.
Let us furthermore adapt a notion from [11] to our case: for a graph G = (V , E), define
∀v ∈ V , Φ(v) = max{deg(v)− 2, 0}, and Φ(G) =
∑
v∈V
Φ(v).
Obviously, n3 ≤ Φ(G).
Each vertex in V2 has two neighbors in V3, since otherwise the reduction rules (for degree-2 or for degree-1 vertices)
would have been applied. Moreover, each vertex in V3 may be counted twice in this way. Hence,
2n2 ≤
∑
v∈V3
deg(v) =
∑
v∈V3
(Φ(v)+ 2) = Φ(G)+ 2n3,
which yields n2 ≤ Φ(G)/2+ n3.
Can we do something about the vertices of degree one? We can ‘‘shave’’ most of them off with the following rule:
shaving rule. Let x be a vertex of degree at least three. If |N(x) ∩ V1| ≥ 2, then select a neighbor y of x that is of maximal
degree, remove the edge xy and decrease the parameter value by one.
The reasoning behind this rule is that it is never worse to remove the edges that are connecting x to the rest of the graph
than removing pendant edges. We need the condition |N(x)∩ V1| ≥ 2 to ensure that in the end we are forced to remove all
edges connecting x to vertices of degree bigger than one. After having exhaustively applied that rule, we would know that
n1 ≤ n3, since neighbors of degree-1 vertices in reduced instances will be from V3 and since each vertex has at most one
neighbor of degree one. The latter assertion is seen as follows: If x is a vertex with two neighbors of degree one, then the
shaving rule would trigger if x had any other neighbors; if x has degree two, then the small degree rules would completely
dissolve that path of length two.
Moreover, we can tighten our estimates as follows: n1 is also the number of vertices in V3 with exactly one neighbor of
degree one. Hence,
2n2 =
∑
v∈V3
|N(v) ∩ V2| ≤
∑
v∈V3
|N(v)\V1| =
∑
v∈V3
deg(v)− n1,
which implies n2 ≤ Φ(G)/2+ (n3 − 0.5n1). Hence, n1 + n2 ≤ Φ(G)/2+ n3 + 0.5n1 becomes maximal if n1 = n3, i.e., each
vertex from V3 has a pendant vertex neighbor. Hence, n1 + n2 ≤ Φ(G)/2+ 1.5n3.
Each vertex in V3 corresponds to at least one situation that has to be ‘‘repaired’’ by edge deletion. Since each edge removal
will only reduce the vertex degree of two vertices, we see the correctness of the following rule:
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too-bigΦ() rule. IfΦ(G) > 2k, then NO.
Altogether, this yields:
|V | = n1 + n2 + n3 ≤ Φ(G)/2+ 1.5n3 + n3 ≤ 3Φ(G) ≤ 6k.
Howmany edgesm can there be in a reduced graph? Since 2m =∑v∈V deg(v), we can use our earlier estimates to get:
2m =
∑
v∈V3
deg(v)+ n1 + 2n2
≤ Φ(G)+ 2n3 + n1 + 2(Φ(G)/2+ (n3 − 0.5n1))
≤ 6Φ(G) ≤ 12k.
This shows the second part of the claim. 
5. LINEAR ARRANGEMENT, above guaranteed value
Let us finally return to the idea of parameterizing above guaranteed value in the context of linear arrangement. The
problem is here that we cannot simply reduce our problem to the directed variant, since the seemingly necessary branch in
order to settle the direction of each arc is no longer feasible here, because the parameter would not be changed.1
Instead, we can use ideas from the preceding section also in this case, focussing on branching at large-degree vertices.
More specifically, let us first analyze a possible ‘‘brute-force’’ branching at a vertex x of degree three, settling the linear
ordering within N[x] = {x, u, v, w}.
• If x is in the first or last position in the ordering of N[x], then one edge incident with x will need (at least) two units
in its representation, and one even (at least) three units, contrasting the ‘‘one unit per edge assumption’’ in the ‘‘above
guaranteed value’’ framework. Hence, we can reduce the parameter value by (at least) three in this case.
• If x is in the second or in the third position in the ordering of N[x], then one edge incident with xwill need (at least) two
units to be drawn. In that case, the parameter is therefore reduced by at least one.
For the size of the search tree, we hence obtain the following estimate:
T (k) ≤ 12T (k− 1)+ 12T (k− 3) ≤ 12.0823k.
Now assume that x has degree four or larger. Picking three (say {u, v, w}) of the neighbors of x, we can first branch as
sketched above. When trying to then sort in the fourth neighbor t , we run into a problem if x is in the first or last position
in the ordering of {x, u, v, w}, because we would not ‘‘gain’’ anything if we then put t as an immediate neighbor of x in the
ordering of {t, x, u, v, w}.
We will hence use a different approach when (grossly) estimating the ‘‘brute-force’’ branching at a vertex x of degree
four or larger. Consider a branch that enforces the ordering
up ≺ · · · ≺ u1 ≺ x ≺ v1 ≺ · · · ≺ vq
among x and all its neighbors, i.e., p+ q = deg(x). Now, in accordance with expectation, the edges {u1, x} and {x, v1} can be
represented with one length unit. However, edges {u2, x} and {x, v2} need two units, and more generally, {ui, x} and {x, vi}
need i units. Hence, overall we need
p∑
i=1
i+
q∑
i=1
i = p(p+ 1)+ q(q+ 1)
2
units over all edges to draw this ordering, so that we reduce the parameter by
p(p+ 1)+ q(q+ 1)
2
− (p+ q) = p(p− 1)+ q(q− 1)
2
.
The worst case (i.e., the least parameter reduction) is obtained when p ≈ q ≈ deg(x)/2. Hence, the parameter budget
reduction can be estimated as o(deg(x)2). Therefore, we may conclude the following estimate for a branching scenario T`
with ` = δ(x):
T`(k) ≤ (`+ 1)!T (k− o(`2)) ≤
(
`+ 1
e
)`+1
T (k− o(`2)).
Since we are using the o-notation, we may further simplify the ‘‘Stirling estimate’’:
T`(k) ≤ (`/e)`T (k− o(`2)).
1 This problem has been independently solved by Gutin, Rafiey, Szeider and Yeo in [18] by using a completely different method.
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The approach T`(k) = xk` then yields (ignoring constants)
x` =
√`
`/e.
It is therefore known that lim`→∞ x` = 1. Notice that the sequence ( n√n)n has a particular behavior: it first increases (for
n = 1, 2, 3) and then decreases, approaching 1 from above. A similar behavior is to be expected for the branching numbers
of T`. In fact, we computed the ‘‘true’’ branching numbers for the brute-force branching (i.e., neglecting the simplification
that led to the o(`2) term in the analysis above) as 12.0823 for ` = δ(x) = 3, 5.6982 for ` = 4, 3.3809 for ` = 5. These
constants were obtained by solving the recurrences that can be derived by analyzing the possible prolongations of edges
in the different situations. However, we could not actually prove this decreasing behavior for the true branching numbers,
although we are tempted to believe that T`(k) ≤ 12.0823k for all ` ≥ 3. Let us finally notice that whenever we branch at a
high-degree vertex where some of the incident edges are already oriented, this would only reduce the number of cases to
branch and therefore improve on the branching factor.
Let us now describe how to slightly modify the branching analyzed so far. Let x be a vertex of degree three or bigger. If
y ∈ N(x) has degree two, we can say that x starts a path Py of degree-2 vertices beginning with y, i.e., y = y1, . . . , yr with
N(yj) = {yj−1, yj+1} for j = 2, . . . , r−1. Assume thatN(yr) = {yr−1, zy}with δ(zy) 6= 2.Wewill refer to x−y1−· · ·−yr−zy
also as a 2-path between x and zy. Define
N ′[x] = {y ∈ N[x] | δ(y) 6= 2} ∪ {zy | y ∈ N(x) ∧ δ(y) = 2},
where zy is defined as described above. Obviously, |N ′[x]| ≤ |N[x]|, and therefore the branching analysis described so far
also applies to ordering N ′[x] instead of N[x]. Instead of possibly prolonging single arcs in the branching, possibly paths
of degree-2 vertices are prolonged. At the cost of deteriorating the run-time analysis, let us further enlarge N ′[x] for our
branching. We can call first(x − zy) and last(x − zy) the first and last degree-2 vertex on the 2-path between x and zy and
form
N ′′[x] = N ′[x] ∪ {first(x− zy), last(x− zy) | y ∈ N(x) ∧ δ(y) = 2}.
Once we have branched according to ‘‘brute force’’ at all N ′′[x]-neighborhoods of vertices of larger degree x as just
described, what can we say about the ordering of the degree-2 vertices y1, . . . , yr that connect x and zy ?
Consider a linear ordering (also called≺) between all vertices that extends≺. Further assume w.l.o.g. that x ≺ zy in the
following discussion. Hence, there are `1 vertices from Y = {y1, . . . , yr} that come to the left of x, `2 vertices from Y in
between x and zy and `3 vertices that come to the right of zy. If we had only to consider the vertices from Y ∪ {x, zy}, then
an optimum ordering of those vertices obeying the `1/`2/`3 condition formulated above would be:
y1 ≺ y2 ≺ · · · y`1 ≺ x ≺ y`+1 ≺ · · · ≺ y`1+`2 ≺ zy ≺ y`1+`2+1 ≺ · · · ≺ yr .
Notice that in this order the edges are prolonged overall by `1 + `3 compared to the (without the `1/`2/`3 condition
optimum) ordering x < y1 < · · · < yr < zy. Of course, since≺ is a linear ordering on V , vertices different from Y ∪ {x, zy}
could be intercalated in between vertices fromY∪{x, zy}. However, since all vertices fromY havedegree two,wemay reorder
them to the mentioned optimum ordering without affecting the lengths of any other arc representations. This reasoning
shows that once we know the ordering between x, first(x− zy), last(x− zy), zy, we can w.l.o.g. fix the ordering
first(x− zy) = y1 ≺ y2 ≺ · · · ≺ yr = last(x− zy).
After all the indicated branching and deterministic settings, we get an ordering ≺ between any two vertices connected
by an edge in the original graph G = (V , E). (besides path components that can be trivially and deterministically ordered).
Notice that G′ = (V ,≺,∅) can be seen as an instance of directed linear arrangement, parameterized above guaranteed
value, so that we can use the previously obtained Algorithm 1 to completely order all vertices. We refrain from giving a
pseudo-code listing for our algorithm, since the algorithm in [18] gives a better branching factor.
Theorem 10. linear arrangement, parameterized above guaranteed value is in F PT . More specifically, it can be solved in
time O(ck|G|) for some c.
6. Discussion
We were tempted to call our paper (less technically): ‘‘Simplified means parameterized tractable’’, inspired by the title
‘‘Some simplifiedNP -complete graph problems’’, of a now classical paper written by Garey, Johnson, and Stockmeyer [16].
Namely, there they list a number of problems, amongst them problems on planar graphs and on graphs with degree bounds,
as well as more logical problems like simple max sat; all of the corresponding optimization problems, when parameterized
in a standard way, have been shown to be parameterized tractable, see [3,8,17,21]; well, all of them but one, which is linear
arrangement, the problem we treated (and put into F PT ) in this paper, together with some variants.2 This justifies the
alternative title we were inclined to use.
2 Serna’s and Thilikos’ work was done in parallel [28].
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We provided search tree algorithms for some linear arrangement problems. In [13], we also provided different forms of
kernelization algorithms for linear arrangement (depending on whether you take the number of vertices or the number of
edges tomeasure the kernel size of the graph), even a sort of kernelization scheme as discussed in [12] for the related problem
one-sided crossing minimization originating from the area of graph drawing.3 The existence of a kernel for LA was also
observed in [28].
Let us allow one more remark on the concept of ‘‘parameterizing above guaranteed value’’. The point is that the bound
we used is not particularly strict. For example, Bier has derived in [6] a different interesting bound based on the concept of
e-vector. We briefly describe that approach in what follows for directed linear arrangement. Let G = (V , A) be a directed
graph, which we can assume to be acyclic according to our previous discussions. For each x ∈ V , the difference between
the indegree and the outdegree of x in G is denoted by e(x). The list of all these values e(x) can be seen as a |V |-dimensional
vector, the e-vector of G. Bier could derive the following bound:
Lemma 11. Let G = (V , A) be a directed acyclic graph. For each one-to-one mapping σ : V → {1, . . . , |V |},∑
(u,v)∈A
|σ(u)− σ(v)| ≥ 1
2
〈e, e〉 ,
where 〈·, ·〉 denotes the inner product of two vectors.
This readily gives a new ‘‘guaranteed value’’ for directed linear arrangement.We are not aware of any classification results
of this modified problem in terms of parameterized complexity. The same is true for all other non-trivial lower bounds as
mentioned in [24].
In fact, Serna and Thilikos [28] suggested a number of new parameterizations for ‘‘min-sum problems’’ as linear
arrangement whose status with respect to parameterized complexity is currently open; however, they do not fall into
the category of reparameterization by the ‘‘above guaranteed value’’ paradigm.
As future work, it might be interesting to implement our algorithms and see how they compare to the well-established
methodology of (integer) linear programming approaches.
Finally, a possible extension would be to consider hypergraphs (instead of graphs) for linear arrangement and to
introduce weights, see [5,19] for a motivation of this problem as optimal linear arrangement of circuit components.
Further extensions might include discussing a two-dimensional framework, see [4,30], or the related storage-time product
minimization problem [25].
Acknowledgments
We are grateful for discussions with M. Kaufmann on (variants of) linear arrangement problems. A preliminary version
was presented at CTW 2005Workshop on Graphs and Combinatorial Optimization; constructive feedback from that workshop
is also gratefully acknowledged. In particular, discussions with T. Bier turned out to be very fruitful and interesting. Special
thanks go to K.-J. Lange who discovered a flaw in an earlier version of this paper. We also thank K. Reinhardt for letting
us include his NP -hardness proof for LADE and last but not least the unknown referees who helped streamline the
presentation of the results. Finally, S. Szeider’s comments on the paper are gratefully acknowledged; they were particularly
useful to clarify the algorithms that deal with problems ‘‘above guaranteed value’’. Some of the work on this paper has been
performed while the author was with University of Hertfordshire, College Lane, Hatfield, UK; the corresponding support is
gratefully acknowledged.
References
[1] D. Adolphson, T.C. Hu, Optimal linear orderings, SIAM Journal of Applied Mathematics 25 (1973) 403–423.
[2] J. Alber, B. Dorn, R. Niedermeier, A general data reduction scheme for domination in graphs, in: J. Štuller, J. Wiedermann, G. Tel, J. Pokorný, M. Bieliková
(Eds.), Software Seminar SOFSEM, in: LNCS, vol. 3831, Springer, 2006, pp. 137–147.
[3] J. Alber, H. Fernau, R. Niedermeier, Parameterized complexity: Exponential speedup for planar graph problems, Journal of Algorithms 52 (2004) 26–56.
[4] C.J. Alpert, T.F. Chan, D.J.-H. Huang, A.B. Kahng, I.L. Markov, P. Mulet, K. Yan, Faster minimization of linear wirelength for global placement,
in: International Symposium on Physical Design ISPD, ACM/IEEE, 1997, pp. 4–11.
[5] J. Bhasker, S. Sahni, Optimal linear arrangement of circuit components, Journal of VLSI and Computer Systems 2 (1–2) (1987) 87–109.
[6] T. Bier, Some inequalities for linear extensions of posets and ideals, May 2005, unpublished manuscript.
[7] B. Borchert, K. Reinhardt, Searching paths of constant bandwidth, in: J. Štuller, J. Wiedermann, G. Tel, J. Pokorný, M. Bieliková (Eds.), Software Seminar
SOFSEM, in: LNCS, vol. 3831, Springer, 2006, pp. 187–196.
[8] J. Chen, X. Huang, I.A. Kanj, G. Xia, Polynomial time approximation schemes and parameterized complexity, in:Mathematical Foundations of Computer
Science MFCS 2004, in: LNCS, vol. 3153, Springer, 2004, pp. 500–512.
[9] J. Díaz, J. Petit, M. Serna, A survey on graph layout problems, ACM Computing Surveys 34 (2002) 313–356.
[10] R.G. Downey, M.R. Fellows, Parameterized Complexity, Springer, 1999.
3 A similar concept was independently coined in [2], namely that of a data reduction scheme, derived from extending the local search space in the case
of dominating set. However, in their case, no reduction of the kernel size could be shown when using increasingly complicated reduction rules.
H. Fernau / Discrete Applied Mathematics 156 (2008) 3166–3177 3177
[11] V. Dujmović, M.R. Fellows, M. Hallett, M. Kitching, G. Liotta, C. McCartin, N. Nishimura, P. Ragde, F.A. Rosamond, M. Suderman, S. Whitesides,
D.R.Wood, A fixed-parameter approach to two-layer planarization, in: P.Mutzel,M. Jünger, S. Leipert (Eds.), 9th International Symp. onGraphDrawing
GD’01, in: LNCS, vol. 2265, Springer, 2002, pp. 1–15.
[12] V. Dujmović, H. Fernau, M. Kaufmann, Fixed parameter algorithms for one-sided crossing minimization revisited, in: G. Liotta (Ed.), Graph Drawing,
11th International Symposium GD 2003, in: LNCS, vol. 2912, Springer, 2004, pp. 332–344.
[13] H. Fernau, Parameterized algorithmics: A graph-theoretic approach, Habilitationsschrift, Universität Tübingen, Germany, 2005.
[14] H. Fernau, Two-layer planarization: Improving on parameterized algorithmics, Journal of Graph Algorithms and Applications 9 (2005) 205–238.
[15] M.R. Garey, D.S. Johnson, Computers and Intractability, Freeman, New York, 1979.
[16] M.R. Garey, D.S. Johnson, L. Stockmeyer, Some simplified NP-complete graph problems, Theoretical Computer Science 1 (1976) 237–267.
[17] J. Gramm, E.A. Hirsch, R. Niedermeier, P. Rossmanith, Worst-case upper bounds for MAX-2-SAT with an application to MAX-CUT, Discrete Applied
Mathematics 130 (2003) 139–155.
[18] G. Gutin, A. Rafiey, S. Szeider, A. Yeo, The linear arrangement problemparameterized above guaranteed value, in: T. Calamoneri, I. Finocchi, G.F. Italiano
(Eds.), Conference on Algorithms and Complexity CIAC, in: LNCS, vol. 3998, Springer, 2006, pp. 356–367.
[19] S. Hur, J. Lilis, Relaxation and clustering in a local search framework: Application to linear placement, in: 36th Design Automation Conference DAC
‘99, SIGDA, 1999, pp. 360–366.
[20] S. Kang, Linear ordering and applications to placement, in: Proc. 20th Design and Automation Conference DAC, IEEE/ACM, 1983, pp. 457–464.
[21] M. Mahajan, V. Raman, Parameterizing above guaranteed values: MaxSat and MaxCut, Journal of Algorithms 31 (2) (1999) 335–354.
[22] G. Mitchison, R. Durbin, Optimal numberings of an n× n array, SIAM Journal on Algebraic Discrete Methods 7 (1986) 571–582.
[23] J. Pach, F. Shahrokhi, M. Szegedy, Applications of the crossing number, in: SCG ’94: Proceedings of the Tenth Annual Symposium on Computational
Geometry, ACM Press, 1994, pp. 198–202.
[24] J. Petit, Experiments on the minimum linear arrangement problem, J. Exp. Algorithmics 8 (2003).
[25] R. Ravi, A. Agrawal, P. Klein, Ordering problems approximated: Single processor scheduling and interval graph completion, in: M.R.J. Leach, B. Monien
(Eds.), ICALP, in: LNCS, vol. 510, Springer, 1991, pp. 751–762.
[26] G. Reinelt, The Linear Ordering Problem: Algorithms and Applications, Heldermann, 1985.
[27] D.M. Schuler, E. Ulrich, Clustering and linear placement, in: Proc. 9th Design and Automation Conference DAC, IEEE/ACM, 1972, pp. 50–56.
[28] M. Serna, D.M. Thilikos, Parameterized complexity for graph layout problems, EATCS Bulletin 86 (2005) 41–65.
[29] G.J. Woeginger, Exact algorithms for NP-hard problems: A survey, in: M. Juenger, G. Reinelt, G. Rinaldi (Eds.), Combinatorial Optimization — Eureka!
You shrink!, in: LNCS, vol. 2570, Springer, 2003, pp. 185–207.
[30] Z. Yang, S. Areibi, Global placement for VLSI standard cell design, in: 15th International Conference on Computer Applications in Industry and
Engineering CAINE, ISCA, 2002, pp. 243–247.
