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Abstract
Oversampling of Fourier coefficients is a common practice in signal processing applications, which is usually
implemented by the padding with zeros technique. In this note we would like to highlight that, as a consequence of
such a procedure, uniqueness in the representation is lost. A space is thereby created which we show to be suitable
for embedding encrypted information while transmitting/storing a signal. The oversampling parameter provides
the safety key for retrieving the code.
 2004 Published by Elsevier Inc.
1. Introduction
In a previous publication [1] the oversampling problem of signal representation by the discrete Fourier
transform was addressed from a frame theory point of view. Within this structure the signal reconstruction
appears as a tight frame superposition. As remarked in [1], the implicit redundancy of frames is the
cause of noise reduction in the signal reconstruction, and also the reason that the representation is not
unique. In this communication we point out that the null space, arising as a consequence of oversampling,
provides us with an appropriate setting for encrypting information. We sketch a basic encoding/decoding
procedure, which enables the transmission of hidden information while transmitting a signal. A striking
feature of the proposed scheme is the following: the extreme sensitivity of the eigenvectors in the null
space, against very small perturbations to the transformation generating the space, provides us with the
safety key for the code reconstruction.
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Let us represent a signal f (t), which is defined for t ∈ [−T ,T ], through its discrete Fourier expansion,
i.e.,
f (t) = 1√
2T
∞∑
n=−∞
cne
ı nπtT . (1)
Since for t ∈ [−T ,T ] the complex exponentials in (1) constitute an orthonormal basis, the coefficients
cn in (1) are obtained as:
cn = 1√
2T
T∫
−T
f (t)e−ı
nπt
T dt. (2)
Let us consider now the rescaling operation: t → at , with a a positive real number less than 1, and
construct the functions ((χT (t))/
√
2T )eı anπtT , with χT (t) defined as: χT (t) = 1 if t ∈ [−T ,T ] and zero
otherwise. The new functions ((χT (t))/
√
2T )eı anπtT are no longer a basis but a tight frame for the space
of time limited signal with time-width 2T (the corresponding frame-bound being a−1 [1]). This has a
remarkable consequence, namely, the coefficients cn of the linear expansion
f (t) = χT (t)√
2T
∞∑
n=−∞
cne
ı anπt
T (3)
are not unique. There exist infinitely many different sets of coefficients cn which can reproduce an
identical signal f by the above linear superposition. A particular set of coefficients cn is obtained as:
cn = a√
2T
T∫
−T
f (t)e−ı
anπt
T dt. (4)
Out of all possible sets of coefficients, the ones given by the above equation constitute the coefficients of
minimum 2-norm [2].
Let us stress the cause for the nonuniqueness of the coefficients in the tight frame expansion. For
a < 1, with the restriction t ∈ [−T ,T ], the exponentials (1/√2T )eı anπtT are not linearly independent, i.e.,
we can have the situation
1√
2T
∞∑
n=−∞
c′ne
ı anπtT = 0 for
∞∑
n=−∞
|c′n|2 = 0
or, taking inner products of both sides with every (1/
√
2T )eı amπtT ,
1
2T
∞∑
n=−∞
c′n
T∫
−T
e−ı
amπt
T eı
anπt
T dt = 0 for
∞∑
n=−∞
|c′n|2 = 0,
which can be recast as:
Gc′ = 0 for ‖c′‖2 =
∞∑
|c′n|2 = 0
n=−∞
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gm,n = 12T
T∫
−T
e−ı
amπt
T eı
anπt
T dt = sina(m − n)π
a(m − n)π . (5)
Notice that all vectors c′ satisfying Gc′ = 0 belong, by definition, to Null(G), the null space of G. All
such vectors satisfy
f (t) = χT (t)√
2T
∞∑
n=−∞
cne
ı anπtT + χT (t)√
2T
∞∑
n=−∞
c′ne
ı anπtT = χT (t)√
2T
∞∑
n=−∞
c′′ne
ı anπtT , (6)
where we have defined c′′n = cn + c′n with cn as in (4) and c′n the components of an arbitrary vector c′ ∈
Null(G). Vectors c and c′ will, hereafter, be referred to as signal coefficients and hidden code coefficients,
respectively. The fact that all coefficients c′′ = c + c′ reproduce an identical signal as the coefficients
c provides us with the foundation to construct an encoding/decoding scheme for transmitting hidden
information.
3. The encoding–decoding system
Let us assume that, in addition to transmitting an arbitrary signal f , we wish to transmit a hidden code
h consisting of K numbers. For practical implementation we fix a value for a, and consider that G is
an M × M matrix of elements as given in (5). We select K eigenvectors of G corresponding to the zero
eigenvalues, which are assumed to be orthonormal, and construct a vector c′ ∈ Null(G) as follows:
c′ = U h, (7)
where U is an M × K matrix, the columns of which are the K selected eigenvectors.
Encoding process:
• Given f , compute the signal coefficients, c, as in (4).
• Compute the hidden code coefficients, c′, as prescribed in (7).
• Add coefficients c and c′ to construct c′′ = c + c′.
Decoding process:
• Use the coefficients c′′ for recovering the signal, f , as in (6).
• Use the signal f to compute the signal coefficients, c, as in (4).
• Compute vector c′ through c′ = c′′ − c.
• Compute matrix U using all eigenvectors of matrix G corresponding to eigenvalues less than
a previously specified tolerance parameter (or, assuming that K is known, the eigenvectors
corresponding to the last K eigenvalues sorted in decreasing order). The code is thereby retrieved
as
h = U ∗ c′,
where U ∗ denotes the transpose conjugate of matrix U .
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3 code numbers and their reconstruction for a = 0.5 and a = 0.5 + 1 × 10−13
Code numbers a = 0.5 a = 0.5 + 1 × 10−13
0.37588560126315 0.37588560127432 −0.12821297976573
0.89859572240207 0.89859572239835 −0.07890926132092
0.42900148823994 0.42900148823850 1.42952335356611
3.1. Example
Consider that we wish to transmit the signal f (t) = t3 sinc(t − 2), t ∈ [−4,4]. In order to have a good
representation of this signal we use 81 Fourier coefficients in the nonoversampling case (corresponding
to a = 1). If we now consider a = 0.5 a null space is created and we can safely use K = 64 eigenvectors,
corresponding to the 64 smallest eigenvalues of matrix G, to construct a code of 64 numbers. The
numbers, consisting of 15 digits, are taken randomly from the (0,1) interval. Table 1 gives three of
such numbers. The second column shows the corresponding reconstructed numbers. In order to give
a measure assessing the reconstruction of all numbers, let us denote as hr the reconstructed code and
define the error of the reconstruction as δr = ‖h − hr‖. Assuming that at the reconstruction stage the
‘exact’ value of the oversampling parameter a is known, the error of the reconstruction is notably small
(δr = 5.1 × 10−11). Nevertheless, the reconstruction is not possible, at all, if the exact value of a is not
available. This is the most striking feature of the proposed coding/decoding system. In order to illustrate
how crucial the precision of a is for recovering the code, let us distort the value of a up to a very small
number: 1 × 10−13. This perturbation does not produce any detectable effect in the signal coefficients.
However, it produces an enormous distortion to the eigenvectors of Null(G). Indeed, if we intend to
reconstruct the code without considering the perturbation, what we obtain has no relation with the true
code (see the 3rd column of Table 1). The error of the reconstruction is in this case δr = 6.36. Since the
recovery of the code is only possible if the value of a is known to double precision, the key number for
recovering the code is the value of this parameter.
Finally, we would like to stress that, although the number of digits that can be recovered depends of
course on the precision up to which the coefficients are known, the errors that may affect the coefficients
are not magnified in the reconstruction process. This is a consequence of the nature of matrix U (recall
that U ∗U = I ). For example, if we assume that the value of a is known to double precision but the
coefficients c′ in single precision, the error of the recovered code is δr = 1.8 × 10−7. However, in the
reverse situation reconstruction is not possible.
4. Conclusions
Oversampling of Fourier coefficients has been considered as providing room for storing or transmitting
encrypted information. A basic encoding/decoding system has been discussed. The proposed scheme
aims at transmitting an arbitrary signal and, simultaneously, embedding a hidden code. The most
important feature of the discussed process being the fact that without the knowledge of the exact
oversampling parameter the code cannot be recovered. Thus such a parameter provides the key for
retrieving the code. The purpose of this short communication was to initiate a discussion that we believe
will stimulate further research in the subject.
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