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Abstract
The attractiveness of intermodal public transportation networks is strongly related to the reliability of connections between
vehicles. As a consequence, operational decisions are required to manage connections in case of unpredictable events like
breakdowns or vehicle delays. In such cases, the network operators have to determine if connected vehicles should wait for
the delayed ones or keep their schedule. The Delay Management Problem (DMP) consists in defining a wait/depart policy that
minimizes the total delay incurred by passengers. In this work we present a polyhedral study for DMP: starting from a
previous integer linear programming formulation and from results on the Mixed 0-1 Knapsack Polytope, we derive new valid
inequalities and we show that they define facets of the convex-hull of some special cases.
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1. Introduction
An intermodal public transportation network is composed of lines, vehicles, stations and passengers. Lines
define an ordered set of stations and a set of vehicles running through the stations with different time-schedules.
Lines may be run by different carriers and different transportation modes (train, metro, tram, buses etc.).
Passengers travel on the network according to certain routes, defined by an origin, a destination and a set of
intermediate stations. Normally, it is impossible to have direct connections between any origin/destination pairs
and routes may involve connections, i.e., passengers need to transfer from a feeder vehicle to another during their
trip. Connections are subject to unpredictable events, like delays and breakdowns, and their reliability may prove
a drawback to the attractiveness of public transports: missing a connection may generate important waiting times,
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in particular if low frequency lines are taken into account. It is important to properly manage connections, i.e., to
decide if vehicles have to wait for the delayed feeding ones or not, in order to reduce the overall passenger
discomfort. The Delay Management Problem (DMP) considers an initial delay and aims at identifying the
wait/depart strategy for potentially missed connections which guarantees the minimum total passengers’ delay.
Let S be the set of stations and V the set of vehicles of an intermodal public transportation network. A given
timetable defines, for each vehicle and each station, the scheduled times of arrival and departure. We define a
connection as the opportunity for passengers to transfer from a vehicle to another one at a given station, according
to the availability of a large-enough time-slot.
Let C  V  V  S be the set of all connections: if (i,j,k)  C, then passengers can transfer from vehicle i to
vehicle j at station k.
Let Q be the set of passengers’ routes: each route is a sequence of stations from an origin to a destination and
includes vehicle direct rides and, in case, connections. Each route is travelled by a given number of passengers.
Slack times are defined for each activity, i.e., direct rides of a vehicle from a station to the next one, stops at a
station, and passengers’ transfers for connections. The slack time corresponds to the difference between the
duration of an activity according to the timetable and the minimal time required for it: it represents a buffer that
can be saved to reduce delays, if necessary.
We consider a time horizon of T time units, corresponding to the common scheduled time interval between the
stops of two vehicles of the same line at a station, and an initial delay D of a vehicle i at a station k  S, with
0 < D < T.
If the delay D cannot be absorbed by the slack times, connections (i,j,l), for any vehicle j and station l after k,
may be missed. We have two alternatives: either j waits for the feeding vehicle i and allows for passenger
transfer, or it leaves before i arrives. In the latter case, the effect of delay D is limited to passengers on vehicle i
interested in the connection, as they have to wait for the next vehicle of the same line as j: assuming no delays
will occur in the next time period, the delay at their final destination will be equal to T. In the former case, the
delay would spread out: vehicle j becomes a delayed vehicle too, and wait/depart decisions are required for
connections (j,j’,l’) (l’ being any station after l on vehicle j’s trip) and so on. At their destination, passengers will
suffer delays smaller than T, but more passengers will be affected by the initial delay.
The DMP consists in determining the trade-off wait/depart strategy for all connections in C, with the objective
of minimizing the sum of all passengers’ delays at the destination of their routes.
The first works related to DMP include some simulation approaches (Suhl & Mellouli, 1999, Suhl et al. 2001)
and models using max-plus algebra (de Vries, De Shutter, & De Moor, 1998, Goverde, 1998). The first
mathematical programming formulation for DMP has been proposed by Schöbel (2001) and further developed by
Schöbel (2007). Starting from it, Heilporn, De Giovanni, and Labbé (2008) present two equivalent models with a
reduced number of variables. The first model is based on a simplified Event-Activity network (Elmaghraby,
1977) representation and solved by branch-and-cut. The second model further reduces the number of variables, at
the cost of an exponential number of constraints, and a constraint-generation solution-approach is presented. A
comprehensive overview of models for DMP can be found in Schöbel (2006). Gatto et al. (2005) discuss the
complexity of DMP. The on-line version of the problem has been also studied (Gatto et al. 2007, Berger et al.
2011). An on-line problem related to DMP is proposed in Adenzo-Diaz, Oliva-Gonzalez, and Gonzalez-Torre
(1999), where the wait/depart strategy aims at minimizing the impact of delays on vehicle schedules, rather than
passenger’s discomfort: an integer programming model is proposed as well as a heuristic procedure based on
branch-and-bound that suggests a set of candidate solutions to the traffic controller, who takes a decision by what-
if analysis. A bicriteria model is presented by Ginkel and Schöbel (2007), where the minimization of both the
total vehicles’ delay and the number of passengers who miss a connection is considered, and an approach based
on discrete time/cost trade-off project networks is presented. Schöbel (2009) presents models for an extension of
DMP taking the limited capacity of the track system into account. For the same problem, heuristic approaches are
proposed by Schachtebeck and Schöbel (2010). Another extension of DMP considers the option for passengers of
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choosing different routes according to the current delay: studies on the DMP with passengers rerouting can be
found in Berger et al. (2011) and Dollevoet et al. (2012).
In this paper, we focus on the Mixed Integer Linear Programming (MILP) models given by Heilporn, De
Giovanni, and Labbé (2008) and we propose valid inequalities to obtain tighter formulations. The two models are
reported in Section 2. Section 3 exploits some results related to the characterization of the convex hull of the
mixed 0-1 knapsack set (Marchand & Wolsey, 1997) to derive valid inequalities for DMP. We show that the same
inequalities define facets for some special cases of DMP. Observations on the application of these results to
improve the solution techniques for DMP are outlined in the concluding Section 4.
2. Two Mixed Integer Linear Programming Formulations for the Delay Management Problem
In this section we summarize and slightly improve the results reported in Heilporn, De Giovanni, and Labbé
(2008). An intermodal public transportation network can be represented as an Event-Activity network: nodes
correspond to events, like arrivals or departures of a vehicle to or from a station, and arcs represent activities, like
vehicles driving from a station to another, vehicles stopping at a station or passengers transferring from a vehicle
to another one. Heilporn, De Giovanni, and Labbé (2008) introduce a compact Event-Activity network
representation, called Arr-Arr graph, where just the arrival events are considered, while the departure events and
the related driving, stopping or transfer activities are shrunk into a single arc.
Let Si  S be the set of stations included in the line of vehicle i, and Ri  Si  Si be the set of i’s rides from a
station to the next one. The Arr-Arr graph of an intermodal public transportation network is a network G = (N, A)
where
 N = { (i,k)arr | i  V, k  Si }  V  S is the set of the nodes representing vehicle arrivals;
 A = AR  AC;
 AR = { ((i,k)arr, (i,l)arr) | (k,l)  Ri , i  V} is the set of arcs representing direct rides between two stations
(stopping at the departure station included);
 AC = { ((i,k)arr, (j,l)arr) | (i,j,k)  C , (k,l)  Rj , j  V , i  V } is the set of arcs representing connections
between two vehicles, including transfer from vehicle i to vehicle j at station k and the direct ride of j towards
station l.
A weight suv  0 is associated to each arc (u,v)  A, representing the overall slack times that can be saved on
the arc itself.
Any passenger route q  Q is represented by a path on the Arr-Arr graph. Let P be the set of paths on the Arr-
Arr graph corresponding to passenger routes. For each path p  P, we denote by Ap  A the set of arcs of p, and
by ACp = Ap  AC the set of connection arcs of p. Also, let wp  I be the number of passengers on the route
represented by the path p and vp  N the last node of p. We remark that we do not consider passenger rerouting
(passengers missing a connection do not change their route and wait for the next vehicle of the same line).
To formulate DMP as a MILP model, we associate a variable du to each node u  N, denoting the arrival delay
at u, and we introduce a boolean variable zp related to the wait/depart decision strategies on path p  P:
&
%
$

otherwise0
maintainedarepathonsconnection theallif1 p
z p
We define also a variable up that represents the delay at the last node of path p if zp = 1, and is 0 otherwise:
&
%
$

otherwise0
maintainedarepathonsconnection theallif pd
u p
v
p
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Without loss of generality, we assume that the initial delay D occurs at node 1. A valid formulation for DMP
based on the Arr-Arr graph representation is the following (Heilporn, De Giovanni, & Labbé, 2008):
(MILP1)   


Pp
ppp uTzw )1(min
s.t. d1 = D (1)
di – dj  sij  (i,j)  AR (2)
di – dj + Mij zp  sij + Mij  p  P, (i,j)  ACp (3)
D zp – up + dvp  D  p  P (4)
di  0  i  N (5)
up  0  p  P (6)
zp  {0,1}  p  P (7)
where Mij = D – sij,  (i,j)  AC. Note that constraints (4) and parameters Mij have been strengthened with respect
to Heilporn, De Giovanni, and Labbé (2008).
The objective function minimizes the passengers’ discomfort, measured by the sum of passenger delays, once
they have reached their destinations. A delay T is considered for passengers missing at least one connection on
their paths (they have to wait for the next vehicle). The initial delay is set by constraint (1) and it is propagated by
constraints (2) and (3). Constraints (2) ensure that at the end of a direct ride the delay is not lower than the delay
at the beginning reduced by the slack. By constraints (3), the same relation is set for connections, unless at least
one connection is not maintained on path p: in this case the constraint is redundant, thanks to the definition of
constant Mij and the fact that delays do not exceed D. Constraints (4) set the correct value for variables up: if all
connections on path p are maintained, up is greater or equal to the delay at the last node of path p (equal, thanks to
the objective function), otherwise the constraints are redundant. The last constraints define the variables’ domains
and, in particular, (5) prevent vehicles from arriving before the scheduled time (the delay cannot be negative).
Heilporn, De Giovanni, and Labbé (2008) present also an alternative MILP formulation with a reduced number
of variables. The model, slightly modified to reflect strengthened constraints (4), is the following:
(MILP2)   


Pp
ppp uTzw )1(min
s.t. up'    



 
C
pp Aji
jipij
Aji
ijp zMsDz
),(
),(
),(
)1(
 p, p', p"(i,j)  P : the first node on path p is 1, vp' = vp and (i,j)  ACp  ACp" (8)
up  0  p  P (9)
zp  {0,1}  p  P (10)
The model does not need variables representing delays at intermediate nodes and, by the single set of
constraints (8), forces the correct value of the delay at the destination of each path by considering the relation of
variables up to each other, according to the wait/depart strategy selected by variables zp. The meaning of the
constraint is reported in Heilporn, De Giovanni, and Labbé (2008), together with the proof that models (MILP1)
and (MILP2) are equivalent, i.e., they are both valid formulations for the DMP and, further, the values of their
Linear Programming (LP) relaxations are equal. Indeed, (MILP2) is obtained from (MILP1) by projecting the
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polyhedron associated to its LP relaxation on the space of the variables zp and up, the only involved by the
objective function (for details, see Heilporn, De Giovanni, & Labbé, 2008).
3. Valid Inequalities for the Delay Management Problem
Models MILP1 and MILP2 are the basis of the solution techniques for DMP presented by Heilporn, De
Giovanni, and Labbé (2008). MILP1 is solved by standard MILP solvers. Since MILP2 contains an exponential
number of constraints of type (8), a constraint generation approach has been developed. Results show that both
approaches are able to solve random instances with up to 100 nodes within one second on standard personal
computers. We recall that DMP should be solved in real-time environments and the availability of fast solution
methods is of crucial importance. Aiming at extending the efficiency of the approaches to larger real instances, it
would be useful to strengthen the MILP formulation for DMP. We focus on finding some valid inequalities for
MILP2.
We recall that an inequality  x  0 is a valid inequality for a set X  I if  x  0,  x  X.
MILP2 contains just constraints of type (8), which are mixed 0-1 knapsack constraints, i.e. they involve
several binary variables and a single continuous variable. It is thus possible to apply the methods described by
Marchand and Wolsey (1997) to obtain some new valid inequalities for MILP2.
A single constraint of type (8) is
  



 
C
pp Aji
jipij
Aji
ijpp zMsDzu
),(
),(
),(
'
)1( (11)
where the following elements are fixed:
 a path p  P starting at the initially delayed node (node 1);
 a path p' P having the same final node as p (vp' = vp);
 a combination of |ACp| paths p"(i,j), one for each (i,j)  ACp, such that each p"(i,j) has the connection arc (i,j) in
common with p (i.e., (i,j)  ACp  ACp"(i,j)). Note that paths p"(i,j) are not necessarily distinct (for example if
there exists a path q  P such that | ACp  ACq |  2).
The Mixed 0-1 Knapsack Polytope is defined as follows:
'.
'
-
,
'&
'
%
$
  


Jj
jj
nxKP sbyasyY |IR}1,0{),( 1
where aj > 0,  j  J = {1,…,n} and b > 0.
If s = 0, Y xKP reduces to the 0-1 Knapsack Polytope Y0xKP (or Y KP), for which several families of valid
inequalities have been derived (e.g. Wolsey, 1998).
If we consider constraints (8) and fix p, p' and the combination of p"(i,j) as in (11), we obtain the following
Mixed 0-1 Knapsack Polytope (a single constraint of MILP2 is selected):
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C
p
C
p
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11
),( |IR}1,0{,),(,, (12)
where zp"(i,j),  (i,j)  ACp ( denotes a set of |ACp| variables related to a combination of paths p"(i,j) such that (i,j)
 ACp  ACp"(i,j),  (i,j)  ACp, as defined in (11).
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The set Y0fDMP is the 0-1 knapsack polytope defined for the case up' = 0.
In the following, in order to directly apply the results of Marchand and Wolsey (1997), we will assume that all
variables zp"(i,j) of (12) are distinct.
In general, we can always write (11) by considering a distinct variable for each (i,j)  ACp and by forcing the
equality between variables related to the same path. If we remove these equality constraints, we can directly use
the results of Marchand and Wolsey (1997) and all the derived inequalities remain valid for the general case.
Let us now introduce some definitions and properties that will be used in the following.
Given a polyhedron 
  IRn and a set F  IRn, F is a face of 
 if F = {x  
 |  x = 0} for one inequality
 x  0 valid for 
. We can also say that the valid inequality x  0 defines a face of 
. If
dim(F) = dim(
) – 1, dim(F) and dim(
) denoting respectively the dimension of F and 
, then F is a facet of 
.
A set 	  IRn is convex if, for any x1, x2  	 and any 1, 2 : 1  0, 2 0 and 1 + 2 = 1, 1 x1 + 2 x2  	.
Given a set X defined in IRn, conv(X) denotes the convex hull of X and is defined as the intersection of all the
convex sets containing X.
Proposition 1. (Marchand & Wolsey, 1997) Given a Mixed 0-1 Knapsack Polytope Y xKP:
1) inequality sbyaJj jj   defines a facet of conv(Y xKP) if and only if baa Ji ij    ,  j  J;
2) inequality s  0 defines a facet of conv(Y xKP) if and only if aj  b,  j  J;
3) inequality yj  0 defines a facet of conv(Y xKP),  j  J;
4) inequality yj  1 defines a facet of conv(Y xKP),  j  J.
If we consider the polytope Y fDMP, under the assumption that all variables are distinct, we obtain the following
results.
Corollary 1. Inequality (11) defines a facet of conv(Y fDMP) if and only if sij = 0,  (i,j)  Ap.
Proof: For Y fDMP, the coefficients of the binary variables are D and Mij,  (i,j)  ACp, and the term baJj j  
corresponds to .),(  pAji ijsD We have DsDDsDM pAji ijklkl   ),( and, hence, the condition is
sufficient.  Since parameters sij are nonnegative, the condition is also necessary. ■
Corollary 2. Assuming ACp   or   pAji ijsD ),( , a facet of conv(Y
fDMP) is defined by the inequality
up'  0. (13)
Proof: We consider the two cases ACp =  and ACp  . If ACp = , the assumption   pAji ijsD ),( directly
implies the condition of the second point of Proposition 1 (note that just the binary variable zp' is involved in this
case). If ACp  , conditions     Cpp Aji ijAji ijkl MsDM ),(),( are satisfied for every (k,l)  A
C
p (we can write
kllkAji ijAji ij MMM CpCp     )}.{(\),(),( and we recall that Mkl = D – skl).  Hence, by the second point of Proposition
1, we have the assert. ■
Corollary 3. The following inequalities define facets conv(Y fDMP):
0  zp'  1 (14)
0  zp"(i,j)  1  (i,j)  ACp.
Aiming at finding some new facets for conv(Y fDMP), we define the set J* = { j  J | aj  b } and introduce the
following result.
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Proposition 2. (Marchand & Wolsey, 1997). If 0*  Jj jj y defines a facet of conv(Y0xKP), having   0
and 00*  Jj j then the inequality

 

sy j
Jj
j 0
*
defines a facet of conv(Y xKP), where
0
0 )(min   s
s
s
,  || *** }1,0{,|max)( JJj jjJj jj ysbyays     ,
*j = j for j  J* and *j = 0 (aj – b) /  for j  J \ J*.
For Y fDMP, assuming ACp  , we have J* = { p',[p"(i,j)] } where [p"(i,j)] denotes the set of the paths of the
variables zp"(i,j),  (i,j)  ACp ( in the combination defined as in (12).
In order to apply Proposition 2 and find further facets of conv(Y fDMP), we need to determine some facets of
conv(Y0fDMP). We start from a well-known result related to cover inequalities.
Let us consider a set  bxaxX Jj jjn   |}1,0{ . A set J' is a covering for X if bxaJj jj   . The
covering is minimal if  j  J', J' \ {j} is not a covering.
Proposition 3. (Wolsey, 1998) If J'  J is a covering for X, the covering inequality 1||   JxJj j is a valid
inequality for X.
Proposition 4. Assuming   pAji ijsD ),( and A
C
p  , a facet of conv(Y0fDMP) is defined by the inequality
.
),(
),(
C
p
Aji
jipp Azz
C
p
  

 (15)
Proof: Under the hypothesis, the set of indexes corresponding to the |ACp| + 1 variables in (15) is a covering for
Y0fDMP. In fact,
.
),(),(),(
   


C
pp
C
p Aji
ij
Aji
ij
Aji
ij MsMD
Note that
   


C
pp
C
p Aji
ij
Aji
ij
Aji
ij MsDMD
),(),(),(
and, recalling the definition of Mij, we have
C
p
Aji
ij
Aji
ijkl
Aji
ij AlkMsMMD
C
pp
C
p
    

),(,
),(),(),(
meaning that the covering is minimal.
By Proposition 3, (15) is a valid cover inequality for Y0fDMP. In order to show it defines a facet F* of
conv(Y0fDMP), we introduce the following definitions.
The points x1,…,xk  IRn are affinely independent if the k vectors (x1,1),…,(xk,1)  IRn+1 are linearly
independent. The dimension of a set F, dim(F), is equal to the maximum number of affinely independent points it
contains, minus one. We recall that F* is a facet if dim(F*) = dim(conv(Y0fDMP)) – 1 = dim(Y0fDMP) – 1. Since Y0fDMP
is in IR 1|| 
C
pA
, the result is proven if we are able to find |ACp| + 1 affinely independent points of Y0fDMP satisfying
(15) at equality.
Since the covering is minimal, the |ACp| + 1 points (0,1,1,…,1,1), (1,0,1,…,1,1), …, (1,1,1,…,1,0), which are
affinely independent, belong to Y0fDMP and, further, they satisfy (15) at equality. Hence (15) defines a facet of
conv(Y0fDMP). ■
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Proposition 5. Assuming   pAji ijsD ),( and A
C
p  , a facet of conv(Y fDMP) is defined by the inequality
.
),(),(
),(   


 

p
C
p Aji ij
pC
p
Aji
jipp
sD
u
Azz (16)
Proof: By Proposition 4, inequality CpAji jipp Azz Cp     ),( ),( is a facet of conv(Y0
fDMP). Under the hypothesis,
and by Proposition 2

 

  pCp
Aji
jipp
u
Azz
C
p),(
),(
defines a facet of conv(Y fDMP), where
C
p
s As
s


 )(
min
0
and (s) = max  

 
C
pAji
jipp zz
),(
),(
s.t. sMszMDz
C
pp
C
p Aji
ij
Aji
ij
Aji
jipijp     


),(),(),(
),( (17)
zp', zp"(i,j)  {0,1}  (i,j)  ACp
If   pAji ijsDs ),( we have
sMsMD
C
pp
C
p Aji
ij
Aji
ij
Aji
ij     
 ),(),(),(
and we cannot force to 1 all the variables zp' and zp"(i,j) of (17). Also, recalling the definition of Mij, constraint (17)
is satisfied by giving the value 0 to just one of the variables, all the others being equal to 1. It follows that the
maximum value is (s) = |ACp|.
If   pAji ijsDs ),( we have
sMsMD
C
pp
C
p Aji
ij
Aji
ij
Aji
ij     
 ),(),(),(
and we can give the value 1 to all the variables zp' and zp"(i,j) of (17). In such a case, we have (s) = |ACp| + 1.
Summarizing, we have
'&
'
%
$



 
 
0if1
if)(
),(
),(
ji p
C
p
ji p
C
p
ADsA
ADsA
s
We thus choose
 
 

 



p
p
Aji
ijC
p
C
p
Aji ij
sD
AA
sD
),(
),(
1
and we have the assert. ■
Equation (16) is a facet of Y fDMP under the assumptions   pAji ijsD ),( and A
C
p  . We now try to extend this
result. We notice that the first assumption is necessary for (16) to be valid, by the following property.
Proposition 6. If   pAji ijsD ),( , inequality (16) is not valid for Y
fDMP
.
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Proof: Under the hypothesis, Y fDMP = {0,1} 1|| CpA  IR+, meaning that setting all binary variables to 1 is feasible,
while (16) imposes that at least 1 binary variable has to be set to 0. ■
Assuming   pAji ijsD ),( we can rewrite (16) as
     pCpAji ijAji jippAji ij uAsDzzsD pCpp       ),(),( ),(),(
which becomes, if ACp = , the new inequality
pp
Aji
ij uzsD
p


*
*
+
)
"
"
#
!
  
),(
(18)
Notice that, if   pAji ijsD ),( , (18) reduces to (13), which is a facet of Y
fDMP by Corollary 2. The result can be
extended as follows.
Proposition 7. Assuming   pAji ijsD ),( and A
C
p = , inequality (18) defines a facet of conv(Y fDMP).
Proof: Inequality (18) is valid for Y fDMP, since it always holds if zp' = 0 and, in case zp' = 1, it reduces to (11). In
the case ACp = , Y fDMP is in IR2 and two affinely independent points satisfying (18) at equality are (0,0) and
( 1 ,   pAji ijsD ),( ). Hence (18) defines a facet of conv(Y
fDMP). ■
The facets obtained for conv(Y fDMP) are summarized in Table 1.
Table 1. Facets of the convex hull of Y fDMP.
ACp   ACp =.
  pAji ijsD ),( (11)* , (13) , (14) , (16) (11)* , (14) , (18)
  pAji ijsD ),( (13) [  (18)] , (14) (13) [  (18)] , (14)
  pAji ijsD ),( (13) , (14) (13) , (14)
* if sij = 0,  (i,j)  Ap
We recall that the valid inequalities and the facets have been derived once paths p, p' and the combination of
paths p"(i,j),  (i,j)  ACp have been fixed, according to (12). Several inequalities can be derived by choosing
different sets of paths, i.e., applying the discussion above to each constraint (8) of MILP2.
4. Conclusions and future research
In this paper we have developed new families of valid inequalities for DMP, starting from the compact
formulation MILP2 presented by Heilporn, De Giovanni, and Labbé (2008), where just two types of variables
related to passengers’ paths (the binary wait/depart decision variables and the continuous path-arrival-delay
variables) and a single set of constraints are used. We have observed that each constraint describes a Mixed 0-1
Knapsack set and related properties have been exploited to study the convex hull of a special-case DMP obtained
by considering a single constraint of MILP2. We have shown that inequalities (11), taken from MILP2, do not
define facets for this case (unless all slack times are zero). We have studied conditions under which the remaining
inequalities (13) and (14) taken from MILP2 define facets of the convex hull of this special case. Based on results
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on cover inequalities for the knapsack problem, we have also derived the new families of valid inequalities (16)
and (18) for the same special DMP set, and defined conditions under which they define facets.
Since inequalities (16) and (18) have been obtained for a subset of the constraints of the general DMP case,
they remain valid in general and can be used as cuts to strengthen the formulation MILP2. Furthermore,
inequalities (16) and (18) are valid for MILP1 model as well, since MILP2 is the projection of the DMP set on a
subspace of variables.
To verify he effectiveness of the proposed cuts, we have considered a preliminary separation procedure for
inequalities (16) and used it to strengthen the LP relaxation of MILP1. The procedure generates inequalities and
check if they are violated. Since the number of inequalities (16) is exponential (they are derived from constraints
(8)), a complete enumeration may be prohibitively slow. As a consequence, for each pair of paths p and p' as in
(8), just one of the possible combinations of paths p"(i,j) is considered, the one obtained by choosing, for each
(i,j)  ACp, the path p"(i,j) = arg max qP : (i,j)ACq zq, i.e., the path having the maximum value of the z variable
among all the paths containing (i,j). The algorithms have been implemented in Python, using Cplex 12.4 as LP
solver. Some preliminary results are summarized in Table 2 and refer to 190 real instances obtained from a subset
of the medium frequency lines (T = 30 minutes) connecting Brussels with some of the most important towns in
the “Brabant Wallon” region of Belgium. Each row reports average results on a set of instances. The first columns
give the number of nodes and arcs of the corresponding Arr-Arr graphs, the number of passenger paths and the
initial delay in minutes (minimum-maximum values). Column Num is the number of instances. The second and
the third groups of columns are devoted to the LP relaxation of MILP1, without and (respectively) with the
separation of inequalities (16): column Time is the running time in seconds on a 2.2 GHz Intel Core i7 processor,
column #0-gap is the number of instances having the value of the LP relaxation equal to the optimum integer
value (obtained by Cplex), Gap is the average integrality gap for the remaining instances and, finally, #Cuts is the
number of inequalities (16) added.
Table 2. Value of the LP relaxation of MILP1 without and with cuts (16).
Instance MILP1 MILP1 + cuts (16)
|N| |A| |P| D Num Time #0-gap Gap** #Cuts Time #0-gap Gap**
16-25 17-31 62-132 8-13 32 0.01 19 8.53% 53.6 0.06 26 3.93%
16-25 17-31 62-132 18-28 48 0.01 24 6.24% 95.8 0.15 33 4.20%
28-101 27-115 99-6366 8-13 44 0.09 39 14.35% 439.0 11.84 41 2.50%
28-101 27-115 99-6366 18-28 66 0.08 57 14.40% 1491.2 89.35 61 7.41%
** Average on instances with nonzero integrality gap
Preliminary results show that the valid inequalities (16) allow closing the gap on 22 additional instances (a
further 11.6%) and that they sensibly improve the LP lower bound in the remaining cases. Running times may be
quite large, but we recall that they refer to a preliminary separation procedure. Hence, more efficient separation
techniques should be integrated in the optimization methods presented by Heilporn, De Giovanni, and Labbé
(2008), both the constraint generation procedure to solve MILP2 and the branch-and-cut algorithm for MILP1,
aiming at improving the lower bound provided by the models and the overall performances of the approaches.
It would be also interesting to extend the above discussion to the convex hull of the DMP set defined by
MILP2, studying conditions under which the same or related inequalities are facet defining.
Efficient separation procedures for inequalities (16) and (18) are under study, and their integration with the
solution methods for MILP1 and MILP2 is the object of ongoing research.
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