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Naofumi Honda Luca Prelli Susumu Yamazaki
Abstract
The purpose of this paper is to establish the foundations of multi-
microlocalization, in particular, to give the fiber formula for the multi-
microlocalization functor and estimate of microsupport of a multi-
microlocalized object. We also give some applications of these results.
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Introduction
A microlocalized object of a sheaf F along a closed submanifoldM is locally
described by, roughly speaking, local cohomology groups of F with support
in a dual cone of the edge M . As a result it can be tightly related with, via
Cˇech cohomology groups, boundary values of local sections of F defined on
open cones of the edge M . It is well known that, for example, Sato’s mi-
crofunctions, which are obtained by applying the microlocalization functor
along a real analytic manifold M to the sheaf of holomorphic functions, can
be regarded as boundary values of holomorphic functions locally defined on
wedges with the edge M .
We sometimes, in study of partial differential equations, need to con-
sider a boundary value of a function defined on a cone along a family χ
of several closed submanifolds. In such a study, J. M. Delort [1] had in-
troduced simultaneous microlocalization along a normal crossing divisor χ
which gives a boundary value of a function defined on a dual poly-sector.
Bi-microlocalization along submanifolds χ = {M1, M2} with M1 ⊂ M2 was
also introduced by P. Schapira and K. Takeuchi [14] and [15] which defines
a different kind of a boundary value.
On the other hand, in the paper [4], the first and the second authors of
this article established the notion of the multi-normal cone for a family χ of
closed submanifolds with a suitable configuration, and they also constructed
the multi-specialization functor along χ. We can observe that cones appear-
ing in simultaneous microlocalization and bi-microlocalization are charac-
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terized by using the multi-normal cone and that the both microlocalization
functors coincide with the multi-microlocalization functor along χ where the
latter functor is obtained by repeated application of Sato’s Fourier transfor-
mation to the multi-specialization functor. Hence multi-microlocalization
gives us a uniform machinery for the both simultaneous microlocalization
and bi-microlocalization. The purpose of this paper is to establish the foun-
dations of multi-microlocalization, in particular, to give the fiber formula
for the multi-microlocalization functor and estimate of microsupport of a
multi-microlocalized object. We briefly explain, in what follows, these two
important results and their meanings.
The most fundamental question for the multi-microlocalization functor
µχ along closed submanifolds χ = {M1, . . . ,Mℓ} is a shape of a cone on
which a boundary value given by µχ is defined. The fiber formula gives us
an explicit answer: A germ of Hk(µχ(F )) is isomorphic to local cohomology
groups lim−→
G
HkG(F ) where G is a vector sum of closed cones Gi’s and each Gi is
defined in the similar way as that in the fiber formula of the usual microlocal-
ization functor along Mi. Therefore the multi-microlocalization functor can
be understood as a natural extension of the usual microlocalization functor.
Once we have grasped a geometrical aspect of multi-microlocalization, then
the next fundamental problem to be considered is estimate of microsupport
of µχ(F ) by that of F , for which the answer is quite simple and beautiful:
The SS(µχ(F )) is contained in the multi-normal cone of SS(F ) along χ
∗.
Here χ∗ is a family of Lagrangian submanifolds {T ∗M1X, . . . , T
∗
M
ℓ
X}. This
shows, in particular, soundness of our framework in the sense that the sharp
estimate can be achieved by a geometrical tool (the multi-normal cone) al-
ready prepared in our framework. These two results have many applications,
and some of them will be given in the last two sections of this paper.
The paper is organized as follows: We briefly recall, in Section 1, the the-
ory of the multi-specialization developed in [4]. Then, in Section 2, we define
the multi-microlocalization functor by repeatedly applying Sato’s Fourier
transformation to the multi-specialization functor. After showing several
basic properties of the functor, we establish a fiber formula which explic-
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itly describes a stalk of a multi-microlocalized object. By the fiber formula
and an edge of the wedge theorem with bounds shown in Section 4, we can
construct the sheaf of microfunctions along χ that is a natural extension
of the sheaf of Sato’s microfunctions. In section 3, after some geometrical
preparations, we give estimate of microsupport of a microlocalized object,
that is our main result. Several applications of this result to D modules are
studied in Section 5.
1 Multi-specialization: a review
In this section we recall some results of [4]. We first fix some notations, then
we recall the notion of multi-normal deformation and the definition of the
functor of multi-specialization with some basic properties.
1.1 Notations
LetX be a real analytic manifold with dimX = n, and let χ = {M1, . . . ,Mℓ}
be a family of closed submanifolds in X (ℓ ≥ 1). Throughout the paper all
the manifolds are always assumed to be countable at infinity.
We set, for N ∈ χ and p ∈ N ,
NRp(N) := {Mj ∈ χ; p ∈Mj, N *Mj and Mj * N}.
Let us consider the following conditions for χ.
H1 Each Mj ∈ χ is connected and the submanifolds are mutually distinct,
i.e. Mj 6=Mj′ for j 6= j′.
H2 For any N ∈ χ and p ∈ N with NRp(N) 6= ∅, we have
(1.1)
 ⋂
Mj∈NRp(N)
TpMj
+ TpN = TpX.
Note that, if χ satisfies the condition H2, the configuration of two subman-
ifolds must be either 1. or 2. below.
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1. Both submanifolds intersect transversely.
2. One of them contains the other.
If χ satisfies the condition H2, then for any p ∈ X, there exist a neighborhood
V of p in X, a system of local coordinates (x1, . . . , xn) in V and a family
of subsets {Ij}ℓj=1 of the set {1, 2, . . . , n} for which the following conditions
hold.
1. Either Ik ⊂ Ij, Ij ⊂ Ik or Ik ∩ Ij = ∅ holds (k, j ∈ {1, 2, . . . , ℓ}).
2. A submanifold Mj ∈ χ with p ∈ Mj (j = 1, 2, . . . , ℓ) is defined by
{xi = 0; i ∈ Ij} in V .
We set, for N ∈ χ,
(1.2) ιχ(N) :=
⋂
N&M
j
Mj .
Here ιχ(N) := X for convention if there exists no j with N & Mj . When
there is no risk of confusion, we write for short ι(N) instead of ιχ(N). We
also assume the condition H3 below for simplicity.
H3 Mj 6= ι(Mj) for any j ∈ {1, 2, . . . , ℓ}.
In local coordinates let I1, . . . , Iℓ ⊆ {1, . . . , n} such that Mi = {xk =
0 ; k ∈ Ii}. Note that the family χ satisfies the conditions H1, H2 and H3
if and only if I1, . . . , Iℓ satisfy the corresponding conditions
(1.3)
(i) either Ij $ Ik, Ik $ Ij or Ij ∩ Ik = ∅ holds for any j 6= k,
(ii)
 ⋃
I
k
$I
j
Ik
 $ Ij for any j.
Hence, for any j ∈ {1, 2, . . . , ℓ}, the set
(1.4) Iˆj := Ij \
 ⋃
I
k
&I
j
Ik

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is not empty by the condition H3. Further it follows from the conditions
H1, H2 and H3 that, for each j ∈ {1, . . . , ℓ}, there exist unique j1, . . . , jp ∈
{1, . . . , ℓ} such that
Ij = Iˆj1
⊔ · · · ⊔ Iˆjp
and Ik ⊆ Ij for all k ∈ {j1, . . . , jp} (equality holds only if k = j). In
particular
(1.5)
⋃
1≤j≤ℓ
Ij = Iˆ1 ⊔ · · · ⊔ Iˆℓ.
Set, for i ∈ {1, . . . , n}
(1.6) Ji = {j ∈ {1, . . . , ℓ} ; i ∈ Ij}.
It follows from the proof of Proposition 1.3 of [4] that
(1.7) Jα = Jβ ⇔ α, β ∈ Iˆj
for some j ∈ {1, . . . , ℓ}.
Lemma 1.1. Let Ii ⊇ Ij. Then for each α ∈ Iˆi and β ∈ Iˆj we have Jα ⊆ Jβ.
Proof. Let α ∈ Iˆi and β ∈ Iˆj. By definition of Iˆi and condition H2 we have
k ∈ Jα ⇔ Ik ⊇ Ii.
Since Ii ⊇ Ij we have
Ik ⊇ Ij ⇔ k ∈ Jβ .
Then Jα ⊆ Jβ.
Thanks to the previous result we can introduce the following notation.
Set for convenience
(1.8) I0 = Iˆ0 := {1, . . . , n} \
ℓ⋃
j=1
Ij .
Then, in local coordinates, we can write the coordinates (x1, . . . , xn) by
(1.9) (x(0), x(1), . . . , x(ℓ)),
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where x(j) denotes the coordinates (xi)i∈Iˆ
j
(j = 0, . . . , ℓ). By taking (1.7)
into account, we can also define, for j ∈ {0, 1, . . . , ℓ}
(1.10) Jˆj = {k ∈ {1, . . . , ℓ} ; Iˆj ⊆ Ik} = {k ∈ {1, . . . , ℓ} ; Ij ⊆ Ik}.
Note that, with this notation, we have Jˆ0 = ∅. Moreover, by (1.7) we have
Jα = Jβ = Jˆj for each j ∈ {1, . . . , ℓ} and each α, β ∈ Iˆj. In particular, by
Lemma 1.1
(1.11) Ii ⊆ Ij ⇒ Jˆj ⊆ Jˆi.
1.2 Multi-normal deformation
In [4] the notion of multi-normal deformation was introduced. Here we
consider a slight generalization where we replace the condition H2 with the
weaker one. Let χ = {M1, . . . ,Mℓ} be a family of closed submanifolds of
X. We say that χ is simultaneously linearizable on M = M1 ∩ · · · ∩Mℓ if
for every x ∈ M there exist a neighborhood V of x and a system of local
coordinates (x1, . . . , xn) there for which we can find subsets Ij ’s of {1, . . . , n}
such that each Mj ∩ V is defined by equations xi = 0 (i ∈ Ij). Note that
if χ satisfies the condition H2, then it is simultaneously linearizable. Now,
through the section, we assume that χ is simultaneously linearizable on M .
First recall the classical construction of [7] of the normal deformation of
X alongM1. We denote it by X˜M1
and we denote by t1 ∈ R the deformation
parameter. Let ΩM1
= {t1 > 0} and let us identify s−1(0) with TM1X. We
have the commutative diagram
(1.12) TM1
X
s
M1
//
τM1

X˜M1
pM1

ΩM1
iΩM1
oo
p˜
M1||②②
②
②
②
②
②
②
M
iM1
// X.
Set Ω˜M1
= {(x; t1) ; t1 6= 0} and define
M˜2 := (pM1
|Ω˜
M1
)−1M2.
Then M˜2 is a closed smooth submanifold of X˜M1
.
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Remark 1.2. One cannot expect the smoothness of M˜2 without the simul-
taneously linearizable condition. For example, let X = R2 with (x1, x2) and
let M1 = {x1 = 0}, M2 = {x1 − x22 = 0}. Then in X˜M1 with coordinates
(x1, x2; t1) we have
M˜2 := {t1x1 − x22 = 0, t1 6= 0} = {t1x1 − x22 = 0}
which is singular at (0, 0; 0).
Now we can define the normal deformation along M1,M2 as
X˜M1,M2
:= (X˜M1
)∼
M˜2
.
Then we can define recursively the normal deformation along χ as
X˜ = X˜M1,...,Mℓ
:= (X˜M1,...,Mℓ−1
)∼
M˜
ℓ
.
Set Sχ = {t1, . . . , tℓ = 0}, M =
⋂ℓ
i=1Mi and Ωχ = {t1, . . . , tℓ > 0}. Then
we have the commutative diagram
(1.13) Sχ
s
//
τ

X˜
p

Ωχ
iΩ
oo
p˜
~~⑦⑦
⑦
⑦
⑦
⑦
⑦
⑦
M
iM
// X.
Let us consider the diagram (1.13). In local coordinates let I1, . . . , Iℓ ⊆
{1, . . . , n} such that Mi = {xk = 0 ; k ∈ Ii}. For j ∈ {0, . . . , ℓ} set
Jˆj = {k ∈ {1, . . . , ℓ} ; Iˆj ⊆ Ik}, tJˆ
j
=
∏
k∈Jˆj
tk,
where t1, . . . , tℓ ∈ R and tJˆ0 = 1. Then p : X˜ → X is defined by
(x(0), x(1) . . . , x(ℓ); t1, . . . , tℓ) 7→ (tJˆ0x
(0), tJˆ1
x(1), . . . , tJˆℓ
x(ℓ)).
Definition 1.3. Let Z be a subset of X. The multi-normal cone to Z along
χ is the set Cχ(Z) = p˜
−1(Z) ∩ Sχ.
Lemma 1.4. Let p = (p(0), p(1), . . . , p(ℓ); 0, . . . , 0) ∈ Sχ and let Z ⊂ X. The
following conditions are equivalent:
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1. p ∈ Cχ(Z).
2. There exist sequences {(c1,m, . . . , cℓ,m)} ⊂ (R+)ℓ and {(q(0)m , q(1)m , . . . , q(ℓ)m )} ⊂
Z such that q(j)m cJˆ
j
→ p(j), j = 0, 1, . . . , ℓ and cm,j → +∞, j =
1, . . . , ℓ.
Proof. Let us prove 1. ⇒ 2. Since p ∈ p˜−1(Z) ∩ Sχ there exist sequences
{(p(0)m , p(1)m , . . . , p(ℓ)m )} ⊂ Z, {(t1,m, . . . , tℓ,m)} ⊂ (R+)ℓ such that
tj,m → 0, j = 1, . . . , ℓ,
(p(0)m , p
(1)
m , . . . , p
(ℓ)
m )→ (p(0), p(1), . . . , p(ℓ)),
(p(0), p(1)tJˆ1,m
, . . . , p(ℓ)tJˆ
ℓ
,m) ∈ Z.
Set t−1j,m = cj,m, j = 1, . . . , ℓ and p
(j)
m tJˆj ,m
= q(j)m , j = 0, 1, . . . , ℓ. Then we
have {(q(0)m , q(1)m , . . . , q(ℓ)m )} ⊂ Z, q(j)m cJˆ
j
→ p(j), j = 0, 1, . . . , ℓ and cm,j →
+∞, j = 1, . . . , ℓ.
Let us prove 2. ⇒ 1. Suppose that there exist sequences {(c1,m, . . . , cℓ,m)} ⊂
(R+)ℓ and {(q(0)m , q(1)m , . . . , q(ℓ)m )} ⊂ Z such that q(j)m cJˆ
j
→ p(j), j = 0, 1, . . . , ℓ
and cm,j → +∞, j = 1, . . . , ℓ. Define p(j)m = q(j)m cJˆj , j = 0, 1, . . . , ℓ and
tj,m = c
−1
m,j . Then clearly
tj,m → 0, j = 1, . . . , ℓ,
(p(0)m , p
(1)
m , . . . , p
(ℓ)
m )→ (p(0), p(1), . . . , p(ℓ)),
(p(0), p(1)tJˆ1,m
, . . . , p(ℓ)tJˆℓ,m
) ∈ Z.
So p ∈ Cχ(Z).
Let us consider the canonical map TMj
ι(Mj) → Mj →֒ X, j = 1, . . . , ℓ,
we write for short
×
X,1≤j≤ℓ
TM
j
ι(Mj) := TM1
ι(M1)×
X
TM2
ι(M2)×
X
· · · ×
X
TM
ℓ
ι(Mℓ).
When χ satisfies the conditions H1, H2 and H3 we have
(1.14) Sχ ≃ ×
X,1≤j≤ℓ
TM
j
ι(Mj).
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Remark 1.5. When χ satisfies conditions H1, H2 and H3, the zero-section
Sχ becomes a vector bundle overM . However, in general, the simultaneously
linearizable condition is not enough to assure the existence of a vector bundle
structure on Sχ. The important exceptional case where χ does not satisfy
H2 but Sχ has a vector bundle structure will be studied in § 3.1.
Example 1.6. Let us see two typical examples of multi-normal deformations
in the complex case. Let X = C2 (≃ R4 as a real manifold) with coordinates
(z1, z2).
1. (Majima) Let χ = {M1,M2} with M1 = {z1 = 0} and M2 = {z2 = 0}.
Then χ satisfies H1, H2 and H3. We have I1 = {1}, I2 = {2}, J1 = {1},
J2 = {2} (in R4, if z1 = (x1, x2) and z2 = (x3, x4) we have I1 = {1, 2},
I2 = {3, 4}, J1 = J2 = {1}, J3 = J4 = {2}). The map p : X˜ → X is
defined by
(z1, z2; t1, t2) 7→ (t1z1, t2z2).
Remark that the deformation is real though X is complex. In particu-
lar t1, t2 ∈ R. We have ι(M1) = ι(M2) = X and then the zero section
S of X˜ is isomorphic to TM1
X ×
X
TM2
X.
2. (Takeuchi) Let χ = {M1,M2} with M1 = {0} and M2 = {z2 = 0}.
Then χ satisfies H1, H2 and H3. We have I1 = {1, 2}, I2 = {2},
J1 = {1}, J2 = {1, 2} (in R4, if z1 = (x1, x2) and z2 = (x3, x4) we have
I1 = {1, 2, 3, 4}, I2 = {3, 4}, J1 = J2 = {1}, J3 = J4 = {1, 2}). The
map p : X˜ → X is defined by
(z1, z2; t1, t2) 7→ (t1z1, t1t2z2).
We have ι(M1) =M2, ι(M2) = X and then the zero section S of X˜ is
isomorphic to TM1
M2 ×
X
TM2
X.
Example 1.7. Let us see three typical examples of multi-normal deforma-
tions in the real case. Let X = R3 with coordinates (x1, x2, x3).
1. (Majima) Let χ = {M1,M2,M3} withM1 = {x1 = 0}, M2 = {x2 = 0}
and M3 = {x3 = 0}. Then χ satisfies H1, H2 and H3. We have
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I1 = {1}, I2 = {2}, I3 = {3}, J1 = {1}, J2 = {2}, J3 = {3}. The map
p : X˜ → X is defined by
(x1, x2, x3; t1, t2, t3) 7→ (t1x1, t2x2, t3x3).
We have ι(M1) = ι(M2) = ι(M3) = X and then the zero section S of
X˜ is isomorphic to TM1
X ×
X
TM2
X ×
X
TM3
X.
2. (Takeuchi) Let χ = {M1,M2,M3} with M1 = {0}, M2 = {x2 =
x3 = 0} and M3 = {x3 = 0}. Then χ satisfies H1, H2 and H3. We
have I1 = {1, 2, 3}, I2 = {2, 3}, I3 = {3}, J1 = {1}, J2 = {1, 2},
J3 = {1, 2, 3}. The map p : X˜ → X is defined by
(x1, x2, x3; t1, t2, t3) 7→ (t1x1, t1t2x2, t1t2t3x3).
We have ι(M1) = M2, ι(M2) = M3, ι(M3) = X and then the zero
section S of X˜ is isomorphic to TM1
M2 ×
X
TM2
M3 ×
X
TM3
X.
3. (Mixed) Let χ = {M1,M2,M3} with M1 = {0}, M2 = {x2 = 0}
and M3 = {x3 = 0}. Then χ satisfies H1, H2 and H3. We have
I1 = {1, 2, 3}, I2 = {2}, I3 = {3}, J1 = {1}, J2 = {1, 2}, J3 = {1, 3}.
The map p : X˜ → X is defined by
(x1, x2, x3; t1, t2, t3) 7→ (t1x1, t1t2x2, t1t3x3).
We have ι(M1) = M2 ∩M3, ι(M2) = ι(M3) = X and then the zero
section S is isomorphic to TM1
(M2 ∩M3)×
X
TM2
X ×
X
TM3
X.
Let q ∈ ⋂
1≤j≤ℓ
Mj and pj = (q; ξj) be a point in TM
j
ι(Mj) (j = 1, 2, . . . , ℓ).
We set p = p1×
X
. . .×
X
pℓ ∈ ×
X,1≤j≤ℓ
TM
j
ι(Mj), and p˜j = (q; ξ˜j) ∈ TM
j
X denotes
the image of the point pj by the canonical embedding TM
j
ι(Mj) →֒ TM
j
X.
We denote by Coneχ,j(p) (j = 1, 2, . . . , ℓ) the set of open conic cones in
(TM
j
X)q ≃ Rn−dimMj that contain the point ξ˜j ∈ (TM
j
X)q ≃ Rn−dimMj .
11
Definition 1.8. We say that an open set G ⊂ (TX)q is a multi-cone along
χ with direction to p ∈
(
×
X,1≤j≤ℓ
TM
j
ι(Mj)
)
q
if G is written in the form
G =
⋂
1≤j≤ℓ
π−1j, q(Gj) Gj ∈ Coneχ,j(p)
where πj, q : (TX)q → (TMjX)q is the canonical projection. We denote by
Coneχ(p) the set of multi-cones along χ with direction to p.
For any q ∈ X, there exists an isomorphism ψ : X ≃ (TX)q near q and
ψ(q) = (q; 0) that satisfies ψ(Mj) = (TMj)q for any j = 1, . . . , ℓ.
Let Z be a subset of X. When χ satisfies H1, H2 and H3 we also have
the following equivalence: p /∈ Cχ(Z) if and only if there exist an open
subset ψ(q) ∈ U ⊂ (TX)q and a multi-cone G ∈ Coneχ(ψ∗(p)) such that
ψ(Z) ∩G ∩ U = ∅ holds.
Example 1.9. We now give two examples of multi-cones in the complex
case. Let X = C2 with coordinates (z1, z2).
1. (Majima) Let M1 = {z1 = 0} and M2 = {z2 = 0}. Then Coneχ(p) for
p = (0, 0; 1, 1) is nothing but the set of multi sectors along Z1 ∪ Z2
with their direction to (1, 1).
2. (Takeuchi) Let M1 = {0} and M2 = {z2 = 0}. For p = (0, 0; 1, 1) ∈
TM1
M2 ×
X
TM2
X, it is easy to see that a cofinal set of Coneχ(p) is, for
example, given by the family of the sets
{(η1, η2); |η1| < ǫ|η2|, η2 ∈ S}S∋1,ǫ>0,
where S is a sector in C containing the direction 1.
Example 1.10. We now give three examples of multi-cones in the real case.
Let X = R3 with coordinates (x1, x2, x3).
1. (Majima) Let M1 = {x1 = 0}, M2 = {x2 = 0} and M3 = {x3 = 0}.
For p = (0, 0, 0; 1, 1, 1) ∈ TM1X×X TM2X×X TM3X, it is easy to see that
Coneχ(p) = {(R+)3}.
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2. (Takeuchi) Let M1 = {0}, M2 = {x2 = x3 = 0} and M3 = {x3 = 0}.
For p = (0, 0, 0; 1, 1, 1) ∈ TM1M2 ×X TM2M3 ×X TM3X, it is easy to see
that a cofinal set of Coneχ(p) is, for example, given by the family of
the sets
{(ξ1, ξ2, ξ3); |ξ2|+ |ξ3| < ǫξ1, |ξ3| < ǫξ2, ξ3 > 0}ǫ>0.
3. (Mixed) Let M1 = {0}, M2 = {x2 = 0} and M3 = {x3 = 0}. For
p = (0, 0, 0; 1, 1, 1) ∈ TM1(M2 ∩M3)×X TM2X ×X TM3X, a cofinal set of
Coneχ(p) is, for example, given by the family of the sets
{(ξ1, ξ2, ξ3); |ξ2|+ |ξ3| < ǫξ1, ξ2 > 0, ξ3 > 0}ǫ>0.
This definition is also compatible with the restriction to a subfamily of
χ. Namely, let k ≤ ℓ and K = {j1, . . . , jk} be a subset of {1, 2, . . . , ℓ}. Set
χK = {Mj1 , . . . ,Mjk} and SK := TMj1 ιχ(Mj1) ×X · · · ×X TMjk ιχ(Mjk) ×X M .
Let Z be a subset of X. Then we have
Cχ(Z) ∩ SK = Cχ
K
(Z) ∩ SK .
In the following we will denote with the same symbol Cχ
K
(Z) the normal
cone with respect to χK and its inverse image via the map X˜ → X˜M
j1
,...,M
jk
.
1.3 Multi-specialization
Let k be a field and denote by Mod(kX
sa
) (resp. Db(kX
sa
)) the category
(resp. bounded derived category) of sheaves on the subanalytic site Xsa.
For the theory of sheaves on subanalytic sites we refer to [9, 11]. For the
theory of multi-specialization we refer to [4].
Let χ be a family of submanifolds satisfying H1, H2 and H3.
Definition 1.11. The multi-specialization along χ is the functor
νsaχ : D
b(kX
sa
)→ Db(kS
χsa
),
F 7→ s−1RΓΩ
χ
p−1F.
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Remark 1.12. We can give a description of the sections of the multi-
specialization of F ∈ Db(kXsa): let V be a conic subanalytic open subset of
Sχ. Then:
Hj(V ; νsaMF ) ≃ lim−→
U
Hj(U ;F ),
where U ranges through the family of open subanalytic subsets of X such
that Cχ(X \U)∩V = ∅. Let p = (q; ξ) ∈ ×
X,1≤j≤ℓ
TM
j
ι(Mj), let Bǫ ⊂ (TX)q
be an open ball of radius ǫ > 0 with its center at the origin and set
Coneχ(p, ǫ) := {G ∩Bǫ; G ∈ Coneχ(p)}.
Applying the functor ρ−1 : Db(kSχsa
)→ Db(kSχ) (see [11] for details) we can
calculate the fibers at p ∈ ×
X,1≤j≤ℓ
TM
j
ι(Mj) which are given by
(ρ−1Hjνsaχ F )p ≃ lim−→
W
Hj(W ;F ),
whereW ranges through the family Coneχ(p, ǫ) for ǫ > 0. If there is no risk
of confusion, in the rest of the paper we will use the notation
νχ := ρ
−1νsaχ : D
b(kX
sa
)→ Db(kS
χ
).
Remark that, if F ∈ Mod(kX) we have νχRρ∗(F ) ≃ νχ(F ), the multi-
specialization of F defined with the classical Grothendieck operations.
2 Multi-microlocalization
In this section we introduce the functor of multi-microlocalization as the
Fourier-Sato transform of multi-specialization. We then compute its stalks
as inductive limits of section supported on convex subanalytic cones.
2.1 Definition
Now we are going to apply the Fourier-Sato transform to the multi-specialization.
We refer to [7] for the classical Fourier-Sato transform and to [12] for its
generalization to subanalytic sheaves. First, we need a general result: Let
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τi : Ei → Z (1 ≤ i ≤ ℓ) be vector bundles over Z, and let E∗i be the dual
bundle of Ei. We denote by ∧i and ∨i the Fourier-Sato and the inverse
Fourier-Sato transformations on Ei respectively. Moreover we denote by ∧∗i
and ∨∗i the Fourier-Sato and the inverse Fourier-Sato transformations on E∗i
respectively. Recall that
G∧i = (G∨i)a ⊗ ω⊗−1E∗i /Z .
Here ωE∗i /Z
is the dualizing complex and ω⊗−1E∗i /Z
its dual. Set E := E1×
Z
· · ·×
Z
Eℓ and E
∗ := E∗1 ×
Z
· · · ×
Z
E∗ℓ for short. Let τ : E → Z be the the canonical
projection. Set P ′i := {(η, ξ) ∈ Ei ×
Z
E∗i ; 〈η, ξ〉 6 0}. Further set
P ′ := P ′1 ×
Z
· · · ×
Z
P ′ℓ , P
+ := E ×
Z
E∗ \ P ′,
and denote by p′1 : P
′ → E, p′2 : P ′ → E∗, and p+1 : P+ → Ei, p+2 : P+ →
E∗ the canonical projections respectively. Let F and G be a multi-conic
object on E and E∗ respectively. Then we set for short ∧E (resp. ∨∗E) the
composition of the Fourier-Sato transforms ∧i (resp. the composition of the
inverse Fourier-Sato transforms ∨∗i ) on Ei for each i ∈ {1, . . . , ℓ}.
Remark 2.1. Let X, Y be two real analytic manifolds, and f : Y → X a
real analytic mapping. We have a commutative diagram
Y
ρ

f
// X
ρ

Ysa
f
// Xsa
For subanalytic sheaves we can also define the functor of proper direct image
f!!, and its derived functor Rf!! . Note that Rf!!◦Rρ∗ 6≃ Rρ∗ ◦Rf! in general.
As in the notation above, let i : Z → E be the zero-section embedding. Then
we have
Rτ!! ◦Rρ∗ = i! ◦Rρ∗ = Rρ∗ ◦ i! = Rρ∗ ◦Rτ! .
Hence in what follows, we identify Rτ!! with Rτ!.
Proposition 2.2. Let F and G be multi-conic objects on E and E∗ respec-
tively.
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(1) F∧E and G∨
∗
E are independent of the order of the the Fourier-Sato
transformations ∧i and inverse the Fourier-Sato transformations ∨∗i respec-
tively.
(2) It follows that
G∨
∗
E = Rp′1∗p
′ !
2G.
Proof. (1) By induction on ℓ, we may assume that ℓ = 2. We have the
following commutative diagram:
P ′
p′1
		
p′2
((
p′2,2
//
p′1,1


P ′1×
Z
E∗2 p′1,2
//
p′1,1

E∗
E E1×
Z
P ′2p′2,1
oo
p′2,2
// E1×
Z
E∗2
Then we have
G∨
∗
1∨
∗
2 = Rp′2,1∗ p
′ !
2,2Rp
′
1,1∗ p
′ !
1,2G = Rp
′
2,1∗Rp
′
1,1∗ p
′ !
2,2 p
′ !
1,2G
= Rp′1∗p
′ !
2G.
(2.1)
For the same reason, we obtain
G∨
∗
1∨
∗
2 = Rp′1∗p
′ !
2G = G
∨∗2∨
∗
1 .
Therefore we have
∧∗1∧∗2 = (∨∗2∨∗1)−1 = (∨∗1∨∗2)−1 = ∧∗2 ∧∗1 .
Replacing (E∗1 , E
∗
2) with (E1, E2), we obtain
∧1∧2 = ∧2 ∧1 .
(2) For ℓ = 2, the result follows by (2.1). Next, assume that ℓ > 2. Set
E′ := ×
Z,2≤i≤ℓ
Ei, E
′∗ := ×
Z,2≤i≤ℓ
E′∗i , P
′
E′ := ×
Z,2≤i≤ℓ
P ′i , and ∨∗E′ the compo-
sition of ∨∗i ) for each i ∈ {2, . . . , ℓ}. We have the following commutative
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diagram:
P ′
p′1

p′2
((
p′
E′,2
//
p′1,1


P ′1×
Z
E′∗
p′1,2
//
p′1,1

E∗
E E1×
Z
P ′E′p′
E′,1
oo
p′
E′,2
// E1×
Z
E′∗
Then by induction hypothesis, we have
(G∨
∗
1)∨
∗
E′ = Rp′E′,1∗ p
′ !
E′,2Rp
′
1,1∗ p
′ !
1,2G = Rp
′
E′,1∗Rp
′
1,1∗ p
′ !
E′,2 p
′ !
1,2G = Rp
′
1∗p
′ !
2G.
Therefore, the induction proceeds.
We shall need some notation. For a subset K = {i1, . . . , ik} ⊆ {1, . . . , ℓ},
set χK := {Mi; i ∈ K}, Si := TM
i
ι(Mi)×
X
M (j = 1, . . . , ℓ) and
SK := TM
i1
ι(Mi1
)×
X
· · · ×
X
TM
ik
ι(Mi
k
) = Si1
×
M
· · · ×
M
Si
k
.
Let S∗K be the dual of SK :
S∗K := T
∗
M
i1
ι(Mi1
)×
X
· · · ×
X
T ∗M
ik
ι(Mi
k
) = S∗i1
×
M
· · · ×
M
S∗i
k
.
Given Cij
⊆ Sij , j = 1, . . . , k, we set for short CK := Ci1 ×X · · · ×X Cik ⊂ SK .
Define ∧K as the composition of the Fourier-Sato transformation ∧i
k
on Si
k
for each ik ∈ K.
Let I, J ⊆ {1, . . . , ℓ} be such that I ⊔ J = {1, . . . , ℓ}. We still denote by
π : SI ×
M
S∗J →M the projection. We define the functor νsaχIµ
sa
χJ
by
νsaχ
I
µsaχ
J
: Db(kXsa
) ∋ F 7→ νsaχ (F )∧J ∈ Db(k(S
I
×
M
S∗
J
)sa
).
By Proposition 2.2, this is well defined; that is, this definition does not
depend on the order of the Fourier-Sato transformations. Composing with
the functor ρ−1, we set for short
νχ
I
µχ
J
:= ρ−1νsaχ
I
µsaχ
J
: Db(kXsa
)→ Db(kS
I
×
M
S∗
J
).
When I = ∅ we obtain the functor of multi-microlocalization: Set ∧ :=
∧{1,...,ℓ} for short.
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Definition 2.3. The multi-microlocalization along χ is the functor
µsaχ : D
b(kXsa
) ∋ F 7→ νsaχ (F )∧ ∈ Db(kS∗χsa).
As above, we set for short
µχ := ρ
−1µsaχ : D
b(kXsa
)→ Db(kS∗
χ
).
2.2 Stalks
Let X be a real analytic manifold and consider a family of submanifolds
χ = {M1, . . . ,Mℓ} satisfying H1, H2 and H3. Let S = TM1ι(M1) ×X · · · ×X
TM
ℓ
ι(Mℓ). Locally p ∈ S is given by p = p1 × · · · × pℓ = (q; ξ(1), . . . , ξ(ℓ)),
with ξ(k) ∈ TM
k
ι(Mk). Set M =
⋂ℓ
j=1Mj . Let τj : TM
j
ι(Mj) →֒ TM
j
X
denote the canonical injection and let πj : S → TMj ι(Mj) be the canonical
projection.
Lemma 2.4. Let F ∈ Db(kX
sa
).
(i) Let A be a multi-conic closed subanalytic subset of S. Then HkA(S; ν
sa
χ F ) ≃
lim−→
Z,U
HkZ(U ;F ), where U ranges through the family of open subanalytic
neighborhoods of M and Z is a closed subanalytic subset such that
Cχ(Z) ⊂ A.
(ii) Suppose that A =
⋂ℓ
j=1 π
−1
j Aj with Aj being a closed conic subanalytic
subset in TMj
ι(Mj) ×
M
j
M . Then HkA(S; ν
sa
χ F ) ≃ lim−→
Z,U
HkZ(U ;F ), where
U ranges through the family of open subanalytic neighborhoods of M
and Z = Z1 ∩ · · · ∩ Zℓ with each Zj being a closed subanalytic subset
in X and CM
j
(Zj) ⊂ (TM
j
X \ τj(TM
j
ι(Mj) \Aj)).
Proof. (i) We have the exact sequence
· · · → HkA(S; νsaχ (F ))→ Hk(S; νsaχ F )→ Hk(S \A; νsaχ F )→ . . .
We have Hk(S; νsaχ F ) ≃ lim−→
U
Hk(U ;F ), where U ranges through the family
of subanalytic neighborhoods of M . Moreover
Hk(S \ A; νsaχ F ) ≃ lim−→
W
Hk(W ;F ),
18
whereW ∈ Op(Xsa) is such that Cχ(X\W )∩(S\A) = ∅. Setting Z = X\W
we obtain
Hk(S \ A; νsaχ F ) ≃ lim−→
U,Z
Hk(U \ Z;F ),
where U ranges through the family of subanalytic neighborhoods of M and
Z is closed subanalytic such that Cχ(Z) ⊂ A. Then the result follows thanks
to the five lemma applied to the exact sequence
· · · → lim−→
U,Z
HkZ(U ;F )→ lim−→
U
Hk(U ;F )→ lim−→
U,Z
Hk(U \ Z;F )→ . . .
where U ranges through the family of subanalytic neighborhoods of M and
Z is closed subanalytic such that Cχ(Z) ⊂ A.
(ii) Let A =
⋂ℓ
j=1 π
−1
j Aj with Aj ⊂ TMj ι(Mj) ×Mj M . Set for short
Sj := TMj
ι(Mj) ×Mj M . Then we have S \ A =
⋃ℓ
j=1 π
−1
j (Sj \ Aj). Let
W ∈ Op(Xsa) be such that Cχ(X \W ) ∩ (S \ A) = ∅. Then W =
⋃ℓ
j=1Wj
with Cχ(X \Wj)∩ π−1j (Sj \Aj) = ∅. Let us find W1, . . . ,Wℓ. Let W˜j be an
open neighborhood of π−1j (Sj \Aj) in the multi-normal deformation X˜ of X.
Then by Proposition 4.6 of [4] we have Cχ(X \ p˜(W˜j∩Ω))∩π−1j (Sj \Aj) = ∅.
Set Wj = p˜(W˜j ∩ Ω) ∩W . Up to shrink W we may suppose W =
⋃ℓ
j=1Wj .
We have
Cχ(X \Wj) ∩ π−1j (Sj \Aj) = ∅ ⇔ Cχ(X \Wj) ∩ (Sj \ Aj) = ∅
⇔ CM
j
(X \Wj) ∩ τj(Sj \Aj) = ∅,
where, for the second condition, Sj \ Aj is regarded as a subset of
{(q; ξ(1), . . . , ξ(ℓ)) ∈ S; q ∈M, ξ(k) = 0 (k 6= j)} ⊂ S.
And the first equivalence follows from Lemma 4.2 of [4] and the second one
from Corollary 4.3 of [4]. Setting Z = X \W and Zj = X \Wj, we obtain
Z =
⋂ℓ
j=1 Zj with CM
j
(Zj) ∩ τj(Sj \ Aj) = ∅ and the result follows.
Remark 2.5. We correct typo: By Lemma 6.1 in [4], for any F ∈ Db(kXsa)
there is a natural isomorphism
νsaχ (F ) = s
−1RΓΩ
χ
(p−1F ) ≃ s!(p!F )Ω
χ
.
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Proposition 2.6. Assume that χ satisfies the conditions H1, H2 and H3.
Let τ : Sχ ≃ ×
X,1≤j≤ℓ
TMj
ι(Mj) → M be the the canonical projection, where
M :=
⋂ℓ
j=1Mj . Then
νsaχ (F )|M ≃ Rτ∗νsaχ (F ) ≃ F |M ,(2.2)
RΓM(ν
sa
χ (F )) ≃ Rτ!νsaχ (F ) ≃ RΓM (F ).(2.3)
Proof. Let k : M → Sχ be the zero-section embedding, and i : M → X the
canonical embedding. Then
F |M = k−1s−1p−1F → k−1s−1RiΩ
χ
∗i
−1
Ω
χ
p−1(F )
≃ k−1s−1RΓΩχ(p
−1F ) ≃ νsaχ (F )|M ,
Rτ!ν
sa
χ (F ) = k
!νsaχ (F ) ≃ k!s!(p!F )Ω
χ
→ k!s!p!F = RΓM (F ).
These morphisms are isomorphisms by the stalk formulae.
Set S∗ := T ∗M1
ι(M1) ×
X
. . . ×
X
T ∗M
ℓ
ι(Mℓ). Let V = V1 ×
X
. . . ×
X
Vℓ be a
multi-conic open subanalytic subset in S∗, and let π : S∗ → M denote the
canonical projection. We set, for short, V ◦ := V ◦1 ×
X
. . .×
X
V ◦ℓ the multi-polar
cone in S.
Lemma 2.7. Let V = V1×
X
. . .×
X
Vℓ be a multi-conic open subanalytic subset in
S∗ such that V ∩π−1(q) is convex in S∗q for q ∈ π(V ). Then Hk(V ;µsaχ F ) ≃
lim−→
Z,U
HkZ(U ;F ), where U ranges through the family of open subanalytic subsets
in X with U ∩M = π(V ) and Z = Z1 ∩ · · · ∩ Zℓ with CM
j
(Zj) ⊂ (TM
j
X \
τj(Int(V
◦a
j ))). Here (·)a denotes the inverse image of the antipodal map.
Proof. Since the fiber of Vj is convex for each j the Fourier-Sato transform
gives Hk(V ;µsaχ F ) ≃ HkV ◦(S; νsaχ F ). Then the result follows from Lemma
2.4 (ii).
Let p = p1 × · · · × pℓ = (q; ξ(1), . . . , ξ(ℓ)) ∈ S∗. For any pk ∈ T ∗M
k
ι(Mk),
we define the subset in (TM
k
X)q
(2.4) p#k := (TMk
X)q \ τk(p◦ak ).
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Here the subset p◦ak in (TM
k
ι(Mk))q denotes the antipodal polar set of the
point pk, i.e., p
◦a
k = {η ∈ (TMkι(Mk))q; 〈η, ξ
(k)〉 ≤ 0}. Note that p#k is an
open subset. Set for short µχ := ρ
−1µsaχ . As a consequence of Lemma 2.7
we have
Corollary 2.8. Let p = p1 × · · · × pℓ = (q; ξ(1), . . . , ξ(ℓ)) ∈ S∗, and let
F ∈ Db(kX
sa
). Then Hk(µχF )p ≃ lim−→
Z,U
HkZ(U ;F ), where U ∈ Op(Xsa) ranges
through the family of open subanalytic neighborhoods of q and Z runs through
a family of closed sets in the form Z1∩Z2∩· · ·∩Zℓ with each Zk being closed
subanalytic in X and CM
k
(Zk)q ⊂ p#k ∪ {0} (k = 1, 2, . . . , ℓ).
Now we are going to find a stalk formula for multi-microlocalization given
by a limit of sections with support (locally) contained in closed convex cones.
As the problem is local, we may assume that X = Rn and q = 0 with
coordinates (x1, . . . , xn), and that there exists a subset Ik (k = 1, 2, . . . , ℓ)
in {1, 2, . . . , n} with the conditions (1.3) such that each submanifold Mk is
given by {x = (x1, . . . , xn) ∈ Rn; xi = 0 (i ∈ Ik)} . Recall that Iˆk was defined
by (1.4) and that we set M = ∩kMk and nk = ♯Iˆk. Then locally we have
X =M × (N1 ×N2 × · · · ×Nℓ) =M ×N,
where Nk is R
nk with coordinates x(k) = (xi)i∈Iˆ
k
. Set, for k ∈ {1, . . . , ℓ},
(2.5)
J≺k := {j ∈ {1, . . . , ℓ}, Ij $ Ik},
J≻k := {j ∈ {1, . . . , ℓ}, Ij % Ik},
J∦ k := {j ∈ {1, . . . , ℓ}, Ij ∩ Ik = ∅}.
Clearly we have
(2.6) k ∈ J≺j ⇔ Ik $ Ij ⇔ j ∈ J≻k,
and, by the conditions H1, H2 and H3, we also have
(2.7) J≺k ⊔ {k} ⊔ J≻k ⊔ J∦ k = {1, 2, . . . , ℓ}.
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Let p = p1 × · · · × pℓ = (q; ξ(1), . . . , ξ(ℓ)) ∈ T ∗M1ι(M1)×X . . . ×X T
∗
M
ℓ
ι(Mℓ) and
consider the following conic subset in N
(2.8) γk :=
(x(j))j=1,...,ℓ ∈ N ;
x(j) = 0, j ∈ J≺k ⊔ J∦ k
x(j) ∈ Rnj , j ∈ J≻k
〈x(j), ξ(k)〉 > 0, j = k
 .
Note that, if ξ(k) = 0, then γk is empty.
Example 2.9. We now compute γk of (2.8) on the complex case in the
following two typical situations. Let X = C2 with coordinates (z1, z2).
1. (Majima) Let M1 = {z1 = 0} and M2 = {z2 = 0}. Then
γ1 = {(z1, 0); Re〈z1, η1〉 > 0},
γ2 = {(0, z2); Re〈z2, η2〉 > 0}.
2. (Takeuchi) Let M1 = {0} and M2 = {z2 = 0}. Then
γ1 = {(z1, 0); Re〈z1, η1〉 > 0},
γ2 = {(z1, z2); Re〈z2, η2〉 > 0}.
Example 2.10. We now compute γk of (2.8) on the real case in three typical
situations. Let X = R3 with coordinates (x1, x2, x3).
1. (Majima) Let M1 = {x1 = 0}, M2 = {x2 = 0} and M3 = {x3 = 0}.
Then
γ1 = {(x1, 0, 0); 〈x1, ξ1〉 > 0},
γ2 = {(0, x2, 0); 〈x2, ξ2〉 > 0},
γ3 = {(0, 0, x3); 〈x3, ξ3〉 > 0}.
2. (Takeuchi) Let M1 = {0}, M2 = {x2 = x3 = 0} and M3 = {x3 = 0}.
Then
γ1 = {(x1, 0, 0); 〈x1, ξ1〉 > 0},
γ2 = {(x1, x2, 0); 〈x2, ξ2〉 > 0},
γ3 = {(x1, x2, x3); 〈x3, ξ3〉 > 0}.
22
3. (Mixed) Let M1 = {0}, M2 = {x2 = 0} and M3 = {x3 = 0}. Then
γ1 = {(x1, 0, 0); 〈x1, ξ1〉 > 0},
γ2 = {(x1, x2, 0); 〈x2, ξ2〉 > 0},
γ3 = {(x1, 0, x3); 〈x3, ξ3〉 > 0}.
Theorem 2.11. Let p = p1 × · · · × pℓ = (q; ξ(1), . . . , ξ(ℓ)) ∈ S∗, and let
F ∈ Db(kX
sa
). Then we have
(2.9) Hk(µχF )p ≃ lim−→
G,U
HkG(U ;F ).
Here U is an open subanalytic neighborhood of q in X and G is a closed
subanalytic subset in the form M ×
(
ℓ∑
k=1
Gk
)
with Gk being a closed sub-
analytic convex cone in N satisfying Gk \ {0} ⊂ γk, where γk is defined in
(2.8).
Proof. As a point of the base manifold M is irrelevant in the subsequent
arguments, we may assume M = {0} for simplicity. We also assume q = 0
and |ξ(k)| ≤ 1 for k = 1, 2, . . . , ℓ.
We first prove that, for any Z = Z1 ∩ · · · ∩ Zℓ with Zk being closed in X
and CM
k
(Zk)q ⊂ p#k ∪ {0} (k = 1, 2, . . . , ℓ), there exists G described in the
theorem with G ⊃ Z. As Gk is convex and it contains the origin, we have
G◦1 ∩ · · · ∩G◦ℓ = (G1 + · · ·+Gℓ)◦
and
(G◦1 ∩ · · · ∩G◦ℓ )◦ = G1 + · · ·+Gℓ
where G◦k designates the usual polar cone of Gk in X as a vector space. We
shall find a closed convex cone V such that V = V1∩ · · ·∩Vℓ with Vk convex
for each k = 1, . . . , ℓ and V ◦k \ {0} ⊂ γk satisfying V ◦ ⊇ Z. Furthermore
we choose Vk so that every V
◦
k is proper with respect to the same direction
ξ˜ 6= 0, i.e., V ◦ \ {0} ⊂ {x ∈ X; 〈x, ξ˜〉 > 0}. In this way
V ◦ = (V ◦◦1 ∩ · · · ∩ V ◦◦ℓ )◦ = V ◦1 + · · ·+ V ◦ℓ = V ◦1 + · · ·+ V ◦ℓ
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and setting Gk := V
◦
k we obtain the claim. Here the last equality follows
from the fact that every V ◦ is closed and properly contained in the same
half space in X.
It follows from the definition of Zk that there exists ǫ > 0 and a closed
convex cone Γk ⊂ Nk with Γk \ {0} ⊂ {〈x(k), ξ(k)〉 > 0} which satisfies
Zk ⊂ {x ∈ X; x(k) ∈ Γk} ∪ {x ∈ X; ǫ|x(k)| ≤
∑
j∈J
≺k
|x(j)|}.
Note that, for k with ξ(k) = 0, we always take Γk = {0}. The existence of
such an ǫ and a Γk is shown in the following way. We set
N ′ := ×
j∈J
≺k
Nj , N
′′ := ×
j∈J
≻k
∪J∦k
Nj ,
for which we have X = N ′ ×Nk ×N ′′ with coordinates (x′, x(k), x′′). Note
that Mk = {0}N ′×N
k
× N ′′ holds. We also define a closed subset D in Nk
by {x(k) ∈ Nk; 〈x(k), ξ(k)〉 ≤ 0}. Then CMk(Zk)q ⊂ p
#
k ∪ {0} implies that,
for any θ ∈ D \ {0}, there exist an open cone Qθ in N ′ ×Nk with direction
(0N ′ , θ) and an open neighborhood Uθ of q in X satisfying
(Qθ ×N ′′) ∩ Uθ ⊂ X \ Zk.
Then, as {0}N ′ ×D is a closed conic subset in N ′ ×Nk, we can find a finite
subset Θ in D \ {0} such that
{0}N ′ × (D \ {0}) ⊂
⋃
θ∈Θ
Qθ,((⋃
θ∈Θ
Qθ
)
×N ′′
)
∩
(⋂
θ∈Θ
Uθ
)
⊂ X \ Zk.
Then, by taking U in (2.9) sufficiently small so that U ⊂
⋂
θ∈Θ
Uθ, we may
assume, from the beginning,(⋃
θ∈Θ
Qθ
)
×N ′′ ⊂ X \ Zk.
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As
⋃
θ∈Θ
Qθ is an open conic neighborhood of {0}N ′ × (D \ {0}) in N ′ ×Nk,
there exist an open cone T in Nk with D \ {0} ⊂ T and ǫ > 0 satisfying(x′, x(k)) ∈ N ′ ×Nk; x(k) ∈ T, ∑
j∈J≺k
|x(j)| < ǫ|x(k)|
 ⊂ ∪θ∈ΘQθ.
Hence we have(x′, x(k)) ∈ N ′ ×Nk; x(k) ∈ T, ∑
j∈J
≺k
|x(j)| < ǫ|x(k)|
×N ′′ ⊂ X \ Zk,
which is equivalent to saying that
{
x ∈ X; x(k) ∈ (Nk \ T )
}
∪
x ∈ X; ∑
j∈J
≺k
|x(j)| ≥ ǫ|x(k)|
 ⊃ Zk.
This shows the existence of ǫ > 0 and Γk := Nk \ T .
Now we set
Zk,Γ :=
{
x ∈ X; x(k) ∈ Γk
}
Zk, ǫ :=
x ∈ X; ǫ|x(k)| ≤ ∑
j∈J
≺k
|x(j)|
 .
Note that, for k ∈ {1, 2, . . . , ℓ} with Iˆk = Ik, we have Zk ⊂ Zk,Γ and no Zk, ǫ
appears.
Define V = V1 ∩ · · · ∩ Vℓ. Here each Vk is given by, if ξ(k) 6= 0,x ∈ X; x(k) ∈ Tk, δ|〈x(k), ξ(k)〉| ≥ ∑
j∈J
≻k
|x(j)|

where δ > 0 and Tk is a proper closed convex cone in Nk with Tk ⊂ {x(k) ∈
Nk; 〈x(k), ξ(k)〉 ≥ 0} and ξ(k) ∈ IntN
k
Tk. And if ξ
(k) = 0, then Vk is the
whole X. Note that Vk is a convex set in any case, i.e., V
◦◦
k = Vk. Then such
a V satisfies the desired properties. Indeed it is easy to see V ◦k \ {0} ⊂ γk.
We will show that
V ◦ ⊇
⋂
k
(Zk,Γ ∪ Zk, ǫ) ⊇ Z.
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Here we emphasize that the inequality appearing in Zk,ǫ
(2.10) ǫ|x(k)| ≤
∑
j∈J
≺k
|x(j)|
and that in Vk for k with ξ
(k) 6= 0
(2.11) δ|〈x(k), ξ(k)〉| ≥
∑
j∈J
≻k
|x(j)|
play an important role below.
Let σ = σ1σ2 . . . σℓ be an ℓ-length sequence where σk is either the symbols
Γ or ǫ (k = 1, 2, . . . , ℓ), and let us define
Kσ := Z1, σ1
∩ Z2, σ2 ∩ · · · ∩ Zℓ, σℓ .
Then we have ⋂
k
(Zk,Γ ∪ Zk, ǫ) = ∪σKσ.
We now show that, for each sequence σ, we obtain V ◦ ⊃ Kσ if we take Tk
(k = 1, 2, . . . , ℓ) and δ > 0 sufficiently small.
Set
JΓ(σ) := {j ∈ {1, 2, . . . , ℓ}; σj = Γ}
and
Jǫ(σ) := {j ∈ {1, 2, . . . , ℓ}; σj = ǫ}.
Note that, for k ∈ {1, 2, . . . , ℓ} with Iˆk = Ik, we have k ∈ JΓ(σ) and k /∈
Jǫ(σ), which implies, in particular, JΓ(σ) is non-empty. As both Vk and Γk
are proper cones with its direction ξ(k) in Nk if ξ
(k) 6= 0, and as Γk = {0} if
ξ(k) = 0, there exists a constant M > 0 such that
M |x(j)||y(j)| ≤ 〈x(j), y(j)〉 ≤ |x(j)||y(j)|
holds for j ∈ JΓ(σ) and x = (x(1), . . . , x(ℓ)) ∈ Kσ and y = (y(1), . . . , y(ℓ)) ∈
V . Furthermore, by (2.10), there exists a constant N > 0 such that, for any
j ∈ Jǫ(σ), we have
|x(j)| ≤ N
ǫN
∑
α∈JΓ(σ)∩J≺j
|x(α)|
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for x = (x(1), . . . , x(ℓ)) ∈ Kσ. By noticing these facts, we obtain, for x =
(x(1), . . . , x(ℓ)) ∈ Kσ and y = (y(1), . . . , y(ℓ)) ∈ V .
〈x, y〉 =
∑
j
〈x(j), y(j)〉 =
∑
j∈JΓ(σ)
〈x(j), y(j)〉+
∑
j∈Jǫ(σ)
〈x(j), y(j)〉
≥M
∑
j∈JΓ(σ)
|x(j)||y(j)| −
∑
j∈J
ǫ
(σ)
|x(j)||y(j)|
≥M
∑
j∈JΓ(σ)
|x(j)||y(j)| − N
ǫN
∑
j∈J
ǫ
(σ)
 ∑
α∈JΓ(σ)∩J≺j
|x(α)|
 |y(j)|.
Here, as Γα = {0} for α with ξ(α) = 0, we have |x(α)| = 0 for such an
α ∈ JΓ(σ) and the last term in the above inequalities is equal to
(2.12) M
∑
j∈JΓ(σ)
|x(j)||y(j)| − N
ǫN
∑
j∈J
ǫ
(σ)
 ∑
α∈JΓ(σ)∩J≺j , ξ
(α) 6=0
|x(α)|
 |y(j)|.
It follows from (2.11) that we get δ|y(α)| ≥ δ|〈y(α), ξ(α)〉| ≥ |y(j)| for α with
ξ(α) 6= 0 and for j ∈ J≻α (⇔ α ∈ J≺j). Hence the (2.12) is lower bounded
by
M
∑
j∈JΓ(σ)
|x(j)||y(j)| − δN
ǫN
∑
j∈Jǫ(σ)
∑
α∈JΓ(σ)∩J≺j , ξ
(α) 6=0
|x(α)||y(α)|
≥M
∑
j∈JΓ(σ)
|x(j)||y(j)| − δN#Jǫ(σ)
ǫN
∑
α∈JΓ(σ)
|x(α)||y(α)|
=
(
M − δN#Jǫ(σ)
ǫN
) ∑
α∈JΓ(σ)
|x(α)||y(α)|.
Note that the set JΓ(σ) is non-empty as noted above. Hence, if we take δ
sufficiently small, 〈x, y〉 takes non-negative values for x ∈ Kσ and y ∈ V ,
which implies Kσ ⊂ V ◦. Hence we have shown the existence of G described
in the theorem with Z ⊂ G.
Now we show that G described in the theorem satisfies CM
k
(G)q ⊂ p#k ∪
{0} for any k. We may assume G = V ◦ where V was defined in the first part
of the proof. Suppose that there exists a non-zero vector η ∈ (TMkX)q =
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N ′ ×Nk such that
0 6= η ∈ CMk(V
◦)q ∩ τk(p◦ak ).
Note that η ∈ τk(p◦ak ) implies the existence of 0 6= η(k) ∈ Nk such that
η = (0N ′ , η
(k)) and 〈η(k), ξ(k)〉 ≤ 0. Set, for any ǫ > 0,
Qǫ :=
{
x = (x′, x(k), x′′) ∈ X; |x
′| < ǫ〈η(k), x(k)〉, |x′′| < ǫ
|x(k)| < ǫ, x(k) ∈ Q(k)ǫ
}
,
where {Q(k)ǫ }ǫ>0 is a family of open cone neighborhoods of the direction η(k)
in Nk. Then η ∈ CM
k
(V ◦)q means Qǫ ∩ V ◦ 6= ∅ for any ǫ > 0. By noticing
〈η(k), ξ(k)〉 ≤ 0, it follows from the definition of V that there exists a vector
v = (v′, v(k), 0N ′′) ∈ V such that we can find a positive constant C > 0 with
〈x(k), v(k)〉 < −C|x(k)| (x(k) ∈ Q(k)ǫ )
for any sufficiently small ǫ > 0. Hence we have, for x = (x′, x(k), x′′) ∈ Qǫ,
〈x, v〉 = 〈x′, v′〉+ 〈x(k), v(k)〉 ≤ (ǫ|η(k)||v′| − C)|x(k)|.
As a result, if we take a sufficiently small ǫ > 0, we have 〈x, v〉 < 0 for
any x ∈ Qǫ, and thus, we get Qǫ ∩ V ◦ = ∅ which contradicts Qǫ ∩ V ◦ 6= ∅.
Therefore we have obtained the conclusion. This completes the proof.
Remark 2.12. In the case ℓ = 2 with M1 ⊂ M2 ⊂ X we obtain the stalk
formula computed in [15].
Now let us consider the mixed cases between specialization and microlo-
calization. We shall need some notations. Given a subsetK = {i1, . . . , ik} ⊆
{1, . . . , ℓ}, let χK = {Mi, i ∈ K}, set Si
j
= TM
ij
ι(Mi
j
) ×
Mij
M (j = 1, . . . , k)
and SK = TM
i1
ι(Mi1
) ×
X
· · · ×
X
TM
ik
ι(Mi
k
) and let S∗K be its dual. Given
Ci
j
⊆ Si
j
, j = 1, . . . , k, we set for short CK := Ci1
×
X
· · · ×
X
Ci
k
⊂ SK . Define
∧K as the composition of the Fourier-Sato transforms ∧ik on Sik for each
ik ∈ K.
Let I, J ⊆ {1, . . . , ℓ} be such that I ⊔ J = {1, . . . , ℓ}.
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Lemma 2.13. Let V = VI ×
X
VJ be a multi-conic open subanalytic subset in
SI×
X
S∗J such that V ∩π−1(q) is convex for q ∈ π(V ). Then Hk(V ; νsaχIµ
sa
χJ
F ) ≃
lim−→
Z,U
HkZ(U ;F ), where U ranges through the family of open subanalytic subsets
in X with Cχ
I
(X \U)∩⋃i∈I π−1i (Vi) = ∅ and Z = ⋂j∈J Zj with CM
j
(Zj) ⊂
(TM
j
X \ τj(Int(V ◦aj ))). Here (·)a denotes the inverse image of the antipodal
map.
Proof. We write × instead of ×
X
for short. Since V is convex the Fourier-
Sato transform gives Hk(V ; νsaχI
µsaχJ
F ) ≃ HkVI×V ◦J (S; ν
sa
χ F ). Consider the
distinguished triangle
(2.13) RΓ(SI\VI)×V ◦J
νsaχ F → RΓSI×V ◦J ν
sa
χ F → RΓVI×V ◦J ν
sa
χ F
+→
By Lemma 2.7 we have HkS
I
×V ◦
J
(S; νsaχ F ) ≃ lim−→
Z,U
HkZ(U ;F ), where U ranges
through the family of open subanalytic subsets of X such that U∩M = π(V )
and Z =
⋂
j∈J Zj with CMj
(Zj) ⊂ (TMjX \ τj(Int(V
◦a
j ))). By Lemma
2.4 we also have Hk(S
I
\V
I
)×V ◦
J
(S; νsaχ F ) ≃ lim−→
Z,U
HkZ(U ;F ), where U ranges
through the family of open subanalytic subsets of X such that U∩M = π(V )
and Z =
⋂ℓ
j=1 Zj with CM
j
(Zj) ⊂ (TM
j
X \ τj(Int(V ◦aj ))) if j ∈ J and
CMj
(Zj) ⊂ (TMjX \ τj(Vj)) if j ∈ I. Thanks to the long exact sequence
associated to (2.13) we obtain HkVI×V ◦J
(S; νsaχ F ) ≃ lim−→
Z,U
HkZ(U ∩W ;F ), where
U ranges through the family of open subanalytic subsets of X such that
U ∩M = π(V ), Z = ⋂j∈J Zj with CM
j
(Zj) ⊂ (TM
j
X \ τj(Int(V ◦aj ))) and
W =
⋃
i∈I(X \ Zi) such that CMi(Zi) ⊂ (TMiX \ τi(Vi)). Then the result
follows since, as in Lemma 2.4
CM
i
(Zi) ⊂ (TM
i
X \ τi(Vi))⇔ Cχ(Zi) ∩ π−1i (Vi) = ∅.
Let p = p1 × · · · × pℓ = (q; ξ(1), . . . , ξ(ℓ)) = (q; ξI , ξJ) ∈ SI ×
X
S∗J . Locally
we may identify SJ with its dual. Set for short νχ
I
µχ
J
:= ρ−1νsaχ
I
µsaχ
J
. As a
consequence of Lemma 2.13 we have
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Corollary 2.14. Let p = p1×· · ·×pℓ = (q; ξ(1), . . . , ξ(ℓ)) ∈ SI×
X
S∗J , and let
F ∈ Db(kXsa). Then H
k(νχI
µχJ
F )p ≃ lim−→
Z,W
ǫ
HkZ(Wǫ;F ), where Wǫ =W∩Bǫ,
with W ∈ Coneχ(q; ξI , 0J ), Bǫ is an open ball containing q of radius ǫ > 0
and Z runs through a family of closed sets in the form Z1 ∩ Z2 ∩ · · · ∩ Zℓ
with each Zk being closed subanalytic in X and CM
k
(Zk)q ⊂ p#k ∪ {0} (k =
1, 2, . . . , ℓ).
Proof. The result follows since for any subanalytic conic neighborhood V of
(q; ξI , 0J ), any U ∈ Op(Xsa) such that Cχ(X \U)∩V = ∅ contains W ∩Bǫ,
q ∈ Bǫ, ǫ > 0, W ∈ Cone(q; ξI , 0J). Moreover, by definition of multi-cone
we may assume W =
⋂ℓ
j=1Wj such that CM
j
(Wj)q ⊂ p#j ∪ {0} if j ∈ I and
Wj = X if j ∈ J .
As in Theorem 2.11 we can find a cofinal family to the family of closed
subsets defining the stalk formula in Corollary 2.14 which (locally) consists
of convex cones and we can formulate the stalk formula in the mixed case.
Theorem 2.15. Let p = p1× · · ·× pℓ = (q; ξ(1), . . . , ξ(ℓ)) ∈ SI ×
X
S∗J , and let
F ∈ Db(kXsa). Then we have
(2.14) Hk(νχI
µχJ
F )p ≃ lim−→
G,Wǫ
HkG(Wǫ;F ).
Here Wǫ =W ∩Bǫ, with W ∈ Coneχ(q; ξI , 0J ), Bǫ is an open ball of radius
ǫ > 0 containing q and a closed subanalytic subset G =M ×
(
ℓ∑
k=1
Gk
)
with
Gk being a closed subanalytic convex cone in N satisfying Gk \ {0} ⊂ γk,
where γk is defined in (2.8).
3 Multi-microlocalization and microsupport
In this section we give an estimate of the microsupport of multi-microlocalization.
The main point is to find a suitable ambient space: this is done (via Hamil-
tonian isomorphism) by identifying T ∗Sχ with the normal deformation of
T ∗X with respect to a suitable family of submanifolds χ∗.
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3.1 Geometry
Let X be a real analytic manifold and consider a family of submanifolds
χ = {M1, . . . ,Mℓ} satisfying H1, H2 and H3. We consider the conormal bun-
dle T ∗X with local coordinates (x(0), x(1), . . . , x(ℓ); ξ(0), ξ(1), . . . , ξ(ℓ)), where
x(j) = (xj1
, . . . , xjp
) with Iˆj = {j1, . . . , jp} etc. We use the notations in §
2.1; for example, we set Si := TM
i
ι(Mi)×
X
M . Let I, J ⊆ {1, . . . , ℓ} be such
that I ⊔ J = {1, . . . , ℓ}. Recall that
Sχ = S1×
X
· · · ×
X
Sℓ,
S∗χ = S
∗
1 ×
X
· · · ×
X
S∗ℓ ,
SI ×
M
S∗J = ( ×
M,i∈I
Si)×
M
( ×
M,j∈J
S∗j ) .
Then we consider a mapping
HIJ : T
∗Sχ ∋ (x(0), x(1), . . . , x(ℓ); ξ(0), ξ(1), . . . , ξ(ℓ))
7→ (x(0), (x(i))i∈I , (ξ(j))j∈J ; η(0), (ξ(i))i∈I , (−x(j))j∈J) ∈ T ∗(SI ×
M
S∗J).
Note that HIJ is induced by the Hamiltonian isomorphisms T
∗SJ
∼→ T ∗S∗J .
Proposition 3.1. HIJ gives a bundle isomorphism over M ; that is, HIJ
does not depend on the choice of local coordinates.
Proof. Let ϕ : X → X be a local coordinate transformation near any x ∈ X.
We may assume that X = Rn with coordinates x = (x(0), x(1) . . . , x(ℓ)),
where M is given by (x(0), 0, . . . , 0), and ϕ is given by
y(j) = ϕ(j)(x(0), x(1), . . . , x(ℓ)) (j = 0, 1, . . . , ℓ).
Here ϕ(j)(x) = (ϕj1
(x), . . . , ϕj
p(j)
(x)) with Iˆj = {j1, . . . , jp(j)}. This induces
a coordinate transformation
T ∗X ∋ (x; ξ) 7→ (y; η) ∈ T ∗X
defined by 
y(j) = ϕ(j)(x),
ξ(j) =
ℓ∑
i=0
t
[∂ϕ(i)
∂x(j)
(x)
]
η(i),
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where
∂ϕ(i)
∂x(j)
(x) =

∂ϕi1
∂xj1
(x) · · ·
∂ϕi1
∂xj
p(j)
(x)
...
. . .
...
∂ϕi
p(i)
∂xj1
(x) · · ·
∂ϕi
p(i)
∂xj
p(j)
(x)

is a p(i)×p(j)-matrix, and t means the transpose of a matrix. Set Jj(x(0)) :=
∂ϕ(j)
∂x(j)
(x(0), 0) for short. Then the coordinate transformation
(x(0), x(1), . . . , x(ℓ)) 7→ (y(0), y(1), . . . , y(ℓ))
on Sχ is given by
(3.1)
{
y(0) = ϕ(0)(x(0), 0),
y(j) = Jj(x
(0))x(j) (j = 1, . . . , ℓ).
The Jacobian matrix of (3.1) is
J0(x
(0)) 0 · · · 0
∂J1
∂x(0)
(x(0))x(1) J1(x
(0)) · · · 0
...
...
. . .
...
∂Jℓ(x
(0))
∂x(0)
(x(0))x(ℓ) 0 · · · Jℓ(x(0))

.
Thus the the coordinate transformation
(x(0), x(1), . . . , x(ℓ); ξ(0), ξ(1), . . . , ξ(ℓ))
7→ (y(0), y(1), . . . , y(ℓ); η(0), η(1), . . . , η(ℓ))
on T ∗Sχ is given by (3.1) and
(3.2)

ξ(0) = tJ0(x
(0)) η(0) +
ℓ∑
i=1
tx(i)
∂ tJi
∂x(0)
(x(0)) η(i),
ξ(j) = tJj(x
(0)) η(j) (j = 1, . . . , ℓ).
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Next, consider the the coordinate transformation on SI ×
M
S∗J . After a per-
mutation, we may assume that I = {1, . . . , p}, J = {p+1, . . . , ℓ}. Then the
coordinate transformation
(x(0), (x(i))pi=1, (ξ
(j))ℓj=p+1) 7→ (y(0), (y(i))pi=1, (η(j))ℓj=p+1)
on SI ×
M
S∗J is given by
(3.3)

y(0) = ϕ(0)(x(0), 0),
y(i) = Ji(x
(0))x(i) (i = 1, . . . , p),
η(j) = tJ −1j (x
(0)) ξ(j) (j = p+ 1, . . . , ℓ).
The Jacobian matrix of (3.3) is
J0(x
(0)) 0 · · · 0 0 · · · 0
∂J1
∂x(0)
(x(0))x(1) J1(x
(0)) · · · 0 0 · · · 0
...
...
. . .
...
...
...
∂Jp
∂x(0)
(x(0))x(p) 0 · · · Jp(x(0)) 0 · · · 0
∂ tJ −1p+1
∂x(0)
(x(0)) ξ(p+1) 0 · · · 0 tJ −1p+1(x(0)) · · · 0
...
...
...
. . .
...
∂ tJ −1ℓ
∂x(0)
(x(0)) ξ(ℓ) 0 · · · 0 0 · · · tJ −1ℓ (x(0))

.
Thus the the coordinate transformation
(x(0), (x(i))pi=1, (ξ
(j))ℓj=p+1; ξ
(0), (ξ(i))pi=1, (−x(j))ℓj=p+1)
7→ (y(0), (y(i))pi=1, (η(j))ℓj=p+1; η(0), (η(i))pi=1, (−y(j))ℓj=p+1)
on T ∗S∗χ is given by (3.3) and
ξ(0) = tJ0(x
(0)) η(0) +
p∑
i=1
tx(i)
∂ tJi
∂x(0)
(x(0)) η(i) −
ℓ∑
j=p+1
tξ(j)
∂J −1j
∂x(0)
(x(0)) y(j),
ξ(i) = tJi(x
(0)) η(i) (i = 1, . . . , p),
x(j) = J −1j (x
(0)) y(j) (j = p+ 1, . . . , ℓ).
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Since
∂J −1j
∂x(0)
(x(0)) = −J −1j (x(0))
∂Jj
∂x(0)
(x(0))J −1j (x
(0)),
we have
−(tξ(j)∂J
−1
j
∂x(0)
(x(0)) y(j))k = (
tξ(j)J −1j (x
(0))
∂Jj
∂x(0)
(x(0))J −1j (x
(0)) y(j))k
= (tη(j)
∂Jj
∂x(0)
(x(0))x(j))k =
∑
µ,ν∈Iˆj
η(j)µ
( ∂Jj
∂x
(0)
k
(x(0))
)
µ,ν
x(j)ν
= (tx(j)
∂ tJj
∂x(0)
(x(0)) η(j))k .
Therefore
−
ℓ∑
j=p+1
tξ(j)
∂J −1p
∂x(0)
(x(0)) y(j) =
ℓ∑
j=p+1
tx(j)
∂ tJj
∂x(0)
(x(0)) η(j).
Thus we can prove that
(3.4) HIJ : T
∗Sχ
∼→ T ∗(SI ×
M
S∗J).
Hence, using Proposition 5.5.5 of [7] repeatedly, we obtain:
Proposition 3.2. Let I, J ⊆ {1, . . . , ℓ} be such that I ⊔ J = {1, . . . , ℓ}.
Then, under the identification by (3.4), for any F ∈ Db(kX) it follows that
T ∗Sχ
⋃
T ∗(SI ×
M
S∗J)
⋃
SS(νχ(F )) SS(νχ
I
µχ
J
(F )).
In particular, it follows that
T ∗Sχ⋃
T ∗S∗χ⋃
SS(νχ(F )) SS(µχ(F )).
Next, we study the relation between the normal deformations of T ∗X
with respect to χ∗ := {T ∗M1X, . . . , T
∗
M
ℓ
X} and of X with respect to χ. We
34
denote by T˜ ∗Xχ∗ := T˜
∗XT ∗
M1
X,...,T ∗
Mℓ
X the normal deformation of T
∗X with
respect to χ∗ and by Sχ∗ its zero-section. Set x := (x
(0), x(1), . . . , x(ℓ)),
ξ := (ξ(0), ξ(1), . . . , ξ(ℓ)) and t := (t1, . . . , tℓ). We have a mapping
T˜ ∗Xχ∗ ∋ (x; ξ; t) 7→ (µx(x; t); µξ(ξ; t)) ∈ T ∗X
defined by
µx(x; t) := (tJˆ0
x(0), tJˆ1
x(1), . . . , tJˆ
ℓ
x(ℓ)),
µξ(ξ; t) := (tJˆc0
ξ(0), tJˆc1
ξ(1), . . . , tJˆc
ℓ
ξ(ℓ)),
where Jˆcj := {1, . . . , ℓ} \ Jˆj (j = 0, 1, . . . , ℓ). In particular Jˆc0 = {1, . . . , ℓ}
since Jˆ0 = ∅. In particular tJˆ0 = 1 and tJˆc0 = t1 · · · tℓ.
Theorem 3.3. As vector bundles, there exist the following canonical iso-
morphism:
Sχ∗ ≃ T ∗Sχ ≃ T ∗S∗χ.
Proof. Let ϕ : X → X be a local coordinate transformation near any x ∈ X,
and retain the notation of the proof of Proposition 3.1. The coordinate
transformation (x; ξ; t) 7→ (y; η; t) on T˜ ∗Xχ∗ \ Sχ∗ is given by
y(j) =
1
t
Jˆ
j
ϕ(j)(t
Jˆ
x),
ξ(j) =
ℓ∑
i=0
t[
∂ϕ(i)
∂x(j)
(t
Jˆ
x)]
tJci
tJcj
η(i),
where t
Jˆ
x := µx(x; t) = (tJˆ0
x(0), tJˆ1
x(1), . . . , tJˆ
ℓ
x(ℓ)). Let us consider the
coordinate transformation on Sχ∗ . We write for short t → 0 instead of
(t1, . . . , tℓ) → (0, . . . , 0). Set Jj(x(0)) :=
∂ϕ(j)
∂x(j)
(x(0), 0) for short. Then, by
Proposition 1.5 of [4] on Sχ∗{
y(0) = ϕ(0)(x(0), 0),
y(j) = Jj(x
(0))x(j), (j = 1, . . . , ℓ),
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that means yk =
∑
p∈Iˆ
k
∂ϕk
∂xp
(x(0), 0)xp for all k ∈ Iˆj . Concerning the vari-
able ξ(0), as in the proof of Proposition 3.1 we get
ξ(0) = t[
∂ϕ(0)
∂x(0)
(tJˆx)]η
(0) +
ℓ∑
i=1
t[
∂ϕ(i)
∂x(0)
(tJˆx)]
tJˆci
tJˆc0
η(i).
LetMi = {xk = 0; k ∈ Ii} and Ii = Iˆj1⊔· · ·⊔Iˆjp. By expanding
t[
∂ϕ(i)
∂x(0)
(tJˆx)]
along the submanifold Mi, we obtain
t[
∂ϕ(i)
∂x(0)
(tJˆx)]
tJˆci
tJˆc0
η(i) = t[
∂ϕ(i)
∂x(0)
(tJˆx)]
∣∣∣
Mi
tJˆci
tJˆc0
η(i)
+
∑
k∈Ii
xk
t[
∂2ϕ(i)
∂xk∂x
(0)
(tJˆx)]
∣∣∣
Mi
tJˆci
tJˆk
tJˆc0
η(i) + · · ·
Since ϕ(i)(tJˆx)
∣∣
M
i
= 0 and Iˆ0∩ Ii = ∅ we have
∂ϕ(i)
∂x(0)
(tJˆx)
∣∣∣
Mi
= 0. Moreover

tJˆci
tJˆ
i
tJˆc0
= 1,
tJˆci
tJˆ
k
tJˆc0
→ 0, (k 6= i),
when t→ 0. This is because Jˆk $ Jˆi when k ∈ {j1, . . . , jp}, k 6= i by Lemma
1.1 and (1.7). In a similar way the higher order terms vanish when t → 0.
Hence on Sχ∗
ξ(0) = t[
∂ϕ(0)
∂x(0)
(x(0), 0)] η(0) +
ℓ∑
i=1
tx(i) t[
∂2ϕ(i)
∂x(i)∂x(0)
(x(0), 0)]η(i)
= tJ0(x
(0)) η(0) +
ℓ∑
i=1
tx(i)
∂ tJi
∂x(0)
(x(0)) η(i).
Concerning the variable ξ(j) (j 6= 0), we get
ξ(j) =
ℓ∑
i=0
t[
∂ϕ(i)
∂x(j)
(tJˆx)]
tJˆci
tJˆc
j
η(i).
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(i) If Jˆcj $ Jˆ
c
i ⇔ Jˆi $ Jˆj we have
tJˆci
tJˆc
j
→ 0 (t→ 0).
(ii) If Jˆi % Jˆj or Jˆi ∩ Jˆj = ∅, we have Iˆj ∩ Ii = ∅.
By expanding
∂ϕ(i)
∂x(j)
(t
Jˆ
x) along the submanifold Mi, we obtain
t[
∂ϕ(i)
∂x(j)
(t
Jˆ
x)]
tJˆci
tJˆcj
η(i) = t[
∂ϕ(i)
∂x(j)
(t
Jˆ
x)]
∣∣∣
M
i
tJˆci
tJˆcj
η(i)
+
∑
k∈I
i
xk
t[
∂2ϕ(i)
∂xk∂x
(j)
(t
Jˆ
x)]
∣∣∣
Mi
tJˆci
tJˆ
k
tJˆc
j
η(i) + · · ·
Since ϕ(i)(tJˆx)
∣∣
Mi
= 0 and Iˆj ∩ Ii = ∅ we have
∂ϕ(i)
∂x(j)
(tJˆx)
∣∣∣
Mi
= 0. Moreover
tJˆci
tJˆ
k
tJˆcj
→ 0
when t→ 0 since Iˆk ⊆ Ii ⇒ Jˆk ⊇ Jˆi by Lemma 1.1 and Jˆci ∪Jˆk = {1, . . . , ℓ} %
Jˆcj when j 6= 0. Hence on Sχ∗
ξ(j) = t[
∂ϕ(j)
∂x(j)
(x(0), 0)] η(j) = tJj(x
(0)) η(j).
Summarizing, the coordinate transformation on Sχ∗ is given by{
y(0) = ϕ(0)(x(0), 0),
y(i) = Ji(x
(0))x(i) (1 6 i 6 ℓ),
ξ(0) = tJ0(x
(0)) η(0) +
ℓ∑
i=1
tx(i)
∂ tJi
∂x(0)
(x(0)) η(i),
ξ(i) = tJi(x
(0)) η(i) (1 6 i 6 ℓ).
This is nothing but (3.1), (3.2).
Example 3.4. Let X = C2 with coordinates (z1, z2) and consider T
∗X with
coordinates (z; η) = (z1, z2; η1, η2). Set t = (t1, t2) ∈ (R+)2.
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1. (Majima) Let M1 = {z1 = 0} and M2 = {z2 = 0}. Then χ∗ =
{T ∗M1X,T
∗
M2
X} and we have a map
T˜ ∗X → T ∗X,
(z; η; t) 7→ (µz(z; t); µη(η; t)),
which is defined by
µz(z; t) = (t1z1, t2z2),
µη(η; t) = (t2η1, t1η2).
By Theorem 3.3 we have S∗χ ≃ T ∗(TM1X ×X TM2X) ≃ T
∗(T ∗M1
X ×
X
T ∗M2
X).
2. (Takeuchi) LetM1 = {0} andM2 = {z2 = 0}. Then χ∗ = {T ∗M1X,T
∗
M2
X}
and we have a map
T˜ ∗X → T ∗X,
(z; η; t) 7→ (µz(z; t); µη(η; t)),
which is defined by
µz(z; t) = (t1z1, t1t2z2),
µη(η; t) = (t2η1, η2).
By Theorem 3.3 we have S∗χ ≃ T ∗(TM1M2 ×X TM2X) ≃ T
∗(T ∗M1
M2 ×
X
T ∗M2
X).
Example 3.5. Let X = R3 with coordinates (x1, x2, x3) and consider T
∗X
with coordinates (x; ξ) = (x1, x2, x3; ξ1, ξ2, ξ3). Set t = (t1, t2, t3) ∈ (R+)3.
1. (Majima) Let M1 = {x1 = 0}, M2 = {x2 = 0} and M3 = {x3 = 0}.
Then χ∗ = {T ∗M1X,T
∗
M2
X,T ∗M3
X} and we have a map
T˜ ∗X → T ∗X,
(x; ξ; t) 7→ (µx(x; t); µξ(ξ; t)),
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which is defined by
µx(x; t) = (t1x1, t2x2, t3x3),
µξ(ξ; t) = (t2t3ξ1, t1t3ξ2, t2t3ξ3).
By Theorem 3.3 we have S∗χ ≃ T ∗(TM1X×XTM2X×XTM2X) ≃ T
∗(T ∗M1
X×
X
T ∗M2
X ×
X
T ∗M3
X).
2. (Takeuchi) Let M1 = {0}, M2 = {x2 = x3 = 0} and M3 = {x3 = 0}.
Then χ∗ = {T ∗M1X,T
∗
M2
X,T ∗M3
X} and we have a map
T˜ ∗X → T ∗X,
(x; ξ; t) 7→ (µx(x; t); µξ(ξ; t)),
which is defined by
µx(x; t) = (t1x1, t1t2x2, t1t2t3x3),
µξ(ξ; t) = (t2t3ξ1, t3ξ2, ξ3).
By Theorem 3.3 we have S∗χ ≃ T ∗(TM1M2 ×X TM2M3 ×X TM2X) ≃
T ∗(T ∗M1
M2 ×
X
T ∗M2
M3 ×
X
T ∗M3
X).
3. (Mixed) Let M1 = {0}, M2 = {x2 = 0} and M3 = {x3 = 0}. Then
χ∗ = {T ∗M1X,T
∗
M2
X,T ∗M3
X} and we have a map
T˜ ∗X → T ∗X,
(x; ξ; t) 7→ (µx(x; t); µξ(ξ; t)),
which is defined by
µx(x; t) = (t1x1, t1t2x2, t1t3x3),
µξ(ξ; t) = (t2t3ξ1, t3ξ2, t2ξ3).
By Theorem 3.3 we have S∗χ ≃ T ∗(TM1(M2 ∩M3)×X TM2X ×X TM2X) ≃
T ∗(T ∗M1
(M2 ∩M3)×
X
T ∗M2
X ×
X
T ∗M3
X).
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3.2 Estimate of microsupport
In this section we shall prove an estimate for the microsupport of the multi-
specialization and multi-microlocalization of a sheaf on X. We refer to [7]
for the theory of microsupport of sheaves.
Theorem 3.6. Let F ∈ Db(kX). Then
SS(νχ(F )) = SS(µχ(F )) ⊆ Cχ∗(SS(F )).
Since the problem is local, we may assume that X = Rn with coordi-
nates (x1, . . . , xn). Let Ik (k = 1, 2, . . . , ℓ) in {1, 2, . . . , n} such that each
submanifold Mk is given by
{x = (x1, . . . , xn) ∈ Rn; xi = 0 (i ∈ Ik)} .
Then Theorem 3.6 follows from Lemma 1.4 and the following theorem:
Theorem 3.7. Let F ∈ Db(kX) and take a point
p0 = (x
(0)
0 , x
(1)
0 , . . . , x
(ℓ)
0 ; ξ
(0)
0 , ξ
(1)
0 , . . . , ξ
(ℓ)
0 ) ∈ T ∗Sχ.
Assume that p0 ∈ SS(νχ(F )). Then there exist sequences
{(c1,k, . . . , cℓ,k)}∞k=1 ⊂ (R+)ℓ,
{(x(0)k , x(1)k , . . . , x(ℓ)k ; ξ(0)k , ξ(1)k , . . . , ξ(ℓ)k )}∞k=1 ⊂ SS(F ),
such that
lim
k→∞
cj,k =∞, (j = 1, . . . , ℓ),
lim
k→∞
(x
(0)
k , x
(1)
k cJˆ1,k
, . . . , x
(ℓ)
k cJˆℓ,k
; ξ
(0)
k ck, ξ
(1)
k cJˆc1 ,k
, . . . , ξ
(ℓ)
k cJˆc
ℓ
,k)
= (x
(0)
0 , x
(1)
0 , . . . , x
(ℓ)
0 ; ξ
(0)
0 , ξ
(1)
0 , . . . , ξ
(ℓ)
0 ),
where ck :=
ℓ∏
j=1
cj,k, Jˆ
c
j := {1, . . . , ℓ} \ Jˆj , and cJ,k :=
∏
j∈J
cj,k for any J ⊆
{1, . . . , ℓ}.
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Proof. Let (x; t) = (x(0), x(1), . . . , x(ℓ); t1, . . . , tℓ) be the coordinates in X˜ .
It follows from the estimate of the microsupport of the inverse image of a
closed embedding (Lemma 6.2.1 (ii) and Proposition 6.2.4 (iii) of [7]) that
there exists a sequence
{(x(0)k , x(1)k , . . . , x(ℓ)k ; t1,k, . . . , tℓ,k; ξ(0)k , ξ(1)k , . . . , ξ(ℓ)k ; τ1,k, . . . , τℓ,k)}∞k=1
in SS(RjΩ∗p˜
−1F ) such that for any j = 1, . . . , ℓ
lim
k→∞
x
(j)
k = x
(j)
0 , lim
k→∞
ξ
(j)
k = ξ
(j)
0 , lim
k→∞
tj,k = 0,
lim
k→∞
|(t1,k, . . . , tℓ,k)| · |(τ1,k, . . . , τℓ,k)| = 0.
By Theorem 6.3.1 of [7] we have
SS(RjΩ∗p˜
−1F ) ⊆ SS(p˜−1F ) +̂N∗(Ω).
By Proposition 5.4.5 of [7], we have
SS(p˜−1F ) = p˜d(p˜
−1
π (SS(F ))
= {(x(0), x
(1)
tJˆ1
, . . . ,
x(ℓ)
tJˆ
ℓ
; t1, . . . , tℓ; ξ
(0), tJˆ1
ξ(1), . . . , tJˆℓ
ξ(ℓ); τ1, . . . , τℓ);
tj > 0 (j = 1, . . . , ℓ), (x
(0), x(1), . . . , x(ℓ); ξ(0), ξ(1), . . . , ξ(ℓ)) ∈ SS(F )},
where we did not calculate the terms in the variables τj (j = 1, . . . , ℓ) since
we are not going to use them. Thanks to Remark 6.2.8 (ii) of [7] and the
fact that N∗(Ω) ⊂ {(x; t; 0; τ)}, for each k ∈ N we get sequences
{(x(0)k,m, x(1)k,m, . . . , x(ℓ)k,m; ξ(0)k,m, ξ(1)k,m, . . . , ξ(ℓ)k,m)}∞m=1 ⊂ SS(F ),
{(t1,k,m, . . . , tℓ,k,m)} ⊂ (R+)ℓ,
such that
lim
m→∞
(x
(0)
k,m,
x
(1)
k,m
tJˆ1,k,m
, . . . ,
x
(ℓ)
k,m
tJˆ
ℓ
,k,m
; t1,k,m, . . . , tℓ,k,m)
= (x
(0)
k , x
(1)
k , . . . , x
(ℓ)
k ; t1,k, . . . , tℓ,k),
lim
m→∞
(ξ
(0)
k,m, tJˆ1,k,m
, ξ
(1)
k,m, . . . , tJˆ
ℓ
,k,mξ
(ℓ)
k,m) = (ξ
(0)
k , ξ
(1)
k , . . . , ξ
(ℓ)
k ).
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Then extracting a subsequence, we can find
{(x(0)k , x(1)k , . . . , x(ℓ)k ; ξ(0)k , ξ(1)k , . . . , ξ(ℓ)k )}∞k=1 ⊂ SS(F )
and {(t1,k, . . . , tℓ,k)}∞k=1 ⊂ (R+)ℓ such that
lim
k→∞
(x
(0)
k ,
x
(1)
k
tJˆ1,k
, . . . ,
x
(ℓ)
k
tJˆℓ,k
) = (x(0), x(1), . . . , x(ℓ)),
lim
k→∞
(ξ
(0)
k , tJˆ1,k
ξ
(1)
k , . . . , tJˆ
ℓ
,kξ
(ℓ)
k ) = (ξ
(0), ξ(1), . . . , ξ(ℓ)),
lim
k→∞
(t1,k, . . . , tℓ,k) = (0, . . . , 0).
Since SS(F ) is conic, we have
(x
(0)
k , x
(1)
k , . . . , x
(ℓ)
k ; tkξ
(0)
k , tkξ
(1)
k , . . . , tkξ
(ℓ)
k ) ∈ SS(F ),
where tk :=
ℓ∏
j=1
tj,k. Setting cj,k :=
1
tj,k
(j = 1, . . . , ℓ) we obtain the desired
result.
Remark 3.8. Theorem 3.6 extends the estimate of microsupport computed
in [10].
4 Microfunctions along χ
In this section, we establish a vanishing theorem of cohomology groups for
multi-microlocalization and introduce multi-microlocalized objects along χ
which are natural extensions of sheaves of microfunctions and holomorphic
ones.
4.1 The edge of the wedge theorem with bounds
We say that an open subset Ω ⊂ Cn is an analytic open polyhedron if there
exist holomorphic functions f1, . . . , fℓ on C
n satisfying
Ω = {z ∈ Cn; |fk(z)| < 1 (k = 1, 2, . . . , ℓ)}.
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In the same way, a closed subset K ⊂ Cn is said to be an analytic closed
polyhedron if K has the form
K = {z ∈ Cn; |fk(z)| ≤ 1 (k = 1, 2, . . . , ℓ)}.
for some holomorphic functions f1, . . . , fℓ on C
n. We first establish the edge
of the wedge theorem for Ow. Set X := Cn ×Cm.
Theorem 4.1. Let Ω and ω in Cn be relatively compact analytic open poly-
hedra, and let K be a closed analytic polyhedron or a closed convex subana-
lytic subset in Cm. Then we have
Hk(X; C(Ω\ω)×K
w⊗OX) = 0 (k 6= n).
To show the theorem, we need several lemmas. In what follows, we always
assume thatK is a closed analytic polyhedron or a closed convex subanalytic
subset in Cm. We note that, by the result of A. Dufresnoy [2], we have
Hk(Cm; CK
w⊗OCm) = 0 (k 6= 0)
for the both K.
Lemma 4.2. Assume that Ωi (i = 1, 2, . . . , n) is a non-empty open disk in
C. Set Ω := Ω1 × · · · × Ωn. Then RΓ(X; CΩ×K
w⊗ OX) is concentrated in
degree n.
Proof. We have Hk(C; CC\Ωi
w⊗OC) = 0 for k 6= 0, from which we get
Hk(C; CΩ
i
w⊗OC) = 0 (k 6= 1)
and the exact sequence
0→ H0(C; CC
w⊗OC)
ρ→ H0(C; CC\Ωi
w⊗OC)→ H1(C; CΩi
w⊗OC)→ 0
As ρ has a closed range by the maximummodulus principle for a holomorphic
function, the cohomology group H1(C; CΩ
i
w⊗OC) becomes a FN space, and
hence, we have an isomorphism in Db(FN)
(4.1) RΓ(C; CΩ
i
w⊗OC) ≃ H1(C; CΩ
i
w⊗OC)[−1].
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Further, we have
Hk(Cm; CK
w⊗OCm) = 0 (k 6= 0),
and H0(Cm; CK
w⊗ OCm) is a FN space to which RΓ(Cm; CK
w⊗ OCm) is
isomorphic in Db(FN). Hence the claim of the lemma follows from the
tensor product formula of Proposition 5.3 [8].
The following lemma is a key in the proof of the theorem.
Lemma 4.3 (Martineau). Let Ωi and ωi (i = 1, 2, . . . , n) be non-empty open
disks in C with ωi ⊂ Ωi. Set Ω = Ω1×· · ·×Ωn and ω = ω1×· · ·×ωn. Then
the canonical morphism associated with inclusion of sets
ι : Hn(X; Cω×K
w⊗OX)→ Hn(X; CΩ×K
w⊗OX)
is injective.
Remark 4.4. The above morphism does not have a closed range, and hence,
the cohomology group Hn(X; C(Ω\ω)×K
w⊗OX) is not an FN space in general.
Proof. We apply the arguments in the proof of Theorem 4.1.6 [5] to our
Whitney case. Let (z, w) be the coordinates of X = Cnz × Cmw . Set, for
k = 1, . . . , n and for a subset α = {i1, . . . , iℓ} in the set {1, 2, . . . , n},
V (k)ω := Cz1 × · · · × Czk−1 × (Czk \ ωk)× Czk+1 × · · · × Cn,
V (α)ω := V
(i1)
ω ∩ · · · ∩ V (iℓ)ω and V (∅)ω := Cn.
We also define V
(k)
Ω and V
(α)
Ω in the same way by replacing ω with Ω. Then
Cω
k
is isomorphic to the complex, in DbR−c(C),
Lω
k
: 0 −→ CC −→ CC\ω
k
−→ 0.
Similarly we can define the complex LΩ
k
which is isomorphic to CΩ
k
in
DbR−c(C). Then the canonical sheaf morphism CC\ω
k
→ CC\Ω
k
induces the
morphism of complexes Lω
k
→ LΩ
k
, which is nothing but an extension of
the canonical sheaf morphism Cω
k
→ CΩ
k
to the complexes. Now we have
Cω×K = Cω1 ⊠C
· · ·⊠
C
Cω
n
⊠
C
CK ≃ Lω1 ⊠C · · · ⊠C Lωn ⊠C CK ,
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and the last complex is isomorphic to the complex
Lω : 0→ ⊕
|α|=0
C
V
(α)
ω ×K
→ ⊕
|α|=1
C
V
(α)
ω ×K
→ · · · → ⊕
|α|=n
C
V
(α)
ω ×K
→ 0,
where |α| denotes the number of elements of a set α. By the same reasoning,
CΩ×K is isomorphic to the complex
LΩ : 0→ ⊕
|α|=0
C
V
(α)
Ω ×K
→ ⊕
|α|=1
C
V
(α)
Ω ×K
→ · · · → ⊕
|α|=n
C
V
(α)
Ω ×K
→ 0,
and the canonical sheaf morphism C
V
(α)
ω
→ C
V
(α)
Ω
induces the one of com-
plexes from Lω to LΩ. This morphism is an extension of the sheaf morphism
Cω×K → CΩ×K to the complexes. It follows from the result in [2] that we
get, for any α ⊂ {1, 2, . . . , n} and for k 6= 0,
Hk(Cn; C
V
(α)
ω
w⊗OCn) = Hk(Cn; CV (α)Ω
w⊗OCn) = Hk(Cm; CK
w⊗OCm) = 0,
and hence, we obtain
Hk(X; C
V
(α)
ω ×K
w⊗OX) = Hk(X; CV (α)Ω ×K
w⊗OX) = 0 (k 6= 0).
By these observations, we can conclude that the canonical morphism ι co-
incides with
H0(X; CV
ω
×K
w⊗OX)
⊕
|α|=n−1
H0(X; C
V
(α)
ω ×K
w⊗OX)
→
H0(X; CVΩ×K
w⊗OX)
⊕
|α|=n−1
H0(X; C
V
(α)
Ω ×K
w⊗OX)
,
where the morphism of these cohomology groups is given by the natural
restriction and we set Vω := V
({1,2,...,n})
ω and VΩ := V
({1,2,...,n})
Ω for simplicity.
Let us show injectivity of the above ι. We first note that H0(X; CVω×K
w⊗
OX) consists of holomorphic Whitney jets on Vω×K, that is, a holomorphic
Whitney jet is a family F (z, w) = {fβ(z, w)}β∈Z2m
≥0
of continuous functions
on Vω ×K satisfying the conditions:
1. Every fβ(z, w) is a holomorphic function of z in V
◦
ω for each w ∈
K. Furthermore ∂τz fβ(z, w) (τ ∈ Zn≥0) is continuous in V ◦ω × K and
continuously extends to Vω ×K.
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2. For any τ ∈ Zn≥0, the jet Fτ (z, w) := {∂τz fβ(z, w)}β∈Z2m
≥0
satisfies Whit-
ney’s remainder term estimate with respect to variables Rew and Imw
(i.e., with respect to indices β ∈ Z2m≥0 ) which is locally uniform with
respect to z ∈ Vω. It also satisfies ∂wkF = 0 for 1 ≤ k ≤ m.
Let F (z, w) = {fβ(z, w)}β ∈ H0(X; CV
ω
×K
w⊗OX) be a holomorphic Whit-
ney jet on Vω ×K. Let us define
G(z, w) :=
1
(2π
√−1)n
∫
∂ω1×···×∂ωn
F (ζ, w)
(ζ1 − z1) . . . (ζn − zn)
dζ,
where ∂ωk is the boundary of ωk with the clockwise orientation. Then, by
repetition of the integration by parts, we can easily confirm that G(z, w)
satisfies the conditions 1. and 2. above, and hence, we obtain G(z, w) ∈
H0(X; CV
ω
w⊗ OX). Let D be a sufficiently large disk in C satisfying z ∈
intDn. It follows from Cauchy’s integral formula that we get
F (z, w) =
1
(2π
√−1)n
∫
(∂ω1−∂D)×···×(∂ωn−∂D)
F (ζ, w)
(ζ1 − z1) . . . (ζn − zn)
dζ.
Hence F (z, w) −G(z, w) is a sum of integrals of the form
1
(2π
√−1)n
∫
γ1×···×γn
F (ζ, w)
(ζ1 − z1) . . . (ζn − zn)
dζ,
where γk is either ∂ωk or −∂D. Furthermore γk = −∂D holds at least
one of k’s in the above γ1 × · · · × γn. Hence these integrals are zero in
Hn(X; Cω×K
w⊗OX). As a conclusion, the holomorphic Whitney jets F (z, w)
and G(z, w) determine the same cohomology class in Hn(X; Cω×K
w⊗OX).
Now assume ι(F (z, w)) = 0. Then, by deforming the path of the integra-
tion to ∂Ω1×· · ·×∂Ωn, we have G(z, w) = 0 on VΩ×K since F (z, w) belongs
to ⊕
|α|=n−1
H0(X; C
V
(α)
Ω ×K
w⊗OX), i.e., a sum of holomorphic Whitney jets
which are holomorphic on the entire C with respect to some variable zk.
Hence G(z, w) = 0 on Vω×K follows from the unique continuation property
of G(z, w) with respect to the variables z. This show the injectivity of ι.
As an immediate consequence of the above lemma, we obtain the follow-
ing.
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Lemma 4.5. Let Ω and ω be the same as those given in the previous lemma.
Then we have
Hk(X; C(Ω\ω)×K
w⊗OX) = 0 (k < n).
Proof. From the previous two lemmas and the following long exact se-
quence, the result easily follows.
→ Hk(X; Cω×K
w⊗OX)→ Hk(X; CΩ×K
w⊗OX)
→ Hk(X; C(Ω\ω)×K
w⊗OX)→ Hk+1(X; Cω×K
w⊗OX)→ .
Proof of Theorem 4.1. First we show the claim
Hk(X; C(Ω\ω)×K
w⊗OX) = 0 (k > n).
We have the isomorphism in Db(FN)
RΓ(Cm; CK
w⊗OCm) ≃ H0(Cm; CK
w⊗OCm).
Furthermore, in Db(FN), it follows from the definition that the object
RΓ(Cn; CΩ\ω
w⊗OCn) is isomorphic to the complex of FN spaces of length n
L : 0→ Γ(Cn; CΩ\ω
w⊗ C∞,(0,0)R2n )
∂→ . . . ∂→ Γ(Cn; CΩ\ω
w⊗ C∞,(0,n)R2n )→ 0.
Then, by Proposition 5.3 of [8], the object RΓ(X; C(Ω\ω)×K
w⊗ OX) is iso-
morphic to the complex L ⊠̂
C
H0(Cm; CK
w⊗OCm) of FN spaces of length n.
Hence we have obtained the claim.
Now we show, for k < n, the k-th cohomology group vanishes. We may
assume ω ⊂ Ω. Then there are holomorphic functions f1, . . . , fℓ′ , . . . , fℓ on
Cn such that
Ω = {z ∈ Cn; |f1(z)| < 1, . . . , |fℓ′(z)| < 1}
and
ω = {z ∈ Cn; |f1(z)| < 1, . . . , |fℓ′(z)| < 1, . . . , |fℓ(z)| < 1}.
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As Ω is relative compact, there exists R > 0 such that
Ω ⊂ {z ∈ Cn; |z1| < R, . . . , |zn| < R}, |fk(Ω)| < R (k = 1, 2, . . . , ℓ).
We now apply the well-known method due to Oka to the following sit-
uation. Let us consider the closed embedding ϕ : X = Cn+mz,w → Cn+ℓ+mz,τ,w
defined by
ϕ(z, w) = (z, f1(z), . . . , fℓ′(z), . . . , fℓ(z), w).
Set X˜ := Cn+ℓ+mz,τ,w = C
n+ℓ
z,τ × Cmw . We also define Ω˜ and ω˜ in Cn+ℓz,τ by
Ω˜ :=
{
(z, τ) ∈ Cn+ℓ; |z1| < R, . . . , |zn| < R, |τ1| < 1, . . . , |τℓ′ | < 1,
|τℓ′+1| < R, . . . , |τℓ| < R
}
and
ω˜ :=
{
(z, τ) ∈ Cn+ℓ; |z1| < R, . . . , |zn| < R, |τ1| < 1, . . . , |τℓ′ | < 1,
|τℓ′+1| < 1, . . . , |τℓ| < 1
}
.
Noticing (Ω \ ω) × K = ϕ−1((Ω˜ \ ω˜) × K), by Theorem 5.8 (ii) in [8], we
have
RΓ(X; C(Ω\ω)×K
w⊗OX) = RΓ(X; ϕ−1(C(Ω˜\ω˜)×K
w⊗O
X˜
)).
Let M be the right DX˜ module DX˜/(τ1 − f1(z), . . . , τℓ − fℓ(z))DX˜ . Then,
as M is defined globally on X˜ and its support is contained in the graph of
ϕ, we have
RΓ(X; ϕ−1(C(Ω˜\ω˜)×K
w⊗OX˜)) ≃ RΓ(X˜; M
L⊗
D
X˜
(C(Ω˜\ω˜)×K
w⊗OX˜)).
Define the D := Γ(X˜; DX˜)-module M by D/(τ1 − f1(z), . . . , τℓ − fℓ(z))D.
Then we obtain
RΓ(X˜ ; M L⊗
D
X˜
(C(Ω˜\ω˜)×K
w⊗OX˜)) ≃M
L⊗
D
RΓ(X˜ ; C(Ω˜\ω˜)×K
w⊗OX˜).
Since we have Hk(X˜ ; C
(Ω˜\ω˜)×K
w⊗ O
X˜
) = 0 for k < n + ℓ by Lemma 4.5,
and since M has a free D resolution of the length ℓ, we obtain, for k <
(n+ ℓ)− ℓ = n,
Hk(M
L⊗
D
RΓ(X˜; C
(Ω˜\ω˜)×K
w⊗O
X˜
)) = 0.
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This completes the proof. 
Corollary 4.6. Let Ω, ω and K be the same as those in Theorem 4.1, and
let g : Cn → Cd be a holomorphic map and L a closed analytic polyhedron
in Cd. Then we have, for k < n− d,
Hk(X; C((Ω\ω)∩g−1(L))×K
w⊗OX) = 0.
Proof. The proof goes in the same way as that for Theorem 4.1. In this case,
we apply Oka’s method to the closed embedding ϕ : Cn+m → Cn+ℓ+d+m =:
X˜ defined by
ϕ(z, w) := (z, f1(z), . . . , fℓ(z), g(z), w).
Then ((Ω \ω)∩ g−1(L))×K = ϕ−1((Ω˜ \ ω˜)×L×K) holds. It follows from
Lemma 4.5 that we obtain, for k < n+ ℓ,
Hk(X˜ ; C(Ω˜\ω˜)×L×K
w⊗OX˜) = 0.
Hence, by noticing that the module M has a free resolution of length ℓ+ d,
we have the conclusion.
The following theorem is well-known, which can be also proved by the
same method as that in the proof of Theorem 4.1.
Theorem 4.7. Let K1 and K2 be analytic compact polyhedra in C
n and let
U be a Stein open subanalytic subset in Cm. Then we have
Hk(K1\K2)×U
(X; F) = 0 (k 6= n),
where F is OtXsa or OX .
4.2 Some geometrical preparations
Let X be Rn with coordinates (x1, . . . , xn) and G a closed conic subset in
X. Recall that G is said to be a proper cone with respect to direction ξ 6= 0
if G\{0} ⊂ {x ∈ X; 〈x, ξ〉 > 0} holds. Note that the cone G = {0} is proper
49
with respect to all the directions ξ 6= 0. We also say that G is a linear cone
if there exist vectors ξ1, . . . , ξk such that
G =
⋂
1≤i≤k
{x ∈ X; 〈x, ξi〉 ≥ 0}.
If G is a proper cone, then G is linear if and only if there exist vectors ξ1,
. . . , ξk′ such that
G = R≥0ξ1 + · · ·+ R≥0ξk′ (= R≥0ξ1 + · · · +R≥0ξk′).
From the above equivalence the following lemma immediately follows.
Lemma 4.8. Let Gj be closed subsets in X (j = 1, . . . , ℓ). Assume that
Gj ’s are linear proper cones with respect to the same direction ξ 6= 0. Then
G1 + · · · +Gℓ is a closed linear proper cone with respect to the direction ξ.
Now let us back to the situation of the fiber formula in § 2.2. Let Ij be
subsets in {1, . . . , n} satisfying the conditions (1.3). Recall that x(j) denotes
the coordinates xi’s with i ∈ Îj and ξ(j) designates the dual coordinates
of x(j) (j = 1, . . . , ℓ). We also denote by x(0) the coordinates (xi) with
i ∈ {1, . . . , n} \ I where we set I := ∪jIj . Then the coordinates of S∗χ is
given by (x(0); ξ(1), . . . , ξ(ℓ)).
Let p = (q; ξ) = (x(0); ξ(1), . . . , ξ(ℓ)) be a point in S∗χ. Recall also the
definitions of J≺j , J≻j and γj given in the fiber formula which are often
used in subsequent arguments. Now we define the subset J∗(ξ) of {1, . . . , ℓ}
by
(4.2) {j ∈ {1, . . . , ℓ}; ξ(α) = 0 for any α ∈ Jj}.
Here Jj denotes J≺j ∪ {j}. In what follows, we suppose I = {1, . . . , n}
for simplicity. Hence the coordinates of S∗χ is given by (ξ
(1), . . . , ξ(ℓ)). Let
ξ = (ξ(1), . . . , ξ(ℓ)) be a point in S∗χ. Set
(4.3) L(ξ) :=
⋂
j∈J∗(ξ)
{x ∈ Rn; x(j) = 0}.
50
Lemma 4.9. Let Gj (j = 1, . . . , ℓ) be a closed linear cone with Gj \{0} ⊂ γj
which has an interior point in γj if γj is non-empty (j = 1, . . . , ℓ). Set
G := G1 + · · · +Gℓ ⊂ Rn. Then we have the followings.
1. G is a closed linear cone which is proper with respect to some direction
ξG.
2. We have G ⊂ L(ξ) and G = IntL(ξ)(G). In particular,
RHomCX (CG, CX) = CIntL(ξ)(G)[− codimR(L(ξ))]
holds where IntL(ξ)(G) denotes the set of interior points of G in L(ξ).
Proof. Let us show the claim 1. of the lemma. Recall the definition of the
cone Vj which appeared in the proof of Theorem 2.11. If ξ
(j) 6= 0, then
Vj ⊂ Rn has the form
{x = (x(k)) ∈ X; x(j) ∈ Tj , δ|〈x(j), ξ(j)〉| ≥
∑
k∈J≻j
|x(k)|}
where δ > 0 and Tj ⊂ Rnj is a proper closed convex cone with
Tj ⊂ {x(j) ∈ Rnj ; 〈x(j), ξ(j)〉 ≥ 0} and ξ(j) ∈ IntRnj Tj.
If ξ(j) = 0, then we set Vj := R
n. It follows from the definitions of Gj and
γj that Gj is contained in the polar cone V
◦
j for an appropriate Vj .
Let #J≻j denote the number of elements in J≻j . For σ > 0, we determine
the positive real number σj by σ
#J
≻j . Now we define the vector by
(4.4) ξG := (σ1ξ
(1), σ2ξ
(2), . . . , σℓξ
(ℓ)).
Then, as #J≻α < #J≻j holds for α ∈ J≻j , it follows the definition of Vj that
the vector ξG belongs to the interior of Vj for any j by taking σ sufficiently
large. Hence, since Gj is contained V
◦
j , we see that Gj \ {0} is contained in
{x ∈ Rn; 〈x, ξG〉 > 0}. Then the first claim is a consequence of Lemma 4.8.
Next we show the claim 2. of the lemma. By the definition of γj, we can
easily see that G ⊂ L(ξ) and G has an interior point in L(ξ). Then, as G is
convex, the rest of the claim follows from these.
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4.3 The result for some family of real analytic submanifolds
Let X = Cn with coordinates (z1 = x1 +
√−1y1, . . . , zn = xn +
√−1yn)
and ζi = ξi+
√−1ηi (i = 1, . . . , n) the dual variable of zi = xi+
√−1yi. Let
Ij (j = 1, 2, . . . , ℓ) be a subset of {1, 2, . . . , n} which satisfies the conditions
(1.3), and set I0 by (1.8). Let IR be a subset of I := ∪
1≤j≤ℓ
Ij and IC := I \IR.
Define, for i ∈ I, the function qi(z) in X by
qi(z) :=
{
zi (i ∈ IC),√−1 Im zi (i ∈ IR).
Then we define the closed real analytic submanifolds
Nj := {z ∈ X; qi(z) = 0, i ∈ Ij} (j = 1, . . . , ℓ),
and set
χ := {N1, . . . , Nℓ}, N = N1 ∩ · · · ∩Nℓ.
In what follows, we regard the function qi as the complex coordinate
variable zi if i ∈ IC and as the imaginary coordinate variable
√−1yi if
i ∈ IR. In the same way, pi is regraded as the dual variable of qi, that is,
pi denotes ζi if i ∈ IC and
√−1ηi if i ∈ IR. As usual convention, we write
by q(j) (resp. p(j)) the coordinates qi’s (resp. pi’s) with i ∈ Îj . Under these
conventions, the coordinates of S∗χ are given by
(q(0); p(1), . . . , p(ℓ)),
where q(0) denotes the set of the coordinate variables zi’s (i ∈ I0) and xi’s
(i ∈ IR). Let θ∗ = (q∗; p∗) = (q(0)∗ ; p(1)∗ , . . . , p(ℓ)∗ ) ∈ S∗χ. Recall the definition
of J∗(θ∗), that is,
J∗(θ∗) := {j ∈ {1, . . . , ℓ}; p(α)∗ = 0 for all α ∈ Jj}
= {j ∈ {1, . . . , ℓ}; p(α)∗ = 0 for all α with Nj ⊂ Nα}.
We set
(4.5) I∗(θ∗) :=
⋃
j∈J∗(θ
∗
)
Îj ⊂ {1, . . . , n}.
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Then we define the integer N(θ∗) by
(4.6) N(θ∗) = #I +#(I
∗(θ∗) ∩ IC),
where # denotes the number of elements in a set. Note that #I is equal
to CodimCN , i.e., the complex codimension of the maximal complex linear
subspace contained in N .
Theorem 4.10. We have
Hk(µχ(OwXsa))θ∗ = 0 (k 6= N(θ∗)).
Proof. We may assume q∗ = 0. Furthermore, by a complex rotation of each
variable zi (i ∈ IC), we also assume that p(j)∗ is purely imaginary or zero for
j = 1, . . . , ℓ. Set
J := {1, . . . , ℓ}, J ′ := J \ J∗(θ∗), J ′′ := J∗(θ∗).
Recall nj = #Îj and set
m1 :=
∑
j∈J ′
nj, m2 :=
∑
j∈J ′′
nj, m3 = n−m1 −m2.
Note that, because of ⊔j∈J Îj = I, we get m1 + m2 = #I. Then we have
X = Cm1z′ × C
m2
z′′ × C
m3
z′′′ where the coordinates (z
′, z′′, z′′′) are given by
(z′, z′′, z′′′) = ({z(j)}j∈J ′ , {z(j)}j∈J ′′ , z(0)).
Here z(j) (resp. z(0)) denotes, as usual convention, the coordinates zi’s with
i ∈ Îj (resp. i ∈ I0). We also set
(q′, q′′) = ({q(j)}j∈J ′ , {q(j)}j∈J ′′)
and
(p′, p′′) = ({p(j)}j∈J ′ , {p(j)}j∈J ′′),
(p′∗, p
′′
∗) = ({p(j)∗ }j∈J ′ , {p(j)∗ }j∈J ′′).
Note that, by the definition of J∗(θ∗), it follows that p
′′
∗ = 0 and p
′
∗ 6= 0.
Furthermore p′∗ is purely imaginary by the assumption. Then define the
partially complex linear subspaces L ⊂ Cm1z′ and Z ⊂ C
m2
z′′ by
L := The linear subspace of Cm1z′ spanned by the vectors dq
′,
Z := {z′′ ∈ Cm2z′′ ; q′′ = 0}.
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Clearly the coordinates of L are given by q′. We denote by L⊥ the orthogonal
linear subspace of L in R2m1 = Cm1 . Then we have Cm1 = L⊥ × L and
L⊥ ⊂ Rm1 = Rm1 × {0} ⊂ Rm1 ×√−1Rm1 = Cm1
as qi is either zi or
√−1yi. Now let us define the closed set γj (j ∈ J ′) in L
which corresponds to the one in the fiber formula.
(4.7)
γj :=
{
q′ = (q(k))k∈J ′ ∈ L;
q(k) = 0 (k ∈ J ′ with k ∈ J≺j ⊔ J∦ j)
Re〈q(k), p(k)∗ 〉 > 0 (k = j)
}
.
It follows from the fiber formula that we have
Hk(µχ(OwX
sa
))θ
∗
= lim−→
G,U1, U2, U3
Hk(L⊥×G)×Z×Cm3
(
U1 × U2 × U3; OwX
sa
)
.
Here Ui runs through a family of open convex subanalytic neighborhoods of
the origin in Cmi (i = 1, 2, 3) and G ⊂ L runs through a family of closed
subanalytic cones of the form G :=
∑
j∈J ′ Gj with a subanalytic closed cone
Gj ⊂ L satisfying Gj \ {0} ⊂ γj. Here we may assume that each Gj is
a proper linear cone in L and it has an interior point in γj. Hence, by
Lemma 4.9, the G is a closed proper linear cone in L with some direction.
Furthermore, the L⊥ ×G and L⊥ × IntL(G) are analytic polyhedra in C
m1
z′
and the latter one is a non-empty open cone. By the claim 2. of the same
lemma, we have
Hk(L⊥×G)×Z×Cm3
(
U1 × U2 × U3; OwXsa
)
= Hk−m
′
2
(
X; CW (G,U1,U2,U3)
w⊗OX
)
,
where
(4.8) m′2 := m2 +#(I
∗(θ∗) ∩ IC)
and
W (G,U1, U2, U3) := ((L
⊥ × IntL(G)) ∩ U1)× (Z ∩ U2)× U3.
From now on, we also use as coordinates variables of C
m1
z′
z′ = (zi1
, . . . , zim1
) = (xi1
+
√−1yi1 , . . . , xim1 +
√−1yim1 ).
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Furthermore, we identify Rm1 and
√−1Rm1 with the linear subspaces Rm1×√−1{0} and {0} × √−1Rm1 in Cm1 = Rm1 ×√−1Rm1 respectively. Since
p′∗ 6= 0 and it is purely imaginary as we have already noted, the cone
G˜ :=
1√−1(G ∩
√−1Rm1)
is proper and linear in Rm1 . Furthermore, as p′∗ is purely imaginary, we may
assume
G ⊂ (L ∩ Rm1)×√−1G˜ ⊂ L.
By Lemma 4.9, we choose a vector ξG˜ ∈ Rm1 with |ξG˜| = 1 satisfying
G˜ ⊂ {x′ ∈ Rm1 ; 〈x′, ξ
G˜
〉 > 0} ∪ {0}.
Let us define the holomorphic function on Cm1z′ by
ϕ(z′) := 〈z′, ξ
G˜
〉+√−1
∑
1≤k≤m1
z2ik
.
Let a > 0 and ǫ be sufficiently small positive real numbers, and we set
K := (Z ∩ U2)× U3 ⊂ Cm2 × Cm3 ,
Ω := (L⊥ × IntL(G)) ∩
{
z′ ∈ Cm1 ; |zi
k
| < a (1 ≤ k ≤ m1)
}
,
ω := (L⊥ × IntL(G)) ∩
{
z′ ∈ Cm1 ; Imϕ(z′) > ǫ, |zi
k
| < a (1 ≤ k ≤ m1)
}
.
We take an open poly-disks with center at the origin as Ui (i = 1, 2, 3). Then
K is a convex closed analytic polyhedron in Cm2 × Cm3 , and Ω and ω are
relatively compact and analytic open polyhedra in Cm1 . Hence it follows
from Theorem 4.1 that we have
(4.9) Hk(X; C(Ω\ω)×K
w⊗OX) = 0 (k 6= m1).
Now, by applying the same reasoning as that in the proof of Theorem 2.2.2
[6], we obtain, for each G and a sufficiently small a > 0,
(4.10)
lim−→
U1, U2, U3
Hk−m
′
2
(
X; CW (G,U1,U2,U3)
w⊗OX
)
= lim−→
ǫ>0, U2, U3
Hk−m
′
2(X; C(Ω\ω)×K
w⊗OX).
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As a matter of fact, as G˜ is proper with respect to the direction ξG˜, we get
G˜ ⊂ {y′ ∈ Rm1 ; |y′ − 〈y′, ξG˜〉ξG˜| ≤ σ〈y′, ξG˜〉}
for some σ > 0. Hence there exists aσ > 0 depending only on σ such that∑
1≤k≤m1
y2i
k
≤ 1
2
〈y′, ξG˜〉 (|yi1 |, . . . , |yim | ≤ aσ, y
′ ∈ G˜).
Then, by noticing
Imϕ(z′) = 〈y′, ξ
G˜
〉+
∑
1≤k≤m1
(xik
2 − yik
2),
we obtain
1
2
〈y′, ξG˜〉+
∑
1≤k≤m1
x2i
k
≤ ǫ (0 < a ≤ aσ, z′ ∈ Ω \ ω).
Therefore, if we take ǫ > 0 sufficiently small, by noticing that G˜ is proper
with respect to the direction ξG˜, the subset W (G,U1, U2, U3) contains (Ω \
ω) × K as a closed subset. On the other hand, clearly the subset {z′ ∈
Cm1 ; Imϕ(z′) ≤ ǫ} (ǫ > 0) is a neighborhood of z′ = 0, the subset (Ω\ω)×K
contains W (G,U ′, U2, U3) for a sufficiently small open neighborhood U
′ of
the origin in Cm1z′ as a closed subset. Hence we have a conclusion (4.10).
Then the result follows from (4.9) and
m1 +m
′
2 = m1 +m2 +#(I
∗(θ∗) ∩ IC) = #I +#(I∗(θ∗) ∩ IC) = N(θ∗).
This completes the proof.
We also have the similar results for OtX and OX by employing the same
argument as that in the above proof, which is much easier because we can
take G× Z as a cone G in the proof,
Theorem 4.11. We have
Hk(µχ(F))θ∗ = 0 (k 6= codimCN = #I),
where F is either OtXsa or OX .
56
4.4 The typical examples
As the results given in the previous subsection has been considered in a
fairly general situation, we here describe the corresponding results for typical
cases.
We first consider the corresponding result for families of complex subman-
ifolds, i.e., I = IC. Let X be a complex manifold and χ = {Z1, . . . , Zℓ} a
family of closed complex submanifolds ofX which satisfies the conditions H1,
H2 and H3. Set Z = Z1 ∩ · · · ∩ Zℓ. Let p = (q; ζ) = (q; ζ(1), . . . , ζ(ℓ)) ∈ S∗χ.
Remember that the subset J∗(p) of {1, . . . , ℓ} was defined by
J∗(p) := {j ∈ {1, . . . , ℓ}; ζ(α) = 0 for all α with Zj ⊂ Zα}.
We also define Ĵ∗(p) by the subset of J∗(p) that consists of the minimal
elements with respect to the order relation k ≺ j ⇐⇒ Zk ( Zj for
k, j ∈ J∗(p). Now we define the integer N(p) by
(4.11) N(p) = codimC Z +
∑
j∈Ĵ∗(p)
codimC Zj .
Then the following theorem immediately comes from Theorem 4.10.
Corollary 4.12. We have
Hk(µχ(OwX
sa
))p = 0 (k 6= N(p)).
Remark 4.13. In the complex case, the result depends on a point p ∈ S∗χ.
For example, N(p) = 2 codimC Z if p = (q; 0, . . . , 0) and N(p) = codimC Z
if all the ζ(j)’s are non-zero.
Corollary 4.14. We have
Hk(µχ(F))p = 0 (k 6= codimC Z),
where F is OtX or OX .
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Definition 4.15. The sheaf of holomorphic microfunctions along χ in S∗χ
is defined by
(4.12) CRχ := µχ(OX) ⊗
Z
S∗χ
orS∗
χ
[codimC Z],
where orS∗χ
denotes the orientation sheaf of S∗χ. We also define CR,fχ and
CR,wχ by replacing OX in the above definition with OtX and OwX respectively.
Note that CRχ and CR,fχ are really sheaves on S∗χ. We also note that CR,wχ is
a complex. It is, however, concentrated in degree 0 outside the zero section,
i.e., {(z; ζ(1), . . . , ζ(ℓ)) ∈ S∗χ; ζ(j) 6= 0}.
Next we consider the corresponding result for the case I = IR. Let M
be a connected real analytic manifold and X its complexification. Let Θ1,
. . . , Θℓ be real analytic vector subbundles of TM which are involutive, that
is, [θ1, θ2] ∈ Θk for any vector fields θ1, θ2 ∈ Θk. We denote by ΘCk ⊂ TX
the complex vector subbundle over X that is a complexification of Θk near
M . Now we introduce the conditions for Θk’s which are counterparts of the
ones H1, H2 and H3. Set, for 1 ≤ k ≤ ℓ,
NR(k) := {j ∈ {1, . . . , ℓ}; Θj * Θk,Θk * Θj}
Then we assume that, for any q ∈M and any k with NR(k) 6= ∅,
(TM)q = (Θk)q +
 ⋂
j∈NR(k)
(Θj)q
 .
We also assume that, for simplicity, Θk’s are mutually distinct, i.e., Θk1
6=
Θk2
if k1 6= k2. For a local description of Θk’s, we have the lemma below.
Lemma 4.16. Under the above situation, there exist subsets Ij (j = 1, . . . , ℓ)
of {1, . . . , n} satisfying the condition (1.3) for which the following holds. For
every q ∈M , there exist an open neighborhood U ⊂M of q and a real ana-
lytic coordinates system (x1, . . . , xn) of U such that, in U , each Θk is given
by
{(x; ν) ∈ TRn; νi = 0 (i ∈ Ik)}.
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Proof. As Θk is involutive, there exist locally real analytic functions π
(k)
i
(i = 1, . . . , codimRΘk) such that
Θk = {(q; ν) ∈ TM ; dπ(k)i (q)(ν) = 0 (i = 1, . . . , codimRΘk)}.
Then, employing the same argument as that in Proposition 1.2 in [4], we
can choose desired coordinate functions from these π
(k)
i ’s.
LetNM, j ⊂ X (j = 1, . . . , ℓ) be the union of the complex integral subman-
ifolds of the involutive complex vector bundle ΘCj ⊂ TX passing through
each point q ∈M , that is,
NM, j :=
⋃
q∈M
L(ΘCj , q)
where L(ΘCj , q) denotes the complex integral submanifold of Θj passing
through the point q. Set
χ := {NM, 1, . . . , NM, ℓ}, NM := NM, 1 ∩ · · · ∩NM, ℓ ⊂ X.
These NM, j’s and S
∗
χ are locally described as follows: Let
(z1 = x1 +
√−1y1, . . . , zn = xn +
√−1yn).
be a system of local coordinates of X which are complexification of the
coordinates (x1, . . . , xn) given in Lemma 4.4. Then it follows from the lemma
that we have
NM, j = {z ∈ X; Im zi = 0 (i ∈ Ij)} (j = 1, . . . , ℓ),
where Ij’s were given in the lemma. We also set I0 = Î0 by (1.8). Denote by
z(j) = x(j)+
√−1y(j) the coordinates variables zi = xi+
√−1yi’s with i ∈ Îj
and by ζ(j) = ξ(j) +
√−1η(j) the dual variables of z(j) = x(j) +√−1y(j) for
j = 0, . . . , ℓ. Then the coordinates of S∗χ are locally given by
(z(0), x(1), . . . , x(ℓ);
√−1η(1), . . . ,√−1η(ℓ)).
Corollary 4.17. Let p ∈ S∗χ. Then we have
Hk(µχ(F))p = 0 (k 6= codimRNM ),
where F is either OwX
sa
, OtX
sa
or OX .
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Remark 4.18. In this case, the result is independent of a point p ∈ S∗χ
contrary to the complex case.
Definition 4.19. The sheaf of microfunctions along χ with holomorphic
parameters is defined by
(4.13) CN
M
, χ := µχ(OX) ⊗
Z
S∗χ
orS∗
χ
[codimRNM ],
where orS∗
χ
denotes the orientation sheaf of S∗χ. We also define CfN
M
, χ and
CwN
M
, χ by replacingOX in the above definition withOtX andOwX respectively.
Note that these are really sheaves in S∗χ, that is, they are concentrated in
degree 0 everywhere.
5 Applications to D-modules
In this section, we consider applications of multi-microlocalizations to D-
module theory. First, recall the notation of § 2.1; for example, let τi : Ei → Z
(1 ≤ i ≤ ℓ) be vector bundles over Z, and let E∗i be the dual bundle of Ei.
Theorem 5.1 (cf. [16]). Let F be a multi-conic object on E. Then there
exists a natural isomorphism
τ !Rτ!F ∼→ Rp1∗ p !2(F∧E ),
and the natural morphism F → τ !Rτ! F is embedded to the following distin-
guished triangle:
F → τ !Rτ!F → Rp+1∗p+!2 (F∧E )
+1−−→ .
Proof. If ℓ = 1, the results follows by Lemma A.2 of [16]. Assume ℓ > 1,
and set E′ :=
ℓ×
Z,i=2
Ei, E
′∗ :=
ℓ×
Z,i=2
E∗i , and P
′
E′ :=
ℓ×
Z,i=2
P ′i . Moreover, let ∧E′
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(resp ∨∗E′) be the composition of ∧i (resp. ∨∗i ) for i = 2, . . . , ℓ. Consider:
E×
Z
E∗p1

p2
((
p
E′,2
//
p1,1


E1×
Z
E∗ p1,2
//
p1,1

E∗
E E1×
Z
E′×
Z
E′∗p
E′,1
oo
p
E′,2
// E1×
Z
E′∗
By the commutative diagram
E
τ1
//
τ
E′


E′
τ
E′

E1 τ1
// Z
we have
τ !E′ RτE′! τ
!
1Rτ1! F = τ
!
E′ RτE′! τ
−1
1 Rτ1! F ⊗ωE/Z
= τ !E′ τ
−1
1 RτE′!Rτ1! F ⊗ωE/Z = τ !E′ τ !1RτE′!Rτ1! F = τ !Rτ! F.
Hence, by Lemma A.2 of [16] and induction hypothesis, we obtain:
(5.1)
F

∼ // F∧E′∨∗E′ ∼ // F∧E′∨∗E′∧1∨∗1

τ !E′RτE′!F

∼ // RpE′,1∗ p !E′,2(F∧E′ )

τ !1Rτ1!τ
!
E′RτE′!F
∼ // τ !1Rτ1!RpE′,1∗ p !E′,2(F∧E′ )
≀

τ !Rτ!F
∼ // Rp1,1∗ p !1,2((RpE′,1∗ p !E′,2(F∧E′ ))∧1)
For the same reasoning as in (2.1), for any multi-conic object H on E1×
Z
E′∗
we have
H∨
∗
i∨1 = H∨1∨
∗
i .
Therefore, we have
(5.2) H∨
∗
i
∧1 = (H∨
∗
i
∨1)id×a⊗ω⊗−1E1/Z = (H
∨1∨
∗
i )id×a⊗ω⊗−1E1/Z = H
∧1∨
∗
i
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Thus, by Proposition 2.2 (2) and (5.2) we have
(5.3) F∧E′∨
∗
E′
∧1∨
∗
1 = Rp′1∗p
′ !
2 (F
∧E ).
Lastly, by Proposition 3.7.13 of [7] we have
Rp1,1∗ p
!
1,2((RpE′,1∗ p
!
E′,2(F
∧
E′ ))∧1)
= Rp1,1∗ p
!
1,2RpE′,1∗((p
!
E′,2(F
∧E′ ))∧1)
= Rp1,1∗ p
!
1,2RpE′,1∗ p
!
E′,2(F
∧
E′
∧1) = Rp1∗p
!
2(F
∧
E ).
(5.4)
Therefore, by (5.1), (5.3), (5.4) and the definition of P+, we have
F //
≀

τ !Rτ!F
≀

F∧E′∨
∗
E′
∧1∨
∗
1
≀
// Rp1,1∗ p
!
1,2((RpE′,1∗ p
!
E′,2(F
∧
E′ ))∧1)
≀
Rp′1∗ p
′ !
2 (F
∧
E′ ) // Rp1∗ p
!
2(F
∧
E′ ) // Rp+1∗ p
+!
2 (F
∧
E′ )
+1
// .
The commutativity follows from the constructions.
Therefore, we obtain the following:
Theorem 5.2. Let X be a real analytic manifold, and assume that the
family χ = {Mi}ℓi=1 of submanifolds in X satisfies conditions H1, H2 and
H3. Set M :=
⋂ℓ
i=1Mi. Then for any F ∈ Db(kXsa), there exists the
following distinguished triangle:
(5.5) νχ(F )→ τ−1RΓY (F )⊗ω⊗−1M/X → Rp+1∗(p+2 )−1µχ(F )⊗ω⊗−1M/X
+1−−→ .
Proof. By the deinition of multi-microlocalization and Theorem 5.1 we have
(see also Remark 2.1)
νχ(F )→ τ !Rτ!νχ(F )→ Rp+1∗p+!2 µχ(F )
+1−−→ .
Since τ and p+2 are projections, we have
τ ! ≃ τ−1⊗ωSχ/M ≃ τ
−1⊗ω⊗−1M/X ,
p+!2 ≃ (p+2 )−1⊗ωP+/M ≃ (p+2 )−1⊗ω⊗−1M/X .
Hence we prove the theorem.
62
By Theorem 3.6, under the identifications T ∗S∗χ = T
∗Sχ = Sχ∗, we have
SS(µχ(F )) = SS(νχ(F )) ⊂ Cχ∗(SS(F )).
In particular we obtain
(5.6) suppµχ(F ) ⊂ S∗χ ∩Cχ∗(SS(F )).
Thus we obtain:
Corollary 5.3. If S˙∗χ ∩ Cχ∗(SS(F )) = ∅, then
νχ(F ) ∼→ τ−1RΓY (F )⊗ω⊗−1M/X .
Now, let χ = {Yi}ℓi=1, and assume that each Yi and Y :=
⋂ℓ
i=1 Yi are
complex submanifolds of X. As usual, let DX be the sheaf of holomorphic
differential operators on X. Let M be a coherent DX -module, and ChM
the characteristic variety of M. Then, for F = RHomD
X
(M,OX ), it is
known that SS(F ) = ChM. From (5.5), we have
RHomD
X
(M, νχ(OX))→ τ−1RHomD
X
(M, RΓY (OX))⊗ω⊗−1Y/X
→ Rp+1∗(p+2 )−1RHomD
X
(M, µχ(OX ))⊗ω⊗−1Y/X
+1−−→ .
Let f : Y →֒ X be the canonical embedding. We can define the following
natural mappings associated with f :
T ∗Y
f
d←− Y ×
X
T ∗X
f
π−→ T ∗X.
We define the inverse image of M by
Df∗M := OY
L⊗
f−1O
X
f −1M.
Assume that Y is non-characteristic for M; that is, T ∗YX ∩ ChM ⊂ T ∗XX.
Then, it is known that Df∗M is identified with Df∗M := H0Df∗M, and
Df∗M is a coherent DY -module.
Theorem 5.4. Assume that Y is non-characteristic for M. Then
RHomD
X
(M, νχ(OX)) ∼→ τ−1RHomD
Y
(Df∗M,OY )
≃ τ−1f −1RHomD
X
(M,OX).
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Proof. By the non-characteristic condition and Cauchy-Kovalevskaja-Kashiwara
theorem, we obtain the following isomorphisms:
RHomD
X
(M, RΓY (OX))⊗ω⊗−1Y/X ≃ RHomDY(Df
∗M,OY )
≃ f −1RHomD
X
(M,OX ).
Hence by Corollary 5.3, we may show S˙∗χ ∩ Cχ∗(ChM) = ∅. Assume that
there exists a point
(x(0); ξ(1), . . . , ξ(ℓ)) ∈ S˙∗χ ∩ Cχ∗(ChM).
Then by Theorem 3.7 there exist sequences
{(x(0)n , x(1)n , . . . , x(ℓ)n ; ξ(0)n , ξ(1)n , . . . , ξ(ℓ)n )}∞n=1 ⊂ ChM,
{(c(1)n , . . . , c(ℓ)n )}∞n=1 ⊂ (R+)ℓ,
such that:
lim
n→∞
c(j)n =∞, (j = 1, . . . , ℓ),
lim
n→∞
(x(0)n , x
(1)
n c
(Jˆ1)
n , . . . , x
(ℓ)
n c
(Jˆℓ)
n ; ξ
(0)
n cn, ξ
(1)
n c
(Jˆc1 )
n , . . . , ξ
(ℓ)
n c
(Jˆc
ℓ
)
n )
= (x(0), 0, . . . , 0; 0, ξ(1) , . . . , ξ(ℓ)),
where cn :=
∏ℓ
j=1 c
(j)
n , Jˆ
c
j := {1, . . . , ℓ} r Jˆj , and c(J)n :=
∏
j∈J c
(j)
n for
any J ⊆ {1, . . . , ℓ}. In particular we have lim
n→∞
(x(1)n , . . . , x
(ℓ)
n , ξ
(0)
n cn) =
(0, . . . , 0, 0). Since (ξ(1), . . . , ξ(ℓ)) 6= 0, we may assume that
tn := |(ξ(0)n , ξ(1)n , . . . , ξ(ℓ)n )| > 0.
We consider the sequence {(x(0)n , x(1)n , . . . , x(ℓ)n ; t−1n (ξ(0)n , ξ(1)n , . . . , ξ(ℓ)n ))}∞n=1 ⊂
ChM. By extracting subsequence, we may assume that there exists ζ0 6= 0
such that
lim
n→∞
t−1n (ξ
(0), ξ(1)n , . . . , ξ
(ℓ)
n ) = ζ0 .
Choose 1 6 k 6 ℓ with lim
n→∞
ξ(k)n c
(Jˆc
k
)
n = ξ
(k) 6= 0. Since lim
n→∞
c(j)n = ∞, we
have
lim
n→∞
ξ(0)n
ξ
(k)
n
= lim
n→∞
ξ(0)n cn
ξ
(k)
n c
(Jˆc
k
)
n c
(Jˆ
k
)
n
= 0.
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Therefore, we see that ζ0 = (0, ζ01, . . . , ζ0ℓ) 6= 0. Hence
lim
n→∞
(x(0)n , x
(1)
n , . . . , x
(ℓ)
n ; t
−1
n (ξ
(0), ξ(1)n , . . . , ξ
(ℓ)
n ))
= (x(0), 0, . . . , 0; ζ0) ∈ T˙ ∗YX ∩ ChM,
which contradicts the non-characteristic condition. Thus S˙∗χ∩Cχ∗(ChM) =
∅. Hence we obtain the desired result.
Example 5.5. Take a point p = (q; ξ) ∈ ×
X,1≤j≤ℓ
TY
j
ι(Yj), and set x0 :=
τ(p) ∈ Y . Recall the notation in Remark 1.12. Then under the assumption
of Theorem 5.4, every solution to M defined on Coneχ(p, ǫ) for some ǫ > 0
extends automatically a solution defined on a full neighborhood of x0.
Next, we consider the real cases. Let M be a real analytic manifold, and
χ = {Ni}ℓi=1 ⊂M . Assume that each Ni and N :=
⋂ℓ
i=1Ni are real analytic
submanifolds of M . We consider the multi-normal deformation M˜χ along
χ. Let X be the complexification of M , and Y the complexification of N
in X. Let ι : M →֒ X the canonical embedding. Let BM be the sheaf of
hyperfunctions on M . Then by (5.5) we obtain
RHomD
X
(M, νχ(BM ))→ τ−1RHomD
X
(M, RΓN (BM ))⊗ω⊗−1N/M
→ Rp+1∗(p+2 )−1RHomD
X
(M, µχ(BM ))⊗ω⊗−1N/M
+1−−→ .
For any conic subset A ⊂ T ∗X we can define ι#(A) := T ∗M ∩ CT ∗
M
X(A)
([7, Definition 6.2.3]). Note that (x0; ξ0) ∈ ι#(A) if and only if there exists
a sequence {(xν +
√−1 yν ; ξν +
√−1 ην)}∞ν=1 ⊂ A such that
lim
ν→∞
(xν +
√−1 yν ; ξν) = (x0; ξ0), limν→∞|yν | |ην | = 0.
Theorem 5.6. Assume that N →֒M is hyperbolic for M; that is,
(5.7) T˙ ∗NM ∩ ι#(ChM) = ∅.
Then
RHomD
X
(M, νχ(BM )) ∼→ τ−1RHomD
Y
(Df∗M,BN ).
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Proof. By (5.7), we see that Y is non-characteristic for M on a neighbor-
hood of N . By the non-characteristic division theorem, we have
RHomD
X
(M, RΓN (BM ))⊗ω⊗−1N/M ≃ RHomDY(Df
∗M,BN ).
By Corollary 6.4.4 of [7], we have
SS(RHomD
X
(M,BM )) ⊂ ι# SS(RHomD
X
(M,OM )) = ι#(ChM).
As in the proof of Theorem 5.4 we have
supp(RHomD
X
(M, µχ(BM ))) ∩ S˙∗χ ⊂ S˙∗χ ∩ Cχ∗(ι#(ChM)) = ∅.
and we obtain the desired result.
We shall give another result. Let us take χ = {N,M} with N ⊂M ⊂ X
(Takeuchi’s case). Then Sχ = TNM ×
M
TMX and S
∗
χ = T
∗
NM ×
M
T ∗MX ≃
T ∗N ×
M
T ∗
M
XT
∗
MX. Under the notaion of [15], we set
νNM := νχ : D
b(kX)→ Db(kTNM ×
M
TMX
),
νµNM := ν
∧2
χ : D
b(kX)→ Db(kT
N
M ×
M
T ∗
M
X),
µNM := µχ : D
b(kX)→ Db(kT ∗
N
M ×
M
T ∗
M
X).
As usual, let EX be the sheaf of ring of microdifferential operators on T ∗X
and {EX(m)}m∈Z the usual order filtration on EX . Let U be a C×-conic open
subset of T˙ ∗X, and Σ a C×-conic involutory closed analytic subset of U .
Set IΣ := {P ∈ EX(1)|U ; σ1(P )|Σ ≡ 0} and EΣ :=
⋃
m∈N0
ImΣ . Here σm(P )
denotes the principal symbol of P ∈ EX(m), and we set I0Σ := EX(0)|U .
Namely, EΣ ⊂ EX |U is a subring generated by IΣ.
Definition 5.7. (1) Let U be a C×-conic open subset of T˙ ∗X, and Σ a
C×-conic involutory closed analytic subset of U . Let M be a coherent EX -
module defined on U .
(a) An EΣ submodule L of M is called an EΣ-lattice of M if L is EX(0)-
coherent and EXL = M.
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(b) We say that M has regular singularities along Σ if for any p∗ ∈ U ,
there exist an open neighborhood V of p∗ and an EΣ-lattice L ⊂M|V .
(2) Let Σ be a C×-conic involutory closed analytic subset of T˙ ∗X, and
M a coherent DX -module. Then we say that M has regular singularities
along Σ if so does EX ⊗
π−1D
X
π−1M.
We impose the
Condition 5.8. (1) Λ ⊂ T˙ ∗X is a C×-conic closed regular involutory com-
plex submanifold,
(2) M has regular singularities along Λ,
(3) T˙ ∗NM ∩ ι#(Λ) = ∅.
By Condition 5.8 (2), we have ChM ⊂ Λ ⊔ suppM. Hence by virtue of
Condition 5.8 (3), we see that Y is non-characteristic forM on neighborhood
of N . Let DbM be the sheaf of distributions on M .
Theorem 5.9. Assume Condition 5.8. Then
RHomD
X
(M, νχ(DbM )) ∼→ τ−1RHomD
Y
(Df∗M,DbN ).
Proof. Consider
RHomD
X
(M, νχ(DbM ))→ τ−1RHomD
X
(M, RΓN (DbM ))⊗ω⊗−1N/M
→ Rp+1∗(p+2 )−1RHomD
X
(M, µχ(DbM))⊗ω⊗−1N/M
+1−−→ .
Under Condition 5.8, we have
RHomD
X
(M, RΓN (DbM ))⊗ω⊗−1N/M ≃ RHomDX(M, ΓN (DbM ))⊗ω
⊗−1
N/M
≃ RHomD
Y
(Df∗M,DbN ),
and
SS(RHomD
X
(M,DbM )) ⊂ ι#(Λ ⊔ suppM).
As in the proof of Theorem 5.4 we have
supp(RHomD
X
(M, µχ(DbM ))) ∩ S˙∗χ ⊂ S˙∗χ ∩ Cχ∗(ι#(Λ ⊔ suppM)) = ∅,
and this entails that Rp+1∗(p
+
2 )
−1RHomD
X
(M, µχ(DbM )) = 0, and we obtain
the desired result.
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Theorem 5.10. Assume Condition 5.8. Then
RHomD
X
(M, νχ(C∞M )) ∼→ τ−1RHomD
Y
(Df∗M, C∞N ).
Proof. Consider
RHomD
X
(M, νχ(C∞M ))→ τ−1RHomD
X
(M, RΓN (C∞M ))⊗ω⊗−1N/M
→ Rp+1∗(p+2 )−1RHomD
X
(M, µχ(C∞M ))⊗ω⊗−1N/M
+1−−→ .
Under Condition 5.8, we have
RHomD
X
(M, RΓN (C∞M ))⊗ω⊗−1N/M ≃ RHomDX(M,W
∞
M,N )
≃ RHomD
Y
(Df∗M, C∞N ),
and
SS(RHomD
X
(M, C∞M )) ⊂ ι#(Λ ⊔ suppM).
Here W∞M,N is the sheaf of Whitney functions on N . Thus the proof is same
as in Theorem 5.4.
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