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論 文 の 要 旨 
本論文は、ポストペタスケールシステムにおける分散ファイルシステムの構築について述べたもので
ある。具体的には、ポストペタスケールシステムにおいて要求される性能を実現するため、フラッシ
ュストレージ向けのオブジェクトストレージの設計と、そのオブジェクトストレージを用いた分散フ
ァイルシステムの設計を行っている。分散ファイルシステムのローカルストレージシステムとしての
利用を前提とした場合、ローカルストレージシステムに求められる機能は限られる。またこれまでロ
ーカルストレージシステムはハードディスクドライブを前提として設計されており、連続逐次アクセ
スを行うことで性能向上を図ってきた。一方、フラッシュストレージを前提とする場合、連続逐次ア
クセスでは性能を向上させることはできず、並列アクセスを行う必要がある。従来は、ローカルスト
レージシステムとして POSIX準拠のファイルシステムが用いられることが多かったが、並列アクセス
時の性能向上が頭打ちとなる問題があった。この問題を解決するために、フラットな名前空間を持つ
ローカルオブジェクトストレージの設計を行った。さらに、フラッシュストレージを効率的に用いる
ために、新たに標準 APIとして提案されている OpenNVMを用い、スパースアドレス空間および、アト
ミックバッチ書込みの機能を利用している。このフラットな名前空間の利用、スパースアドレス空間
の利用による間接参照の削除、並列アクセス、初期化の並列化、アトミックバッチ書込みによるまと
めて処理する最適化などにより、既存のストレージシステムに比べ、オブジェクト作成性能で 12 倍
の性能向上を達成している。さらに、既存のメタデータサーバを用い、分散ファイルシステムの設計
を行っている。メタデータサーバを用いたときの遅延を削減するため、オブジェクトを事前にまとめ
て作成する最適化を行い、オーバヘッドの削減に成功している。既存システムに比べ 2.5倍の性能向
 上を達成し、目標とする毎秒 1,000,000操作については、37サーバで達成見込みであることを示して
いる。 
 
 
 
審 査 の 要 旨 
【批評】 
CPU 性能の向上に比べストレージ性能の向上は緩やかであり、性能ギャップは広がっている。そのギ
ャップを埋めるためにはフラッシュなどを含む不揮発性メモリの活用、計算ノードのローカルストレ
ージの活用、ノード数の増加に伴うスケールアウトする分散ファイルシステムのシステム設計、実装
方式の研究開発は重要な課題である。本研究は、この課題のうち、フラッシュストレージの活用によ
る、ローカルオブジェクトストアの設計と、分散ファイルシステムのシステム設計を行ったものであ
る。ローカルオブジェクトストアの設計に関しては、分散ファイルシステムのローカルストレージシ
ステムに必要な最小限の機能を、フラッシュストレージを前提として再設計した。フラッシュストレ
ージの機能を活用するため、標準 APIとして提案されている OpenNVMを用い、スパースアドレス空間
とアトミックバッチ書込みの機能を活用した。スパースアドレス空間は 48 ビットのアドレス空間で
あり、実際に書き込んだところだけが物理的に利用される。従来はアドレス空間の効率を上げるため、
間接参照が必須であったが、この機構を用いることにより間接参照を用いず、直接参照することがで
きるようになる。また、アトミックバッチ書込みを活用し、事前にまとめて操作を行っておく最適化
を提案し、性能向上を行っている。これらを用い、並列アクセスにより性能を向上させることができ、
また、評価環境において既存のシステムに比べ 12 倍の性能向上を達成したことは評価に値する。さ
らに、既存のメタデータサーバを用い、分散ファイルシステムの設計を行った。ローカルストレージ
システムには、提案手法を用い、アクセス性能はフラッシュストレージの理論ピーク性能近くを達成
している。メタデータ性能については、ナイーブに設計するとローカルストレージシステムをアクセ
スするオーバヘッドが遅延となり、性能が低下する。この性能低下を、事前にまとめて操作を行って
おく最適化により回避し、オーバヘッドを削減することに成功している。結果として、既存のシステ
ムに比べ 2.5倍の性能向上を達成した。このように、ますます広がっている CPU性能とストレージ性
能のギャップを埋める分散ファイルシステムの設計、実装を行ったことは評価に値する。より大規模
な環境における評価は今後の課題となっているが、メタデータ性能、アクセス性能についてスケーラ
ビリティの評価、議論により、目標を達成することが見込まれる。本研究の成果には、論文誌、査読
付き国際会議で発表したものも含まれ、国際的にも高く評価されている。 
【最終試験の結果】 
平成 29年 2月 6 日、システム情報工学研究科において、学位論文審査委員の全員出席のもと、著
者に論文について説明を求め、関連事項につき質疑応答を行った。その結果、学位論文審査委員全員
によって、合格と判定された。 
【結論】 
上記の学位論文審査ならびに最終試験の結果に基づき、著者は博士（工学）の学位を受けるに十分
な資格を有するものと認める。 
 
