An analysis of monitoring data on workers in Tianjin, China, reported a 9-fold increase in the production of benzene metabolites per unit exposure as air concentrations declined from 88.9 to 0.03 p.p.m. The increase is attributed to an enhanced efficiency of benzene metabolism at lower air concentrations. This finding, however, is not consistent with other studies demonstrating that adsorbed benzene is almost completely metabolized at airborne levels ranging from <1 to 70 p.p.m. In this article ( 
Introduction
The assessment of benzene exposures in the Tianjin workers has been the subject of a number of publications (1) (2) (3) . A surprising assertion from these studies was that benzene metabolism occurs with increased efficiency at lower benzene exposures (2, 3) . Specifically, the authors claim a 9-fold increase in the amount of metabolites observed in urine samples per parts per million (p.p.m.) of air exposure (µM/p.p.m.) for workers with exposures of 0.03 p.p.m. compared with workers with exposures at 88.9 p.p.m. (3) , and this change is attributed to an increased efficiency in the metabolism of benzene at lower inhalation doses. To support this assertion, additional hypotheses on potential mechanisms have been proposed (4, 5) . The significance of this finding is highlighted by the authors: 'Since the toxic effects of benzene are thought to result from metabolism, this suggests that the health risks associated with low and very low benzene exposures can be considerably greater than those currently predicted from occupational studies.' (2) .
This article reexamines the basis for this claim of more efficient metabolism at low exposures levels. The reexamination begins by contrasting the finding with earlier studies of the metabolism of benzene, and then identifies issues in the original analysis that provide alternative explanations of the findings. These issues are then used as the basis for a series of reanalyses of the Tianjin data.
Key findings from Kim et al.
The finding of more efficient metabolism at lower exposures to benzene is based on a combination of direct and indirect measurements of the mean benzene levels in workplace air over a work shift and measurements of benzene metabolites in spot urine samples taken at the end of the shift. Air monitoring was performed using passive monitors that reported a worker's average air concentration over a work shift. The monitors had a detection limit of 0.2 p.p.m. The spot urine samples were analyzed for benzene and five of its metabolites (e.g. phenol, catechol, hydroquinone, t,t-muconic acid and S-phenylmercapturic acid). The measurements were taken in workers employed at five facilities, two where benzene was used and three where the compound was not used. Data on individual workers were collected for varying numbers of days ranging from 1 to 4.
An increase in the efficiency of the production of metabolites at low exposure concentrations was first proposed in Kim et al. (2) and refined in Kim et al. (3) . In Kim et al. (3) , the estimate of total exposure-specific metabolite production (TMP) was determined using a multistep process. The initial step was the creation of a database of concentrations of benzene in air and corresponding concentrations of benzene and its metabolites in spot urine samples for each of 386 workers. Workers with multiple measurements of air and urine levels had their results combined into a single set of associated values by taking the geometric means of the measurement values. Air concentrations that were either below the detection limit or missing were estimated using a calibration model. The calibration model predicted the workers' mean air concentrations over a work shift based on the concentration of unmetabolized benzene in their spot urine sample. The result is a database of air concentrations of benzene and corresponding spot urine concentrations of the five metabolites of benzene in 386 workers, 250 from facilities where benzene was used and 136 from facilities where it was not used.
The second step to estimate TMP was to divide the workers into 'study' and 'background' groups. The background workers were selected based on their exposures to benzene and consisted of the workers with the 60 lowest levels of benzene in their spot urine samples. All of the 60 workers came from facilities where benzene was not used. The study workers were composed of the 250 workers with occupational exposure to benzene and the remaining 76 workers from facilities where benzene was not used. Next, the levels of five metabolites in the 'study' workers' spot urine samples were fit to the measured (or predicted) work shift air concentrations using natural spline (NS) models combined with general linear models. The NS models provide predictions of the total observed concentrations of metabolites as a function of mean work shift exposures.
The third step corrects for the contributions of the background sources to the NS model predictions by subtracting the median concentrations of the five metabolites observed in the 60 background workers. The final estimate of TMP for the jth worker given an exposure to X j p.p.m. over a work shift (TMP(X j )) was determined by dividing the corrected estimates by the worker's work shift air concentration:
where Ŷ m,j|X j is the NS model prediction of the concentration of the mth metabolite in urine associated with an air concentration of X j p.p.m. in a prior work shift, Y m,b is the estimate of the concentration of metabolite m from background sources. The value of Y m,b was estimated using the median concentration of the metabolite in urine samples collected from the 60 background workers, and X j is the mean air concentration of the prior work shift. Using the above equation it is possible to plot TMP(X j ) against various values of X j . In Kim et al. (3) , the value of TMP(X j ) was reported to be 9-fold higher at X j of 0.03 p.p.m. than at 88.9 p.p.m.
The uncertainties in the values of TMP(X j ) were characterized in Kim et al. (3) by performing a bootstrap analysis that examined the uncertainty that resulted from having a finite number of samples. The confidence limits from the uncertainty analysis were not reported, but a plot of the boot strap results were presented and the authors stated the following about the plot: 'given the narrow interquartile ranges, our conclusions regarding the mean trends should be reasonable' (3).
Current understanding of benzene absorption and metabolism via inhalation
A finding of a large exposure-related difference in metabolism of benzene has implications for the absorption and excretion of benzene. Such changes suggest that at exposures >3 p.p.m. the vast majority of inspired benzene would not be metabolized and will either be exhaled unchanged or excreted in urine. Specifically, it would require either a 9-fold reduction in lung clearance (i.e. the fraction of inspired benzene that is taken up by the blood) relative to that at the low air benzene concentration or a massive increase in the fraction of the absorbed dose that is excreted unmetabolized in urine. Studies of human exposures to 10-70 p.p.m. benzene, however, have reported lung clearances ranging from 30 to 60% (6) (7) (8) . These studies show that benzene is initially well absorbed, 50-60%, but as blood levels rise from continuing exposures, lung clearance decreases to 35-40% (9) . Similar declines are observed in animal studies (7). Yu and Weisel (10) reported a lung clearance of 68% of benzene at concentrations of 0.3-1.0 p.p.m. There is a consensus that once absorbed, benzene is almost completely metabolized and that benzene's metabolites and any unreacted benzene are excreted in the urine (7, 8) . This has allowed the use of urinary benzene as a quantitative measure of exposure to the compound (8, 11, 12) .
Analysis of Kim et al. findings
The Kim et al. (3) finding of enhanced benzene metabolism at low exposures is based on the estimate of the TMP from the statistical models relating metabolites concentrations to mean air levels (1) . In order to have confidence in the Kim et al. (3) finding, it is important to assure that all the components of the model are known to be correct and accurate. These components are the estimation of the mean benzene air concentrations (which influence the terms Ŷ m,j|X j and Y m,b ), the method of estimating the background correction term Ŷm,b and the precision of the NS models, which influence the terms Ŷ m,j|X j .
To investigate these components, we obtained a copy of the original Tianjin data from The National Cancer Institute. These data consisted of worker descriptors and results of the air and urine measurements (hereafter referred to as the NCI data set). A copy of the data in the form of an Excel™ spreadsheet is included as Supplementary Appendix A, available at Carcinogenesis Online. We first re-created the analyses of Kim et al. (3) to provide a quality check on their calculations and conclusions. The results are presented in Supplementary Appendix B, available at Carcinogenesis Online.
We identified a number of issues important to the components of Equation 1. The issues can be divided into three general areas: (i) estimation of the mean air levels over a prior work shift; (ii) the methodology used in correcting for background levels of benzene metabolites and (iii) the estimation of the total uncertainty in the model using bootstraping.
Estimation of mean work shift air benzene concentrations
The methodology used in Kim et al. (2) to estimate air concentration for workers with missing values or levels that were below the detection limit relied on a linear model of the log-transformed air and urine data (i.e. the calibration model). The data for this model came from 228 workers that had both an end-of-shift spot urine sample and a measurable air concentration of benzene. In these workers, occupational benzene exposure dominates the benzene burden reflected in the end-of-shift spot urine samples. The consistent relationship between the collection of the spot urine sample and the worker's exposure is a requirement for the application of the model to workers with missing data or non-detects. Thus, the calibration model is appropriate for workers at facilities where benzene is used that had either missing or non-detectable air monitoring results. In Kim et al. (2, 3) , however, the calibration model was also applied to the 136 workers with no occupational exposures to benzene. In these workers, benzene exposures and resulting concentrations in the spot urine sample would be driven by non-occupational sources such as smoking, refueling vehicles, time spent in traffic and dietary sources of benzene (6) . Because of the differences in the sources and timing of benzene exposures as compared with the occupationally exposed workers, the relationship between the non-occupationally exposed workers' benzene exposures and the levels in their spot urine samples cannot be assumed to follow the relationship that occurs in the occupationally exposed workers.
Because of the uncertainty in the reliability of the air benzene concentration predicted for these non-occupationally exposed workers, it would be useful to determine if the increases in TMP still occur if the 76 workers with no occupational benzene exposure were excluded from the NS modeling. The data on the metabolite levels in the 76 workers could be combined with the other 60 workers to function as the background study group.
Issues related to the correction of background levels of benzene metabolites
Correction of the predictions of the NS models for non-occupational sources of the metabolites is performed by a simple subtraction of a background term, Y m,b , from the models' prediction of total concentration of the metabolite, Ŷ m, j|X j . As discussed above, the correction of the contribution of background sources of benzene metabolites was performed by subtracting the median concentrations of the metabolites in the 60 workers with the lowest benzene exposures (3). As shown in Supplementary Appendix C, available at Carcinogenesis Online, when making a correction for background by subtracting a term, both the model prediction and the background correction (Ŷ m, j|X j , and Y m,b ) must be an estimate of the mean value of the parameters across a population. In the case of Ŷ m, j|X j , the value would be the estimate of the mean value of Ŷ m, j|X j , in a large group of workers exposed to X j of benzene over a work shift. In the case of Y m,b , this would be an estimate of the mean level in the surveyed workers. Kim et al. (3) used the median estimate rather than the arithmetic mean estimate for Y m,b and we will investigate how this choice affected the final estimates.
A second problem occurs in the calibration model and the five NS models. In all six analyses, the data are log-transformed prior to fitting the models. These models with log-transformed data are unbiased because of the fitting methods used in creating the NS models. However, it is well known that when the variables in the models are transformed back to the observed metric (by taking the anti-logs) the error term will no longer have a mean of zero and the estimates may be biased (13) . Therefore, a correction must be made for the estimates of the mean of the predicted air concentrations associated with a urine level of benzene or for the mean of the predicted concentration of metabolite associated with a given air level in a work shift.
Accounting for this bias in the models' predictions is performed as follows: given a simple linear model of the relationship between the logs of two variables Y and X log l og
where β 0 is the regression intercept estimated by b 0 , β 1 is the regression slope estimated by b 1 and ε is the random error term, the mean expected value of ε i for any of the pairs. E(ε i ) is zero with variance σ i 2 . When the model is back-transformed to generate the prediction of Y the following relationship is derived:
Reanalysis of benzene metabolism at low exposures
Although the ε i values do in fact have a mean of zero and variance σ i 2 in the logarithmic units, they do not in arithmetic units. Therefore, the error term must be accounted for in the calculation of Y (14, 15) . In the case of a natural log transformation, this would result in:
Assuming that the residuals from (2) are normally distributed, then the following would give an appropriate estimate of the bias:
where MSE is the mean square error from (2) (16). Miller (14) also reports that the use of MSE/2 may not fully eliminate the bias in the parameter estimates but that this first adjustment factor 'eliminates the major portion of the bias'. Kim et al. (3) considered the uncertainty in the estimates of TMP by performing bootstrap analyses. These analyses considered only the uncertainty associated with the modeling of Equation 1 that comes from having a finite data set. It did not consider the uncertainty associated with the calibration equation with the control workers that predicted air exposures from urinary benzene levels. The adjusted R 2 of the model was 0.43 indicating that there would be a relatively high degree of uncertainty in the air predictions. As discussed in the Materials and methods section, this uncertainty can be captured by extending the bootstrap approach to include the uncertainty in the air levels that are based on the predictions of the calibration model.
Propagation of uncertainty in estimates of TMP

Materials and methods
Based on consideration of the above issues, we reanalyzed the Tianjin cohort data using the following alternative analyses.
Modifications to data set
The NCI data set include separate measurements of a worker's air and urine levels. Some workers had measures on multiple days (up to four). Kim et al. (2, 3) determined the geometric mean of multiple values for their analysis. In this analysis, we have taken the arithmetic mean since the mean value is required for the background correction. The impact of this difference is expected to be modest.
Alternative approaches to defining the background and study groups
Three approaches for setting the background and study groups were investigated. The first approach (A) uses the approach of Kim et al. (3) ; whereby, the workers with the 60 lowest urinary levels of benzene are defined as the background group and the remaining 326 workers are defined as the study group. The second approach (B) defines the background group as the 136 workers in the facilities not using benzene and the study group as the 250 workers employed at facilities using benzene. The third approach (C) is based on the comment in Kim et al. (3) that the NS model predictions were 'not reliable' below air benzene concentrations of 0.03 p.p.m. In approach C, the background group is defined as workers with a predicted air benzene concentration of <0.03 p.p.m. The study group is then defined as the remaining workers.
Modifications of the calibration and NS models
The calibration model described in Kim et al. where 'air benzene' is the predicted mean exposure of benzene over a prior work shift. 'Urine benzene' is the concentration of benzene in the spot urine sample taken at the end of the shift, MSE is the mean square error from the regression and b 0 and b 1 are the regression coefficients.
The NS models were also revised to include the bias correction factor. The revised models have the form:
Urine metabolite concentration air benzene
where 'urine metabolite concentration' is the mean concentration associated with the 'air benzene' concentration, f (ln(air benzene)) is the NS model of the metabolite and MSE is the mean square error of the NS model.
Incorporation of uncertainty in the calibration model into the bootstrap analyses
In the bootstrap analysis, the original data set of 386 workers is sampled, with replacement, to generate 500 bootstrap sets of data each with 386 workers. For each of the 500 sets the following steps were performed:
1. Workers with detectable levels of benzene in air and urine samples are used to create a urine-to-air (calibration) model for the data set using Equation 6 . The number of workers and the specific workers with their measured air levels will vary from one bootstrap set to another, as a result, the slopes, intercepts and error terms of the calibration models will vary across the 500 sets. 2. The calibration model for a bootstrap set is used to predict the work shift air concentrations of each worker in the set with missing measurements or with measurements below the detection limit. The following approach is used to calculate these values. Equation 7 was used to estimate the mean value associated with the urine level. An additional term was added to each estimate of the mean value to capture the impact of the model uncertainty. This error term is determined by sampling from a normal distribution with a mean of zero and a variation equal to the root mean square error in the regression model. Finally, since workers in the control group (no occupational exposure) are all known to have mean work shift air concentrations below the air monitor detection limit (0.2 p.p.m.), their predictions of air levels are capped at 0.2 p.p.m. This check could not be performed on the workers from facilities where benzene was used since the NCI data set did not differentiate between missing values and workers with levels below the detection limit.
The result of these steps are 500 sets of 386 workers with predicted or observed air levels over the prior work shift and concentration of five metabolites in a spot urine sample taken at the end of the shift. Three separate bootstraps were run for the three approaches (A, B and C).
Results
Reanalysis of Kim et al.
As discussed in Supplementary Appendix B, available at Carcinogenesis Online, the analyses in Kim et al. (2, 3) were successfully duplicated using the data set provided by NCI. 
New analyses
The three new analyses (approaches A, B and C) also determined the changes in TMP over the range of 0.03-88.9 p.p.m., used the mean of the background samples for Y m,b , and included the bias correction factors for both the calibration and NS models. Approaches B and C use alternative definitions of the modeled and the background groups for the original data set. All three approaches indicate an increase in TMP at lower concentrations. Approach A, which uses the same definition of the background as the original analysis, results in a prediction of a 9.4 fold increase of TMP. Approaches B and C predicted increases of 4.4 fold and 4.4 fold, respectively. Figure 1 presents the results of the bootstrap analysis (500 data sets) for analysis A, B and C depicting estimates of TMP and the corresponding work shift air levels for individual workers. The spread of the values at a given air concentration gives the uncertainty in the estimate of TMP at various air concentrations. Below 0.1 p.p.m., this uncertainty becomes very large, and for some iterations of the bootstrap analysis, the predicted value of TMP becomes negative (data points not shown).
This reflects the uncertainty of using the calibration model to predict non-detectable air concentrations or missing values. Note Figure 1 gives TMP on a linear scale and air concentration on a log scale, which better differentiates the findings of A, B and C at lower doses. Figure 2 presents a box and whisker plot of the increases of TMP over air concentrations of 0.03 and 88.9 p.p.m. for our replication of the original bootstrap analyses of Kim et al. (3) and the new analyses (approaches A, B and C). The replication of Kim et al. (3) confirms the reported finding of a statistically significant increase in TMP. In approaches A, B and C, the means of the increases are smaller and the confidence limits are wider. As a result, the predictions of the changes of TMP over air concentrations of 0.03 and 88.9 p.p.m. include no change and even decreases. The predicted mean and 95% confidence limits for the increases in the 500 bootstrap analysis of A, B and C are 4.8, (0.1-18) 2.4 (0.1-15) and 3.3, respectively. No increase in TMP was predicted in 25%, 50% and 45% of the bootstrap iterations, for analysis A, B and C, respectively.
The increases in the uncertainty in the predictions of the ratio for A, B and C are consistent with the inclusion of the uncertainty in the calibration model's predictions of mean work shift air concentrations. As shown in Figure 1 , this uncertainty is substantial for workers with predicted air levels at 0.03 p.p.m. in all three analyses. The NS models in Analysis B are based only on workers in the facilities that used benzene. Some of these workers, however, had missing air monitoring values or values <0.2 p.p.m. The air concentrations for these workers were estimated using the calibration models. As a result, Analysis B also has wider confidence limits compared with the Kim et al. (3) analysis.
Discussion
We successfully re-created the findings of Kim et al. (2, 3) (Supplementary Appendix B, available at Carcinogenesis Online), and demonstrated that the finding of a 9-fold increase in metabolism is subject to considerable uncertainty. Our analysis suggests that the lower 95th confidence limit from the bootstrap analysis of the increase is 2.2.
As discussed above, correction for the background sources of the metabolites should have been performed based on the mean of the NS model predictions and the mean of the background. Accounting for the bias of the NS and calibration models and use of the mean rather than the median definition of the background levels of metabolites in urine; however, resulted in a slight increase in the estimate of the increase of TMP at 0.03 p.p.m. to that at 88.9 p.p.m. (approach A). The reason for the lack of impact from these changes is that consideration of the bias introduced by the log-log transformation of the data resulted in an increase in the level of the predicted metabolites at low doses. This increase is balanced, however, by the increase in Y m,b that occurred when the mean of the metabolites were used instead of the medians.
Changing the definition of the background to include all workers with no occupational exposures to benzene (approach B) reduced the value of the ratio by more than half. This suggests that the finding of an increase in efficiency is dependent on the estimates of the air levels for the workers where the calibration model may not be The combined impact of the consideration of the uncertainty from the use of the calibration model, the use of the mean for the correction factor, and bias correction of the models had a large effect on the bootstrap analysis and the resulting uncertainty in the ratio. The mean value of the TMP increase in the re-creation of Kim et al. (3) , 7.4, dropped to 4.8 and almost 25% of the bootstrap iterations had changes of 1 or less indicating no increase or a possible decrease in TMP at low exposures. Determining the background using either workers with no occupational benzene exposure or workers with <0.03 p.p.m. air levels (approaches B and C) resulted in estimates of 2.4 and 3.3 in the boot strap analysis and almost half of the bootstrap iterations indicate a possible decrease, in TMP. These findings indicate the importance in considering the uncertainty that is introduced by relying on a calibration model for the prediction of a work shift air concentration.
Alternative explanations of changes in TMP
Although not discussed in Kim et al. (2, 3) , there are alternative explanations for exposure-related changes in TMP other than an increase in benzene metabolism. Two alternative explanations are (i) exposure-related changes in the lung clearance of benzene, and (ii) changes in the timing of benzene exposure and excretion of metabolites in urine relative to the taking of the spot urine sample. As discussed above, lung clearance of benzene may be higher at lower air concentrations. There is a theoretical limit to absorption for lipophilic compounds, such as benzene, that is determined by the physiology of the lung. The lung can be divided into two regions: (i) the alveoli, where gas transport occurs and a dead space consisting of the nasal pharyngeal region and (ii) the bronchial tubes, where little or no absorption occurs. The volume of this dead zone is roughly 30% of inspired air under normal breathing rates (17) . If the workers exposed to levels >10 p.p.m. had lung clearances of 30% and workers exposed to levels of <0.5 p.p.m. had lung clearance values of 70%, then increases of TMP of 2.3 are possible without any change in the fraction of the absorbed dose that is metabolized. Both the re-creation of the Kim et al. (2, 3) analysis and the analysis of approaches A, B and C are consistent with such a finding. However, because of the large uncertainties identified in approaches A, B and C, the new assessments do not provide direct evidence of such a change in lung clearance.
For the workers with occupational exposures to benzene, benzene exposure will vary greatly over the course of a workday, with the highest exposures occurring during the work shift and the lowest outside of the workplace. Benzene metabolism and excretion are not instantaneous processes, and there is a lag between exposures and excretion of metabolites by the kidney. The air monitoring data are average work shift concentrations and do not provide any insight on the temporal patterns of workers' exposures. Benzene intakes that occur late in a shift may not have had time to be metabolized and excreted in urine, and these exposures would be reflected in air monitoring, but not in the urine samples. As a result, the relationship between air exposures as measured by a work shift air monitor and reflected spot urine levels could be affected by differences in the timing of exposures relative to the time of the urine void.
These alternative explanations suggest that Tianjin data set's ability to investigate low exposure-metabolism of benzene is greatly limited by the high detection limit of the air monitoring devices used in the study and the reliance on a single spot urine sample. The relatively high detection limits of the monitors prevented the direct measurement of occupational exposures <0.2 ppm and required the use of a calibration model that introduced considerable uncertainty to the findings of the analyses. This additional uncertainty precluded reaching any conclusion on changes in the efficiency of metabolism. In addition, the Tianjin data set does not allow for the control for exposure-related differences in variation in lung clearance and variation in the pattern of exposures in the workers versus excretion in urine. As a result, the data cannot exclude the impacts of these factors on any observed change in TMP with exposure.
Future work on low exposure-benzene metabolism should include an analytical method for air monitoring with lower detection limits. In addition, the studies should collect sufficient data to allow the determination of a mass balance on benzene intake and metabolite elimination. Such data could include measurements of lung clearance rates in the workers and a 24 h urine collection.
In summary, the finding of a 9-fold increase in the amount of metabolites formed from benzene workplace exposures at 0.03 versus 88.9 p.p.m. is not consistent with historical understanding of benzene absorption and metabolism in humans and animals. A reanalyses of the biomonitoring data on the Tianjin cohort did not find statistically significant evidence of increased efficiency of metabolism at low exposures. The earlier findings of such increases appear to be due to inclusion of occupationally unexposed workers in the NS models and an incomplete consideration of the uncertainty in the estimates. As a result, Kim et al. (2006a,b) findings of increased metabolism do not provide a basis for questioning current estimates of the health risks from low level benzene exposures.
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