We consider the projective arc schemes of the Veronese embeddings of the flag varieties for simple Lie groups of type ADE. The arc schemes are not reduced and we consider the homogeneous coordinate rings of the corresponding reduced schemes. We show that each graded component of a homogeneous coordinate ring is a cocyclic module of the current algebra and is acted upon by the algebra of symmetric polynomials. We show that the action of the polynomial algebra is free and that the localization at the special point of a graded component is isomorphic to an affine Demazure module whose level is the degree of the Veronese embedding. In type A1 we give the precise list of generators of the reduced arc scheme structure of the Veronese curves. In general type we introduce the notion of the global higher level Demazure modules and identify the graded components of the homogeneous coordinate rings with these modules.
Introduction
Let g be a simple simply-laced Lie algebra over C and let G be the corresponding simple simply connected Lie group. The flag variety G/B enjoys the Plücker embedding into the product of projectivized fundamental representations P(V ω i ) (see e.g. [Fu, Kum] ). The corresponding arc scheme is obtained by replacing the filed of complex numbers with the ring of Taylor series C [[t] ]. It was shown in [FeMa1] that the natural scheme structure of the arc scheme of the flag variety is not reduced. The reduced scheme is identified with the (formal version of the) semi-infinite flag varieties. The corresponding homogeneous coordinate ring is isomorphic to the direct sum of dual global Weyl modules [BF1, Kato] .
In this paper we are interested in the arc schemes (see [AK, AS, Fr, Mu1] ) attached to the l-fold Veronese embedding of the flag varieties. The problem turned out to be nontrivial even in the A 1 case, so let us first describe the sl 2 -case. Recall that the sl 2 flag variety is simply P 1 and the corresponding semi-infinite flag variety is P(V ω [[t] ]), where V ω is the twodimensional fundamental representation of sl 2 . In order to study the degree l version let us first consider the finite-dimensional picture. Let ı l : P 1 → P l be the classical Veronese embedding of the complex projective line. The image of ı l is cut out by the ideal generated by the quadratic relations
x a x b = x a−1 x b+1 for all 0 ≤ a, b ≤ l, where (x 0 : . . . : x l ) are standard homogeneous coordinates on P l . To obtain the corresponding projective arc scheme one uses the infinite set of coordinates x (k) a , k ≥ 0, 0 ≤ a ≤ l packed into the formal series x a (t) = k≥0 x (k) a t k to write down the explicit set of algebraic relations
x a (t)x b (t) = x a−1 (t)x b+1 (t), 0 ≤ a, b ≤ l (i.e. one takes all the coefficients of all the series above). It turns out that this scheme is not reduced for l > 2. We denote by S l the corresponding reduced scheme. Our first result is the following theorem (see Theorem 4.12 for the precise formulation of the result).
Theorem A. The reduced scheme structure of S l is given by the quadratic ideal generated by all the coefficients of certain linear combinations of expressions of the form d w xa (t) dx w x b (t). The homogeneous coordinate ring of the reduced arc scheme is naturally Z ≥0 graded by the number of variables. Each graded component is a module over the current algebra sl 2 [t] . It is natural to ask about the structure of these modules. Let us formulate our results for general g.
For a dominant integral weight λ we denote by D l,λ a level l affine Demazure module such that D l,λ is g ⊗ C[t]-invariant and contains the weight lλ extremal vector. We construct the global version D l,λ as the Cartan component in the tensor product of globalized fundamental Demazure modules D l,ω i ⊗ C[t] (see section 3 for details). In particular, D l,λ are cyclic g[t]-modules. Our second result is the following theorem.
Theorem B. D l,λ is a free module over the algebra A λ , isomorphic to the tensor product of several copies of symmetric polynomials. The action of A λ commutes with the action of g [t] and the specialization at 0 of D l,λ is isomorphic to the Demazure module D l,λ .
Recall (see [FiMi] ) that the (formal version of the) semi-infinite flag variety attached to G is embedded into the product rkg i=1 P(V ω i [[t] ]), where V ω i are fundamental representations. We fix degree l ∈ Z >0 as above. We consider the embedding of the semi-infinite flag variety into the product rkg i=1 P(V lω i [[t]]) and the induced reduced scheme structure on the corresponding arc scheme (let us stress once again that the naive scheme structure is not reduced). The homogeneous coordinate ring is graded by the cone of dominant integral weights. Let us denote by R l,λ the graded component attached to the weight λ. Here is the third main theorem of the paper.
Theorem C. One has an isomorphism of g[t]-modules: R l,λ ≃ D * l,λ . Our paper is organized as follows. In Section 1 we recall all necessary definitions and fix the notation. In Section 2 we introduce the general notion of global module and describe the structure of its specializations over the highest weight algebra. In Section 3 we introduce the level l global Demazure modules as a particular case of global modules and prove the analogue of the level one theorem (the global Weyl modules case). Finally, in Section 4 we describe the homogeneous coordinate rings of embeddings of semiinfinite flag variety and describe explicitly the reduced scheme structure of semi-infinite Veronese curve.
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1. Generalities 1.1. Simple Lie algebras. Let g be a finite-dimensional complex simple Lie algebra with a Cartan decomposition g = n + ⊕ h ⊕ n − . Let R = R + ⊔ R − be the decomposition of the roots of g into the union of positive and negative roots. Let ω 1 , . . . , ω r be the fundamental weights. We denote by P = r i=1 Zω i and P + = r i=1 Z ≥0 ω i the weight lattice and its dominant cone. For an integral dominant weight λ = m 1 ω 1 + . . . + m r ω r we denote |λ| = m 1 + . . . + m r . For a positive root α we denote the corresponding Chevalley generators by e α , h α , f α . Let (·, ·) be the Killing form. By V λ and v λ we denote the irreducible representation of the weight λ and its highest weight vector correspondingly. Let b = n + ⊕ h be a Borel subalgebra and G ⊃ B be the Lie groups of g and b.
1.2. Cyclic modules and fusion product. We study the representation theory of the current algebra g⊗C
All the cyclic modules through this paper will be with fixed cyclic vector. All the morphisms between cyclic modules assumed to map the cyclic vector to the cyclic vector.
Suppose we have two cyclic modules W 1 and W 2 with cyclic vectors w 1 and w 2 . We denote by W 1 ⊙ W 2 the Cartan component in their tensor product:
Let us prove one simple Lemma (note that a similar but a bit weaker result was proven in [FKL, Proposition 1.2] ).
-module W and c ∈ C we denote by W (c) the cyclic g[t]module which is isomorphic to W as a vector space, and xt i acts as x(t + c) i on it.
Any cyclic g[t]-module W has a filtration, induced from the t-grading on g [t] . We say that a module is graded if this filtration is in fact grading. By gr(W ) we denote the associated graded module with respect to this filtration. For a graded module W we set ch q W = i≥0 q i chW i , where chW i is the character of the g-module W i . In what follows we sometimes omit the subscript q and write simply chW instead of ch q W .
Suppose W 1 , . . . , W n are finite-dimensional graded cyclic g[t]-modules with cyclic vectors w 1 , . . . , w n and c 1 , . . . , c n are pairwise distinct complex numbers. Then the module W 1 (c 1 ) ⊗ . . . ⊗ W n (c n ) is known to be cyclic with a cyclic vector w 1 ⊗ . . . ⊗ w n . The associated graded of this module is called the fusion product (see [FeLo] ):
It was conjectured in [FeLo] that it does not depend on the choice of constants and is associative. The conjecture was proved for certain families of modules in [FL2, CL, CV, Naoi] .
1.3. Weyl modules. Definition 1.2. Let λ be a dominant integral weight of g.The local Weyl module W λ is a cyclic g[t]-module, generated by a vector w λ with the relations:
Definition 1.3. Let λ be a dominant integral weight of g.The global Weyl module W λ is a cyclic g[t]-module, generated by a vector w λ with the relations:
It was proven in [Kato, Corollary 3.5 ] that for any λ, µ one has
The following theorem ( [CI] , [FL2] , [Naoi] ) gives a deep connection between global and local Weyl modules. Let λ = m 1 ω 1 + . . . + m r ω r and let A(λ) = C[z 1 , . . . , z |λ| ] Sm 1 ×...×Sm r . We denote by C c the quotient of A(λ) by the maximal ideal, corresponding to the point c.
Theorem 1.4. The following holds:
(i) W λ admits the action of A(λ) commuting with the g[t]-action; the action of A(λ) is induced by the U(h[t]) action on the highest vector of W λ ;
(iii) for a point c = (c i,j ), i = 1, . . . , r, j = 1, . . . , m i with pairwise distinct coordinates one has
(iv) W λ is free as an A(λ)-module.
1.4. Affine Demazure modules. We refer to [Kum] for details on the affine Lie algebras and Demazure mdoules. Let g be the affine Kac-Moody Lie algebra, i.e.
be the Iwahori subalgebra. The operator K acts on an irreducible g module L by a constant, called the level of L. Let P l + be the set of level l integrable weights of g and for Λ ∈ P l + let L(Λ) be the corresponding integrable irreducible highest weight representation. In particular, for each element w form the affine Weyl group there exists (unique up to a scalar) extremal weight vector v wΛ ∈ L(Λ) of weight wΛ. The Demazure module D w (Λ) ⊂ L(Λ) is defined as the U(b af ) span of v wΛ .
Recall (see e.g. [CL, FL1] ) that for any λ ∈ P + there exists a unique level one affine Demazure module D λ , such that D λ is invariant with respect to the whole current algebra g ⊗ C[t] (containing b af ) and D λ contains an extremal weight vector of finite weight λ.
In what follows we will need the following higher level generalization.
Definition 1.6. Let l ≥ 1, λ ∈ P + . Then D l,λ is g[t]-invariant level l affine Demazure module containing an extremal weight vector of h-weight lλ.
Remark 1.7. One can explicitly construct the modules D l,λ as follows. Let us consider the level one modules D λ ⊂ L(Λ) and let v λ ∈ D λ the the weight λ cyclic vector. The module L(lΛ) can be realized as the Cartan component in the l-th tensor power of L(Λ). In particular, this Cartan component contains the l-th tensor power of the vector v λ . Then D l,λ = U(g[t]).v ⊗l λ ⊂ D ⊗l λ . Example 1.8. If g = sl 2 , λ = mω, then dim D l,λ = (l + 1) m .
Since the U(g[t])-modules D l,λ are cyclic, it is natural to ask for the description in terms of generators and relations. The general formulas are given in [J, Ma, Polo] ; the concrete formulas in the affine case are written down in [FL2] . In our case the relations were simplified in [CV] . Namely it was shown in [CV] that in the ADE case the module D l,λ is the quotient of the local Weyl module W lλ by the ideal generated by the elements
Remark 1.9. The authors of [CV] consider larger family of modules. In particular, our λ corresponds to lλ in notation of [CV] .
1.5. Projective arc schemes. We refer to [Mu1, AK, Nash, I2] for the details about the arc schemes. Let X be a projective algebraic variety embedded into the projective space
] is the ring of Taylor series. Remark 1.11. There is another way to define an arc scheme corresponding to a projective variety (see e.g. [Fr] ). Namely, given a projective scheme X one first covers it with affine schemes. Each affine scheme in the covering defines the corresponding affine arc scheme in a way parallel to the definition above. Finally, one has to glue the resulting affine arc schemes using the gluing rules coming from X. We note that such a definition is different from the one we use even in the case of X = P 1 (our definition produces P(C 2 [[t]]), while the affine covering procedure produces the variety glued from two components
Remark 1.12. We could have started with the multi-projective embedding X ֒→ r j=1 P(V j ) for some vector spaces V j defined by a multi-homogeneous ideal. Then obvious modification of the definition above allows to define the corresponding multi-projective arc scheme.
1.6. Semi-infinite flags. Let us consider the subscheme Q inside the prod-
) defined as the collections of lines satisfying Plücker-Drinfeld conditions (see [FiMi, BF1, Kato] ). We assume that Q is equipped with the reduced scheme structure. We note that thanks to the results of [BF1] the embedded variety Q is not projectively normal in general. In particular, the spaces of sections of natural (fundamental) line bundles
To fix this problem, let us consider the completed Weyl modules W λ , where the completion is performed with respect to the t-grading (in particular, in type A one has
2. Global modules 2.1. Global version of a current algebra module. Let W be a cyclic finite-dimensional g[t]-module with a cyclic vector w of weight λ such that
with the following g[t]-action:
It was shown in [FeMa2, subsection 1.3] that this is indeed an action and W [t] is cyclic module with the cyclic vector w ⊗ 1.
Recall also that for local fundamental Weyl module one has
Proposition 2.1. The following holds:
Proof. In order to check i) one needs to show that u(w ⊗ 1) = 0 implies u(ht m .w ⊗ 1) = 0. This is obvious since 
Further we try to generalize well-known theory of global Weyl modules to arbitrary global module.
Denote the cyclic vector of R(W 1 , . . . , W n ) by ⊗ i w i . Let us equip the module R(W 1 , . . . , W n ) with a structure of right h[t]-module by setting
Proposition 2.5. The action (2.5) is well-defined.
Proof. We consider the representation ρ of algebra U
and extended to R(W 1 , . . . , W n ) by Leibniz rule. It is clear that this action coincides with usual action of S
) on the cyclic vector ⊗ i w i (thanks to (2.4)) and that it commutes with the action of U(g[t]). In order to prove the proposition one needs to show that u(
. . , z n ] and is generated by
Note that this algebra depends only on λ 1 , . . . , λ n (not on W 1 , . . . , W n themselves), so sometimes we will denote it by A(λ 1 , . . . , λ n ).
Remark 2.6. Suppose the highest weights of W i 's are µ 1 (n 1 times), ... , µ r (n r times), where n i are some (possibly zero) integers, and µ i are linearly independent.
Take a basis h 1 , . . . , h r of h such that µ i (h j ) = δ ij . Then A(W 1 , . . . , W n ) is generated by
and hence is isomorphic to C[z 1 , . . . , z n ] Sn 1 ×...×Sn r , where n = r i=1 n i . For example, that is the case when all the highest weights are fundamental (e. g. for global Weyl module, see Example 2.4).
Consider h ′ ∈ h such that for any {i 1 , . . . , i s } ⊂ {1, . . . , n}
Denote by A h ′ the subalgebra of C[z 1 , . . . , z n ], generated by the elements
. Such algebras appeared in [BCES] , [EGL] , [SV] , [KMSV] . Sometimes they are referred to as the algebras of deformed Newton sums.
We have the extensions of algebras:
Proposition 2.7. The following holds:
ii) is an immediate consequence from i) by Artin-Tate lemma ([AM, Proposition 7.8]).
iii) is an immediate consequence from i) by Eakin-Nagata theorem ( [Nag] ).
From the finite extension
. . , z n ] we get that the closed points are mapped to the closed points under the map A n C → Spec A(λ 1 , . . . , λ n ). In what follows we will identify c ∈ C n with its image in Spec A(λ 1 , . . . , λ n ). For example, for c ∈ C n we denote by C c the quotient of A(λ 1 , . . . , λ n ) by the maximal ideal, corresponding to c.
Let us prove one more technical lemma. Proof. By Grothendieck's generic freeness lemma (see [Eis, §14.2] ) both N and M are locally free at some nonempty open subset of Spec A (here we use that A is a domain and hence Spec A is irreducible). And for free modules map of fibers at a point is injective if and only if the determinant of corresponding matrix does not vanish at this point.
Recall also that for an extension of algebras A ⊂ B and B-modules M and N one has an isomorphism of A-modules:
Now we are ready to prove one of our main results.
Theorem 2.9.
for c in some nonempty Zariski-open subset of C n .
Our proof goes like reversed Kato's proof of injectiveness of the map
are finitely generated A(W 1 , . . . W n )-modules. Applying Lemma 2.8 to the inclusion of A(W 1 , . . . W n )-modules
we obtain that for c in some nonempty Zariski-open subset of C n one has:
. . , W n ) we have ba = 0, and hence the g[t]-action on the lowest module in the diagram is defined by
It is clear that the cyclic vector ⊗ n i=1 w i of the first module is mapped to
Hence we obtain the desired isomorphism
Now the main object of our interest is the specialization at the point 0.
Definition 2.10. We call a specialization at 0 of a global module
Proposition 2.11. There is a natural surjection from local product to fusion product
Proof. For P ∈ U(g[t]) we denote by hc(P ) the highest homogeneous component of P with respect to t-grading.
All the modules R(W 1 , . . . , W n ), R(W 1 , . . . W n ) ⊗ A(λ 1 ,...,λn) C 0 and W 1 * . . . * W n (c 1 , . . . , c n ) are cyclic g[t]-modules and hence can be presented as
By the PBW-theorem all the elements of U(g[t]) have the form
where Q 1 , Q 2 , Q 3 are some polynomials. Then It is clear that for any c the inclusion I 1 (0) ⊂ hc(I 1 (c)) holds, and hence for c being in Zariski-open set from Theorem 2.9 we have:
We conjecture that for graded modules the surjection form Proposition 2.11 is an isomorphism.
Conjecture 2.12. Let W 1 , . . . , W n be graded g[t]-modules. For any c ∈ C n with pairwise distinct coordinates the corresponding fusion product is isomorphic to the local product:
Corollary 2.13 (From Conjecture 2.12). Fusion product does not depend on the choice of constants.
We prove Conjecture 2.12 for W 's being local Weyl modules below; the proof for W 's being Demazure modules of weights lω i in types ADE is given in the next section. But first we prove one more important corollary.
Corollary 2.14 (From Conjecture 2.12). R(W 1 , . . . , W n ) is a projective A(λ 1 , . . . , λ n )-module.
Proof. By Nakayama Lemma it suffices to show that specialisations at all points have equal dimensions.
From Theorem 2.9 we know that specialisation at generic point has dimension n i=1 dim W i . By the semi-continuity theorem for the dimension of fibers we know that the specialisation at any point has dimension greater than or equal to this number. Suppose that the specialisation at some point (c 1 , . . . , c n ) ∈ C n has greater dimension. Then the specialisation at a point (ac 1 , . . . , ac n ) has the same dimension for any a ∈ C × . Using the semi-continuity theorem again we obtain that the specialisation at 0 has the dimension not less then the specialisation at c (because 0 ∈ {ac : a ∈ C × }), and it contradicts Conjecture 2.12, which implies that the specialisation at 0 has dimension n i=1 dim W i . Note that in the settings of Remark 2.6 A(λ 1 , . . . λ n ) is isomorphic to polynomial algebra and Quillen-Suslin theorem states that every projective module over polynomial algebra is free.
Proposition 2.15. Conjecture 2.12 holds for local Weyl modules.
Proof. Consider local Weyl modules W λ 1 , . . . , W λn with fixed cyclic vectors w λ 1 , . . . , w λn . It was proved in [FL2] for simply laced case and in [Naoi] for non-simply laced case that for arbitrary pairwise distinct (c 1 , . . . , c n ) one has W λ 1 * . . . * W λn (c 1 , . . . , c n ) ≃ W λ 1 +...+λn . So it suffices to show the surjection
It is clear that the relations n + [t]. ⊗ n i=1 w λ i = 0 and th[t]. ⊗ n i=1 w λ i = 0 hold in the lefthand side module. It suffices to show that for any α
which is also clear because at each summand at least one of inequalities i j ≤ (λ j , α ∨ ) does not hold.
Global Demazure modules
In this section we introduce global Demazure modules as a particular case of global modules, prove the analogue of Theorem 1.4 in types ADE and give the relations that are expected to be defining for these modules.
From now on we assume that g is a simple Lie algebra of type ADE and λ = r i=1 m i ω i is its dominant integral weight. Definition 3.1. We define global Demazure module of level l and weight lλ as
In type A there is an isomorphism D l,ω i ≃ V lω i (0), so the global Demazure module D l,λ can be defined as r i=1 V lω i [t] ⊙m i . As explained in [FL2] , in types ADE one has the isomorphism D 1,λ ≃ W λ , so we have D 1,λ ≃ W λ .
We denote the cyclic vector of D l,λ simply by v.
As explained in Remark 2.6, the algebra of highest weights, acting on this module, is isomorphic to C[z 1 , . . . , z |λ| ] Sm 1 ×...×Sm r . Note that it does not depend on l, so we denote it by A(λ).
By Theorem 2.9 for c in some Zariski-open subset of C |λ| one has
and by Proposition 2.11 there is a surjection
To prove Conjecture 2.12 for Demazure modules D l,ω i it suffices to show that (3.1) is an isomorphism.
Before that, let us recall some notation form the theory of symmetric polynomials. Let e k (x) = e k (x 1 , . . . , x n ) = j 1 <...<j k x j 1 . . . x j k ; a (µ 1 ,...,µn) (x) = a (µ 1 ,...,µn) (x 1 , . . . , x n ) = det({x
We write e (i) , a
respectively. Recall also that s (1 k ) = e k .
Proposition 3.2. For simply-laced g one has an isomorphism of g[t]-modules
Proof. It suffices to show the surjection D l,λ ։ D l,λ ⊗ A(λ) C 0 . By (1.2) it is enough to show that f α t (λ,α) .v = 0 and (f α t (λ,α)−1 ) l+1 .v = 0 for every α ∈ R + . Consider any sl 2 -triple sl 2 (α) = (f α , h α , e α ). Let ω be its fundamental weight. Note that for any fundamental g[t]-Demazure module D l,ω i the corresponding sl 2 (α)[t]-module U(sl 2 (α) [t] ).v ⊂ D l,ω i is a quotient of the sl 2 (α)[t]-Demazure module D l,(ω i ,α)ω (here we use that g is of type ADE). Hence, by Lemma 1.1, the sl 2 (α)[t]-module
Thus, in order to prove our Proposition it is enough to show that required relations hold in Global Demazure modules for sl 2 [t].
Let I hα,i be the left ideal of U(sl 2 (α)), generated by h α t i for all i > 0. We show that f α t (λ,α) .
From now on we consider the sl 2 -module D l,nω isomorphic to V lω [t] ⊙n . We identify V lω [t] with C[u, z]/(u l+1 ), where the cyclic vector is represented by 1, applying ht i to it is a multiplication by l(λ, α)z i and applying f t i is the multiplication by uz i . So V lω [t] ⊙n can be viewed as a subring of the quotient ring C[u 1 , . . . , u n , z 1 , . . . , z n ]/(u l+1 1 , . . . , u l+1 n ), generated by ht i = l(λ, α)(z i 1 + . . . + z i n ) and f t i = u 1 z i 1 + . . . + u n z i n . Note that I h,i is its ideal (C[z 1 , . . . , z n ] Sn + ), generated by symmetric polynomials in z 1 , . . . , z n with zero free term. We need to prove that f t n and (f t n−1 ) l+1 belongs to this ideal.
First we prove that f t n = u 1 z n 1 + . . . + u n z n n ∈ (C[z 1 , . . . , z n ] Sn + ). Consider the polynomial n i=1 (x − z i ) = x n + n j=1 (−1) j e j (z)x n−j . Obviously, each of z i is its root and hence z n i = n j=1 (−1) j+1 e j (z)z n−j i . Hence (−1) j+1 f t n−j e j (z) ∈ (C[z 1 , . . . , z n ] Sn + ).
Let us multiply on the left by matrix {(−1) i+j a (i) δ+1 n−j (z)} n i,j=1 , which is a matrix of cofactors to the Vandermonde one. We get
which means that for every 1 ≤ i ≤ n one has n j=1 (−1) i+j a (i)
Dividing it by a (i) δ we get:
Finally, taking (l + 1)-st power of both sides we get (using that s (1 n−j ) (z) = e n−j (z)):
Summing up these expressions for all 1 ≤ i ≤ n we obtain:
Coefficients of all the monomials (f t 0 ) µ 1 . . . (f t n−1 ) µn except (f t n−1 ) l+1 in the last expression are symmetric polynomials in z 1 , . . . , z n with zero free term, and the coefficient of (f t n−1 ) l+1 is (−1) n(l+1) n. That implies the desired statement.
Corollary 3.3 (from the proof of Proposition 3.2). The following relations hold in D l,λ :
where E j is a polynomial, satisfying E j (z 1 + . . . + z n , . . . , z n 1 + . . . + z n n ) = e j (z 1 , . . . , z n ), and Q µ is a polynomial satisfying
Proof. These relations were shown to hold in sl 2 -case and each h α t i acts as l(λ, α)(z i 1 + . . . + z i n ) in the corresponding D l,(λ,α)ω viewed as C[z 1 , . . . , z (λ,α) , u 1 , . . . u (λ,α) ]/(u l+1 1 , . . . , u l+1 (λ,α) ).
Remark 3.4. It is tempting to conjecture that these relations are sufficient to define D l,λ .
So, we have the analogue of Theorem 1.4 for global Demazure modules.
Theorem 3.5. Let λ = r i=1 m i ω i . i) There is a free action of an algebra A(λ) ≃ C[z 1 , . . . , z |λ| ] Sm 1 ×...×Sm r on D l,λ . ii) D l,λ ⊗ A(λ) C 0 ∼ = D l,λ .
iii) For c inside some nonempty Zariski-open subset of C |λ| one has
Proof. Direct consequence of Theorem 2.9, Proposition 3.2, Remark 2.6 and Corollary 2.14.
Corollary 3.6. One has chD l,λ = chA(λ)chD l,λ = 1 (q) λ chD l,λ .
Arc schemes
4.1. Embeddings of semi-infinite flag variety. Recall that the homogeneous coordinate ring of Plücker embedding
Thereby the homogeneous coordinate ring of the map G/B → n i=1 P(V λ i ) for arbitrary dominant integral weights λ 1 , . . . , λ n is isomorphic to k 1 ,...,kn≥0 V * k 1 λ 1 +...+knλn .
Note that the map G/B → n i=1 P(V λ i ) is injective if and only if each fundamental weight occurs in at least one λ i .
It turns out that the generalization of these facts to semi-infinite case involves the notion of global modules introduced above.
Recall the semi-infinite flag variety Q.
Proposition 4.1. Fix arbitrary dominant integral weights λ 1 , . . . , λ n . The homogeneous coordinate ring of the map
for arbitrary dominant integral weights λ 1 , . . . , λ n is isomorphic to
Proof. Let R * k 1 ,...,kn be the homogeneous component of our homogeneous coordinate ring. Since Q = Proj λ∈P + W * λ , there is an inclusion R * k 1 ,...,kn ֒→ W * k 1 λ 1 +...knλn . Thereby, R * k 1 ,...,kn is a cocyclic g[t] module. But from the very definition it is a quotient of (V * λ 1 [t] ⊗k 1 ⊗ . . . ⊗ V * λn [t] ⊗kn ). Hence its dual is isomorphic to (V λ 1 [t] ⊙k 1 ⊙ . . . ⊙ V λn [t] ⊙kn ) and we are done.
Let us give another semi-infinite generalization of a finite-dimensional embedding G/B → n i=1 P(V λ i ). Let D l,λ be the completion of the global Demazure module with respect to the t-grading (for example, D 1,λ ≃ W λ ).
Proposition 4.2. Fix dominant integral weights λ 1 , . . . , λ n and l ≥ 1. The homogeneous coordinate ring of the map
Proof. The argument as in proof of Proposition 4.1 shows that the homogeneous component of our ring is cocyclyc quotient of (D ⊗k 1 l,λ 1 ) * ⊗ . . . ⊗ (D ⊗kn l,λn ) * , and hence its dual is D ⊙k 1 l,λ 1 ⊙ . . . ⊙ D ⊙kn l,λn = D l,k 1 λ+...+knλn .
The particular case of Proposition 4.2 gives us is isomorphic to
Note that in type A each P(D l,ω i ) coincides with P(V lω i [[t]]), so the embedding in the last Corollary may be viewed as
4.2.
Arc schemes for Veronese curves. In this section we consider the case g = sl 2 . Let us describe the reduced structure of the projective arc scheme of Veronese curve of degree l. We use the fact that the semi-infinite flag variety of SL 2 is P(C 2 [[t]]). Consider the semi-infinite Veronese map
Remark 4.4. To be precise, a point of P(C 2 [[t]]) with homogeneous coordinates being the coefficients of the series a(t) and b(t) are maped to the point of P(V lω [[t]]) with homogeneous coordinates given by the coefficients of the series a i (t)b l−i (t) for 0 ≤ i ≤ l.
Dually, we have the map of the rings (x j (t) = i≥0 x (i) j t i ):
where in the last line we mean that the coefficient of t i from the left-hand side is mapped to the corresponding coefficient in the right-hand side.
In what follows for any polynomial ring or its homogeneous quotient R we denote its n-th graded component with respect to usual degree grading by R n .
Recall that from Corollary 4.3 we have an isomorphism of sl 2 -modules:
We introduce the q−grading by deg q x 
and (see [FF] ):
for L = (0, . . . , 0, n) ∈ Z l , where L a refers to Shilling-Warnaar q-supernomial coefficient, defined by
L (see [SW] ).
Our plan is to describe the ideal I of relations inside ker ν l such that ch q (C[x (i) 0 , . . . , x (i) l ]/I) n ≤ ch q D l,nω . That will imply that I = ker ν l , since I ⊂ ker ν l implies the converse inequality. 
belong to ker ν l .
Remark 4.6. It was proved in [Mu2] that the arc space of a variety, which is a complete intersection with rational singularities, is reduced. Veronese curve of degree l is a complete intersection if and only if l = 2. This agrees with our result that the relations in projective ring of Veronese curve of degree 2 are generated by one series of coefficients of x 0 (t)x 2 (t) − x 1 (t) 2 . For arbitrary l and 0 ≤ s, r ≤ l, r − s ≥ 2 there are r − s − 1 series of relations in semi-infinite case instead of one relation x s x r − x s+1 x r−1 for finite-dimensional Veronese curve. For example, for l = 3 there are four relations:
Relations with derivatives also appeared in [FeMa1] in the homogeneous coordinate rings of Drinfeld-Plücker embedding of the semi-infinite flag varieties in type A.
As explained in [Ko, Pog] 
l ] are in correspondence with differential ideals of the differential polynomial algebra C{x 0 , . . . , x l }. So this theorem can be viewed as description of algebraic generators of the differential ideal of the Veronese curve. In this terms the appearance of derivatives is much less surprising.
Proof. We prove that
is equal to 0 for any functions a, b and their formal derivatives. Note that it is enough to prove this for functions h(t)a(t), h(t)b(t) for some h instead of a(t), b(t). Indeed,
We will prove required identity for h = 1 a(t) . Denote g = b(t) a(t) . Then we have:
The last summation is over all the compositions of w with u nonnegative summands. Suppose there are j 0 zeroes, j 1 ones and so on in the composition i 1 + . . . + i u = w. Then we can rewrite the last expression in the form
The last term can be rewritten as:
and we are done.
l ] the ideal, generated by all Q s,r,w . We have proved that I ⊂ ker ν l , and therefore
To estimate ch(C[x Lemma 4.7. Let deg 1 , . . . , deg n be Z-gradings and deg ′ be a Z ≥0 -grading of an algebra S and J ⊂ S be the homogeneous ideal with respect to gradings deg 1 , . . . deg n . Denote by hc ′ (p) the highest homogeneous component of p ∈ S with respect to deg ′ . Suppose deg i p = deg i (hc ′ p) for any 1 ≤ i ≤ n and p ∈ S. Define by (S/J) d 1 ,...,dn ⊂ S/J and S/(hc ′ (J)) d 1 ,...,dn ⊂ S/(hc ′ (J)) the subspaces, consisting of p such that deg i (p) = d i for 1 ≤ i ≤ n. If (S/J) d 1 ,...dn is finite-dimensional, then (4.1) dim S/(hc ′ (J)) d 1 ,...,dn ≥ dim (S/J) d 1 ,...,dn .
Remark 4.8. In fact the sign ≥ in (4.1) can be changed to =, but we will not use it. Similar result is well known and plays crucial role in theory of Gröbner bases in case when S is a polynomial ring and deg ′ is a monomial order but not a grading.
Proof. Let (q 1 , . . . , q l ) be a basis over C of (S/J) d 1 ,...,dn such that deg ′ q 1 + . . .+deg ′ q l is minimal possible through all bases. We prove that the elements hc ′ q 1 , . . . , hc ′ q l are linearly independent in S/(hc ′ (J)) d 1 ,...,dn which will imply the desired Lemma. Indeed, suppose and we have 0 = T = l i=1 c i p i = j s j hc ′ (f j ) ∈ hc ′ (J).Then from T = l i=1 c i p i we obtain that there exists k such that c k = 0 and deg ′ p k ≥ deg ′ T . From T = j s j hc ′ (f j ) we obtain that deg ′ T > deg ′ (T − j s j f j ). But it implies that (q 1 , . . . , q k−1 , T − j s j f j , q k+1 , . . . , q l ) is a basis of (S/J) d 1 ,...,dn with deg ′ q 1 + . . . + deg ′ (T − j s j f j ) + . . . deg ′ q l < deg ′ q 1 + . . . + deg ′ q l and it finishes the proof.
Corollary 4.9. Suppose that J = (g i ) in assertions of Lemma 4.7 and J ′ = (hc ′ g i ). Then dim (S/J ′ ) d 1 ,...,dn ≥ dim (S/J) d 1 ,...,dn .
Proof. It is clear that I ′ ⊂ (hc ′ (J)) and, therefore dim (S/J ′ ) d 1 ,...dn ≥ dim S/(hc ′ (J)) d 1 ,...dn ≥ dim (S/J) d 1 ,...dn . Now we are ready to apply these results to our situation. We use Corollary 4.9 for S = C[x x 0 (t 0,v ) . . . n l v=1
x l (t l,v ) = i 0,1 ,...,i 0,n 0 ... i l,1 ,...,i l,n l ξ(x (i 0,1 ) 0 . . . x (i 0,n 0 ) 0 x (i 1,1 ) 1 . . . x (i 1,n 1 ) 1 . . . x (i l ,n l ) l )· t i 0,1 0,1 . . . t i 0,n 0 0,n 0 t i 1,1 1,1 . . . t i 0,n 1 1,n 1 . . . t i l,n l l,n l .
We claim that:
1≤i≤ns 1≤j≤nr (t s,i − t r,j ) r−s−1 · C[t 0,1 , . . . , t l,n l ] Sn 0 ×...×Sn l ,
where C[t 0,1 , . . . , t l,n l ] Sn 0 ×...×Sn l is the space of polynomials, invariant under permutations of t i,1 , . . . , t i,n i for any i.
The injectivity of φ can be easily seen from its definition, as φ(ξ) differs from φ(ξ ′ ) in case of value of ξ differs from value of ξ ′ at any monomial x (i 0,1 ) 0 . . . x (i l ,n l ) l .
The invariance under permutations of t i,1 , . . . , t i,n i is also obvious. Now note that for any 0 ≤ s, r ≤ l such that r − s ≥ 2 and 0 ≤ w ≤ r − s − 2 we have d w dt w s,i ξ n 0 v=1 x 0 (t 0,v ) . . . (t s,i − t r,j ) r−s−2 · C[t 0,1 , . . . , t l,n l ] Sn 0 ×...×Sn l .
The same observation also shows that we can define Φ : (C[x (i) 0 , . . . , x
l ]) n 0 ,...,n l ) * −→ C[t 0,1 , . . . , t l,n l ], Proof. Since I ⊂ ker ν l we get ch(C[x Thus, I = ker ν l .
