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The exponential decay of a system of nonlinear wave equations with initial boundary
values is considered.Wehave some sufficient conditions that ensure that the energy admits
exponential decay by a compactness uniqueness argument and the energy estimates.
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1. Introduction and results
In this paper, we consider the following initial boundary value problem:
(uk)tt −
N∑
i,j=1
∂j(aij∂iuk)+ a(x)(uk)t + fk(u) = 0 inΩ × (0,∞)
u(x, 0) = u0(x) ut(x, 0) = u1(x) inΩ
u(x, t) = 0 on ∂Ω × (0,∞)
k = 1, 2, (1)
where u = (u1, u2), u0 = (u01, u02), u1 = (u11, u12), N is the space dimension and C denotes different constants.
Some authors have obtained the exponential decay for linear equations [1]. But for semilinear equations, there are few
results for exponential decay for the energy of nonlinear waves. [2,3] deal with the problem for the equation with damping
almost effective inΩ , and [4] presents some conditions to guarantee exponential decay for the energy in ω ⊂ Ω .
In this paper, we obtain a sufficient condition to ensure the exponential decay of a system of nonlinear waves equations
by the compactness uniqueness argument. We use the methods in [4,5] and generalize the results to the systems.
Set
E(t) = 1
2
2∑
k=1
∫
Ω
[
(uk)2 +
N∑
i,j=1
aij∂iuk∂juk
]
dx+
∫
Ω
F(u)dx (2)
F(u1, u2) =
∫ u1
0
f1(s, u2)ds+
∫ u2
0
f2(0, s)ds. (3)
Assume that the following hold.
(A1) Ω ⊂ RN (N ≥ 1) is a bounded domain with ∂Ω ∈ C∞ and ω is a neighborhood of ∂Ω satisfying the following: there
is some T > 0, such that every ray of the geometric optics (see [1]) crosses ω × (0, T ).
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(A2) a(x) ≥ 0, a(x) ∈ L∞(Ω), and there exists a constant a0 > 0, such that a(x) ≥ a0 holds for all x ∈ ω.
(A3) fi : R2 → R is continuously differentiable such that we have fi(u)uj ≥ 0 fi(0) = 0.
(A4) ∂ f1
∂u2
= ∂ f2
∂u1
.
(A5) There exists p > 1 such that ∂ fi
∂uj
(u1, u2) ≤ K(1 + |u1|p−1 + |u2|p−1) i, j = 1, 2 holds for all u1, u2 ∈ R, where K is a
positive constant.
(A6) The limits exist. That is to say, limuj→±∞
fi(u1,u2)
uj
6= ∞.
(A7) aij ∈ C∞(Ω),∑Ni,j=1 aijξiξj ≥ α|ξ |2,∀ξ ∈ RN , α > 0, aij = aji, i, j = 1, 2, . . . ,N .
(A8) u0 ∈ H10 (Ω), u1 ∈ L2(Ω), ‖u0‖H10 (Ω) = ‖u
0
1‖H10 (Ω) + ‖u
0
2‖H10 (Ω), ‖u1‖L1(Ω) = ‖u
1
1‖L1(Ω) + ‖u12‖L1(Ω).
Under the assumptions (A1)–(A8), there exists a unique weak solution for the initial boundary value problem (1):
ui ∈ C([0,∞);H10 (Ω)) ∩ C1([0,∞); L2(Ω)) i = 1, 2. (4)
Under the conditions (A1), (A7), (A8), from [6,7], we know the following.
Lemma 1.1. If ϕ is a solution for the following initial boundary value problem:
ϕtt −
N∑
i,j=1
∂j(aij∂iϕ) = 0 inΩ × (0,∞)
ϕ(x, 0) = ϕ0(x) ϕt(x, 0) = ϕ1(x) inΩ
ϕ = 0 in ∂Ω × (0,∞),
(5)
then ‖ϕ0‖H10 (Ω) + ‖ϕ1‖L2(Ω) ≤ C
[∫ T
0
∫
ω
|ϕt |2dxdt + ‖ϕ‖2L2(Ω×(0,T ))
]
.
Lemma 1.2. If W satisfies
(Wk)tt −
N∑
i,j=1
∂j(aij∂iWk)+ b1(x, t)W1 + b2(x, t)W2 = 0 inΩ × (0, T )
Wk = 0 on ∂Ω × (0, T )
Wk = 0 in ω × (0, T )
bk ∈ L∞(ω × (0, T )), Wk ∈ H10 (Ω × (0, T ))
k = 1, 2, (6)
then Wk ≡ 0 inΩ × (0, T ).
Theorem. Under conditions (A1)–(A8), for the initial boundary value problem (1), we have
E(t) ≤ M exp(−βt)E(0); (7)
here M > 1, β > 0.
Before finishing this section, we give a remark concerning the assumptions (A1)–(A8).
Remark. Consider a particular problem (1) in R3, (n ≤ 3)with
f1(u1, u2) = arctan u21+ u21
, f2(u1, u2) = arctan u11+ u22
, a(x) = 1, aij(x) = δij.
The functions satisfy the assumptions (A3)–(A6).
2. Proof of the theorem
Proof. The main difficulty is to prove
E(t) ≤ C
2∑
k=1
∫ T
0
∫
Ω
a(x)(uk)2t dxdt. (8)
Decompose (1) into the following two problems:
(ϕk)tt −
N∑
i,j=1
∂j(aij∂iϕk) = 0 inΩ × (0,∞)
ϕ(x, 0) = u0(x) ϕt(x, 0) = u1(x) inΩ
ϕ = 0 on ∂Ω × (0,∞)
(9)
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ϕ = (ϕ1, ϕ2)
(ψk)tt −
N∑
i,j=1
∂j(aij∂iψk) = −fk(ψ)− a(x)(ψk)t inΩ × (0,∞)
ψ(x, 0) = 0 ψt(x, 0) = 0 inΩ
ψ = 0 on ∂Ω × (0,∞)
(10)
ψ = (ψ1, ψ2); here u = ϕ + ψ .
From the fact that |fi(u)| ≤ C |uj| for every i, j = 1, 2, we have
E(T ) ≤ E(0)
≤ C
{
2∑
k=1
[(‖u0k‖H10 + ‖u
1
k‖L2)]
}
≤ C
{
2∑
k=1
[∫ T
0
∫
ω
|ϕk|2t dxdt + ‖ϕk‖2L2(Ω×(0,T ))
]}
≤ C
{
2∑
k=1
[∫ T
0
∫
ω
a(x)(uk)2t dxdt + ‖uk‖2L2(Ω×(0,T )) + ‖ψk‖2H1(Ω×(0,T ))
]}
. (11)
From (10), we get
2∑
k=1
‖ψk‖H1(Ω×(0,T )) ≤ C
[
2∑
k=1
‖fk(u)+ a(x)(uk)t‖2L1((0,T );L2(Ω))
]
≤ C
{
2∑
k=1
[∫ T
0
∫
Ω
a(x)(uk)2t dxdt + ‖uk‖2L2(Ω×(0,T ))
]}
. (12)
By (11) and (12), we conclude that
E(T ) ≤ C
{
2∑
k=1
[∫ T
0
∫
Ω
a(x)(uk)2t dxdt + ‖uk‖2L2(Ω×(0,T ))
]}
. (13)
To prove (8), it suffices to prove
‖uk‖2L2(Ω×(0,T )) ≤ C
[∫ T
0
∫
Ω
a(x)(uk)2t dxdt
]
k = 1, 2. (14)
If (14) is not true, then there exists a sequence of solutions {u(n)k }∞n=1 (k = 1, 2) such that
lim
n→∞
‖u(n)k ‖2L2(Ω×(0,T ))∫ T
0
∫
Ω
a(x)(u(n)k )
2
t dxdt
= ∞. (15)
Denote
λ
(n)
k = ‖u(n)k ‖L2(Ω×(0,T )) (16)
v
(n)
k =
u(n)k
λ
(n)
k
, λ
(n)
i = O(λ(n)j ) i, j = 1, 2. (17)
Then v(n)k satisfies(v
(n)
k )tt −
n∑
i,j=1
∂j(aij∂iv
(n)
k )+ f (n)k (v(n))+ a(x)(v(n)k )t = 0 Ω × (0, T )
v(n) = 0 ∂Ω × (0,∞);
k = 1, 2 (18)
here f (n)k (v
(n)) = 1
λ
(n)
k
fk(λ
(n)
1 v
(n)
1 , λ
(n)
2 v
(n)
2 ), f
(n)
k (s1, s2) = 1λ(n)k fk(λ
(n)
1 s1, λ
(n)
2 s2),∀s = (s1, s2) ∈ R2.
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On the other hand,
‖v(n)k ‖L2(Ω×(0,T )) = 1 (19)∫ T
0
∫
Ω
a(x)(v(n)k )
2
t dxdt
n→∞−−−→ 0. (20)
Noting that ‖∂k(f (n)k )‖L∞ = ‖∂kfk‖L∞ , from (19), (20), we know that {v(n)k } is bounded in
L∞(0,∞;H10 (Ω)) ∩W 1,∞(0,∞; L2(Ω)). (21)
Thus we can choose a subsequence {v(l)k } such that
v
(l)
k
l→∞−−→ vk weakly in H1(Ω × (0, T )) (22)
v
(l)
k
l→∞−−→ vk strongly in L2(Ω × (0, T )) (23)
v
(l)
k
l→∞−−→ vk almost everywhere inΩ × (0, T ). (24)
From (19) and (23)–(24), we conclude that
‖vk‖L2(Ω×(0,T )) = 1. (25)
From (20) and (22), we have
(vk)t = 0 almost everywhere in {a(x) > 0} × (0, T ). (26)
But for any s = (s1, s2) ∈ R2, we have
f (n)k (s1, s2) =
1
λ
(n)
k
fk(λ
(n)
1 s1, λ
(n)
2 s2) = h(n)k (s1, s2)sk = hk(λ(n)1 s1, λ(n)2 s2)sk; k = 1, 2;
here hk(s) = fk(s)sk , s = (s1, s2), hk ∈ L∞(R2), h
(n)
k (s) = hk(λ(n)1 s1, λ(n)2 s2). Thus {h(n)k (v(n)1 , v(n)2 )} is bounded in L∞(Ω×(0, T )).
Hence there exists a subsequence {h(l)k (v(l)1 , v(l)2 )} such that h(l)k (v(l)1 , v(l)2 ) l→∞−−→ qk(x, t) in L∞(Ω × (0, T ))weakly*, k = 1, 2.
By (21), and letting n→∞ in (18), we conclude that(vk)tt −
N∑
i,j=1
∂j(aij∂ivk)+ qk(x, t)vk = 0 inΩ × (0, T )
vk = 0 on ∂Ω × (0,∞)
k = 1, 2. (27)
We discuss the following three cases.
Case 1. There exists a subsequence {λ(l)k } of {λ(n)k } such that λ(l)k l→∞−−→ λ ∈ (0,∞), k = 1, 2. In this case, we can easily
conclude that
qk(x, t)vk = 1
λ
fk(λv1, λv2). (28)
SoWk = (vk)t satisfies
(Wk)tt −
n∑
i,j=1
∂j(aij∂iWk)+ ∂ fk(λv1, λv2)
∂u1
W1 + ∂ fk(λv1, λv2)
∂u2
W2 = 0 inΩ × (0,∞) (29)
W ≡ 0 almost everywhere on ω × (0, T ). (30)
Case 2. There exists a subsequence {λ(l)k }, λ(l)k l→∞−−→ 0, k = 1, 2. In this case, we conclude that
qk(x, t) = ∂ fk(0)
∂uk
almost everywhere inΩ × (0, T ). (31)
Case 3. There exists a subsequence {λ(l)k } such that λ(l)k l→∞−−→∞, k = 1, 2. Now,W (n)k = (v(n)k )t satisfies
(W (n)k )tt −
n∑
i,j=1
∂j(aij∂iW
(n)
k )+
λ
(n)
1
λ
(n)
k
∂ fk(λ
(n)
1 v
(n)
1 , λ
(n)
2 v
(n)
2 )
∂u1
W (n)1
+ λ
(n)
2
λ
(n)
k
∂ fk(λ
(n)
1 v
(n)
1 , λ
(n)
2 v
(n)
2 )
∂u2
W (n)2 + a(x)(W (n)k )t = 0 inΩ × (0, T ). (32)
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From (22), we know that W (n)k
n→∞−−−→ Wk = (vk)t weakly in L∞(Ω × (0, T )). Since
{
λ
(n)
1
λ
(n)
k
∂ fk(λ
(n)
1 v
(n)
1 ,λ
(n)
2 v
(n)
2 )
∂u1
}
,{
λ
(n)
2
λ
(n)
k
∂ fk(λ
(n)
1 v
(n)
1 ,λ
(n)
2 v
(n)
2 )
∂u2
}
are bounded in L∞(Ω × (0, T )), there exists a subsequence
λ
(l)
1
λ
(l)
k
∂ fk(λ
(l)
1 v
(l)
1 , λ
(l)
2 v
(l)
2 )
∂u1
W (l)1
l→∞−−→ z1k(x, t) weakly* in L∞(Ω × (0, T )) k = 1, 2
λ
(l)
2
λ
(l)
k
∂ fk(λ
(l)
1 v
(l)
1 , λ
(l)
2 v
(l)
2 )
∂u2
W (l)2
l→∞−−→ z2k(x, t) weakly* in L∞(Ω × (0, T )) k = 1, 2.
Thus
(Wk)tt −
N∑
i,j=1
∂j(aij∂iWk)+ z1k(x, t)+ z2k(x, t) = 0 inΩ × (0, T ) k = 1, 2. (33)
To find z1k(x, t), z2k(x, t), set Q = Q1k ∪ Q2k = Ω × (0, T ),Q1k = {vk 6= 0},Q2k = {vk = 0}, k = 1, 2. From (22)–(23)
and (A6), by the Lebesgue dominated theorem, we conclude that
λ
(l)
1
λ
(l)
k
∂ fk(λ
(l)
1 v
(l)
1 , λ
(l)
2 v
(l)
2 )
∂u1
l→∞−−→ p1k(x, t)
λ
(l)
2
λ
(l)
k
∂ fk(λ
(l)
1 v
(l)
1 , λ
(l)
2 v
(l)
2 )
∂u2
l→∞−−→ p2k(x, t).
(34)
So
z1k(x, t) = p1k(x, t)W1(x, t) almost everywhere in Q1k
z2k(x, t) = p2k(x, t)W2(x, t) almost everywhere in Q1k. (35)
From the definition, we know that vk = 0 almost everywhere in Q2k and
vk ∈ H1(Ω × (0, T )),
[
(vk)tt −
N∑
i,j=1
∂j(aij∂ivk)
]
∈ L2(Ω × (0, T )).
So (vk)tt −∑ni,j=1 ∂j(aij∂ivk) = 0 almost everywhere in Q2k.
Obviously, we havez1k + z2k = −
d
dt
[
(vk)tt −
N∑
i,j=1
∂j(aij∂ivk)
]
inΩ × (0, T )
zk = 0 almost everywhere in Q2k
k = 1, 2. (36)
From (33), (35) and (36), we conclude that
(Wk)tt −
n∑
i,j=1
∂j(aij∂iWk)+ p1k(x, t)W1(x, t)+ p2k(x, t)W2(x, t) = 0 inΩ × (0, T );
here
p1k(x, t) =
{
p1k(x, t) in Q1k
0 in Q2k
k = 1, 2
p2k(x, t) =
{
p2k(x, t) in Q1k
0 in Q2k
k = 1, 2
p1k, p2k ∈ L∞(Ω × (0, T )).
From the three cases above, we can easily verify thatWk satisfies (30) as well as
(Wk)tt −
N∑
i,j=1
∂j(aij∂iWk)+ b1(x, t)W1 + b2(x, t)W2 = 0 inΩ × (0, T )
Wk = 0 on ∂Ω × (0, T )
bk ∈ L∞(Ω × (0, T )), Wk ∈ H10 (Ω × (0, T ))
k = 1, 2, (37)
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which implies that W ≡ 0. Hence v = v(x) is a solution of (27). Thus∑Ni,j=1 ∂j(aij∂ivk) + qk(x, t)vk = 0, in Ω, t fixed
vk ∈ H10 (Ω). Hence vk ≡ 0, which contradicts (25). This is, (14) is true.
Since E(t) is monotone decreasing, we conclude that E(t) ≤ c01+c0 E(0). Letting M = 1 + 1c0 , β = 1T ln
(
1+ 1c0
)
, we can
derive that E(t) ≤ M exp(−βt)E(0). 
3. Conclusion
The focus of the paper is on a sufficient condition to ensure exponential decay for the energy functional. More specifically,
we have derived an optimal asymptotic energy decay, as t →∞, driven by geometric characteristics of the domainΩ and
the nonlinear function fk. As we have seen, the issues encountered and necessary to be dealt with are of geometric nature.
Thus, any reasonable framework for the analysis of long-time asymptoticsmust impose conditions on the dissipation–source
interaction in order to ensure the global existence of solutions that are also strongly stable. We discuss some special cases.
For example,
utt −1u+ ut + arctan v1+ u2 = 0
vtt −1v + vt + arctan u1+ v2 = 0.
However, there are some open problems for nonlinear wave equations with damped terms.
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