ABSTRACT Iterative closest point algorithms suffer from non-convergence and local minima when dealing with cloud points with a different sampling density. Alternative global or semi-global registration algorithms may suffer from efficiency problem. This paper proposes a new registration algorithm through the differential topological singularity points (DTSP) based on the Helmholtz-Hodge decomposition (HHD), which is called DTSP-ICP method. The DTSP-ICP method contains two algorithms. First, the curvature gradient fields on surfaces are decomposed by the HHD into three orthogonal parts: divergence-free vector field, curl-free vector field, and a harmonic vector field, and then the DTSP algorithm is used to extract the differential topological singularity points in the curl-free vector field. Second, the ICP algorithm is utilized to register the singularity points into one aligned model. The singularity points represent the feature of the whole model, and the DTSP algorithm is designed to capture the nature of the differential topological structure of a mesh model. Through the singularity alignment, the DTSP-ICP method, therefore, possesses better performance in triangular model registration. The experimental results show that independent of sampling schemes, the proposed DTSP-ICP method can maintain convergence and robustness in cases where other alignment algorithms including the ICP alone are unstable. Moreover, this DTSP-ICP method can avoid the local errors of model registration based on Euclidean distance and overcome the computation insufficiencies observed in other global or semi-global registration publications. Finally, we demonstrate the significance of the DTSP-ICP algorithm's advantages on a variety of challenging models through result comparison with that of two other typical methods.
I. INTRODUCTION
3D model registration is a fundamental problem in the field of geometric computation. The application of 3D registration contains various fields of reverse engineering, medicine science, virtual reality, terrain matching, and computer vision. Existing registration algorithms can be categorized into two types: registration based on rigid transformation, and nonrigid registration according to the constraint condition of
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whether there is distortion between different views and different mesh discretization models. This paper focuses on rigid transformation only.
The problem of 3D registration can be described as follows: given two sets of three-dimensional point clouds P = {p i } and X = {x i }, how does one obtain the best rigid transformation to align them? The iterative closest point (ICP) is currently the most popular rigid registration algorithm [1] . Based on the minimum distance between P and X, the ICP is iteratively looking for minimizer of the distance(T , P, X) among T in the 6D rigid transformation space. In ICP algorithms, if there exists ε > 0 such that d(X , P) < ε, then we say P ∼ = X. However, the pairing relationship of P and X is rarely satisfied, as the meshes may have different cloud point densities during the scanning process and different discretization from the designed models. In this scenario, the ICP method may result in a registration failure by falling into a non-convergent domain. Therefore, it is necessary for the ICP algorithm to transform models into convergent domains.
In continuous space, the surface f : → M ∈ R 3 can be viewed as a scalar field that contains complete geometric information. Furthermore, its discrete counterpart f D : → M h ∈ R 3 can be considered as a discrete scalar field. Similar to the discrete exterior calculus (DEC), the italic symbols in this article represent definitions in continuous space; the roman symbols represent the corresponding symbols in discrete space. Continuous surfaces can triangulate differently, namely as f D :
→ M h , f * D : → M * h . In Fig. 1 , Mesh I is corresponding with f D . Mesh II is corresponding with f * D . The ICP method will not be effective to this case, owing to the lack of corresponding relationships between point-pairs.
In order to solve this problem, Gatzke et al. registered two scalar fields from the perspective of a global / semi-global differential topological structure; specifically, let χ f D, = (χ 1f D, , χ 2f D, ), where χ if D, is the ith derivative of f D , and the minimum distance of two scalar fields f D and f * D is defined
Thus, the features of the mesh model are extracted by the global / semi-global differential topological structure.
For the purpose of obtaining the detail information of the mesh model, we consider the decomposition of gradient fields. In practical applications, the original observed gradient vector field ξ is always accompanied by a randomness series influenced by measurement errors, discrete errors, missing information, or low confidence levels. Hence, the gradient vector field itself is unfit for direct feature extraction. According to the Helmholtz-Hodge Decomposition (HHD) theory, any gradient vector field ξ can be uniquely broken down into three components of curl-free, divergence-free, and harmony vector fields (Fig. 2) . Bhatia et al. have reported that the three components of HHD are mutually L 2 -orthogonal [2] . Based on this, the randomness of the original observed gradient vector field ξ can be decomposed into subspaces, and the orthogonal decomposition of the vector field can also be useful in finding the submerged characteristic information. For example, the multiple singular points(green/red dot) (Fig. 2 (a) ).
To avoid the influence of the space position on the surface and the selection of coordinate systems, reseachers usually use curvature information, which is the intrinsic geometric quantity of surface required to obtain the characteristic information of meshes. Curvature based registration methods have the advantage of eliminating the system errors caused by different sampling schemes during the registration process. Furthermore, the use of curvature will reduce the paired data sets and enhance the efficiency of the algorithm.
In this paper, we find the gradient vector field of curvatures K H and K * H for each vertex to overcome sampling noise. These two gradient vector fields can be decomposed into two sets of curl-free, divergence-free, and harmonic vector fields using the HHD, making it easy to find the singular points in the mesh model. Singular points are important global differential topological features of a mesh model. The most notable first-order singularities include meeting points in the sink, source, and vortex. As shown in Fig.3 .
In this paper, the differential topological structure [3] of a mesh model is analyzed through singular points. Thus, the registration matrices of two models can be obtained by VOLUME 7, 2019 comparing two singular point sets, so the registration can then be implemented.
The contributions of this study are summarized as follows:
(1) This paper proposes a curvature gradient field HHD registration method, which is different from previous registration methods based on scalar fields. Furthermore, it focuses the registration object on the singularities that reflect the differential topological structures of the mesh model. The result of this method is independent of the sampling scheme. Finally, this method can avoid local errors of model registration and overcome computational inefficiency, which may exist in other global/semi-global registration methods in the literatures.
(2) The gradient vector field is orthogonally decomposed into curl-free, divergence-free, and harmonic vector fields. During this process, errors are decomposed into each field, which further highlights the characteristics and errors in the curvature of the surface.
(3) When solving Poisson's equations for scalar and gradient fields, we use global and semi-global information to list and integrate energy equations. Therefore, matching information is synthesized. The result has better accuracy than those results generated by the algorithm of ICP and Curvature map.
(4) Based on time complexity analysis, we propose an efficient algorithm that traverses the mesh model by a facewise way, rather than the point-wise way.
II. RELATED RESEARCH
The key problem for registration is to correctly build rigid transformation matrices for two different point sets. The cornerstone of most registration methods is to find the initial matching points by locating feature vertices. These features can then be categorized into two types according to the dimensionalities such as normal vectors, curvature with low dimension, spin images, curvature maps, thermonuclear signatures, and high-dimension heat kernel signatures (HKS). Contained in [4] , Johnson built the spin images by mapping the normal vectors of adjacent vertices to the tangent plane, which efficiently solved the matching problem under noise and occlusion conditions. Rusinkiewicz and Levoy [5] introduced an optimized ICP algorithm based on uniform sampling of the normal space, taking only a few tens of milliseconds to align two meshes. Jian and Vemuri [6] proposed a robust registration algorithm using the L 2 distance between two Gaussian mixtures. Aiger et al. [7] provided a widebased pairwise alignment approach. The main problem of the approach is its dependence on the correspondence of the two point sets.
Bronstein et al. [8] , [9] studied 3D shape search problems based on non-rigid registration and the heat kernel signature, which showed high retrieval accuracy for the standard largescale shape retrieval benchmark. Myronenko and Song [10] presented a coherent point drift (CPD) algorithm, which is a probabilistic method for rigid and non-rigid point set registration. The advantage of the CPD is to force the GMM centroids to move coherently as a group, which preserves the topological structure of the point sets. Rui et al. [11] extracted a valid registration pairs with the ICP help. The iterative procedures were guided by the feature curvatures of the points as a corresponding relation. Gatzke et al. [12] presented a curvature map, which is a new method for comparing local shapes based on surface curvature. Finally, Baozhen et al. [13] improved the curvature map method to decrease the effects of sampling density and noise.
Rough matching is a pre-process of 3D registration. In many studies, geometric invariants of a mesh model are the critical point of the rough matching. Jujunnan et al. [14] proposed a maximum independent set method based on the volume invariant of the surface points of the model. Sun et al. [15] used a swarm intelligence method, wherein the optimal coordinate transform was obtained using estimates from a chaotic bacterial colony chemotaxis algorithm. Then the optimal corresponding points were determined using a discrete chaotic bacterial colony chemotaxis algorithm.
Since the external differential form is one of the fundamental theorems concerning the geometrical features and invariants of curved surfaces, it has recently attracted more and more attention in the field of engineering. The typical applications of external differential form include finite elements, fluid dynamics, surface parameterization, vectorization algorithms, vector field design, surface mapping, and geodesic calculation [16] - [19] . The HHD theory is a method of manifold feature extraction based on external differential form. Bhatia et al. [2] summarized the HHD theory, which has made some theoretical explorations on the relation between boundary conditions and singularity distribution, and its applications in various fields. Based on discrete HHD, Gao et al. [18] extracted the potential structures of the singular points of fingerprints and combined the calculated Poincare index (PI) of the image to evaluate and compare the singularity for fingerprint identification. Polthier and Preuß [20] studied the singularity of discrete vector fields based on a variational method that solves the Jacobian approximation and highorder tensor problems in the existing local method.
III. THEORETICAL ANALYSIS
In recent years, the quantity of independent characteristics in a coordinate system has been the hotspot of registration algorithm research. The low dimension characteristics of a mesh model can be described by curvature, normal vectors, genus and so on. Likewise, the high dimensional features of a mesh model include gradients, curvature maps, rotation images, shape description, and other auxiliary information. The value of low dimensional features is that the descriptive functions are computationally simple and global or semi-global features are less susceptible to noise caused by sampling schemes or boundary conditions. High dimension features can reflect characteristic information well, but it is challenging to design reasonable characteristic distance. More importantly, high dimensional features will be computed at the cost of high time complexity, which produces innumerable errors in complex topological structures. Based on the literature investigation, it is evident that the key to the accurate registration is to find matching feature points. For the translation invariance of vector fields, scalar fields are transformed into vector fields that will decrease systematic errors caused by the difference of discretization schemes in a 3D model. First, the vector field is generated by mean curvature, which is independent of the coordinate system. Moreover, the mean curvature K H and metric g can uniquely determine the Riemann surface (M , g) [21] . Second, the curvature gradient field grad K H reflects the variant nature of the surface curvature. As a whole, obtaining the singular points grad K H can be used as the crucial preprocessing for the registration. The objective of this paper is to decompose the curvature gradient field grad K H into the curlfree, divergence-free, and harmony vector fields using HHD, which will make the singular point of the differential topological structure of the vector field more easily determinable.
In smooth case, calculating curvatures, gradients and HHD decomposition are essentially differentiation or integration involving approximation and discretization. One may wonder that each operation inevitably introduce numerical noise. Therefore it may result in more unreliable. Owing to the utilization of the DEC in our approach, the downside of the method is greatly alleviated. Since the differentiation and integration on a discrete mesh model are much more direct and simple than that in smooth case. These operations are minus and summation on scalar field, which are immune to noise accumulation like in smooth case. The detail of the operations was proofed in literature [16] , [17] , [22] .
The roadmap of the DTSP-ICP is illustrated in Fig. 4 .
A. RELATED CONCEPTS
Let M h be a discretization mesh of simplicial surface immersed in R n . To facilitate subsequent external differential computation, we introduced the definition of finite function space and differential form into the following process:
The function space S h on M h can be defined as:
Specifically, S h is a finite dimensional space which is spanned by the Lagrange basis function {ϕ 1 , ϕ 2 , · · · , ϕ n } corresponding to the set of vertices {p 1 , p 2 , · · · , p n }, where ϕ i is defined by the three conditions: (1) ϕ i is linear on T i , where T i is a triangle with vertex of
where
The function c h is uniquely determined by its nodal (c 1 ,
The discrete differential forms: 0-form, 1-form,and 2-form on the simplicial surface M h can be defined as:
where ∧ is wedge product of p-form.
In this paper, 1 h is the vector field on tangent space of M h , and 0 h is the scalar field on M h . The sub-index h indicated this set is from discrete space rather than a smooth space.
B. HELMHOLTZ-HODGE DECOMPOSITION
The singular points, which include sink, source, and vortex points, are the most noticeable features of the vector field; they determine the boundary conditions of the physical laws applicable in fluid or electromagnetic fields. In addition, they are the key entry for the construction and decomposition of topology of vector fields [23] - [25] . Thus, they play an essential role in geometrical analysis and fluid simulation.
Subsequently, we explained the theory of the HHD [2] . A smooth vector field ξ ∈ 1 h , defined on a bounded or an unbounded domain, can be uniquely decomposed into curlfree, divergence-free, and harmonic components as follows:
where ∇ is the gradient operator, ∇· = ∂/∂x + ∂/∂y + ∂/∂z is the divergence operator, and ∇× is the curl. All three components are L 2 mutually orthogonal. The harmonic part h satisfies both ∇ · h = 0 and ∇ × h = 0. Given a smooth vector field ξ , the HHD components can be obtained with the following steps:
Using smooth HHD as a guide, we could find a piecewise scalar function D such that ∇ · D captures the curl-free part of ξ . In smooth cases, this component corresponds to the L 2 projection of ξ onto the space of curl-free fields. Therefore, a natural, globally-optimal field D, satisfying this property, can be defined as minimizing the following quadratic functional:
For each p ∈ M h , it is a necessary condition that the partial differential of F(D) is zero to obtain the minimizer of F(D).
To be specific, for each F(D p ) in p ∈ M h , the following conditions are minimized: where N (p) represents all neighbors of p, and ϕ p is the Lagrange base function. Equation (5) shares the same solution with the Poisson problem D = ∇ · ξ . Likewise, a globally-quadratic optimal energy function can be defined to solve ∇ × R as:
For each p ∈ M h , the following conditions are minimized:
where J denotes the rotation π/2, and (7) shares the same solution with the Poisson problem R = ∇ · ξ . The harmonic part h ∈ 1 h is acquired using the following rule:
Using the above method, the original gradient field ξ can be decomposed, and the singular points that describe the global/semi-global features are determined, thereby achieving the goal of discovering the registration feature points.
IV. DTSP-ICP ALGORITHM FOR REGISTRATION A. CALCULATION OF DISCRETE MEAN CURVATURE
In this paper, the mean curvature of grid points is considered as the scalar field K H : p → R. The algorithm is provided by [26] - [28] as follows: (9) where α ij and β ij are two adjacent triangles with a shared edge (p i , p j ), N 1 (i) is the collection of 1-ring neighbor of p i , A Mixed is the surface area of each vertex p i (Fig. 5(b) ) and
A Mixed is calculated according to the method provided by Meyer et al. [28] .
B. COMPUTING DISCRETE CURVATURE GRADIENTS
We used the method proposed in [29] to compute curvature gradients at p i , as a scalar field on a triangular grid is
a piecewise linear function that can be defined as:
For any arbitrarily point v in triangle T , the scalar f (v) can be blended using tree scalars at three vertices in T and the linear combination of base functions:
The gradient vector field of f (v) can be expressed as:
Equivalently:
where ∇ϕ j is the gradient of base function ϕ i and ∇ϕ j =
. Likewise, we can get ∇ϕ k =
Thus, according to the mean curvature f i , f j , f k and the base function gradient ∇ϕ j , ∇ϕ k , the gradient of the curvature field ξ = ∇K H can be calculated.
C. NOISE DEDUCTION
In the context of typical geometry processing pipeline, noise and incomplete point clouds are almost unavoidable. Noise deduction must be applied to ensure the registration work. We referred to the methods used in fingerprint pattern classification field which is mainly based on smoothing processing. The refining method achieved a good result in 2D case [24] , [30] , [31] . We generalize the method to 3D manifold. Our strategy is described as follows:
Definition 3: j: the order of ring around v i . l i,j : mean length of edge connected with vertices neighbor about v i with 1 to j rings.
K : mean curvature of vertices neighbor about v i with 1 to j rings.
θ * : the threshold of maximum radian. θ i,j : the mean radian of the j − ring of v i .
Step I: All the vectors of M is projected on v i by this following strategy.
Given a vertex v i of the mesh, a ''ring'' represent a set of vertices v i,j ∈ V j such that there exist a shortest path from v i to v j contain j edges.
Firstly,θ i,j can be calculated by the following equation: Then the most suitable j for θ * ∈ [0.01, 0.03] can be obtained by the following equation:
where k = 1, 2, 3, · · · . The normal vector of v i is given by the average normal vector of faces in the neighborhood about v i (Fig. 7) .
Step II: The noise deduction problem of v i can be solved by relaxation labeling through the method mentioned in [32] . Then the non-noise vector field of M can be obtained by transformation of the non-noise vector field of v i , refer to [33] .
D. SOLVING CURL-FREE VECTOR FIELDS
Thus, the problem of solving curl-free vector fields in discrete triangles shares the same solution as the discrete Poisson equation in M h . Next, we derive the equation as follows:
The Laplace operator acts on D to produce a linear system, whose coefficient matrix is the cotangentLaplace matrix A = {a ij } |V |×|V | , where
α j , β j , as shown in Fig. 8 . On the right of (15), ∇ · ξ is a constant entry. In the mesh M h , ∇· is a discrete divergence operator that acts on vector field w ∈ 1 , defined as:
where ∇ϕ ik is the gradient of base function ϕ i in the triangle T k , and |T k | is the area of T k which is the neighbor of p i . According to (15) , (16), for all vertices, we derive the following linear system:
The above system can be written as a matrix whose coefficients are sparse, symmetric, and semi-definite. We obtained this solution using the conjugate gradient method with an incomplete Cholesky factorization preconditioner [34] , [35] . Curl-free vector field ∇·D can be determined by the this linear system solution (17) . According to the results from different 3D models, this paper adopts parameters as show in Table 1 .
E. SOLVING DIVERGENCE-FREE VECTOR FIELDS
Based on the theory of the HHD, solving the following discrete Poisson equation is equivalent to the solution for the problem of divergence-free in discrete triangulation grid:
where C(·) is the curl operator. Specifically, C(·) act on vector field w of vertex p i is defined as:
Therefore, the discrete Poisson equation (18) can be written as the following linear system:
where ∇ϕ ik is the gradient of base function ϕ i in the triangle T k , |T k | is the area of T k .
To solve (20) , it was necessary to group the equations for all vertices together, which will be rewritten to the matrix form (Ax = b). For the linear system (20) , the number of unknowns was more than the number of equation results, owing to the fact that R T k is the vector field that was defined within the faces T k and |V | < |F| in the regular triangular VOLUME 7, 2019
COUNT a ← ∇ϕ ik 5:
COUNT b ← ∇ϕ jk 7:
COUNT A ij BY a, b 8: A+ = A ij // ACCUMULATE COEFFICIENT 9: END FOR 10: END FOR 11: END FOR mesh; i.e., Rank(A) < |F|. Thus, the linear system (20) is unsolvable. Therefore, the system should take another form, such as changing the original face-based equation
the number of equations will be sufficient.
Since
∇ϕ jk × R V j , the linear system (20) can be converted to:
The original vector field R T k can be recovered by R T k = j∈T k ϕ jk R V j after solving the vertex-based vector field R V j in the linear system. Thus, the divergence-free vector field ∇ × R T k can be easily obtained In general, the left side of the linear system (21) is calculated with the outer loop transverse vertices and the inner loop transverse adjacent triangles of the current vertex. The time complexity for solving linear system (21) is T 1 = O(max{N (i)} · |V |) which is dependent on the features of the topological structure of the mesh model. Shewchuk et al. [36] reported that any regular triangulation mesh conforming to Delaunay conditions satisfies N (i) ≥ 5. In this paper, the left side of the linear system (21) is calculated with the outer loop transverse triangles and the inner loop transverse vertices contained in the triangle obtained from the outer loop, which changes the time complexity of the algorithm to T 2 = O(|T |). We can accurately determine the lower bound of T 1 , which is inf(
based on an approximate relation of the number of faces and vertices |T | ≈ 2|V | reported by Hoppe et al. [37] . The results show that our proposed method is two times faster than that of the original method. The specific algorithm is detailed as follows:
F. COMPUTING VECTOR FIELD SINGULAR POINTS
In this section we calculated two types of singular points that include the source and the sink point in the case of the curlfree vector field ∇D. These singular points can be obtained using the following two steps: Step I: Calculate D p of every vertex on M h
Step II: Traverse all vertices based on the following rules:
There may be many singular points satisfying the above conditions; however, the feature points may be buried within them. We propose the following algorithm to filter noise:
Similarly, the vortex in the divergence-free vector field ∇ × R p can be calculated by the following algorithm:
The neighbor range of q in the above algorithm can be extended as needed (2-ring, 3-ring and so on.). The singular points are given different weights w i (i = 1, 2, 3). Our trial calculation results show that w 1 = 1, w 2 = 0.5, and w 3 = 0.33 can capture the feature of the topology of mesh reasonably, in medium-violent changes of curvature cases, for 1 to 3 rings of singular points.
G. SINGULAR POINT ICP ITERATION REGISTRATION
Suppose decomposition results of two surfaces as follows:
For the points set in Table 2 , we used the algorithm described in [1] to match them. Thus, we obtained the rigid transformation matrix between S andS.
According to the quaternionic calculus in [38] , we assumed rotation part of the transformation matrix between S andS to be q R = [q 0 q 1 q 2 q 3 ] T , where q 0 ≥ 0 and q 2 1 + q 2 2 + q 2 3 = 1, and the translation part of the transformation matrix between S andS is q T = [q 4 q 5 q 6 ] T .
The final quaternation is q = [q R |q T ] T . The objective functions of the two point set registration quaternations in the least squares method are:
where the R is defined as (23) , shown at the bottom of this page. The calculation of q R is the critical point of the matching problem. First, it is necessary to compute the covariance matrix with the following formula:
Second, we construct the following square matrix Q( ss ): Finally, the calculation of q T is obtained with the following formula:
V. ALGORITHM IMPLEMENTATION & RESULTS

A. SIMULATION ENVIRONMENT
The DTSP-ICP algorithm proposed in this paper was implemented through C++ programming with the hardware and software shown in Table 3 .
B. EXPERIMENTAL SCENARIOS
Data Source: Given the source model M , a rigid body transformation Q : M → M * was applied to produce the model M * , which was discretized to M h and M * h . Counterpart Registration Algorithms: Q = {Q i }(i = 1, 2, 3) represents the result of the improved ICP, the curvature maps, and the HDD-ICP respectively. Evaluation method: Equation (27) is used to measure the distance between Q i and Q based on the methods described in [39] and [40] :
where the sign † represents the pseudoinverse and • F is the F-norm of quaternation.
C. EXPERIMENTAL RESULTS
Since the divergence-free section of the gradient vector field is not always located in the tangent plane of the vertex, we projected it into the tangent plane to make the direction of decomposition component more intuitive per the method proposed in [2] , [20] , [41] , and [42] . In order to test the anti-noise ability of this algorithm, we add different levels of noise into the point cloud. The noise is added to the displacement of the coordinates of the vertices, and the offset is from 0.05 to 0.2 of the grid edge length, respectively. From the experimental results shown in Fig.9 , it can be seen that even under the influence of different levels of noise, the set of singularities calculated by this algorithm still maintains stable positions.
The mesh tested under different noises are showed in Fig. 10 . Through our algorithm proposed, the meshes in the graph are processed and the registration results are displayed in Fig. 11 . The experimental results show that our algorithm can also register the noisy models.
D. ERROR AND PERFORMANCE EVALUATION
We evaluated the three algorithms under both identical and non-identical discrete sampling conditions through the comparison of the two indicators: the average registration error (Table 4, Table 5 ) and the average registration time (Table 6) . Table 4 compares the errors resulted from the three registration algorithms through a number of cases with different level of noise. It shows that the accuracy of the DTSP-ICP is superior to that of the other two algorithms in all cases, including in ruthless cases which the other two methods fail. Thus, we concluded that the DTSP-ICP proposed in this paper is superior to the other two algorithms under identical discrete sampling conditions. Table 5 compares the errors from the three registration algorithms for three pairs of mesh models. The results showed that the ICP algorithm was non-convergent for the Dragon and Kitty models under non-identical discrete sampling rates. It is possible that the two model topologies and curvature variances were more complex than the Bunny model. However, the curvature map algorithm and the DTSP-ICP algorithm were convergent. Furthermore, the DTSP-ICP was significantly more accurate than the curvature map algorithm (the mean error equivalent of a 34.2% error rate for the curvature map algorithm). Thus, we concluded that the DTSP-ICP can achieve the best registering accuracy under non-identical discrete sampling conditions. Table 6 shows the numbers for vertices, faces, source/sink in curl-free vector fields, and consumed time. It is obvious that the DTSP-ICP was equivalent to the ICP algorithm although it involves higher-order curvature calculations in its early stages. The average time required by the DTSP-ICP was about one-tenth of that required by the curvature map algorithm owing to the DTSP-ICP requiring less singularity registration in its later stages. Thus, its time consumption was markedly reduced compared with the curvature map algorithm. Therefore, although the DTSP-ICP generally requires slightly more time than the ICP, it manifests superior robustness in mesh model registration for different discrete sample rates.
VI. DISCUSSION AND CONCLUSIONS
In this paper, we sought to solve a problem with registration between point sets from the same model with multiple triangulations. First, the decomposition of the curvature gradient fields on surfaces is determined to be L 2 orthogonal, based on the HHD. Second, the singular points of the curl-free vector field were extracted and used as feature points. Thirdly, the collection of registration feature points was performed after filtering both high-order singular points and error correspondence points. We achieved accurate registration result of point cloud by solving the rigid transform problem of the ICP algorithm. Through various registration experiments, we demonstrated that the proposed algorithm not only suppresses noise but also outshines the curvature map registration algorithm in computational time.
Furthermore, in this paper, we proposed a registration method to convert the registration problem of a discrete mesh surface to the HHD decomposition of a curvature gradient field, which can be used to extract singularities for registration. The proposed method reduces the number of points needed for registration and the side effects of sampling scheme errors, which markedly improves complex model registration accuracy. It is a novel framework based on similar research that converts the scalar field registration problems to the gradient field registration problems. However, it should be noted that the proposed the DTSP-ICP algorithm is slightly more time-consuming than the improved ICP algorithm, as it depends on the diversity of surface curvature variations. This issue deserves further study. A preliminary proposal for future research is to train our algorithm with context information such as prior knowledge and other reasonable shape descriptors, to improve upon these results.
