QoS-aware dynamic binding of composite services provides the capability of binding each service invocation in a composition to a service chosen among a set of functionally equivalent ones to achieve a QoS goal, for example minimizing the response time while limiting the price under a maximum value. This paper proposes a QoS-aware binding approach based on Genetic Algorithms. The approach includes a feature for early run-time re-binding whenever the actual QoS deviates from initial estimates, or when a service is not available. The approach has been implemented in a framework and empirically assessed through two different service compositions.
I. INTRODUCTION
Service-oriented architectures are a major step forward in the direction of flexible systems built out of independent parts. Run-time discovery and late-binding are key mechanisms to achieve this flexibility. Run-time discovery implies that a software system, instead of directly invoking a specific service, contains an unambiguous, semantic specification of the functionality needed at a given point. A matchmaking mechanism is then used to discover services that match the specification, and one of these services is invoked. Depending on the approach, the matchmaking can be performed at different stages, i.e., before execution or at run-time. Also, it can be semiautomatic, (i.e., a set of candidate services is retrieved, and a human being decides which are the relevant ones) or completely automatic. To this aim, some approaches, mostly based on logic reasoning and the presence of a common, shared ontology across the services, are being developed (see for example Paolucci et al. (2002) and Bromberg and Issarny (2005) ).
Very often, in correspondence of a service specification (hereby referred to as abstract service), several services (hereby referred to as concrete services) may exist that match the specification. This means that there are several services offering the same piece of functionality, e.g., booking an hotel or returning a city temperature. The choice of the service to be invoked can be dictated by non-functional properties, i.e., a set of Quality of Service (QoS) attributes. One may decide to choose the cheapest service, the fastest, or maybe a compromise between the two. According to Std. ISO 8402 (ISO, 2002) and ITU (ITU, 1994) , QoS may be defined in terms of attributes such as price, response time, availability, and reputation. Moreover, it may be possible to have some domain-specific QoS attributes: for example, an image processing service could have QoS attributes such as image resolution and number of colors. On QoS attributes an user may specify constraints on the values of some attributes -e.g., the price cannot be greater than a given value -which could influence the choice. On the other hand, the service provider can estimate ranges for the QoS attribute values as part of the contract with potential users, i.e., the Service Level Agreement (SLA).
Let us consider a service-oriented system, or a composite service 1 written using a workflow description language such as BPEL4WS 2 (Andrews et al., 2007) . The service is composed of several abstract services, each of which can be bound to one or more concrete services. This raises the need for determining the set of concretizations, i.e., bindings between abstract and concrete services, that satisfy the QoS constraints imposed by the SLA, and optimize some fitness criteria chosen by the service integrator, e.g., minimize the price. Finding 1 For simplicity's sake, in the rest of the paper we will refer to both as "composite service".
2 Now referred to as WS-BPEL.
the solution of such a problem, known as QoS-aware composition, is NP-hard. Some approaches, mostly based on linear integer programming, have been proposed in literature (Cardoso et al., 2004; Zeng et al., 2004) . This paper proposes a QoS-aware composite service binding approach based on Genetic Algorithms (GAs). To determine the optimal set of concretizations, the approach needs to estimate the composite service QoS. This can be done using some aggregation formulae, such as the ones defined by Cardoso et al. (2004) (in particular, this paper uses some variants of the Cardoso's aggregation formulae). The formulae define aggregation functions for each pair QoS attribute/workflow construct. The main advantage in the use of GAs is the possibility to apply the approach in presence of arbitrary, nonlinear QoS aggregation formulae, whereas traditional approaches, such as linear integer programming, require linearization.
At execution time, the actual QoS values will likely deviate from the initial estimates. Iterations and execution paths depend on the user inputs, and actual QoS values can vary, for example, because of the network load. Finally, in the worst case, some services may not be available at the time of invocation. The effect of deviations from estimated values of QoS attributes and execution profiles is that the actual QoS of a composite service would not be compliant with the agreed SLA. To avoid this, it is needed to re-bind the service composition, i.e., to renew the bindings between abstract and concrete services. This paper proposes an approach to trigger re-binding during composite service execution. In summary, re-binding is triggered as soon as possible to predict that the actual service QoS will likely deviate from the initial estimates. Then, the slice, i.e., the part of the service workflow that still has to be executed, will be determined and re-bound.
The paper also discusses the results of an empirical evaluation of the approach upon two different composite services, belonging to different domains, namely traveling and image processing. Each composite service contains invocation to other services, performing simpler tasks (such as hotel booking) and available in multiple instances. The validation has been performed by repeatedly invoking each composite service, and monitoring bindings, re-binding, and QoS values.
The remainder of the paper is organized as follows. Section II describes the QoS aggregation formulae and the GA-based binding approach. Section III describes how re-binding is triggered and performed, and introduces the architecture that enables re-binding. Section IV describes the framework. Section V describes the empirical study performed, reporting and discussing results.
Section VI discusses the related work, while Section VII concludes the paper.
II. QOS-AWARE COMPOSITION
To determine the set of bindings that satisfies composite service constraints and optimizes a given objective function, it is necessary to i) define an approach for estimating the QoS of a composite service from those of the services bound to it; and ii) define an heuristic to search for an optimal set of bindings. The two problems are discussed in the next two subsections.
A. Computing the QoS of Composite Services
Relevant work devoted to estimate the QoS of a composite service has been carried out by Cardoso et al. (2004) , who propose aggregation formulae for each pair QoS-attribute/composition language control statement (e.g., Sequence, Switch, Loop or Flow). Thus, QoS is computed by recursively applying those formulae to compound nodes of the service workflow. In our work, we use the same algorithm to estimate the QoS of a workflow concretization, i.e., a composite service description where each abstract service has been bound to one of its corresponding concrete services, by applying the aggregation formulae specified in Table I . Only Loops are handled differently from Cardoso et al., whose formula accounts for the probabilities of entering/exiting the Loop, as for the Switch construct. Our approach handles Loops similarly to what proposed by Zeng et al. (2004) , i.e., Loops are annotated with an estimated number of iterations k. However, rather than unfolding Loops (like Zeng et al.) , here the QoS of the Loop is computed as k times the QoS of the Loop compound node. The parameter k is initially provided by the designer and then updated by monitoring. This way of handling Loops presents two advantages: (i) it allows for a quick computation of the overall workflow QoS, without the need to unfold Loops; and (ii) the estimated QoS accounts for the estimated number of Loop iterations.
For QoS estimation, and to enable run-time re-binding, we create a new workflow where Loops are removed, and each Invoke node has a weight, representing the estimation of the number of times that node will be executed. This workflow, hereby referred to as unlooped workflow, is updated throughout the process execution and it is used to detect the workflow slice still to be executed when re-binding is triggered. The slicing algorithm is described in Section III-B. 
Other then the explicit formulae for some QoS attributes (Cardoso et al. (2004) , Zeng et al. (2004) ) there may be other attributes -for example, domaindependent attributes -for which the aggregation function is user-specified (see the last row of Table I ). Such a problem is approached in Canfora et al. (2006) .
QoS values for each service can be either declared values, part of the service specification and published for example by means of an improved Universal Description Discovery and Integration (UDDI) registry Menascé (2002) , or statistics obtained by monitoring previous service executions, in case of measurable attributes such as the response time.
B. Searching for a (near) optimal concretization
Determining the best concretization of a composite service is an optimization problem, aiming to i) (near) optimize a fitness function of the available QoS attributes; and ii) meet the constraints specified for some of the attributes. In particular, these are the global constraints, i.e., assertions on the overall QoS attribute values. Local constraints, i.e. constraints on each abstract service composing our service, need to be checked when choosing the set of candidate concrete services to bind.
Finding a solution for this problem is NP-hard (Garey and Johnson, 1979) . Different strategies can be adopted, for example Integer Programming or meta-heuristic optimization algorithms like Simulated Annealing or GAs. The latter do not require the fitness function to be linear, which is instead a requirement for Integer Programming. In the following we describe how the problem is modeled using GAs.
Roughly speaking, a GA is an iterative procedure that searches for the best solution of a given problem among a constant-size population, represented by a finite string of symbols, named the chromosome. The search is made starting from an initial population of individuals, often randomly generated. At each evolutionary step, individuals are evaluated using a fitness function and selected through a selection operator. High fitness individuals have the highest probability to reproduce. Reproduction is made by means of crossover (that produces an offspring recombining parents) and mutation (that generates a new individual by mutating an old one) operators. Further details on GAs can be found, for example, in Goldberg (1989) . In our problem, the chromosome is represented by an integer array with a number of items equals to the number of distinct abstract services composing the service. Each item, in turn, contains an index to the array of the concrete services matching that abstract service. Figure 1 depicts the structure of the chromosome.
The crossover operator is the standard two-points crossover (i.e., it randomly selects two columns in the parents, and produces the offspring by re-combining the parent segments. The mutation operator randomly selects an abstract service (i.e., a position in the genome) and randomly replaces the corresponding concrete service with another one among those available. Clearly, abstract services for which only one concrete service is available are taken out from the GA evolution.
The workflow design may contain dependency constraints, i.e., two or more abstract services have to be bound to concrete services that refer to the same WSDL endpoint address. For example one must purchase a flight with the same airline chosen for making the reservation. In order to handle this kind of constraints, crossover and mutation operators have been modified as follows. Whenever a concrete service is chosen for an abstract service, all of the abstract services depending from it will be bound to concrete services that point to the same endpoint address. This is to guarantee that only individuals satisfying the dependency constraints are generated. Also, in case of re-binding, each abstract service not yet executed that depends from an abstract service already executed, will keep the same binding.
The selection is made through a roulette wheel selection operator (i.e., high fitness individuals have the highest probability to reproduce), and the GA used is a simple GA with non-overlapping population and elitism for the two best individuals of each generation (i.e., they are kept alive in the subsequent generation).
The fitness function needs to maximize some QoS attributes (e.g., reliability), while minimizing others (e.g., price). Similarly to what done by Zeng et al. , once all the concrete services are known, QoS values can be normalized in intervals [0, 1] , where positive attributes (e.g., availability) tend to 1 when the value is higher, while negative attributes (e.g., response time) tend to 1 when the value is lower. Then, for a genome g, the fitness function can be defined, for example, as a linear combination of the QoS attributes Q i :
where w i weights the importance given to the attribute Q i . In alternative, the specification of the fitness function can be left to the workflow designer. In addition, the fitness function must penalize individuals that do not meet the constraints and drive the evolution towards constraint satisfaction. Let us suppose that the composite service QoS has a set of constraints defined as follows:
We define the distance from constraint satisfaction as Coello Coello (2002) :
where:
The fitness becomes:
D(g) represents a penalty factor for individuals that violate constraints, and w d weights the importance of the penalty.
III. RE-BINDING
In a perfect world, determining the optimal set of bindings as described in the previous section would ensure constraint satisfaction and objective function (near) optimization. However, we do not live in a perfect world, thus:
• the aggregate QoS values are just estimates, while actual values measured at run-time may be subject to variations.
• the QoS of each invoked service is expected to vary from the estimate used for the binding; • the QoS estimate for a Switch is obtained as a weighted sum of the QoS for the different Cases. As soon as a Case is selected at run-time, that estimation is replaced by the QoS estimation of the Case internal activity. Such a value could be highly different from the previous estimation; • much in the same way, the actual number of iterations for a Loop may be quite different from the estimate; • some services considered in the binding may not be available at run-time.
In other words, during the composite service execution, there may be some events that lead to re-consider the bindings for the workflow portion still to be executed, possibly after a discovery of new services. The rest of this section describes i) how re-binding is triggered, ii) how the workflow slice to be re-bound is identified, and iii) which is the architectural support for dynamic binding and re-binding.
QEST ←Estimated overall QoS; QCOS ← QoS parameter upper bound; QACT ← QEST ; QT OT ← 0 ; N T H ← re-binding threshold; QT H ← single node re-binding threshold; N ODE ← Workflow root node; visit(NODE); exit(); begin function visit(node) switch node is type of do case loop k ← Estimated loop iterations ; 
A. Triggering Service Re-binding
The algorithm presented in Figure 2 describes the proposed re-binding trigger. The basic idea is to reestimate the workflow QoS as soon as new information is available: QoS measured from service invocations, and decisions influencing the control flow. Whenever this new estimate indicates a deviation from the initial one and that there is a risk for SLA violation, services that still remain to be executed must be re-bound to try to reduce this difference. The QoS deviation that triggers a re-binding is represented by a threshold: a low threshold increases the chance of re-binding, while a high threshold increases the risk of constraint violation due to a missed re-binding. The proposed algorithm uses two thresholds: N T H, a threshold on the whole workflow QoS, and QT H, a threshold indicating the maximum percent deviation of the QoS of a single service invoked.
The main variables used in the algorithm are:
• Q EST , the overall QoS estimated using the aggregation formulae; • Q COS the upper bound of the QoS attributed, as set in the SLA; • Q ACT , the actual QoS estimation for the overall workflow, obtained updating Q EST as decisions are taken -e.g., branches followed -or services executed; • Q T OT , the QoS measured at a given point of the workflow execution; • Q IN N ER , the estimated QoS for a inner node of a compound statement, e.g. a Case in a Switch or the Loop compound; and • Q IN N ERACT , the actual, updated QoS estimation for a inner node. The algorithm is hereby described in detail for the price QoS attribute. For Loop nodes, the actual number of iterations k ′ is determined if possible (when the Loop exit is bound to a condition, this might not be possible), and the actual QoS is refined varying it by (k ′ − k) · Q IN N ER , i.e., considering that the number of iterations is varied by k ′ −k. In case this difference evaluates above the threshold N T H, a re-binding is triggered. Clearly, only in a few case it can be possible to know a-priori, before Loop termination, the actual number of iterations. When this is not possible, alternative heuristics can be adopted:
1) if the Loop terminates with a number of iterations much smaller than the estimate, this means that the Loop price has been over-estimated. As a consequence, it may be possible to obtain a better, overall solution by re-binding the workflow.
N ODE ← unlooped workflow root node; LIST ← list of stopped nodes; 2) much in the same way, if the Loop terminates with a number of iterations much greater than the estimate, this means that the Loop price has been under-estimated, and thus a re-binding is, again, necessary.
For Switch nodes, the actual Case to be executed (the j−th one) is determined, and the Switch inner QoS (originally a weighted sum) is updated, considering, instead, only the QoS of the Case chosen. For example, if the Switch contains an alternative that is very cheap, but that is not executed, re-binding can be needed to deal with such an over-optimistic estimate. For Sequence nodes, each child is visited, and re-binding is triggered each time the deviation of the actual QoS from the estimate is above the threshold. For Flow nodes, the overall actual price is augmented while services are invoked in the different, parallel Flow children. Instead, the response time is measured separately for each child. Finally, the actual QoS values of each invocation are measured and the actual overall QoS is updated accordingly. If the estimation on the single node has a strong deviation above the threshold QT H, re-binding is triggered as well.
For response time the algorithm is quite similar (being it also an additive attribute), except for the Flow node. While the Flow price is the sum of children prices, the response time is estimated as the maximum response time. Thus, a response time constraint violation may be triggered on each different child. After all children have terminated their execution, the maximum response time is kept as the parent process actual response time. For multiplicative QoS attributes, the algorithm remains the same, except that Q ACT and Q T OT are progressively updated by multiplying/dividing them with the actual QoS value of the executed node, instead of adding/subtracting it. Given the overall estimated QoS (Q EST ), initially the actual workflow QoS (Q ACT ) is assumed to be equal to it. Then, the workflow execution starts visiting the root node, and each inner node is recursively visited. Rebinding is triggered if i) the actual price goes beyond the estimated one over a given percentage; or, clearly, ii) if the actual price violates the SLA.
B. Determining the slice to re-bind
The function triggerRebind() invoked in the algorithm of Figure 2 suspends the workflow execution and performs a re-binding on the workflow slice still to be executed. As shown in Figure 4 , nodes already executed are removed, branches not to be taken anymore are removed, and weights of Loop compound nodes are reduced by the number of already executed iterations. The algorithm presented in Figure 3 describes how this slice is computed. The main variables used in the algorithm are:
• SLICE, CSLICE, T SLICE: contain a workflow slice; • << N ODE >> .container, compound node of the current node (stored in the variable CON T AIN ER);
• << N ODE >> .next: subsequent node of << N ODE >>;
• SEQU EN CE;
• LIST , CLIST : contain the list of already executed nodes in a Flow. Given a node that, after its execution, triggers rebinding, the list of the nodes executed last before the workflow execution was stopped is considered. The slice to be re-bound is recursively computed depending on the position of each of these nodes in the workflow control structure.
Let us assume that the triggering is not performed inside a child process, i.e., inside a Flow. Initially, the slice refers to the triggering node n p . Each Invoke node of the original workflow has a reference to the most external Loop to which it belongs, if any. This reference becomes a reference to a Sequence node on the unlooped workflow (defined at the end of Section II-A). Also, each node has a reference to a next node and a reference to a container node, if they exist.
If the node n p is inside a Loop in the original workflow, then the slice is changed to the referred Sequence node (corresponding to the most external Loop in the original workflow)
, not yet estimated to be completed, i.e., whose inner invoke nodes have "estimated" weights corresponding to the estimated number of executions 3 , greater than zero. Each time the node is traversed, such a weight is decreased. For example, in Figure 4 -a the estimated number of iterations for Loops n3 and n2 are k3 and k2 respectively. At run-time, such estimates can be refined to values k3 ′ and k2 ′ . Let us suppose that the re-binding is triggered in correspondence of node n6 after j3 iterations of Loop n3 and j2 iterations of Loop n2. This means that, to evaluate the QoS of the slice, the estimated number of iterations for node n6 is 3 As said in Section II each node contained inside a Loop is labeled with its estimated number of executions.
, considering also the current iteration) and so on (see the Table in Figure 4 ).
If the current slice is inside a Sequence construct, then the slice is set to a new Sequence node that collects the old slice, and its following nodes, of the Sequence construct. If the node is part of a Case statement of a Switch construct, then the slice is set to have pointers to the next node and the container node of the Switch construct. In fact, as the decision for the Case was taken already, the alternative Cases will never be executed (Figure 4-b) . Finally, the algorithm ends if the current slice is not included in any other control construct, as this will be the re-binding slice.
In case there are more stopped nodes in the list, other then the re-binding triggering node, then the most external Flow construct containing these nodes is considered first for slice computation. The procedure described above is applied to its children threads to get their slices, which will be then composed again in a Flow construct (Figure 4-c) to be the new slice, from where a second recursion of the algorithm above starts.
Given the re-binding slice, the same approach described in Section II-B is used to find its (near)-optimal concretization. However, this time the overall QoS that maximizes the fitness function while meeting the constraints is given by:
AS1 Proxy (equivalent) services matching S1
service S1a service S1b service S1c
Invocation to S1 forwarded to S1a
AS1
Invocation to AS2
Invocation to S2 forwarded to S2b
Composite i.e., the QoS of already executed nodes, plus the estimated QoS of the slice.
IV. TOOL SUPPORT
QoS-aware composition requires web service execution support to be augmented with capabilities for runtime binding and QoS monitoring. Our approach stems from an architecture where, similarly to Mandell and McIlraith (2003) , proxy services are used to enable these functions. Here is a brief description of the tool assumptions on the composition design and its support to execution. More details on the architecture are given in Di .
At design-time, the composite service is specified by an orchestration, for example in WS-BPEL, with reference to abstract services. Concrete services may be searched through a Discovery Tool and lists of preferred services to binding specified for each abstract service. Indeed, at deployment-time, for each abstract service a Proxy service is automatically created, deployed through a Proxy Generator Tool, and bound to the BPEL process. Figure 5 shows a view of the dynamic composition via the Proxy Services, and their collaboration with the Binder and Monitoring components of our execution environment. When the composite service is invoked, the Binder is used to compute an initial set of bindings for the process, based on some SLA with the user, which is then enacted by the Proxy services. During execution, the service lists, maintained by the Proxy services, are periodically refreshed, by interacting with the Discovery Tool, to allow for new published services to be considered (or not available services to be discarded) for future bindings during the process, e.g., in case of re-binding.
Whenever invoked by the process, a Proxy service forwards the invocation message to the service bound. After each service invocation, choice of a Switch or Loop iteration, the process instance is temporarily suspended in order for the Re-binding Trigger to update the current QoS of the process and repeat the estimation. In case rebinding is issued: (i) the workflow slice, i.e., the part of workflow still remaining to be executed, is determined by the Binder; (ii) new bindings are computed so to maximize the QoS on the service slice that remains to be executed; (iii) the obtained bindings are enacted through the Proxy services; and (iv) the process instance execution is resumed.
V. EMPIRICAL STUDY
The object of this empirical study is to analyze the proposed QoS-aware composition and re-binding techniques with the purpose of evaluating their effectiveness and cost/benefit tradeoff. The study is thought to be made from different perspectives, (i) researcher, who wants to improve the existing techniques; and (ii) SOA architect, who wants to adopt late-binding and re-binding mechanisms. This section summarizes them most important results of the empirical study; the interested reader can find further details in a longer technical report (Canfora et al., 2007) .
A. Context Description
The approach proposed in this paper is applied to two different realistic examples of service composition, developed as pilot scenarios in a project related to the creation of a marketplace for service-oriented systems (Canfora et al., 2005a) . One is related to the tourism domain, the other to image manipulation. The first well represents service-oriented systems where there are more equivalent services (e.g., related to hotel or flight booking) that can be replaced at run-time. The second reflects properties of computational intensive services. For simplicity's sake, we will only consider price and response time QoS attributes, although the approach can be applied also to other attributes and to domain-specific attributes (Canfora et al., 2006) . Also, the workflows do not specify dependencies between abstract services.
The first composition example is a travel planning composite service (the workflow is shown in Section V-E, Figure 12 , in the context of a re-binding scenario). The process searches for the availability of a flight to, and accommodation in, a certain city. Also, it allows for booking transportation from the airport to the hotel and from the hotel to the final destination. The process is composed of 9 abstract services.
The second example aims at producing a poster by doing some simple manipulation on a photo (the workflow is shown in Section V-E, Figure 13 ). The process takes as input one or two images, plus some options. In case the rotation is enabled, the image is first rotated. Then, the addConstant operation makes changes to the image basic colors, while the executeMedian smoothens the image. Subsequently, a sum, or a difference (e.g., adding a frame or removing a background) is computed with the second image. Finally, the image is properly scaled.
The two workflows have been annotated by designers with the estimated probabilities for each branch (prob). Since our empirical study aims at assessing the binding and re-binding, we performed the simulations without relying on the Discovery Tool, assuming to have available, for each abstract service specified in the workflows, a list of functionally equivalent concrete services. For each abstract service there can be three to five concrete services available, each one having a different declared price and response time. In our study, each service composition was executed with two different input combinations, leading to the execution of different paths.
The QoS optimization preferences for the two workflows were set up in order to minimize the price under the following response time constraints: (i) Response time < 40 s for the Travel Planner workflow; and (ii) Response time < 60 s for the Image Processing workflow.
B. Research Questions
The empirical study aims to answer the following research questions:
• RQ1: to what extent QoS estimates differ from actual values when executing the process without enabling the re-binding feature? • RQ2: how is the re-binding approach able to recover deviation from the estimates caused by paths followed in the workflow? • RQ3: how is the re-binding approach able to recover in case a service is not available? • RQ4: which is the cost/benefit tradeoff between improving the overall QoS by re-binding and the response time overhead introduced by the re-binding algorithm?
• RQ5: what happens when there is a large variation in the services QoS values?
C. Study settings and measurement instrumentation
We used a simple GA with non-overlapping population and an elitism of 2 (best) individuals. The crossover probability was set to 0.7, and the mutation probability to 0.01. The population size was 50, while the number of generations was 300. The fitness function weights (see equation (5) in Section II-B) were fixed as follows: w i = 1 for price and w i =0 for response time and availability (i.e., minimize the price), and w d = 1.5 (to give a higher weight to the constraint penalty factor).
Workflow executions were performed on a Pentium IV 2.7 GHz machine, with 512 Mb of RAM and Windows XP T M operating system, J2SDK 1.5.01, Tomcat 5.5.9, ActiveBPEL 1.1.3 and Axis 1.2. Response times were measured using a Windows implementation of the Unix time utility, i.e., getting the user CPU time. To avoid bias introduced by randomness analyses were performed by replicating each run a number of times equal to 60. To simulate variation in the response time, actual response time values were obtained by simulating, for the service, a delay modeled with a Gaussian distribution centered in the declared QoS mean value, and with different standard deviations.
D. Empirical Study results
This section reports results of the empirical study, aimed at answering the research questions stated in Section V-B.
1) RQ1: To what extent QoS estimates differ from actual values when executing the process without enabling the re-binding feature?:
In this case QoS variability for each input set is only due to the machine load. Figure 6 shows boxplots of the differences between estimated and actual response time for the two workflows, grouped by input sets. In this case the QoS standard deviation was set to zero: this means that the resulting QoS values for the process just depend on path followed in the workflow and on the system load (for the response time) and on the declared QoS of the services bound. Regarding the price, estimated values, final values and differences are reported in Table II 4 . Differences between QoS estimates and actual values were also tested using the Wilcoxon paired, non-parametric test.
When looking at the boxplots we noticed that, for the Travel Planner process, the time estimation was quite accurate for one input set, not for the other one. This is because one input set determines the execution of the most likely path. For input 1 we can see a slight and significant (p-value< 2 · 10 −16 ) improvement of the response time, in this case due to (i) differences between estimated and measured response time values and (ii) the fact that -although for this scenario the path with highest probability was executed -aggregation formulae consider the weighted sum of the two branches, and thus provide an estimate that differs from the actual value (i.e., only the QoS) of the followed branch. quite accurate on average for both input sets, however input 1 leads to a larger and statistically significant (p-value< 2 · 10 −16 ) variation: this because input 1 lead to the execution of the image rotation, having a large response time only partially accounted in the initial estimate, where the first branch response time was estimated with a weighted sum, with a prob = 0.2 for the branch involving the rotate operation and with a with a prob = 0.8 for the empty branch (having response time=0). For input 2 the difference was not significant (p-value=0.87).
2) RQ2:
How is the re-binding approach able to recover deviation from the estimates caused by paths followed in the workflow?: We compared the final value of the response time with and without enabling the re-binding feature, also in this case setting to zero the standard deviation of the services response time variability. The comparison was supported by a MannWhitney one-tailed test. Figure 7 shows boxplots of final response times with and without the use of rebinding, while the graph in Figure 8 summarizes the results of all runs for the Travel Planner with the re- In particular, each plot shows the estimated response time, the response time value when re-binding was triggered, the new estimate after re-binding was performed, and the final value after the process completed its execution. For the Travel Planner it can be noted that re-binding is crucial for constraint satisfaction for input 2, while it is not triggered for input 1, as the initial estimate was accurate enough to permit process completion without violating the constraint in 100% of the cases. For input 2, re-binding is triggered right after choosing the unlikely path where a car is needed, and the remaining services replaced with others to recover from the underestimation of the response time, by accepting an increase of the price (as shown in Figure 8 ). The response time improvement thanks to re-binding is significant for input 1 (p-value=2.2 ·10 −16 ), while no significant difference was found for input 2 (p-value=0.91).
The boxplots for the Image process show no difference in time for input 1 (p-value=1), because, for that scenario, re-binding was never triggered. It is possible to note some cases with no benefit introduced by rebinding, or, on the contrary, with overhead and performance worsening. These are due to deviations from the estimated response time for the rotation service, invoked in the case of input 2. Recovery from response time constraint violation are counterbalanced by a price increase.
3) RQ3: How is the re-binding approach able to recover in case a service is not available?:
We analyzed the response time of the Travel Plan workflow by simulating the unavailability of the concrete services bound to the workflow for the operations hotelSearch and getHotelInfo. Figure 9 compares the response time estimate with the final response time of the process. Although the process was able to continue its execution, the response time constraint (50 s) was violated. As shown in the third boxplot of the figure and from the data reported on the right-side, only part of the response time increase (3.4 s) is due to the choice of a worse service (in terms of response time) because of the unavailability of a better one. To this increment we need to add the service unavailability timeout (fixed to 10 s) and the overhead introduced by the re-binding algorithm (2.6 s).
4) RQ4: Which is the cost/benefit tradeoff between improving the overall QoS by re-binding and the response time overhead introduced by the re-binding algorithm?:
The analysis of overhead made for RQ3 raised one important question related to the cost/benefit tradeoff of re-binding. In case of service unavailability, paying a re-binding overhead in terms of price and response time might be the only acceptable solution to complete a task. When re-binding is triggered with the aim of recovering from a possible constraint violation, it is necessary to consider whether the re-binding overhead is significantly counterbalanced by a better response time of the alternative services bound. The boxplots in Figure 10 are the basis for a tradeoff cost/benefit analysis on the use of re-binding. This data account for all the runs of the three processes where re-binding was used. Specifically, the boxplots represent:
• Response time gain: the difference between the new estimate of the process response time after rebinding and the estimated value that triggered the re-binding; • Binding overhead: the time spent by the optimization mechanism to compute the new bindings (this is negative as it represents a time loss); • Trade-off: the sum of the two values. From the graphs of both Travel Planner and the Image Processing workflows, we notice that the time overhead introduced by the binding system is well counterbalanced by the time gain resulting by the new bindings.
5) RQ5: What happens when there is a large variation in the services QoS values?:
Runs for each input set were repeated by simulating a variation in the response time with standard deviation equal to {0, 5, 10, 15, 20} percent of the mean value. Figure 11 reports the percentage of runs for which the response time constraint was satisfied when varying the standard deviation. Clearly, this result also depends on the particular constraint chosen. Figure 11 shows that, for the Travel Planner, standard deviations up to 20% ensure constraint satisfaction for over 80% of the runs in the case of input 2, while for input 2 the percentage of successful runs goes below 80% -while remaining over 60% -for standard deviations over 15%. For the Image Processing workflow the percentage of runs satisfying the constraint is always over 60% for standard deviations up to 20% (even over 80% for input 1).
E. Qualitative Analysis
We now discuss two representative scenarios selected from the runs where re-binding was used. These scenarios are depicted in Figures 12 and 13, showing (i) the QoS values for the services invoked in the particular execution (plain boxes); (ii) the QoS values for the services that were initially bound to the process and replaced by the re-binding mechanism (dashed boxes); (iii) the price and response time estimates of the first (pre-execution) concretization of the process, with the estimated execution overhead; (iv) the actual QoS values after the process completed its execution.
In the Travel planner workflow (Figure 12 ), which refers to an execution with input 1, the re-binding was triggered right after evaluating the condition bigDistance to true. As this branch had a very low execution probability (0.1%), for the getCarPrice operation the system had initially chosen a service with relatively high response time (9, 500 ms), in order to reduce the price (1.3 for that service). The re-binding was triggered when the other thread of execution was already completed: to gain response time the only option for the binder was to replace the getCarPrice binding with a service promising a lower response time (3, 500 ms), however with a higher price (4.5).
In the Image Processing workflow, for input 2 the rebinding was triggered right after the condition needRotating was evaluated to true. The rotation operation had been considered an exceptional event by the workflow designer, i.e., having 0.2% of chance, and so the response time of the service initially bound to the executeRotate operation had a very low impact on the overall estimated response time. After re-binding, that service was replaced with another providing the same functionality AS5 AS4 executeDifference executeAdd [add] [ with a lower response time (11, 500 ms instead of 15, 400 ms) however at a higher price (2.4 instead of 1.4). For the other services still to be executed (i.e., part of the rebinding slice) the system did not find alternative bindings in order to achieve a better QoS.
F. Threats to validity
This Section discusses the threats to validity that could affect the case studies presented in this paper.
Threats to Construct validity are mainly due to simplifications introduced when simulating QoS variability and service unavailability. For the latter, we mainly intended to provide an example (rather than a strong validation) of what happens when a service is not available and which factors contribute to increase the response time. Also for QoS variability further analyses would be needed to assess whether the proposed binding/re-binding approach is robust enough under different network and server configurations/load status. This is, however, out of scope of this paper. We limited the analyses to risks concerned with the increase of QoS variability for individual services, impacting on the overall process QoS variability and thus on the likelihood of constraint satisfaction. Finally, as already mentioned our analysis is limited to price and response time. This does not limit the applicability of considerations made in this section, although the approach's capability to re-binding may vary when different attributes are considered.
Internal validity threats can be mainly related to the randomness of results obtained in different runs. In particular, different server and network loads could have influenced the results. Such a threat was limited in two ways: (i) executing service invocations locally on a single machine -not used for other purposes -where clients, workflow engine and services were executed; (ii) replicating each run 60 times and perform statistical analyses over results from all runs.
External validity threats concerns the generalizability of results obtained for the two workflows considered in this paper. Although simple, the workflows (and the services bound to them) implement realistic systems for two different domains, the tourism and the image processing domain. Clearly, the application of the proposed binding/re-binding approach to other systems is always desirable since it could possibly lead to different results.
For case studies it is also important to deal with threats to reliability, concerning the possibility of replicating the results. As above discussed, randomness in the results was limited by repeating each run 60 times. The paper ensures replicability by providing details about the algorithms implemented, the heuristic settings, as well as topologies of the two workflows and QoS values for all the available concrete services (see Canfora et al. (2007) ). Differences indicated as significant in the paper were tested by using, depending on the case, the Wilcoxon Test (for paired comparisons), the Mann-Whitney test (for unpaired comparisons), or the ANOVA (for multiple mean comparison). In all cases the significance level was assumed equal to 95%.
VI. RELATED WORK
QoS aspects for web services constitute an active research area with new theoretic and technological solutions being exploited to allow for a "QoS-aware" lifecycle of services. This section discusses related work in the field of QoS-aware composition and support to composition and binding.
QoS-aware composition is based on the description of the QoS characteristics of the component services and the global QoS preferences to match. The Web Service Offerings Language (WSOL) (Tosic et al., 2003) , the IBM's Web Service Level Agreement (WSLA) language (Ludwig et al., 2003) , and, more recently, WSAgreement (Andrieux et al., 2005) , are examples of QoS description languages. To support a QoS-aware composition, relevant results are those by Cardoso et al. (2004) , Zeng et al. (2004) , and Ardagna and Pernici (2007) . The first proposes a mathematical model for workflow QoS computation, consisting of some metrics aggregation functions for time, price, reliability, and fidelity. We have slightly modified those functions to enable dynamic service (re)binding (see our previous papers Canfora et al. (2004 Canfora et al. ( , 2005c for details), and defined a language to express aggregation functions for application-specific QoS attributes (Canfora et al., 2006) . The QoS aggregation rules defined by Cardoso have been extended recently by Jaeger et al. (2005) to cover all the workflow patterns identified by van der Aalst et al. (2003) .
The work of Zeng et al. (2004) focuses on the problem of identifying workflow bindings based on optimum global and local QoS criteria. The global optimization problem, which is shown on the price, response time, availability and reliability attributes, assumes linearity of the constraints and of the objective function, and is solved through integer programming techniques. In Zeng et al., Loops are unfolded to obtain a Directed Acyclic Graph (DAG), once estimated the number of iterations, and the binding for each task is decided based on the most frequently executed path containing that task. Instead, in Ardagna and Pernici (2007) Loops are "peeled", by considering both the maximum number of iterations expected and the probability of exiting the Loop at each iteration. Thus, the process is transformed into a DAG and the optimization problem is solved similarly to Zeng et al. In our work, all the occurrences of an abstract service in the workflow are bound to the same concrete service, thus reducing the number of variables of the objective function. Clearly, this might lead to a suboptimal solution, although in a shorter time (Canfora et al., 2005b) . Furthermore, we have improved the idea of Zeng et al. on workflow re-binding and introduced a triggering algorithm to predict such an event as soon as possible during execution (Canfora et al., 2005c) . For the global optimization problem we advocate the use of GAs instead, as more general attribute types can be exploited. Indeed, our binding system integrates a tool to compute user-defined aggregation functions for application-specific QoS attributes. The language we defined to express these functions and some examples of application are presented in Canfora et al. (2006) . Empirical data to assess the performance of our GAsbased method against the (linear) integer programming solution is presented in Canfora et al. (2005b) . A recent work by Berbner et al. (2006) proposes heuristics to improve time efficiency of the integer programmingbased QoS-aware composition approach. The problem of determining a global workflow binding that optimizes some objective function has been modeled by Yu and Lin (2005) as a Multiple Choice Knapsack Problem. Again, the method proposed only applies to workflows with a DAG structure. A dynamic adaptation mechanism is also implemented, where alternative paths, in addition to the optimal one, are computed before execution and used in case of service failures at run-time.
Regarding the support for service composition, several approaches have been proposed in literature. Aggarwal et al. (2004) describe a framework for constraint driven service composition. Abstract processes are defined in BPEL4WS and their specification is completed before execution with binding information. Performance issues of the constraint solver are not discussed, neither workflow re-binding is dynamic. Serhani et al. (2005) propose a QoS broker-based architecture to support the client in selecting web services based on his/her required QoS. The broker, exposed as a web service, provides QoS negotiation, verification, certification and monitoring functionality. An efficient approach for service discovery from large-scale service repositories is presented in Zhuge and Liu (2004) . The Service Grid model is used to classify services and a SQL-like query language is proposed for their retrieval.
Web-Flow (Greiner and Rahm, 2004) and eFlow (Casati and Shan, 2001 ) are workflow management systems that offer some support to selection of services according to quality constraints but this is limited to individual tasks. Finally, some very recent works propose to include ad-hoc service calls in the process description to enable dynamic service discovery and late binding (Mandell and McIlraith, 2003) .
VII. CONCLUDING REMARKS
The proposed binding and re-binding framework determines the bindings by solving, through GAs, a constrained optimization problem. For a particular binding configuration, the workflow QoS is estimated according to some QoS aggregation formulae. The advantage of using GA is in the possibility of considering any, even non linear, aggregation formulae, and also permitting the optimization of domain-specific, user defined QoS attributes (Canfora et al., 2006) . At run-time, actual QoS values may or may not reflect the estimates; in particular large deviations can be due for paths that, according to execution probabilities and estimated number of iterations annotated on the workflow, are considered as "unlikely". Such probabilities and iteration estimates can, of course, be refined by means of monitoring data, so that the annotations reflect, for example the typical, recent usage scenario for a particular user. On the other hand, equally distributed probabilities for all branches of a switch construct can, instead, minimize the risks when unlikely paths are executed. As shown in Canfora et al. (2005b) , the approach demonstrated to be also very scalable when the number of possible bindings increases, also when compared to alternative techniques (e.g., integer programming).
QoS deviations, even due to poor estimates, to the execution of unlikely paths or to large variability in some service QoS, can raise the need for re-binding. The proposed approach aims at refining the QoS estimates every time new information (Loop iterations, Branch choice, or QoS measurement for an invoked service) is available. This allows for "early predicting" the need for re-binding, possibly before it would be too late and any recovery action would become ineffective. In many cases, the use of re-binding has been able to increase the percentage of runs where response time constraints were satisfied. This was possible accepting service having a higher price, however a response time small enough to permit constraint satisfaction.
Especially when constraints are imposed on the response time, re-binding may or may not be convenient, since the response time gain due to the new bindings must be able to (i) contrast the QoS deviation that caused re-binding and (ii) account for the overhead introduced by the binding mechanism (2.6 s in our configuration). Re-binding can be almost always useful when service response times are of order of magnitude greater than the binding overhead; on the contrary it is clearly useless for very fast services. Things change when the workflow QoS is constrained on the price: in that case the binding overhead does not count, and attempting to find cheaper services is always worth. Finally, early re-binding triggering plays an important role: a re-binding slice comprising a high percentage of the workflow services ensures a higher degree of freedom in selecting a set of services able to successfully recover the QoS deviation. When re-binding is triggered too late, i.e., only few services still have to be executed, there is not much that can be done.
When a service is not available, two strategies are possible: (i) continuing the process execution, accepting the violation of response time and possibly a price increase; or (ii) interrupting the process execution. The latter has to be preferred in some application domains, such as timedependent systems, or in some business contexts where the violation of SLA constraints may lead to relevant penalties. In any case, although a re-binding can permit the completion of the workflow execution, the final response time needs to account for both unavailability timeout and for the re-binding overhead. When this is not acceptable, the process interruption is the only viable alternative.
Although the proposed approach is able to recover from QoS deviation also due to the variability of single service QoS, the risk of constraint violation can increase when such a variability is too high. This needs to be accounted by SLA negotiation mechanisms other than by the service binder machinery.
The proposed approach, properly integrated with a binding rule definition mechanism , with a monitoring mechanism (Baresi et al., 2004) , and with a run-time service discovery mechanism (Spanoudakis et al., 2005) has been engineered into the service-centric run-time platform developed within the SeCSE European Project 5 . Work-in-progress is devoted to improve the proposed approach in various ways. First, we are integrating the approach with a SLA negotiation approach (Di Nitto et al., 2007) , so that QoS offers of services to be bound will be negotiated to better achieve the QoS objective and will be re-negotiated to facilitate the QoS constraint fulfillment in case of re-binding. Also, we plan to integrate the domain-specific QoS attribute definition language (Canfora et al., 2006) in the related platform. Finally, further case studies are needed to better support our empirical results.
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