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Abstract
In this paper we explore some of the various issues that may occur in attempting to fit a
dynamical systems (either agent- or continuum-based) model of urban crime to data on just
the attack times and locations. We show how one may carry out a regression analysis for
the model described by [M.B. Short, M.R. DOrsogna, V. B. Pasour, G. E. Tita, P. Jeffrey
Brantingham, A. L. Bertozzi, and L. B. Chayes, Math. Mod. Meth. Appl. Sci. 2008] by using
simulated attack data from the agent-based model. It is discussed how one can incorporate
the attack data into the partial differential equations for the expected attractiveness to burgle
and the criminal density to predict crime rates between attacks. Using this predicted crime
rate, we derive a likelihood function that one can maximise in order to fit parameters and/or
initial conditions for the model. We focus on carrying out data assimilation for two different
parameter regions, namely in the case where stationary and non-stationary crime hotspots form.
It is found that the likelihood function is ‘flat’ for large ranges of parameters, and that this has
major implications for crime forecasting. Hence, we look at how one might carry out a goodness-
of-fit and forecasting analysis for crime rates given the range of parameter fits. We show how
one can use the Kolmogorov-Smirnov statistic to assess the goodness-of-fit. The dynamical
systems analysis of the partial differential equations proves invaluable to understanding how the
crime rate forecasts depend on the parameters and their sensitivity. Finally, we outline several
interesting directions for future research in this area where we believe that the combination of
dynamical systems modelling, analysis, and data assimilation can prove effective in developing
policing strategies for urban crime.
1 Introduction
One major goal of current research on the mathematics of crime is to develop methods by which
crime data can be joined with mathematical models in order to predict future criminal events and aid
in developing more effective policing. Toward this end, many sophisticated statistical approaches
have been employed that use crime data to estimate spatial and/or temporal risk distributions,
which may then be projected forward in time to predict future events. These methods sometimes
focus on more stationary crime distributions by correlating crimes with such factors as socio-
economic demographics or spatial proximity to so-called crime generators or attractors [17, 20, 32],
which tend to change slowly over time. Other methods focus on the self-exciting nature of crime –
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the fact that criminal events often increase the risk of further events in the nearby spatio-temporal
region– and typically use kernel density estimation techniques to determine the precise way in which
future risk is affected by recent criminal events [4, 5, 10, 15, 16].
As a specific example of this statistical approach to crime modeling, consider the ETAS (Epidemic
Type Aftershock Sequence) model first employed in [24]. This method attempts to capture both
stationary and transitory crime levels using only information on prior crimes; namely, the locations
and times of previous criminal events. Within this framework, crimes are interpreted as random
events generated by an underlying self-exciting point process, governed by the spatio-temporal
intensity (probability density) function
λ(x, t) = µ(x, t) +
∑
ti<t
g(|x− xi|, t− ti) . (1.1)
Here, the crime rate density at location x and time t, λ(x, t), is modeled as a linear superposition
of a background rate µ(x, t), meant to capture events that occur independent of the crime history
(not due to self-excitation), and an excitation kernel g that measures precisely how each prior event
i, at location xi and time ti, influences the crime rate at location x and time t. Under this model,
then, every criminal event is either a background event, if it was triggered by background rate µ,
or a daughter event of prior crime i, if it was triggered by the excitation kernel g due to event i.
Using an Expectation Maximization (EM) method and non-parametric kernel density estimation,
one can fit crime data to the model (1.1), revealing the underlying kernels µ and g. These fitted
kernels can then be used to predict crimes into the near future, as has been done recently in Los
Angeles and other cities [25]. We note that the model (1.1) falls within a wider class of Hawkes
processes where various data assimilation techniques are being investigated; see for example [22].
Though these statistical methods are powerful and can be quite useful, they do suffer from some
drawbacks. Chief amongst these is the fact that these methods do not typically elucidate any causal
mechanisms for why the kernels are as measured. For example, the ETAS model will return an
excitation kernel g, but understanding why the kernel behaves as it does may be far from clear.
This is not necessarily an issue if your main goal is simply to predict future events, perhaps so
that law enforcement might station patrol units at likely locations in an effort to dissuade crime.
However, one might also want to enact other crime control measures directly targeted at altering
the structure of g to reduce crime, but, lacking an understanding of what mechanisms are driving
the structure of g in the first place, this task becomes rather difficult.
To address concerns such as these, one might, instead of using a statistical approach, turn to more
explicit mathematical models of criminal behavior that have clear causal mechanisms embedded
within them. One such model that we will focus on in this paper is that of Short et al. [29], which we
will refer to as the LA model (it having been constructed by a team of researchers in Los Angeles).
In doing this, one gains clear interpretations of parameters and mechanisms, opening more avenues
for police strategies to lower crime. However, we have now traded one difficulty for another -
namely, how does one best fit such a model to existing crime data? This is an especially tricky
problem in the case of the LA model, since the model’s dynamic quantities of interest – criminal
density and crime attractiveness – are not directly measurable by themselves. Instead, we have
data on the times and locations of criminal events, which are a function of these two quantities.
In this paper, we take a first look at incorporating data into the LA model by focusing specifically
on how one may carry out data assimilation for the model. Our aim is not to be exhaustive but to
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highlight this as an area for more detailed investigation in the future. To explore the issues with
data assimilation without getting into the technical difficulties of dealing with real crime data (or
worrying about whether the model is a good reflection of reality or not), we use the 1D, agent-
based version of the LA model to generate a set of criminal attack times and locations that we
will treat as ground truth. The 1D model represents burglary on a street and possesses the same
phenomenology as the 2D version i.e., hotspot formation. The task is then to find the parameters
and initial conditions for the continuum version of the model only knowing these attack times and
locations. Of course, the real goal of any data assimilation is to use the model to forecast possible
scenarios. We will explore both the assimilation and forecasting issues mainly in the context
where the attack distribution becomes a quasi-stationary process in time and space. However, our
assimilation procedure is generalisable to the case when the attack distributions are non-stationary
and we will discuss this as well.
There are several major issues that one needs to overcome in order to carry out this analysis. Firstly,
as mentioned above, there is the complication that the LA model (and others) only predicts the
location of criminals (not known) and the probability for the criminals to attack (a non-physical
variable). In either case, the data is simply not known or can never be known. Secondly, agent-
based crime models are often stochastic and so fitting a single model run to data makes little
sense e.g., how does one deal with an attack when a single model run says there is no criminal
present? Hence, one needs to fit probability distributions of the models and this quickly becomes
computationally very expensive. For both problems we show how one can overcome them in the
context of the agent-based LA model. We note that data assimilation for agent-based models is an
emerging field; see for example [7, 12].
We will show that using just ‘optimal’ parameter fits could yield poor forecasts and we find from
the data assimilation step a feasible region of parameter space that could provide a good model
fit. Therefore, one needs to have a good understanding of how the dynamics of the model depend
on the parameters in order to provide good forecasts. Here the dynamical systems investigations
of [3, 19, 21, 26, 27] prove invaluable.
The paper is outlined as follows. In §2 we briefly review the agent-based LA model [29] and
the averaged PDE system derived from the agent-based model. We then explain our setup and
methodology in §3. The data assimilation is carried out in §4, where we generate the attack data
and incorporate this into a model to carry out the regression analysis. We then use the model to
predict a range of various scenarios that may be observed in §4.4. Finally, in §5 we discuss our
results and outline future directions of research.
2 Review of the LA model
2.1 Agent-based model
The agent-based stochastic model of Short et al. [29] simulates two quantities on a lattice; the loca-
tions of the criminal agents that will commit the burglaries at the lattice sites and an attractiveness
of each lattice site to a burglar, which is to be understood as the rate at which criminals located
at that site commit burglaries. The attractiveness field, As(t) at the lattice site, s, is modelled as
As(t) = A
0 +Bs(t), (2.1)
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where A0 is the intrinsic attractiveness of site s and Bs(t) is the dynamic attractiveness. Thus,
the model attempts to capture the possibility of both static hotspots through A0 and dynamic
hotspots through Bs; these quantities are similar in spirit to µ and g from the ETAS model (1.1).
The dynamic attractiveness will be used to model the self-excitation effects, which are two-fold
[28]. First, it is noted that when a specific home s is burgled, the rate of burglaries at s increases
in the near future; this is sometimes referred to as the ‘exact-repeat’ effect. Second, there is
a neighborhood effect, such that a crime at s increases the likelihood of future crimes at sites
neighboring s as well; this is sometimes referred to as the ‘near-repeat’ effect. So, in 1D, the
dynamic attractiveness B at each site is given by
Bs(t+ δt) =
[
Bs(t) +
ηl2
2
∆Bs(t)
]
(1− ωδt) + ΘEs(t), (2.2)
where η ∈ [0, 1] measures the relative strength of neighbourhood effects, l is the lattice spacing, ω
is the dynamic attractiveness decay rate (so that elevated crime risk lasts only a finite amount of
time), Θ is the increase of the attractiveness of s due to one burglary event there, ∆ is the discrete
spatial Laplacian operator and Es(t) is the number of burglaries that occurred at site s over the
timestep δt.
To model the criminal agents, the LA model assumes that criminals are performing a random walk
biased toward areas of higher attractiveness and occasionally committing crimes, which ends their
walk. So, during any given timestep δt, a criminal agent at location s may either commit a crime
there, thus ending his movement and removing him from the lattice, or choose a new location to
move to among the neighboring sites of s. The probability of committing a crime is given by
ps = 1− e−As(t)δt, (2.3)
and, assuming no crime is committed, the probability of moving to site s′ that is a neighbor of s
(let the notation s′ ∼ s signify this) is
qs→s′ =
As′∑
s′∼sAs′
. (2.4)
Finally, criminals are also introduced at each site via a stationary Poisson process with rate Γ.
The agent-based LA model thus contains 7 parameters: A0, η, ω, θ, Γ, `, and δt. In [29] it is shown
that the behavior of the model varies substantially across parameter regimes, but that three basic
forms of behavior are present: no hotspots, transitory hotspots, and stationary hotspots. In the no
hotspot case, crime levels are roughly uniform over space and time; in the transitory hotspot case
crime levels are not uniform over short time intervals, in which spatial hotspots exist but tend to
move around and die out over longer periods of time; and in the stationary hotspot case, spatial
hotspots form and remain indefinitely, leading to very non-uniform crime levels.
2.2 PDE model
The above agent-based model can be converted into a pair of PDEs by first replacing all stochastic
quantities with their expectation values and then taking the limit as ` → 0 and δt → 0, with
`2/2δt = D and 2Θδt = θ fixed. Upon doing so, and assuming that A0 is uniform in space, one
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obtains
At =ηDAxx − ω(A−A0) + θDρA, (2.5a)
ρt =D
[
ρx − 2ρ
A
Ax
]
x
− ρA+ γ, (2.5b)
where A = A(x, t) is the continuum attractiveness field; ρ = ρ(x, t) is the criminal density; η, ω,
and A0 are the same parameters as in the agent-based model; D (the diffusion coefficient) and θ
are as indicated above; and γ is the rate of criminal generation per unit area.
Note in particular the quantity ρA that appears in both equations. This is the average crime
rate density, akin to the quantity λ from the ETAS model (1.1). Within the equation for A, this
term serves as a generator of attractiveness due to the self-excitation present in the model. In the
equation for ρ, this term acts as a sink for criminals, since they are removed from the lattice when
they commit crimes. This term also represents the quantity closest to actual data that we may
want to assimilate into the model, which are times and locations of criminal events. However, ρA
is a stochastic intensity, and any actual events are but one realization of this intensity. At the same
time, though, the self-excitation of the model demands that the system evolve in such a way as to
respond to this realization, rather than to the underlying intensity. It is these considerations that
we explore below when determining how best to assimilate ‘data’ into this PDE model.
We will now just provide a brief overview of some standard dynamical systems results for the PDE
system (2.5). Steady spatially homogeneous states, (A, ρ) = (A¯, ρ¯) satisfy
A¯ =
θDγ +A0ω
ω
, ρ¯ =
γω
θDγ +A0ω
,
and the crime rate ρ¯A¯ = γ (and hence only depends on the criminal generation per unit area).
This state is lineally stable to spatially periodic perturbations provided
η >
3ρ¯+ 1−√12ρ¯
A¯
,
otherwise stationary spatially periodic hotspots form; see [26, 29]. In this paper, we will be looking
at the case that η  1. A good description of the stationary hotspots in the case when η  1, can
be found by using singular perturbation theory; see [3, 19, 21]. Employing the rescaling
A˜ =
A
ω
, ρ˜ =
θD
ω
ρ, x˜ =
√
ωx, t˜ = ωt, α =
A0
ω
, β =
γθD
ω2
, 2 = ηD,
yields the PDE system studied by Kolokolnikov et al. [19] and Berestycki et al. [3]
A˜t˜ =
2A˜x˜x˜ −A+ ρ˜A˜+ α, (2.6)
ρ˜t˜ =D
[
ρ˜x˜ − 2ρ˜
A˜
A˜x˜
]
x˜
− ρ˜A˜+ β. (2.7)
They showed that in the case that D  1 and   1, the PDE system possesses a stationary
hotspot of the form
A˜ ∼
(
2Lβ
pi
− α
)
sech
(
x˜

)
+ α, ρ˜ = 2sech2
(
x˜

)
,
where x˜ ∈ [−L,L] periodic. For our purposes, the crime rate of the stationary hotspot is of interest
and is given by (in original variables)
ρA ∼ 2ω
2
θD
sech2
(
x√
ω
)[(
2LγθD
piω2
− A
0
ω
)
sech
(
x√
ω
)
+
A0
ω
]
,
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on x ∈ [−L,L]/√ω. Some basic observations of this crime rate is that √ω governs the width of the
hotspot with it being most sensitive to  i.e., η and D. The maximum crime rate in this situation
is given by 4Lγ/pi and is just governed by the parameters γ, the criminal generation per unit area,
the diffusion coefficient D and η, the size of the neighbourhood effects.
3 Set-up
3.1 Truth and model runs
In order to explore the data assimilation issues directly without getting into the technical difficulties
of dealing with real crime data, we use the 1D version of the agent-based LA model to construct
‘ground truth’ data that we will then proceed to assimilate into the PDE model. We simulate the
agent-based model to a time T with the attractiveness at each point initially set to A0 + θDγ/ω
(i.e., the spatially homogeneous steady state) and the number of criminals at each location initially
set to one. The simulated attack times tk and locations xk, which we denote as y(xk, tk) where
k = 1, . . . N and N is the total number of attacks in the simulation, are then collated.
Bearing in mind the points raised in §2.2 concerning the term ρA in the PDEs (2.5), we proceed
with the continuum model as follows. First, we note that in (2.5a), the ρA term acts as a source
of attractiveness, which corresponds to the local increase in attractiveness Θ that occurs in the
agent-based model whenever an event occurs. So, to allow the attractiveness field to evolve in such
a way that the locations of actual events are respected, we remove the ρA term from (2.5a). This
leaves the PDE
At = ηDAxx − ω(A−A0), (3.1)
which is completely uncoupled from ρ, and in fact is linear with an exact solution available, given
initial and boundary conditions. The events are then introduced back into this field’s evolution in
the following way. Let time t′ be a moment at which no event occurs, with A(x, t′) fully specified,
and the next actual event from the data sequence y that will occur subsequent to t′ be event k. We
evolve A using (3.1) until time tk. Then, the new field A(x, tk) is instantaneously modified via
A(x, tk)→ A(x, tk) + θDδ(x− xk) , (3.2)
where δ(x) is the Dirac delta function. Hence, the event k has caused a sudden increase in at-
tractiveness, of magnitude θD, localized at xk at time tk; precisely what should occur given the
agent-based model. This process can then be repeated as necessary until time T is reached, giving
a full solution for A(x, t) over the time-frame of interest.
Given the modification made to (2.5a) in order to incorporate the event data, one must also consider
how (2.5b) should be modified. Here, though, the answer is not so simple. The ρA term in (2.5b)
serves as a sink for criminals, corresponding to the removal of each criminal from the agent-based
model once he commits a crime. However, it would be incorrect to simply drop the ρA term from
(2.5b) and instead locally decrease the density of criminals ρ after each criminal event, as would be
the analog to how the dynamics of A were modified. This is because ρ is really a linear combination
of probability distributions on where criminals are located in space at a given time. Hence, in order
to remove the offending criminal properly, we would first have to determine for each offender in our
superposition the probability that he was the offender that committed the crime at xk at time tk,
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then alter ρ globally by subtracting from it the probability distribution for each individual offender
weighted by the probability that he was the one who committed the crime in question.
To better illustrate this, let us consider a simple scenario in which γ = 0, so that no new offenders
are introduced, and for which A(x, 0) = A0 and ρ(x, 0) = δ(x − x1) + δ(x − x2), such that we
initially have two criminals, which we will refer to as criminal 1 and criminal 2, starting out located
precisely at points x1 and x2, respectively. Further suppose the first event is at x = 0 at time t = t1
and that our spatial domain is infinite in extent. Since no events are occurring between times 0
and t1, A(x, t) = A
0 for all times up to t1, and no criminals ought to be removed over this time, so
that ρ will evolve according to
ρt = D
[
ρx − 2ρ
A
Ax
]
x
. (3.3)
However, since Ax = 0, we have ρ solving the standard heat equation, such that the solution at
time 0 < t ≤ t1 is simply
ρ(x, t) =
1√
4piDt
[
e−(x−x1)
2/4Dt + e−(x−x2)
2/4Dt
]
. (3.4)
When the first event happens, then, we must first determine for each of our criminals the probability
that they are the one committing the crime. Since each criminal is equally likely to commit the
crime, conditional on the fact that they are present at x = 0 at time t = t1, these probabilities are
given by the relative proportion of ρ that each criminal contributes at the origin at t1. Hence,
p1 =
e−(x1)2/4Dt1
e−(x1)2/4Dt1 + e−(x2)2/4Dt1
, p2 =
e−(x2)2/4Dt1
e−(x1)2/4Dt1 + e−(x2)2/4Dt1
. (3.5)
Once the event occurs, we must instantaneously remove a criminal. To do so, we subtract from
ρ each individual’s own current probability distribution weighted by the probability that they
committed the crime, so that ρ(x, t1) is modified by the criminal event to be
ρ(x, t1) =
1√
4piDt1
[
(1− p1)e−(x−x1)2/4Dt1 + (1− p2)e−(x−x2)2/4Dt1
]
. (3.6)
In principle, one could extend this technique to the more general case where γ 6= 0 and initial
conditions are arbitrary. The first task of determining the probability that each criminal is the
one committing the next event can be recast into a geographic profiling problem [23], where one
attempts to determine where the criminal who committed an event originated. Once this has been
determined, the criminal density can then be altered as described above in response to the event.
However, given that this process would likely increase the computational time for our method
significantly with questionable benefits to accuracy, we leave its implementation to further work.
Instead, we take a more practical approach here, and simply leave the equation that we use to solve
for ρ unaltered from the form (2.5b), so that the discrete events are only directly used to modify
the attractiveness field (though they indirectly alter ρ through its coupling with A). Looking back
to the original PDE system (2.5), if the approximation for the attractiveness field A is reasonable,
then the approximation of the expected crime rate, ρA, should also be reasonable since
ρA =
1
θD
[
At − ηDAxx + ω(A−A0)
]
,
and the righthand side solely depends on A. We justify this choice ex post facto by noting that
this method yields results that appear quite reasonable, both in terms of parameter estimates and
in direct comparisons between ρ and the true agent density.
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In summary, then, the events are assimilated into the PDE model by simulating the equations
At =ηDAxx − ω(A−A0), (3.7a)
ρt =D
[
ρx − 2ρ
A
Ax
]
x
− ρA+ γ, (3.7b)
between each attack. In order to initialise the PDE system, we set A(x, 0) = A0+θDγ/ω, ρ(x, 0) =
1/l2. We then simulate the PDE system to the first attack time, tk, happening at xk. At tk, we stop
the PDE simulation and re-start the simulation with an updated A-function where we have increased
the attractiveness at xk by the number of attacks that occurred at xk times θD/δx, where δx is the
computational spatial grid size; the 1/δx term represents our computational approximation of the
Dirac delta. The ρ function is re-started with the same value before the simulation was terminated.
We repeat this re-start at every attack time to yield A(x, t) and ρ(x, t).
We discretise the PDE system (3.7) as follows. For the A equation we discretise space using an equi-
spaced mesh and use a second-order finite-difference (or pseudo-spectral Fourier method) to evaluate
the spatial derivative, Axx. To time-step the PDE, we use a first-order semi-implicit method where
the spatial derivative is solved for in the advanced time-step; see [9]. The discretisation of the ρ
equation is more difficult. We found that a similar space and time discretisation to that for the
A-equation was numerically very unstable due to the delta functions being introduced in A at each
attack time and location. Hence, we employ a time-step method inspired by that of the agent-based
model; see [29, equation (3.3)]. First, we split the linear operator in (3.7b) such that we treat the
−ρA term first, leaving an equation with an exact solution that will behave well even for the high
A values that accompany the delta function additions. Accordingly, we let ρ˜i(t) = ρie
−Aiδt, where
Ai(t) ≈ A(xi, t), ρi(t) ≈ ρ(xi, t), the space mesh is given by xi = iδx, i = 0, 1, . . . , Nx, δx is the
computational grid spacing, and δt is the time-step. The remaining linear operator acting on ρ˜ is
then approximated by the following scheme, which leaves us with our updated value of ρ:
ρi(t+ δt) =
(
1− 2Dδt
(δx)2
)
ρ˜i +
2Dδt
(δx)2
Ai
[
ρ˜i+1
Ai +Ai+2
+
ρ˜i−1
Ai +Ai−2
]
+ δtγ. (3.8)
Note that this scheme avoids any direct calculations of Ax, which would tend to give very large
values near the delta functions, and is thus better behaved. The relationship of this scheme to
(3.7b) is detailed in Appendix A.
3.2 Log-likelihood function of observing the attacks
Using the simulated PDE described in the previous section, we now describe a function that mea-
sures the goodness of the PDE model fit to the discrete data. Between any attacks we have the
following situation as shown in Fig. 1, where we have n time intervals of size δt and space size δx
with no attacks and then a final time interval during which we know an attack occurred. Our aim
is to calculate a probability that this situation occurs that we can then maximise over the set q of
model parameters.
We assume that the probability of a criminal attacking a location region x ∈ [xj − δx/2, xj + δx/2]
in the time interval t ∈ [ti, ti + δt] is governed by a Poisson process with rate
λij = ρ(xj , ti)A(xj , ti)δtδx,
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Figure 1: A schematic sketch of when attacks occur in one point in space.
where ρ and A are calculated from the simulation of (3.7). Hence, the probability that a criminal
does not attack in a time interval t ∈ [ti, ti + δt] and space interval x ∈ [xj − δx/2, xj + δx/2] is
given by
P(no attack in t ∈ [ti, ti + δt]|q) = e−λij , (3.9)
where q is the vector of parameters to be fitted. Similarly, the probability that an attack occurs in
a space interval x ∈ [xj − δx/2, xj + δx/2] and time interval t ∈ [ti, ti + δt] is given by
P(one attack in t ∈ [ti, ti + δt]|q) = λije−λij . (3.10)
Assuming that the events in each interval are independent, we compute the total probability of no
attacks in the time interval t ∈ [tk, tk+1] in a space interval x ∈ [xj − δx/2, xj + δx/2] followed by
an event at tk+1 as
P(no attack in t ∈ [tk, tk+1 − δt] ∧ attack in t ∈ [tk+1 − δt, tk+1]|q) = λ(k+1),je−λ(k+1),j · e−
∑n−1
i=1 λij ,
(3.11)
Computing the probability for all the N number of attacks from the agent-based simulation to
time T , summing over all space and taking the continuum limit as δx, δt→ 0, yields the likelihood
function of observing the attacks,
P(observing the attacks|q) ∝
(
N∏
k=1
ρ(xk, tk)A(xk, tk)
)
· exp
(
−
∫ T
0
∫ Lx
0
ρAdxdt
)
. (3.12)
We wish to maximise this likelihood function over the set of unknown parameters q. It is often
easier to deal with the natural logarithm of the likelihood function and so for computational reasons
we will use the log likelihood function, L
L(attacks; q) =
N∑
k=1
log (ρ(xk, tk)A(xk, tk))−
∫ T
0
∫ Lx
0
ρAdxdt. (3.13)
Note that this is the same log likelihood function that is maximized in other methods (such as
ETAS) of crime density estimation. The essential interpretation is that we would like our simulated
ρ and A to have a large product at the times and locations where events occurred, but we do not
want the spatio-temporal integral of their product (which is the expected number of crimes) to be
arbitrarily large to achieve this.
3.3 Kolmogorov-Smirnov (KS) Statistic
Once the MLE method has been used to carry out the fitting, it is desirable to also assess the quality
of the fit without prior knowledge of the ‘truth’. Solely using point estimates for the forecasting can
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lead to a false sense of confidence in the scenario analysis and hence it is crucial for the forecasting
to have some knowledge of the confidence intervals for the fit. Here we construct a standard non-
parametric Kolmogorov-Smirnov (KS) statistic to help assess the goodness-of-fit from the MLE
that does not require knowledge of the ‘truth’. This test comes with the standard assumption of a
perfect model and should be used only as a “rule-of-thumb” to assess the quality of the fit.
Given a time-dependent attack rate λ(xj , t) at a location xj and
∫ t
0 λ(xj , u)du <∞ for all t ∈ [0, T ],
we can define the transformed time scale
sjk =
∫ tk
0
λ(xj , u)du, (3.14)
where the tk is the k
th attack time. For convenience, we suppress the j− superscript and subscript.
It is well known that the series {sk} is a Poisson process with constant unit rate [6]. Therefore, the
elapsed time between the (k − 1)st and the kth attacks, denoted by
τk = sk − sk−1, (3.15)
has an exponential distribution with mean 1. It follows immediately that zk := 1 − exp(τk) has a
uniform distribution on the interval (0, 1). This allows us to apply the Kolmogorov-Smirnov (KS)
test for zk as the following
DN = sup
τ
|FN (z)− z|, (3.16)
where N is the number of data points and FN (z) is the empirical distribution function of the
series z1, . . . , zN . If the estimate λ(x, t) statistically agrees with the actual series of the attack
times tk, DN should be small and we should expect the optimal parameter estimate to produce
the attack rate that minimizes DN over the parameter space. In addition, if the estimate of the
intensity function is correct, the points zk should lie on the 45−degree line. For a sufficiently large
N , the 95% confidence intervals are approximated as bk ± 1.36/N1/2, where bk = (k − 1/2)/N for
k = 1, . . . , N [14].
We note that one could use the KS-statistic instead of the MLE method to carry out the fitting.
In this case, we have found that it yields similar results (not shown) to the MLE but with the
disadvantage that the KS-statistic can no longer be used to compute confidence intervals.
4 Results
4.1 Implementation & initial comparison between ABM and PDE simulations
We use the agent-based model (ABM) to generate a ‘truth’ run. To this end, we solve the agent-
based model with 66 spatial grid points and δt = 0.01 and grid spacing ` = 1. The true observation
is the attack times and locations over the time period t ∈ [0, T ] for T = 70. We discretise the PDE
on the same temporal and spatial mesh for simplicity, but note that this is not necessary.
We will focus on two sets of parameters:
• Stationary Hotspots: We set the model parameters to ω = 1/15, η = 0.03,Θ = 0.056,Γ =
0.19, A0 = 1/300 .
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• Non-Stationary Hotspots: We set the model parameters to ω = 1/15, η = 0.2,Θ =
0.0056,Γ = 0.19, A0 = 1/30.
For the stationary hotspot case we imagine it will be easier to carry out data assimilation as one
just needs enough attack data for the expected crime rate to converge. However, it is unlikely that
one has stationary hotspots in reality and so we also look at the second case where the hotspots
are not stationary.
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Figure 2: Comparison between simulated ABM and PDE. For the stationary hotspot case, we plot errorw
in panel (a) and errors in panel (b). For the non-stationary case we plot in panel (d) errorw and panel
(e) errors. In panels (c) & (f) we plot the weak and strong point-wise difference (the mean, 〈·〉t, taken
over the time interval t ∈ [0, 70]) of the criminal density for the stationary and non-stationary hotspot case,
respectively.
Before carrying out any data assimilation, we first investigate how the ABM and PDE compare
when we know the true parameter values. We find for the stationary hotspot case, there are roughly
1200 attacks in the time interval t ∈ [0, 70] and approximately 700 attacks for the non-stationary
hotspot case. In figure 2, we plot for both sets of parameters two different ‘errors’:
• weak difference: errorw(u(t)) =
∥∥〈u(t)ABM〉t − 〈u(t)PDE〉t∥∥2, where 〈·〉t is the temporal
mean of u(t) from t = 0 to time t.
• strong difference: errors(u(t)) =
〈∥∥u(t)ABM − u(t)PDE∥∥2〉t, where 〈·〉t is the temporal
mean of u(t) from t = 0 to time t.
We see in figure 2 that the attractiveness field, A, is well approximated even point-wise indicating
that the dynamics between the attacks is governed by the first equation in (3.7). Despite the
issue with not evolving the criminal density between attacks correctly, as discussed in §3, we see
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in Figure 2(c) & (f) that on average we fail in certain locations to correctly predict the number
of criminals point-wise by one for the stationary hotspot case and by approximately two in the
non-stationary case when looking at the strong difference, errors. This is an exceedingly good
approximation given that we are comparing individual realisations of a stochastic ABM with the
PDE model approximation: given the discrete nature of the number of criminals in the ABM one
would expect to get the precise locations of individual criminals wrong due to rounding alone.
However, if we look at the weak difference between the ABM and PDE criminal densities the
results are even better. Hence, we believe the PDE (3.7) simulation between attacks to sufficiently
accurately represent the ABM dynamics. For the computation of the log-likelihood function we use
the fields A and ρ generated from the PDE model. Since the log-likelihood function (3.13) involves
a log-average of all the crime-rate intensities over all the attacks and a space-time average over
the crime-rate fields only the weak error matters since we just need the average crime rate at each
spatial location. Hence, we expect the log-likelihood function (3.13) to be a good measure of how
close the PDE is to the truth.
4.2 Data assimilation
In this section we will look at how to maximise (3.13) over the set q of model parameters; specifically,
q = {ω, η,Θ,Γ, A0, D} in the special case where we know in advance the initial conditions for the
PDE simulations.
We will first look at the stationary hotspot case. We assimilated approximately 800 attacks to
construct the log likelihood function. In Figure 3, we plot the log-likelihood function as we vary
just one parameter keeping all the others fixed at “truth”. Here we see that the log-likelihood
function does a good job of estimating the parameters with the maxima of L being close to the
true parameter values. However, it should be noted that due to the discrepancy between the agent-
based and PDE models, the optimal parameter values for the PDE model are not necessarily the
same as the true parameter values used in the truth run. We have found that the maxima of
the log-likelihood function do vary slightly for independent runs of the simulated attack data. In
particular, if there are multiple crime hotspots then the log-likelihood function is maximal closer
to the true parameter values.
Figure 3 shows the values of the likelihood function evaluated for the i−th element of q, denoted
by qi, while setting qj , j 6= i, to the true parameter values. In Figure 4, the (i, j)−th off-diagonal
blocks for i < j show the values of the likelihood function evaluated on the 11× 11 grid points for
the parameters qi and qj , while setting the others to the true parameter values (i.e. two parameters
are co-varied).
The advantage of plotting the likelihood over q is that one can begin to understand the parameter
sensitivity or uncertainty of the model fit and how parameters are correlated. If two parameters
were strongly correlated to each other then the likelihood function would be maximal along a
diagonal line. A flat likelihood indicates that a large range of parameters could fit the data equally
well. We see that the neighbourhood effect parameter, η, and the decay rate, ω, are the most
sensitive parameters. As discussed in §2.2, from the dynamical systems analysis, we expect the
maximum height of the crime rate and the width of the hotspot to be most sensitive to η and
ω, and this appears to be borne out in the data assimilation. In addition, Figure 4 shows very
low (pairwise) correlations, indicating no linear dependency among these parameters. Figure 3
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Figure 3: Log likelihood function plots for the stationary hotspot case with all parameters fixed at “truth”
and just one parameter varied. The vertical dashed lines denote the ‘true’ parameter values.
& 4 suggests that just taking an optimal parameter fit may not capture the full range of future
scenarios and hence one needs to understand the ranges parameters can take. For the purposes of
forecasting, we define the optimal parameters to be those that maximise the likelihood function in
Figure 3, which is motivated by our speculation about their low correlation. One simple observation
is that the log-likelihood function is convex and so a standard optimisation routine would be able
to maximise the log likelihood function over q, but we do not do this here.
In Figure 5 & 6, we plot the values of the likelihood function for the non-stationary parameter
region similar to that for Figure 3 and 4, respectively. There were approximately 700 attacks
assimilated. In this case the crime rate ρA is approximately equal to Γ point-wise and we see even
more clearly (than for the stationary hotspot case) that large ranges of parameters would equally
fit the data well. For most parameters except Γ the likelihood function is very flat suggesting that
the model (3.7) is very insensitive to these parameters. We would expect this behaviour for two
reasons: 1) since Θ is much smaller than A0, criminal events are mostly due to the background and
are therefore uncorrelated, and 2) since the PDE predicts no hotspots forming and there is a large
range of parameters for which this is true. The most sensitive parameter is thus Γ.
We note that we have also tested this data assimilation in the case where we use a different initial
condition for the PDE that is not identical to the ABM. In this case, we see for the large times
that we assimilate for, i.e t ∈ [0, 70], this makes little difference as the effect of the initial transient
is minimal. However, for short data assimilation times, one would also have to maximise the log
likelihood function over the initial conditions as well as the parameters.
4.3 Goodness-of-fit
We vary one parameter at a time and observe the goodness-of-fit for various parameter values
analogous to Figure 3. Figure 7 compares DN , averaged over all xj , as specific parameters vary and
for various values of T . For some parameters, the valleys (corresponding to better fitting parameter
values) around the optimal parameter values are more noticeable for a greater value of T , hence
a higher number of data points, and some of the valleys are closer to the true parameter values.
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Figure 4: Log likelihood function plots for the stationary hotspot case with all parameters fixed at “truth”
and varying two parameters. The black crosses denote the ‘true’ parameter values.
In Figure 8, we show KS plots with the 95% confidence band, calculated at the node xi where the
total number of attacks up to T = 70 is highest. We see that all parameter values for D are within
the confidence band, and the optimal value and those close to it have curves that agree very well
with the 45-degree line. This is unsurprising given that the KS curve for D in Figure 7 is relatively
flat for the entire parameter range. It is surprising that almost all parameter values of ω have KS
plots that lie within the 95% confidence band, as its KS curve is not particularly flat. For other
parameters, the KS plots corresponding to parameter values close to the optimal values are within
the band, whereas those far from the optimal value are outside the band.
Similar plots for the case of the non-stationary hotspot are shown in Figures 9 and 10. In figure 10,
we show the KS plots at the node where the number of attacks up to T = 70 is highest. As shown
in Figure 9, only parameter Γ develops a valley around the true parameter for a large enough T .
This can be justified by the fact that a broad range of parameter values, except Γ, would be able
to produce similar flat intensity profiles in this case, but the parameter Γ, which is equal to the
overall attack rate, has to be identified correctly to fit the data well. Furthermore, since the attacks
are evenly spread out over all nodes in this case, the highest number of attack at a node is smaller
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than the case of stationary hotspots. Therefore, the confidence band is larger than the stationary
hotspot case, which is reasonable as less data should have higher uncertainty in the estimate. Thus,
almost all of the KS plots, except for Γ, lie within the 95% confidence band, although they are not
very close to the 45-degree line. For Γ, however, only those near the optimal values lie within the
confidence band.
As with the MLE, we also plot in Figures 11 and 12 the KS-statistic as we vary two parameters
while keeping the other parameters fixed at their ‘true’ values. In Figure 11, we see that Γ and Θ
have a significant affect on the goodness-of-fit whereas the influence of the other parameters is less
pronounced. In Figure 12, it is clear that only Γ (the criminal generation rate in space) has any
affect on the goodness-of-fit.
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Figure 7: Comparing the KS statistics of each parameter, averaged over all nodes xj and for various values
of T , for the stationary hotspot case. In each plot, the vertical dashed line represents the true value of the
parameter in question.
4.4 Scenario inference
From the previous section, it is clear that relatively large ranges of parameters fit the data well,
so one needs to take this into account when providing crime forecasts. In particular, one needs
to understand the range of crime rates that could feasibly be observed. One could carry out
many simulations of the agent-based crime model described in §2 with the appropriate ranges of
parameters and look at the various distributions that could be observed. This is clearly a very
computationally expensive approach, so we take a more efficient strategy to carry out forecasting
& comparison with the attack data at the expense of knowing the variance of the possible future
outcomes.
The dimensions of the fitted parameters will depend on the units of attack data supplied (min-
utes/hours and metres/kilometres). In both cases, the dimensions of the parameters will matter
when it comes to forecasting since one needs to know over what time and space scales the predic-
tions apply. Since we are fitting only simulated data (and hence have no time/space scales) we
will train using data over 70 time units and then forecast over 30 time units and keep the space
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dimensions x ∈ [0, 65] fixed.
To make forecasts, we simulate the PDE (2.5) starting from the last spatial profiles calculated from
simulation of (3.7) and stopping at the end of the forecast window. One can then carry out a
comparison of this forecast with the simulation of (3.7) that incorporates the attack data in the
time interval t ∈ [70, 100].
In our case, we simulate the attack data from the ABM in the time range [0, 100]. The assimilation
of the attack data in the time interval [0, 70] is then done to find the appropriate parameter ranges.
Using these parameter ranges, we then forecast and compare the crime rate in the time interval
[70, 100].
In Figure 13, we show the forecasts and a comparison between the “true” parameters and the
“optimal” fitted parameters. We define the “optimal” fitted parameters to be those that maximise
the log-likelihood function in Figures 3 & 5, and are:
• Stationary Hotspots: ω = 0.076, η = 0.03,Θ = 0.0405,Γ = 0.2, A0 = 1/300, D = 70,
• Non-Stationary Hotspots: ω = 1/15, η = 0.1,Θ = 0.007,Γ = 0.205, A0 = 1/30, D = 30.
Figures 13(a) & (d) plot the spatial profiles of the expected crime rate, ρA, at time t = 100.
The forecasts from simulating (2.5) (i.e. where the ρA is added back into the evolution of the
attractiveness field A), show that the optimal parameters predict a higher maximum crime rate
than the true parameters. We also see that the optimal parameters fit the spatial distribution of
the crime rate in the stationary hotspot case better than the truth as seen in Figures 13(c) where
we plot the vector 2-norm difference between the two PDE simulations (with and without attack
data). We believe this to occur in the fitting since the likelihood function tries to minimise the
space-time average of the crime rate between attacks and hence fitting the spatial distribution of
crime rate better is likely to be optimal.
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parameters. The black crosses denote the ‘true’ parameter values.
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Figure 13: Forecast analysis for the stationary hotspot case panels (a), (b) & (c) and the non-stationary
hotspot case panels (d), (e) & (f). In (a) & (d) we plot the spatial profiles of the expected crime rate ρA
at t = 100 comparing both the true and fitted parameters. The blue/(yellow & red) lines denote the crime
rate profiles for the true/fit parameters of the simulation of the PDEs (3.1) (i.e. with attacks in t ∈ [70, 100]
added) and (2.5) (i.e. without attacks added). In panels (b) & (e) we plot the respective maximum crime rate
for both the true and fitted parameters. Panels (c) & (f) plot the vector 2-norm difference at the lattice sites
between the simulations of the PDEs (3.1) (i.e. with attacks in t ∈ [70, 100] added) and (2.5) (i.e. without
attacks added).
For the non-stationary case, looking at the spatially homogeneous steady states of (2.5) we find
that the crime rate ρA = γ. Hence, γ (and respectively Γ in the data assimilation step) is the only
parameter that matters for long time forecasts. The maximum crime rate is again observed to be
slightly higher using “optimal” parameters than for the “truth”. But the vector 2-norm difference
is slightly poorer when comparing the simulations of the modified PDE (3.7) with the “optimal”
parameters versus the “true” ones (and it is clear the simulation of (3.7) is strongly affected by the
other parameters leading to a poor vector 2-norm). The reason that the vector 2-norm is poorer for
the ‘optimal’ parameters is that the simulation of the PDE (3.7) between the attacks is affected by
the diffusion parameter D, and we see that the large crime rate points do not decay as fast with the
‘true’ parameters; see the solid red and blue lines in figure 13(d)). We see from Figure 5 that Γ is
the most significant parameter with the other parameters having little affect on the log-likelihood
function. Hence, provided the parameters yield a stable spatially homogeneous steady state, one
only needs to worry about how well Γ is fitted.
In the stationary hotspot case, one can go further by applying the singular limit analysis of Kolokol-
nikov et al. [19] described in §2.2 in order to understand how varying the parameters is likely to
affect the shape of the crime rate forecasts. Since the maximum height of the crime rate and spatial
width of the hotspots is mostly governed by ω, η,D and γ, one only needs to consider the sensitivity
of the forecasts with respect to just these four parameters. The parameters that have the largest
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impact on the forecasts is η and D since the height of the crime rate is inversely proportional to
these parameters, with the next sensitive parameter being γ (the crime rate is proportional to this
parameter) and then ω (this just governs the width of the crime rate). However, the likelihood
function is flat for D and so one would expect a large range for the maximum crime rate.
5 Discussion and conclusion
The incorporation of crime attack data into dynamical systems models to provide a prediction for
future crime in any sensible fashion is a highly challenging task. In this paper, we have shown how
one might begin going about doing this in the special case of the urban crime models of Short et
al. [29]. Just knowing the attack times and locations, we adapted the PDE model [29] in order to
simulate an expected crime rate between attack times. Using this simulated crime rate, we then
described a likelihood function that one could maximise to yield optimal parameter fits. We found
that the likelihood function is rather flat for a large range of parameters, suggesting that various
parameter scenarios need to be considered when forecasting crime rates. We show in the stationary
hotspot case that the optimal parameters fit the spatial distribution of the crime rate better than
the ‘true’ parameters. When it comes to forecasting various crime scenarios, the dynamical systems
analysis of the PDE (2.5) (see for instance [3, 19, 21, 26, 29]) proves invaluable in understanding
how the ranges of feasible parameter fits impact the crime rate. In the non-stationary hotspot case,
the long term forecasts for the crime rate is governed only by γ whereas in the stationary hotspot
case the singular limit analysis of [3, 19] allows us to understand how the feasible parameter fits
impact the crime rate distribution. It is clear that this is a very initial investigation into the fitting
of dynamical systems models that really requires a more detailed analysis than that done here.
Ultimately, one would like to use this approach to yield optimal & robust (in the sense of yielding
an outcome under noisy/uncertainty perturbations) policing strategies and it is here we believe that
the combination of data assimilation, modelling, and dynamical systems analysis is invaluable. It is
clear that parameter estimation is likely to yield large parameter regions which may be acerbated
by rapidly changing events and/or lack of data. Hence, understanding the qualitative dynamics of
the region of parameter space the fitting yields will be paramount in determining how to act. For
instance, if one does the fitting and finds that the parameters are in the non-stationary hotspot
case then crime rate dynamics are on average equally spread over time and space, suggesting that
evenly distributing one’s crime force may be a sensible strategy. However, even in this scenario
one may be able to make shorter term predictions of future crimes if the estimated parameters are
sufficiently accurate. On the other hand, if one finds the best region of parameter space occurs in
the stationary hotspot region, then a policing strategy such as that investigated by Short et al. [27]
or Zipkin et al. [33] may be more desirable.
While this has been a theoretical study using simulated attack data, our focus has been very much
on highlighting and addressing the issues one would have in trying to carry out data assimilation
of actual crime data to dynamical systems models. We outline several areas for further research in
order to maximise the predictive power of the dynamical systems models.
Throughout this data assimilation we have assumed that the times of the attacks are known to
within a time window of the time step size of the PDE model (this could be say a day depending
on the coarseness of the attack data). This is slightly less restrictive than the usual ETAS method
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or Hawkes process models where the times need to also be fitted. If the attack times are not that
well-known then one could add the time-points of the attacks to the optimisation problem of the
MLE. This would create a significant computational overhead as many different simulations of the
PDE model would be required. We highlight this as a major area for future development of efficient
methods to cope with this issue.
In terms of the simulated attack data, there are several simple studies that one can do. For instance,
one could look at what happens if you only know a proportion of the total number of attacks or
when you add in attack data generated by another process not from the ABM. It would also be
interesting to compare various different urban crime models against how they fit and predict attack
data generated by different mechanisms.
Most crime models are likely to be agent-based models (ABMs) and it would be highly desirable to
use these ABMs in the data assimilation. However, there would be massive computational issues
that one would need to overcome in order to use ABMs within the framework outlined in this paper.
Our approach is to compute expected fields A and ρ between attacks. However, it is clear that
our simulation of the criminal density between attacks needs to be greatly improved as mentioned
in §3. The dynamical systems analysis of large-scale stochastic ABMs remains a major challenge
requiring the development of new tools and techniques designed to deal with these sociological
models such as stochastic bifurcation analysis; see for instance [18]. We note that it would also be
interesting to investigate data assimilation for other PDE models as described in [1, 2].
It would be interesting to analyse the likelihood function based on the analysis of the partial
differential equations (3.7). Since the equations (3.7) are linear between attacks, one could use
the singular limit analysis approach of [3, 19] to yield estimates on the crime rate given some
known/assumed properties of the attack data. It may then be possible to construct confidence
intervals for the parameters under the assumption of a perfect model. This appears to be most
tractable in the parameter regions investigated in this paper.
In this study we have analysed the affect of varying parameters on the likelihood function and the
KS-statistic. The advantage of the KS-statistic is that it does not require knowledge of the ‘truth’
in determining the goodness-of-fit. Hence, in practice one should use a likelihood function to fit
the parameters and then use the KS-statistic to assess the sensitivity of the fit to uncertainty in
the parameters.
In theory, as the number of attack data grows, the Maximum Likelikhood Estimate (MLE) will
typically converge to the optimal parameter value. Asymptotically, the shape of the likelihood
function will be close to a symmetric “parabola” and have a small variance. Thus the uncertainty
of the MLE can be approximated by a normal distribution centered around the true parameter value
with variance inversely proportional to Fisher’s information [30] and another method to compute
confidence intervals can be constructed by a standard procedure. However, for our model, there
are some issues in using Maximum Likelihood (ML):
• The rate of an inhomogeneous Poisson process in our problem is, in a sense,“parameterized”
by unknown parameter vector q and the unknown initial (or current) distributions A(x, t = 0)
and ρ(x, t = 0). In general, the unknown parameter vector q may not be a constant over a
long time interval. Therefore, constant parameter values can be assumed only in a short time
interval, in which case the data may be inadequate and, as a result, the likelihood may not
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be sharply peaked or may even fail to be concave. In such situation, the MLE may not be
reliable.
• A long sequence of attack data is certainly preferred for the ML method if the model accurately
represents the true dynamic of the Poisson rate. In practice, there is certainly a discrepancy
between the true driving forces and the model dynamic and a longer assimilation window
may not yield good MLE.
• When A(x, t = 0) and ρ(x, t = 0) are also unknown, we have a high-dimensional problem.
For example, for the experiment in this paper, the dimension of the problem will become
66 × 2 + 6 = 138, instead of 6. The likelihood function for a high-dimensional problem may
have multiple local maxima and without a good prior knowledge of the region where parameter
values with high probability lie, the optimization problem can be very difficult. Therefore, if
we have some prior knowledge about a “low-dimensional” structure where parameter values
with high probability lie, we should then utilized it. The MLE, however, does not provide a
good platform to incorporate such a prior information.
When it cannot be guaranteed that parameters are static over a long time interval, it is more
reasonable to tune parameters sequentially, that is, when a new attack data is available, we imme-
diately assimilate it to tune our current parameter estimates and incorporate prior knowledge of
the parameters and initial state. A fully nonlinear method such as particle filtering (PF) can be
used for this purpose. However, PF suffers from a curse of dimensionality where the computational
cost becomes quickly prohibitive as the dimension grows [13]. Alternatively, the ensemble Kalman
filter (EnKF) is less computationally demanding but only the first two moments of the uncertainty
can be estimated [8]. We will investigate the applicability of both methods in future work. We
highlight in this paper that developing a good forecasting analysis is a major area for future work.
While we could have used the ABM to predict a crime rate and used this to compare our fits, we
focused on the practical issue of how one would do a forecasting analysis when the ‘true’ crime
rate is not known. This is of particular importance from a crime management perspective since
one needs to know how reliable the forecasts are and perhaps, more crucially, when the forecasts
are poor.
One of the major challenges facing police forces worldwide is in trying to determine if a certain
policing strategy actually had an affect on crime e.g., if crime goes down was it due to something
you did or just simply good luck? It is here that we believe the approach in this paper may prove
most useful. The development of good models to analyse the crime data and understand various
policing strategies will be crucial in answering this issue.
There is of course a very deep philosophical and societal issue in developing crime prevention &
policing strategies based on modelling and data assimilation. The key objective of any criminal is
likely to be to maximise their unpredictability so as to not get caught. If we develop a crime strategy
based on known rules, then criminals can adapt their behaviour and hence make the strategy
worthless; this is a classic problem of modelling reflexive social systems, see for instance [11].
There maybe good reasons for calling for a public debate as to whether large amounts of public
resources should be allocated based on this methodology. It is clear that a more iterative method
of steering/managing complex adaptive systems in the context of crime needs to be researched; see
for instance [31] in the context of sustainable ecosystem development. We would argue that the
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work in this paper only forms a foundation for developing a small part of the steering/managing
complex adaptive systems methodology.
Acknowledgements
DJBL and NS gratefully acknowledge the support of the UK Engineering and Physical Sciences Re-
search Council for programme grant EP/H021779/1 (Evolution and Resilience of Industrial Ecosys-
tems (ERIE)). MBS gratefully acknowledges support from the US ARO MURI Grant W911NF-11-
1-0332.
The authors confirm that data underlying the findings are available without restriction. Details
of the data and how to request access are available from the University of Surrey publications
repository:
A Connection between (3.8) and (3.7b)
Let κ ≡ 2Dδt/δx2. Then, expanding (3.8) in terms of Taylor Series up to orders δt and δx2, and
dropping the subscript i, one obtains:
ρ+ ρtδt = (1− κ)ρ+ κA
[
ρ+ ρxδx+ ρxxδx
2/2
2A+ 2Axδx+ 2Axxδx2
+
ρ− ρxδx+ ρxxδx2/2
2A− 2Axδx+ 2Axxδx2
]
+ γδt . (1.1)
Canceling the two ρ terms from left and right and factoring out 2A from the denominators, then
approximating the denominators up to order δx2 gives
ρtδt = −κρ+ κ
2
[
(ρ+ ρxδx+ ρxxδx
2/2)(1−Axδx/A−Axxδx2/A+A2xδx2/A2)+
(ρ− ρxδx+ ρxxδx2/2)(1 +Axδx/A−Axxδx2/A+A2xδx2/A2)
]
+ γδt . (1.2)
Expanding all terms and again keeping only up to order δx2, then dividing both sides by δt gives
ρt =
κδx2
2δt
[
ρxx − 2ρAxx
A
+
2ρA2x
A2
− 2ρxAx
A
]
+ γ , (1.3)
which, with our definition of κ above, is equivalent to (3.7b).
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