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Abstract
Every univariate random variable is smaller, with respect to the ordinary stochastic order and with respect
to the hazard rate order, than a right censored version of it. In this paper we attempt to generalize these
facts to the multivariate setting. It turns out that in general such comparisons do not hold in the multivariate
case, but they do under some assumptions of positive dependence. First we obtain results that compare the
underlying random vectors with respect to the usual multivariate stochastic order. A larger slew of results,
that yield comparisons of the underlying random vectors with respect to various multivariate hazard rate
orders, is given next. Some comparisons with respect to the orthant orders are also discussed.
© 2006 Elsevier Inc. All rights reserved.
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1. Motivation
Consider a collection of components (in reliability theory) or a collection of organs (in survival
analysis) with possibly dependent lifetimes X1, X2, . . . , Xn. Suppose that a system (or a person),
at a certain age t, passes a test that determines whether components (or organs) i1, i2, . . . , ik
are still functioning. We assume that the test is made on components (or organs) i1, i2, . . . , ik
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and not on other components (or organs) because of the costs, risks, and inconveniences that are
associated with testing these additional components (or organs).
Suppose that the test results show that components (or organs) i1, i2, . . . , ik are all functioning
at time t. What can then be conditionally concluded, in the sense of stochastic dominance, about
the state of the other components (or organs)? And consequently, what can then be conditionally
concluded about the lifelength of the system (or person) under study?
In reliability and biological systems the component (or organ) lifetimes X1, X2, . . . , Xn are
often positively dependent in some stochastic sense. In this paper we obtain various results that
indicate types of conditional stochastic increase of the lifetimes of the tested and untested com-
ponents (or organs). The types of stochastic increase depend on the types of positive dependence
assumed.
In a similar way, if the test results show that the components (or organs) i1, i2, . . . , ik have
all already failed by time t, then analogous results can indicate types of conditional stochastic
decrease of the lifetimes of the tested and untested components (or organs). Again, the types of
the stochastic decrease depend on the types of positive dependence assumed.
These kinds ofmathematical facts can be practically useful in reliability theory as follows. Con-
sider a particular reliability system with components 1, 2, . . . , n, in which components i1, i2, . . . ,
ik are continuously maintained and minimally repaired upon each failure (that is, components
i1, i2, . . . , ik are instantly repaired upon each failure in the sense that after the repair they, and
all the other components, are as good as they were just before the failure). At time t, is this
system “stochastically better” than a similar reliability system in which components i1, i2, . . . , ik
have not been continuously maintained? Intuitively one would expect the former system to be
stochastically better than the latter. Our results show that if the component lifetimes are posi-
tively dependent (in several senses) then this is indeed the case. However, if they are not pos-
itively dependent, then the maintained system is not necessarily stochastically better than the
unmaintained one.
2. Introduction
Let X be a random variable. For any t ∈ R denote by [X|X > t] a random variable whose
distribution is the conditional distribution of X given that X > t . It is well known (see
[15, Theorems 1.A.15 and 1.B.20]), and easy to verify, that
X st[X|X > t] for all t ∈ R, (2.1)
and that
Xhr[X|X > t] for all t ∈ R, (2.2)
where  st and hr are the univariate stochastic and hazard rate orders (their exact deﬁnitions
can be found in the sequel). In fact, Theorems 1.A.15 and 1.B.20 in [15] state the stronger results:
[X|X > t] st[X|X > t ′] whenever t t ′, (2.3)
and
[X|X > t]hr[X|X > t ′] whenever t t ′. (2.4)
The comparisons (2.1)–(2.4) formally express the intuitively obvious fact that a random variable
gets stochastically larger when it is conditioned to be “larger”.
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Fig. 1. Regions A, B, and C.
The purpose of this paper is to investigate how far (2.1)–(2.4) remain true if the random variable
X is replaced by a random vector X = (X1, X2, . . . , Xn). It turns out that then, in general,
(2.1)–(2.4) need not be true for any random vector X. In order to see the reason for this, let
(X1, X2) be a random vector, and consider the inequality
(X1, X2) st[(X1, X2)|X1 > t1, X2 > t2], (2.5)
the formal deﬁnition of the multivariate order  st is given later in the paper. If F denote the
survival function of (X1, X2)—that is, F(x1, x2) = P {X1 > x1, X2 > x2}—then, for a ﬁxed
(t1, t2), the survival function of [(X1, X2)|X1 > t1, X2 > t2] is given by
F [(X1,X2)|X1>t1,X2>t2](x1, x2) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1, x1 < t1, x2 < t2,
F (t1, x2)
F (t1, t2)
, x1 < t1, x2 t2,
F (x1, t2)
F (t1, t2)
, x1 t1, x2 < t2,
F (x1, x2)
F (t1, t2)
, x1 t1, x2 t2.
The inequality (2.5) is satisﬁed only if
F(x1, x2)
F(t1, x2)
F (t1, t2)
, x1 < t1, x2 t2.
This deﬁnitely does not hold if F(t1, x2) = 0, F(x1, x2) > 0, and F(t1, t2) > 0; that is, if
(X1, X2) has positive probability masses in regions A and B in Fig. 1, but zero probability mass in
region C. Various positive dependence assumptions on (X1, X2) rule out situations as described
above.
In fact, if one wants to replace the random variable X in (2.1)–(2.4) by a random vector X,
often the positive dependence of X is necessary and sufﬁcient for the validity of the appropriate
generalization of (2.1)–(2.4).
We prove, among other things, the following results (the positive dependence notions that are
mentioned below are formally deﬁned later in the paper):
• Association is a necessary and sufﬁcient condition for a multivariate version of (2.1).
• RCSI is a necessary and sufﬁcient condition for a multivariate version of (2.2) and (2.4).
• A new positive dependence notion is a necessary and sufﬁcient condition for another multi-
variate version of (2.1).
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• RCSI is a necessary and sufﬁcient condition for a multivariate version of (2.3).
• MRTI is a necessary and sufﬁcient condition for bivariate versions of (2.1) and (2.3).
In Section 3 we obtain results that compare the underlying random vectors with respect to
the usual multivariate stochastic order. A larger slew of results, that yield comparisons of the
underlying random vectors with respect to various multivariate hazard rate orders, is given in
Section 4. Some comparisons with respect to the orthant orders are discussed in Section 5.
Some conventions that are used in this paper are the following. By ‘increasing’ and ‘decreas-
ing’ we mean ‘nondecreasing’ and ‘nonincreasing,’ respectively. For any two n-dimensional
vectors x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn), the notation xy [x < y] means
xiyi [xi < yi], i = 1, 2, . . . , n. The minimum and the maximum operators are denoted
by ∧ and ∨; furthermore, we use the notation x ∧ y = (x1 ∧ y1, x2 ∧ y2, . . . , xn ∧ yn), and
x ∨ y = (x1 ∨ y1, x2 ∨ y2, . . . , xn ∨ yn).
A set U ⊆ Rn is called increasing (or upper) if y ∈ U whenever yx and x ∈ U . In this paper,
when we consider increasing sets we implicitly assume that they are Borel measurable.
If a random vector X has the distribution function F, then its survival function F is deﬁned by
F(x) = P {X > x} for all x ∈ Rn. For any random vector (or variable) X, and an event A, we
denote by [X|A] a random vector (or variable) whose distribution is the conditional distribution
of X given A. The notation =st stands for equality in law.
For any vector x = (x1, x2, . . . , xn) and a set I = {i1, i2, . . . , ik} ⊆ {1, 2, . . . , n}, denote
xI = (xi1 , xi2 , . . . , xik ). Similarly, for any random vector X with distribution function F, and a
set I ⊆ {1, 2, . . . , n}, we deﬁne the subvector XI and we denote by FI its (marginal) distribution
function.
We close this section by pointing out that in this paper we only study stochastic orders and
positive dependence notions that are deﬁned in terms of probabilities of upper sets or orthants.
Analogous results can be obtained for the corresponding “lower tail” orders and notions.
3. The usual stochastic order
Let X be a random vector. In this section we give a necessary and sufﬁcient condition for the
inequality
X st[X|X ∈ U ] for all upper sets U,
where  st is the usual multivariate stochastic order, deﬁned below.
Recall that a random vector X = (X1, X2, . . . , Xn) is stochastically smaller than a random
vector Y = (Y1, Y2, . . . , Yn) (denoted by X stY) if
P {X ∈ U}P {Y ∈ U} for all upper sets U ⊆ Rn;
see, for example, Kamae et al. [7], Müller and Stoyan [13], or Shaked and Shanthikumar
[15, Section 6.B]. Recall also the positive dependence notion of association, deﬁned in Esary
et al. [3]. Here we use the fact that a random vector X = (X1, X2, . . . , Xn) is associated if, and
only if,
P {X ∈ U ∩ V }P {X ∈ U}P {X ∈ V } for all upper sets U,V ⊆ Rn;
see, for example, Lindqvist [12].
The next theorem is a generalization of (2.1) to the multivariate case.
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Theorem 3.1. Let X = (X1, X2, . . . , Xn) be a random vector. Then the following conditions are
equivalent:
(a) X is associated.
(b) X st[X|X ∈ U ] for all upper sets U ⊆ Rn.
Proof. Note that X st[X|X ∈ U ] for all upper sets U ⊆ Rn if, and only if,
P {X ∈ V } P {X ∈ V ∩ U}
P {X ∈ U} for all upper sets U,V ⊆ R
n,
and this is equivalent to the association of X. 
4. Hazard rate orders
Let X be a random vector. In this section we give, among other things, a sufﬁcient condition
for the inequality
Xhr[X|X ∈ U ] (4.1)
for all upper orthants U, where hr is the multivariate hazard rate order, deﬁned below.
A nonnegative bivariate function h is called totally positive of order 2 (TP2) if
h(x′1, x2)h(x1, x′2)h(x1, x2)h(x′1, x′2) whenever x1x′1 and x2x′2.
A nonnegative n-dimensional function h is called multivariate totally positive of order 2
(MTP2) if
h(x)h(y)h(x ∧ y)h(x ∨ y) for all x, y ∈ Rn;
see, for example, Karlin and Rinott [8]. If {x : h(x) > 0} is a product space then h is MTP2
if, and only if, it is TP2 in each pair of its variables when the other variables are held ﬁxed; see
Kemperman [9].
Recall from Harris [4] that a random vector X with distribution function F is said to be right
corner set increasing (RCSI) if
P {X > x|X > x′} is increasing in x′ for all x ∈ Rn. (4.2)
TheRCSI is a positive dependence property. It is studied, for example, in Lee [11] and inColangelo
et al. [1].
It can be shown that X is RCSI if, and only if, F is an MTP2 function. This fact was implicitly
noted by Lee [11, Proof of Proposition 3.3]. Notice that this fact is stronger than the statement in
Colangelo et al. [1] after Deﬁnition 4.
Lee [11] deﬁned a random vector X = (X1, X2, . . . , Xn), with distribution function F, to be
DTP(1, 1, . . . , 1) if F is TP2 in pairs. Clearly, the properties RCSI and DTP(1, 1, . . . , 1) are
equivalent whenever the set {x ∈ Rn : F(x) > 0} is a product space.
A random vector X with distribution function F is said to be smaller in the multivariate hazard
rate order than a random vector Y with distribution function G (denoted by XhrY) if
F(x)G(y)F(x ∧ y)G(x ∨ y) for all x, y ∈ Rn.
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The random vector X is said to be smaller than the random vector Y in the weak multivariate
hazard rate order (denoted by XwhrY) if
F(y)G(x)F(x)G(y) whenever xy.
See Hu et al. [5] for a study of the multivariate orders hr and whr. In that paper it was noticed
that XwhrY if, and only if, G(x)/F (x) is increasing in x ∈ {x : G(x) > 0}. It is not hard to
verify also that XwhrY if, and only if,
G(x)
F (x)
is increasing in x ∈ {x : F(x) > 0}. (4.3)
Note also that
XhrY 	⇒ XwhrY. (4.4)
The following lemmas and proposition will be used in the proof of the main result of this
section.
Lemma 4.1. Let X and Y be n-dimensional random vectors with distribution functions F and G.
Then
XwhrY and G MTP2 	⇒ XhrY.
Proof. See the proof of Proposition 3.5 in Colangelo et al. [2]; the argument used there for proving
the statement above applies even without the hypothesis that F and G lie in the same Fréchet
class. 
Lemma 4.2. Let X = (X1, X2, . . . , Xn) be a random vector with distribution function F. If F is
MTP2 then, for each I ⊆ {1, 2, . . . , n} and t ∈ Rn, the conditional random vector [X|XI > tI ]
has an MTP2 survival function.
Proposition 4.3. Let X = (X1, X2, . . . , Xn) be a random vector with distribution function F. Fix
an i ∈ {1, 2, . . . , n}. Then the following conditions are equivalent:
(a) F(x1, x2, . . . , xn) is TP2 in (xi, xj ) for any j = i.
(b) Xwhr[X|Xi > t] for all t ∈ R.
Proof. Fix an i ∈ {1, 2, . . . , n}. Let t ∈ R be such that F i(t) > 0, where Fi is the marginal
distribution of Xi . Denote by Gt the distribution function of [X|Xi > t]. For x ∈ {x : F(x) > 0}
we have
Gt(x)
F (x)
= 1
F i(t)
⎧⎪⎨
⎪⎩
1, xi > t,
F (x1, . . . , xi−1, t, xi+1, . . . , xn)
F (x)
, xi t.
(4.5)
This ratio is always increasing in xi .
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If Xwhr[X|Xi > t], we see from (4.3) and (4.5) that
F(x1, . . . , xi−1, t, xi+1, . . . , xn)
F (x)
is increasing in xj , j = i, whenever xi t. (4.6)
That is, F(x1, x2, . . . , xn) is TP2 in (xi, xj ). Conversely, if F(x1, x2, . . . , xn) is TP2 in (xi, xj ),
then (4.6) holds, and this implies that Xwhr[X|Xi > t] for all t ∈ R. 
Now we can state and prove the main result of this section; this result gives, among other things,
a sufﬁcient condition for (4.1).
Theorem 4.4. Let X = (X1, X2, . . . , Xn) be a random vector with distribution function F. The
following conditions are equivalent:
(a) F(x1, x2, . . . , xn) is DTP(1, 1, . . . , 1).
(b) Xwhr[X|Xi > t] for all t ∈ R and for any i = 1, 2, . . . , n.
The following conditions are also equivalent:
(c) X is RCSI.
(d) [X|XI > tI ]whr[X|XI∪J > tI∪J ] for all tI∪J ∈ Rcard(I∪J ) and any I, J ⊆ {1, 2, . . . , n}.
(e) [X|XI > tI ]hr[X|XI∪J > tI∪J ] for all tI∪J ∈ Rcard(I∪J ) and any I, J ⊆ {1, 2, . . . , n}.
(f) Xhr[X|Xi > t] for all t ∈ R and for any i = 1, 2, . . . , n.
In addition, if {x : F(x) > 0} is a product space, then the previous conditions are all equivalent
to each other.
Proof. (a)⇐⇒(b): This is just a corollary of Proposition 4.3.
(d) 	⇒ (c): Let t ∈ Rn be such that F(t) > 0. Denote by Ht the distribution function of
[X|X > t]. For x ∈ {x : F(x) > 0} we have
H t(x)
F (x)
= 1
F(t)
P {X > t|X > x}. (4.7)
From (d) it follows that Xwhr[X|X > t]. Thus, from (4.3) and (4.7) we see that P {X > t|X > x}
is increasing in x for all t, that is, X is RCSI.
(c)	⇒ (d): Let I, J ⊆ {1, 2, . . . , n}be such that I∩J = ∅. Let tI∪J be such thatFI∪J (tI∪J )>0.
Let GtI and GtI∪J denote the distribution functions of [X|XI > tI ] and of [X|XI∪J > tI∪J ],
respectively. We have (here, for any set K we denote by K the complement of K with respect to
{1, 2, . . . , n})
GtI (x) =
1
FI (tI )
P {XI > tI ∨ xI ,XI > xI } (4.8)
and
GtI∪J (x) =
1
FI∪J (tI∪J )
P {XI∪J > tI∪J ∨ xI∪J ,XI∪J > xI∪J }. (4.9)
Hence, for x such that GtI (x) > 0, we have
GtI∪J (x)
GtI (x)
= FI (tI )
F I∪J (tI∪J )
P {XJ > tJ |XI > tI ∨ xI ,XI > xI }.
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Since, by assumption, X is RCSI, the probability above (and hence the ratio above) is increasing
in x, and (d), with I ∩ J = ∅, follows from (4.3). If I ∩ J = ∅, then replace J in the above proof
by (I ∪ J ) \ I to obtain (d) for any I and J.
(e) 	⇒ (d): This follows from (4.4).
(c) 	⇒ (e): Let I, J ⊆ {1, 2, . . . , n}. Suppose that X is RCSI. Then F is MTP2. By Lemma 4.2
it follows that GtI∪J in (4.9) is MTP2. From the equivalence of (c) and (d) we have [X|XI >
tI ]whr[X|XI∪J > tI∪J ]. Condition (e) now follows from Lemma 4.1.
(e) 	⇒ (f): Take I = ∅ and J = {i} in (e) to obtain (f).
(f) 	⇒ (c): Take t = −∞ in (f) to obtain XhrX. This inequality means that F is MTP2; that
is, X is RCSI.
Finally, if {x : F(x) > 0} is a product space then Lee [11] proved the equivalence of (a)
and (c). 
Notice that when n = 2, the RCSI and the DTP(1, 1) concepts are equivalent, even without the
hypothesis that {x ∈ R2 : F(x) > 0} is a product space. Hence, we have the following corollary.
Corollary 4.5. Let X = (X1, X2) be a random vector. Then the following conditions are equiv-
alent:
(a) X is RCSI.
(b) For some i = 1, 2, it holds that Xwhr[X|Xi > t] for all t ∈ R.
(c) For some i = 1, 2, it holds that Xhr[X|Xi > t] for all t ∈ R.
(d) Xwhr[X|Xi > ti, i = 1, 2] for all (t1, t2) ∈ R2.
(e) Xhr[X|Xi > ti, i = 1, 2] for all (t1, t2) ∈ R2.
(f) For some i = 1, 2, it holds that [X|Xi > ti]whr[X|Xj > tj , j = 1, 2] for all (t1, t2) ∈ R2.
(g) For some i = 1, 2, it holds that [X|Xi > ti]hr[X|Xj > tj , j = 1, 2] for all (t1, t2) ∈ R2.
Note that conditions (b), (c), (f), and (g) in Corollary 4.5 are weaker than the corresponding
conditions (b), (f), (d), and (e) in Theorem 4.4, but they are still equivalent to RCSI. In view of
Proposition 4.3 this is not surprising.
5. Orthant orders
5.1. Comparing X to [X|X ∈ U ]
Let X be a random vector. In this subsection we give, among other things, a necessary and
sufﬁcient condition for the inequality
Xuo[X|X ∈ U ]
for all upper orthants U, where uo is the upper orthant order, deﬁned below.
Recall fromShaked andShanthikumar [15, Section6.G] that a randomvectorXwith distribution
function F is said to be smaller in the upper orthant order than a random vector Y with distribution
function G (denoted by XuoY) if
F(x)G(x) for all x ∈ Rn.
The following proposition will be used in the proof of the main result of this subsection. Here,
for any set K we denote by K the complement of K with respect to {1, 2, . . . , n}.
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Proposition 5.1. Let X = (X1, X2, . . . , Xn) be a random vector with distribution function F. Fix
an I ⊆ {1, 2, . . . , n}. Then the following conditions are equivalent:
(a) Xuo[X|XI > tI ] for all tI ∈ Rcard(I ).
(b) F(t)FJ (tJ )F J (tJ ) for all J ⊆ I and for all t ∈ Rn.
Proof. Assume (a). For any tI let GtI denote the survival function of [X|XI > tI ]; it is given
explicitly in (4.8). Condition (a) means that
GtI (x)F(x) for all tI and x,
that is,
P {XI > tI ∨ xI ,XI > xI }
FI (tI )
F(x) for all tI and x. (5.1)
Let J ⊆ I , and plug xJ = −∞J and tI\J = −∞I\J in (5.1) to obtain
P {XI\J > xI\J ,XJ > tJ ,XI > xI }
FJ (tJ )
FJ (xJ ) for all tJ and x,
that is,
P {XJ > tJ ,XJ > xJ }FJ (tJ )F J (xJ ) for all tJ and xJ ,
and this gives (b).
Conversely, assume (b). Fix a tI . For any x deﬁne
JtI ,x = {i ∈ I : xi < ti}.
Then
P {XI > tI ∨ xI ,XI > xI } = P {XJtI ,x > tJtI ,x ,XJ tI ,x > xJ tI ,x}
 FJtI ,x(tJtI ,x)F J tI ,x(xJ tI ,x)
 FI (tI )F (x),
where the ﬁrst inequality follows from (b), and the other inequality follows from JtI ,x ⊆ I and
J tI ,x ⊆ {1, 2, . . . , n}. This gives (5.1) and proves (a). 
Note that condition (b) in Proposition 5.1 holds for all I ⊆ {1, 2, . . . , n} if, and only if,
F(t)FI (tI )F I (tI ) for all I ⊆ {1, 2, . . . , n}. Thus, we obtain the following main result.
Theorem 5.2. Let X = (X1, X2, . . . , Xn) be a random vector with distribution function F. Then
the following conditions are equivalent:
(a) Xuo[X|XI > tI ] for all tI ∈ Rcard(I ) and for any I ⊆ {1, 2, . . . , n}.
(b) F(t)FI (tI )F I (tI ) for all I ⊆ {1, 2, . . . , n} and for all t ∈ Rn.
Note that the condition in Theorem5.2(b) deﬁnes a concept of positive dependence.Wemention
some properties of this concept in Remarks 5.4 and 5.11 below. Here we point out that as whr
	⇒ uo, it follows that if X is RCSI then the condition in Theorem 5.2(b) holds. Thus, if X is
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RCSI then each of the (equivalent) conditions in Theorem 5.2 holds. A sharper observation is
given in Proposition 5.7 below.
Recall from Lehmann [10] that a bivariate random vector (X1, X2) with distribution function
F is said to be positive quadrant dependent (PQD) if
F(x1, x2)F 1(x1)F 2(x2) for all (x1, x2) ∈ R2,
or, equivalently, if
F(x1, x2)F1(x1)F2(x2) for all (x1, x2) ∈ R2,
where F1 and F2 are the marginal distributions of X1 and X2, respectively.
For bivariate random vectors we have the following result.
Theorem 5.3. Let (X1, X2) be a random vector. The following conditions are equivalent:
(a) (X1, X2) is PQD.
(b) For some i = 1, 2, it holds that (X1, X2)uo[(X1, X2)|Xi > t] for all t ∈ R.
(c) For some i = 1, 2, it holds that (X1, X2)uo[(X1, X2)|Xi t] for all t ∈ R.
(d) (X1, X2)uo[(X1, X2)|X1 > t1, X2 > t2] for all (t1, t2) ∈ R2.
Proof. The equivalence of (a), (b), and (d) follows from Theorem 5.2. The equivalence (b)⇐
⇒(c) easily follows by noticing that F can be written as a convex combination, of two conditional
survival functions, as follows:
F(x1, x2)
= P {Xi t}P {(X1, X2) > (x1, x2)|Xi t} + P {Xi>t}P {(X1, X2) > (x1, x2)|Xi>t}
for i = 1, 2 and for any t ∈ R. 
Remark 5.4. We end this subsection by pointing out that the positive dependence notion, that
is deﬁned by the condition in Theorem 5.2(b), is a generalization of the PQD notion to the
multivariate case. It is easy to verify that it satisﬁes all the postulates for reasonable multivariate
positive dependence notions described in Colangelo et al. [1]. Further comments on the condition
in Theorem 5.2(b) will be given in Remark 5.11.
5.2. Comparing [X|X ∈ U1] to [X|X ∈ U2]
Let X be a random vector. In this subsection we give, among other things, a necessary and
sufﬁcient condition for the inequality
[X|X ∈ U1]uo[X|X ∈ U2],
where U1 and U2 are upper orthants such that U1 ⊇ U2.
Let X and Y be (not necessarily independent) random vectors. We say that X is right tail
increasing (RTI) in Y if
[X|Yy]uo[X|Yy′] whenever yy′.
Werecall the following deﬁnitions fromColangelo et al. [1]: a randomvectorX = (X1, X2, . . . ,
Xn) is said to be right tail increasing in sequence (RTIS) if
P {Xi > xi |X1 > x1, X2 > x2, . . . , Xi−1 > xi−1}
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is increasing in x1, x2, . . . , xi−1 for all xi , i = 2, 3, . . . , n. The random vector X = (X1, X2, . . . ,
Xn) is said to be multivariate right tail increasing (MRTI) if (X1 , X2 , . . . , Xn) is RTIS for all
permutations (1, 2, . . . , n) of (1, 2, . . . , n).
The following lemmas will yield interesting results.
Lemma 5.5. Let X = (X1, X2, . . . , Xn) be a random vector. The following conditions are equiv-
alent:
(a) X is RTIS.
(b) (Xk,Xk+1, . . . , Xn) is RTI in (X1, X2, . . . , Xk−1) for k = 2, 3, . . . , n.
Proof. Clearly (b) 	⇒ (a). To show the converse, ﬁx a k ∈ {2, 3, . . . , n} and let
(x1, x2, . . . , xk−1)(y1, y2, . . . , yk−1). For (xk, xk+1, . . . , xn) ∈ Rn−k+1 we have
P {Xi > xi, i = k, k + 1, . . . , n|Xl > xl, l = 1, 2, . . . , k − 1}
=
n−k∏
i=0
P {Xn−i > xn−i |Xl > xl, l = 1, 2, . . . , n − i − 1}

n−k∏
i=0
P {Xn−i > xn−i |Xl > yl, l = 1, 2, . . . , k − 1;Xj > xj ,
j = k, k + 1, . . . , n − i − 1}
= P {Xi > xi, i = k, k + 1, . . . , n|Xl > yl, l = 1, 2, . . . , k − 1},
where the inequality holds since X is RTIS. 
In the next lemma we use the following notation: let X = (X1, X2, . . . , Xn) be a random
vector with distribution function F. For k ∈ {1, 2, . . . , n − 1}, we denote Ik = {1, 2, . . . , k} and
I k = {k + 1, k + 2, . . . , n}. For t = (t1, t2, . . . , tk) ∈ Rk , we denote by Gt the survival function
of [X|XIk > t], that is,
Gt(x) =
F(xIk ∨ t, xI k )
F Ik (t)
, x ∈ Rn,
where FIk is the survival function of (X1, X2, . . . , Xk). Also, Gt,Ik denotes the marginal survival
function of Gt given by
Gt,Ik (xIk ) =
FIk (xIk ∨ t)
F Ik (t)
, xIk ∈ Rk,
and Gt,I k denotes the marginal survival function of Gt given by
Gt,I k (xI k ) =
F(t, xI k )
F Ik (t)
, xI k ∈ Rn−k.
Lemma 5.6. Let X = (X1, X2, . . . , Xn) be a random vector. The following conditions are equiv-
alent:
(a) X is RTIS.
(b) Gt(x)Gt,Ik (xIk )Gt,I k (xI k ) for all t ∈ Rk , x ∈ Rn, and k = 1, 2, . . . , n − 1.
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Proof. Note that the inequality in (b) holds if, and only if,
P {XIk > xIk ∨ t,XI k > xI k }P {XIk > xIk ∨ t} ×
P {XIk > t,XI k > xI k }
P {XIk > t}
. (5.2)
If P {XIk > xIk ∨ t} = 0 then (5.2) holds trivially. So suppose that P {XIk > xIk ∨ t} > 0. Then
(5.2) can be written as
P {XI k > xI k |XIk > xIk ∨ t}P {XI k > xI k |XIk > t}. (5.3)
If (a) holds then (5.3) holds, for all t ∈ Rk , x ∈ Rn, and k = 1, 2, . . . , n − 1, by Lemma 5.5.
Conversely, if (5.3) holds for all t ∈ Rk , x ∈ Rn, and k = 1, 2, . . . , n − 1, then (a) follows by
Lemma 5.5. 
Letting t → −∞ in Lemma 5.6(b), and considering the different permutations of (1, 2, . . . , n),
we obtain the following result.
Proposition 5.7. Let X be a random vector. If X is MRTI then each of the (equivalent) conditions
in Theorem 5.2 holds.
Now we can state and prove one of the main results of this subsection.
Theorem 5.8. Let (X1, X2) be a random vector. The following conditions are equivalent:
(a) (X1, X2) is MRTI.
(b) [(X1, X2)|Xi > t]uo[(X1, X2)|Xi > t ′] for all t, t ′ ∈ R such that t t ′, and for any
i = 1, 2.
(c) [(X1, X2)|Xi > ti]uo[(X1, X2)|X1 > t1, X2 > t2] for all (t1, t2) ∈ R2 and for any
i = 1, 2.
(d) [(X1, X2)|Xi > ti]uo[(X1, X2)|Xi > t ′i , X3−i > t3−i] for all ti , t ′i , t3−i ∈ R such that
ti t ′i , and for any i = 1, 2.
Proof. By Lemma 5.6, (X1, X2) is MRTI if, and only if, [(X1, X2)|Xi > t] is PQD for all
t ∈ R and for any i = 1, 2. The equivalence of the latter to (b), (c), and (d) now follows from
Theorem 5.3(b) and (d). 
The condition RCSI is stronger than the condition MRTI. Thus, it is of interest to compare
Theorem 5.8 to the following result.
Theorem 5.9. Let X = (X1, X2, . . . , Xn) be a random vector. The following conditions are
equivalent:
(a) X is RCSI.
(b) [X|XI > tI ]uo[X|XI > t′I ,XJ > tJ ] for all tI  t′I and tJ , and any I, J ⊆ {1, 2, . . . , n}
such that I ∩ J = ∅.
Proof. That (a) 	⇒ (b) is obvious from (4.2) because tJ > −∞J . Conversely, take I =
{1, 2, . . . , n} and J = ∅ in (b) to verify (4.2). 
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When Theorem 5.9 is specialized to the bivariate case, it is seen that its part (b) is stronger than
Theorem 5.8(d). This is because I in Theorem 5.9(b) can be {1, 2}, whereas the condition in the
left-hand side of Theorem 5.8(d) involves only one random variable.
It is also of interest to compare Theorem 5.9(b) to Theorem 4.4(d). The order whr in
Theorem 4.4(d) is stronger than the order uo in Theorem 5.9(b), but in the right-hand side
of Theorem 5.9(b) t′I may be different than tI .
In light of Theorems 5.8 and 5.9 one wonders whether, for a random vector X = (X1,
X2, . . . , Xn), the following conditions are equivalent:
(i) X is MRTI.
(ii) [X|XI > tI ]uo[X|XI∪J > tI∪J ] for all tI∪J ∈ Rcard(I∪J ), and any I, J ⊆ {1, 2, . . . , n}.
We were able to prove that (ii) 	⇒ (i), but not the reverse.
We end this subsection by making some further comments on the positive dependence notion
that is deﬁned by the condition in Theorems 5.2(b). First we recall from Joe [6] that a random
vector X = (X1, X2, . . . , Xn) is said to be positive upper orthant dependent (PUOD) if
P {Xi > ti, i = 1, 2, . . . , n}
n∏
i=1
P {Xi > ti} for all (t1, t2, . . . , tn) ∈ Rn. (5.4)
Proposition 5.10. Let X = (X1, X2, . . . , Xn) be a random vector with distribution function F. If
X satisﬁes the condition in Theorem 5.2(b) then X is PUOD.
Proof. Suppose that X satisﬁes the condition in Theorem 5.2(b). By applying recursively the
inequality there for I = {1, 2, . . . , n− i} and tn−i+2 = · · · = tn = −∞, i = 1, 2, . . . , n− 1, we
obtain (5.4). 
Remark 5.11. From Propositions 5.7 and 5.10 it is seen that the condition in Theorem 5.2(b)
deﬁnes a positive dependence notion which lies between the MRTI and the PUOD notions. Notice
also that since the condition in Theorems 5.2(b) is equivalent to the PQD notion in the bivariate
case, it is a strictly weaker notion than the MRTI notion; this can be seen, for example, from
Exercise 5.28 in Nelsen [14, p. 167].
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