ABSTRACT: This paper considers the ability of simulated data from linear and nonlinear timeseries models to reproduce features in U.S. real GDP data related to business cycle phases. We focus our analysis on a number of linear ARIMA models and nonlinear Markov-switching models. To determine the timing of business cycle phases for the simulated data, we present a model-free algorithm that is more successful than previous methods at matching NBER dates and associated features in the postwar data. We find that both linear and Markov-switching models are able to reproduce business cycle features such as the average growth rate in recessions, the average length of recessions, and the total number of recessions. However, we find that Markov-switching models are better than linear models at reproducing the variability of growth rates in different business cycle phases. Furthermore, certain Markov-switching specifications are able to reproduce high-growth recoveries following recessions and a strong correlation between the severity of a recession and the strength of the subsequent recovery. Thus, we conclude that nonlinearity is important in reproducing business cycle features.
Introduction
In recent years, there has been an explosion of research devoted to developing nonlinear time-series models of the univariate dynamics in measures of U.S. economic activity such as real GDP. Much of the work in this research agenda augments linear ARIMA models in ways that capture regime shifts in mean, variance, or dynamic propagation. A particularly popular approach, due to Hamilton (1989) , is to model the regimes as unobserved, but as following a Markov process. Hamilton's original specification allowed for two regimes in the mean of an autoregressive model of U.S. real GNP growth. Hansen (1992) extended Hamilton's Markovswitching model to allow for regime switching in parameters other than the mean growth rate, namely the residual variance and autoregressive parameters. The Hamilton model has also been modified to allow for more than two regimes by Boldin (1996) and Clements and Krolzig (1998) .
An important question is whether or not these Markov-switching models are superior to their linear alternatives in describing U.S. real GDP. One way to approach this question is to conduct statistical tests of the null hypothesis of a linear ARIMA model against a particular nonlinear alternative. Such analysis has yielded mixed evidence regarding the value-added of nonlinear models. For example, Garcia (1998) and Hansen (1992) were unable to reject a linear model in favor of the Hamilton model of real GNP growth. However, Hansen (1992) and Kim, Morley and Piger (2005) were able to reject linearity in favor of extended versions of the Hamilton model. An alternative approach for comparing nonlinear and linear models of real GDP is to evaluate the ability of such models to reproduce certain characteristics of the sample data, such as business cycle features. In particular, do simulated data from a nonlinear time-series model behave more like the sample data than simulated data from a linear model? Such a comparison seems natural, as many of the nonlinearities explored for U.S. real GDP have been motivated as related to certain characteristics of the sample data, especially those related to the business cycle.
Past studies that consider the ability of linear and nonlinear models to reproduce business cycle features include Hess and Iwata (1997) , Harding and Pagan (2002) , Galvão (2002) , Clements and Krolzig (2004) , and Kim, Morley, and Piger (2005) .
The analysis of a model's ability to reproduce business cycle features requires a definition of the business cycle. In the spirit of Burns and Mitchell (1946) , the practice in the literature on business cycle features is to define the business cycle as a series of distinct phases in economic activity, with the phases corresponding to recession and expansion. The timing of the phases is measured using a model-free algorithm that identifies peaks and troughs. Based on these dates, standard business cycle features, such as the average cumulative growth experienced during business cycle phases and the average length of a phase, are computed for the sample data. Then, using the algorithm to identify peaks and troughs, corresponding business cycle features are computed for simulated data from a model in order to evaluate its ability to reproduce features in the sample data. 1 The work of Hess and Iwata (1997) and Harding and Pagan (2002) found little or no value-added for nonlinear models, including Markov-switching models, over linear models.
Indeed, for several business cycle features, the nonlinear models performed worse.
2 Galvão (2002) expanded the class of Markov-switching models considered by Harding and Pagan (2002) to include models with a third regime that is meant to capture a high growth recovery phase following the end of recessions. She finds that such models are better able than 1 This evaluation can be thought of as an example of an encompassing test of model specification. See Breunig, Najarian, and Pagan (2003) for a general discussion of encompassing tests for Markov-switching models. 2 It is important to note that Hess and Iwata (1997) used a nonstandard definition of the business cycle. In particular, they labeled any switch between positive and negative growth, no matter how short-lived, to be a business cycle linear models to capture the apparent concave shape of U.S. real GDP during expansions.
3 Clements and Krolzig (2004) consider multivariate extensions of two-regime Markov-switching models and find that such models provide little improvement over linear models in capturing business cycle features. Like Galvão (2002) , Kim, Morley, and Piger (2005) find that models with a high growth recovery phase perform better than linear models in capturing business cycle features.
In this paper, we revisit the relative ability of nonlinear vs. linear models to reproduce business cycle features in postwar U.S. real GDP data, focusing on a number of linear ARIMA models and Markov-switching models. The Markov-switching models are the original tworegime switching-mean model of Hamilton (1989) , the three-regime switching-mean model of Boldin (1996) , and the regime-switching "bounceback" model of Kim, Morley, and Piger (2005) .
The "bounceback" model allows the mean growth rate of the time series to depend on lagged regime outcomes, which, like the three-regime model, allows for high growth in the period immediately after a recession. However, unlike the three-regime model, the "bounceback" model predicts that more severe recessions will be followed by more rapid growth in the recovery.
In capturing nonlinearity, we focus on Markov-switching models, while acknowledging that there are many other nonlinear models designed to capture business cycle features. For example, there is a large literature on models that allow dynamics to change when an observed indicator variable exceeds a give threshold, including Beaudry and Koop (1993) , Tiao and Tsay (1994), Potter (1995) , Pesaran and Potter (1997), van Dijk and Franses (1999) , and Öcal turning point. For U.S. real GDP, their methodology identifies twice as many turning points as reported by the NBER. 3 Sichel (1994) provides an extensive analysis of the presence and sources of a high growth phase following recessions in U.S. real GDP.
and Osborn (2000) . However, we focus on Markov-switching models for the following reasons:
First, there is a transparent link between the form of nonlinearity in such models and the business cycle. Specifically, the nonlinearity is driven by regime changes that appear to match closely with business cycle turning points, with the models being conditionally linear within regimes.
Second, compared to linear models, Markov-switching models are close substitutes to other nonlinear models in terms of their ability to forecast (Clements and Krolzig, 1998) and their ability to capture nonlinear characteristics such as "deepness" and "steepness" (Clements and Krolzig, 2003) . Third, Markov-switching models have been the focus of much of the controversy over the importance of nonlinearity in reproducing business cycle features, as is evident in the debate between Harding and Pagan (2003) and Hamilton (2003) . Fourth, the statistical support for the Markov-switching "bounceback" model in Kim, Morley, and Piger (2005) suggests that regime switching models may provide an effective way to capture nonlinearities in the data.
To obtain business cycle peak and trough dates in both the sample and simulated data, we use a slightly modified version of the algorithm presented in Harding and Pagan (2002) . Our modified version of the algorithm is more successful than previous methods at matching the NBER dates and associated features in the postwar data. Using the peak and trough dates from the algorithm, we define a series of standard business cycle features, including mean and standard deviation of growth rates observed during expansion and recession phases and the mean and standard deviation of the length of phases. 4 In addition, we divide the expansion phase into a recovery phase, defined as the four quarters following the end of a recession, and a mature expansion phase, defined as the remainder of the expansion, and compute business cycle features for each of these phases separately. We also compute the correlation between the cumulative 4 We are interested in the standard deviation features because they capture the substantial heterogeneity of historical business cycles.
growth observed during recessions and the ensuing cumulative growth observed in the subsequent recovery phase, a business cycle feature that was central to Milton Friedman's (1964 Friedman's ( , 1993 analysis of U.S. business cycles.
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Our analysis yields four main conclusions: First, consistent with past studies, Markovswitching models do not appear to systematically improve on the ability of linear models to reproduce certain features of postwar business cycles such as the average growth rate in a recession phase, the average length of a recession, and the overall number of recessions. Indeed, both linear and Markov-switching models are adequate for this task. Second, the regimeswitching models seem to improve on linear models in terms of the variability of growth rates observed for different business cycle phases. Third, consistent with Galvão (2002) and Kim, Morley, and Piger (2005) , the three-regime and "bounceback" models, both of which have a mechanism for capturing a high-growth recovery phase following recessions, dominate linear models at reproducing the pattern of postwar expansions. Fourth, the "bounceback" model dominates linear models and the other Markov-switching models at capturing the strong correlation in the sample data between the severity of a recession and strength of the subsequent recovery. Taken together, the results lead us to conclude that certain Markov-switching specifications can yield substantial improvements over linear models in reproducing business cycle features.
An important question is whether the performance of the nonlinear models in reproducing characteristics of the sample data is being influenced by something other than simply capturing nonlinear dynamics related to the business cycle. In particular, regime switching in the mean can generate patterns that look similar to a structural break in volatility or other forms of 5 See also Balke (1992, 1996) .
heteroskedasticity that may be present in the sample data. Indeed, there is strong evidence that a structural break in the volatility of U.S. real GDP growth occurred sometime around 1984. 6 To examine this issue, we consider the business cycle features implied by linear and nonlinear models that account for a structural break. Also, for the regime-switching models, we consider specifications that allow for switching in the variance, as in Clements and Krolzig (1998, 2003) .
However, we find that accounting for a structural break in volatility and for regime switching in variance has little impact on our results.
The remainder of this paper is organized as follows: Section 2 describes the algorithm we use to establish business cycle turning points in U.S. real GDP and compares these dates to those established by the National Bureau of Economic Research (NBER) Business Cycle Dating
Committee. Section 3 defines the business cycle features we consider in this paper and documents these features for the sample data. Section 4 evaluates the ability of the competing linear and Markov-switching models to reproduce these features. Section 5 concludes.
An Algorithm for Establishing Business Cycle Turning Points
Given the definition of the business cycle adopted in this paper, it seems natural to use the NBER business cycle peak and trough dates for calculating business cycle features.
However, the NBER chronology is only available for the sample data, not for the simulated data from the time-series models. Thus, to establish turning points in the sample data and simulated data in a consistent fashion, we need to use a formal procedure capable of mimicking the NBER decision-making process reasonably well. To this end, Harding and Pagan (2002) 
2) Censor the turning points to ensure that peaks and troughs alternate. In the case of two consecutive peaks (troughs), eliminate the peak (trough) with the lower (higher) value of . t y 3) Censor the turning points to ensure that each business cycle phase (peak-to-trough and trough-to-peak) lasts a minimum of two quarters, while each complete business cycle (peak-to-peak and trough-to-trough) lasts a minimum of five quarters. dates. Specifically, of the nineteen NBER turning points in the sample, the algorithm matches the NBER date exactly in nine cases. For nine of the remaining ten cases, the date established by the algorithm is within one quarter of that established by the NBER. However, the algorithm does make some systematic errors. For example, for the ten turning points for which the dates do not match exactly, the algorithm shifts the timing of recessions forward in time. That is, the dates for both peaks and troughs are too early compared to the NBER dates.
These systematic errors suggest that the BBQ algorithm might be improved by modifying the first step of the algorithm above. In particular, this step can be generalized for a modified BBQ (MBBQ) algorithm as follows. Define a peak at time t if: That is, we allow the threshold parameters that signal turning points to differ from zero. We also allow these thresholds to vary from peak to trough and on different sides of turning points. To dates. In particular, of the nineteen turning points, the MBBQ algorithm matches fourteen exactly, versus ten for the BBQ algorithm. Of the remaining five, all are within one quarter of the NBER dates. More importantly, as discussed in the next section, the business cycle features produced using the MBBQ algorithm are generally closer to those using the NBER dates than are those using the BBQ algorithm.
Business Cycle Features in U.S. Real GDP Data
Given the peak and trough dates for U.S. real GDP, we define four business cycle phases: 1) Recession, defined as the quarter following a peak date to the subsequent trough date, 2) Expansion, defined as the quarter following a trough date to the subsequent peak date, 3)
Recovery, defined as the first four quarters of the Expansion phase, and 4) Mature Expansion, defined as the remaining quarters of an Expansion phase following the Recovery phase.
Given these phases for a given realization of data, we then define the following business cycle features:
• Number of business cycle peaks.
• Average of recession and expansion phase lengths.
• Standard deviation of recession and expansion phase lengths.
• Average of annualized quarterly growth rates in recession phases, expansion phases, recovery phases, and mature expansion phases.
• Standard deviation of annualized quarterly growth rates in recession phases, expansion phases, recovery phases, and mature expansion phases.
• Correlation between the cumulative decline during a recession and the cumulative growth in the subsequent recovery phase. Table 2 presents values of these business cycle features for quarterly U.S. real GDP data from 1948:Q4 -2003:2. The features are calculated given turning points established by the NBER, the BBQ algorithm, and the MBBQ algorithm. In general, the features are very similar for each dating method. However, the MBBQ is better able than the BBQ to match the average growth rate in recoveries based on NBER dates. Thus, for the remainder of the paper, we concentrate on the results for the MBBQ algorithm. Table 2 are of interest. First of all, there are substantial differences in the average annualized quarterly growth rates observed over different business cycle phases.
Several items in
Recessions on average correspond to substantial declines in economic activity, averaging around 2.5% per quarter, while expansion phases correspond to substantial gains, averaging around 4.5% per quarter. Expansion phases can also usefully be divided between the Recovery and Mature Expansion phase, with the average growth rates in the Recovery phase nearly 50% larger than in the Mature Expansion phase. Secondly, as is well known, the average length of recession phases is much shorter than expansion phases. Third, there is substantial variation in quarterly growth rates during business cycle phases, with this variability higher in the Recovery phase than in the Mature Expansion and Recession phase. Such high variability is also observable in the length of business cycle phases. For example, while the average length of an Expansion phase is roughly 20 quarters, the standard deviation of this length is nearly 13 quarters. Finally, as noted by Milton Friedman (1964, 1993) , there is a strong negative correlation between the cumulative growth in a Recession phase and the cumulative growth in the subsequent Recovery phase. The size of this correlation is striking at -0.75. In the next section, we evaluate the extent to which linear and Markov-switching time-series models of real GDP can reproduce these business cycle features.
Business Cycle Features in Simulated Data from Time-Series Models

Model Description and Estimation
We consider nine different models of U.S. real GDP growth rates, six which are in the linear ARMA class and three which are nonlinear models with Markov-switching parameters.
The models have the following general representation:
where , , , and the
μ depends on whether the model is linear or nonlinear.
The linear ARMA models have a fixed mean:
In terms of the dynamics, we consider AR(1), AR(2), MA(1), MA(2), ARMA(1,1) and ARMA(2,2) specifications. We consider this large number of linear specifications to make it clear that any findings in terms of reproducing business cycle features are the result of linearity rather than a particular linear model specification.
For the nonlinear models, we set 1
). Thus, the nonlinear models do not generate any dynamics through linear propagation. Instead, all dynamics arise from the regime-switching parameters in the mean. This helps us to conduct a transparent evaluation of the relative importance of linearity and nonlinearity in reproducing business cycle features.
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The first regime-switching model is based on the original two-regime switching-mean model of Hamilton (1989) . For this model, the mean has the following specification: The second regime-switching model is based on the three-regime switching-mean model of Boldin (1996) . 9 For this model, the mean has the following specification:
where the state variable again follows a Markov process, in this case with a fixed transition probability matrix: Hamilton's (1989) model to capture NBER business cycle phases using recent vintages of data depends on the inclusion of linear dynamics in the model. For the case without linear dynamics, which is the specification considered in this paper, the estimated regimes closely match NBER business cycle phases. See Chauvet and Piger (2003) 
where the state variable is the same as for Hamilton's (1989) Table 3 reports the estimates for the linear models. The ARMA(2,2) has a considerably higher likelihood value than the other models, although the Schwarz criterion favors the AR(1) model. Table 4 reports the estimates for the regime-switching models. The 10 The indicator variable for the current state in the third term of the mean equation represents a change from the specification in Kim, Morley, and Piger (2005) . In the current specification, the third term only affects the growth of estimates are similar to those found in other papers. In every case, including the two-regime model, the parameter estimates are suggestive of switching associated with business cycle regimes. The "bounceback" model has the highest likelihood value and is favored by the Schwarz criterion over all the other models, including the linear models presented in Table 3 .
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Next, we use the estimated parameters to simulate artificial GDP series from 1948:Q4 -2003:Q2, using the actual value of real GDP from 1948:Q4 as an initial value. For each model, we perform 10,000 simulations, saving the business cycle features for each simulation. Table 5 reports percentiles of sample values for business cycle features in terms of the simulated distributions of these features for the linear models. These percentiles provide a sense of how likely a model could have produced a given sample value for a feature. Any percentiles less than 0.10 or greater than 0.90 are in bold, denoting that it was unlikely that a sample value could have arisen from a time-series process characterized by a given model. Meanwhile, to give a sense of whether a percentile is driven by closeness of the distribution in matching the sample feature or by a large dispersion of the simulated distribution, we also consider the difference between the sample value from Table 2 and the median of a given distribution. This difference is reported in parentheses.
Business Cycle Features from Linear Models
The results in Table 5 make it clear that the linear ARMA models have some successes and some failures in reproducing the business cycle features in the sample data. Beginning with the successes, and perhaps surprisingly, the linear models do a reasonably good job of matching GDP after a recession is over, making the model directly comparable to the three state model. We thank Jim Hamilton for the suggestion of this specification. 11 It should be noted that having the highest likelihood is no assurance of being the best model in terms of fitting business cycle features. For example, as discussed below, we consider more general models that explicitly allow for the average growth rate during a recession. The sample value of -2.44% is somewhat below the median average growth rate produced by each model, but the simulated distributions for this feature easily subsume the sample value. The linear models also do a good job of matching the number of business cycle peaks, as well as the average length of recessions and expansions. The linear models are also able to generate variability of Recession and Expansion phase lengths that are consistent with the sample data.
The most notable failure of the linear models is with regards to features related to the Recovery phase. For example, the linear models cannot generate average growth in the Recovery phase that matches the sample data. Essentially none of the 10,000 simulated values for each model is as high as the sample value of 6.67%, which is about 2 percentage points above the medians of the simulated average growth rates in the recovery phase. Also, the linear models are unable to generate any meaningful negative correlation between the cumulative growth in the Recession phase and the cumulative growth in the subsequent Recovery phase.
The linear models also have difficulty generating growth rate variability that matches the sample data in Recession phases, Recovery phases, and Mature Expansion phases. In particular, the median standard deviations of the growth rates in Recession and Recovery phases are too low, while the median standard deviations of growth rates in the Mature Expansion phase are too high.
The conclusion is that linear models appear to be inconsistent with certain features of the data related to business cycles. Taken together, the large number of extreme percentiles for the sample features suggest that it is highly unlikely that the data arose from a linear data generating process. The next question is whether this failure is a failure of linearity or of time series
heteroskedasticity. These models always have higher likelihood values than their homoskedastic counterparts. However, interestingly, they do not always perform better in terms of reproducing business cycle features. modeling more generally. That is, can nonlinear models do better at reproducing business cycle features? Table 6 reports percentiles of sample values for business cycle features in terms of the simulated distributions of these features for the regime-switching models. Interestingly, the tworegime model has little success at improving on the linear models. In particular, it fails for many of the same features as the linear models, namely those related to recovery growth rates. This evidence is consistent with the results in Hess and Iwata (1997), Harding and Pagan (2002) , and
Business Cycle Features from Regime-Switching Models
Galvão (2002), and is perhaps not surprising given the scant evidence that has been found in favor of the basic two-regime model over linear alternatives using statistical tests (e.g. Hansen, 1992; Garcia, 1998) .
Consistent with Galvão (2002) and Kim, Morley, and Piger (2005) , we find that the three-regime model does improve on the ability of the linear models to generate high growth in the Recovery phase. In particular, as much as 15% of the simulated values for the average growth in Recovery phases fall above the sample value of 6.67%, which is only about 1 percentage point above the median simulated value. Also, the three-regime model is better able to capture the variability of growth rates during Recovery phases than the linear models. Finally, the three-regime model generates a negative median correlation between cumulative growth in the Recession phase and the Recovery phase. However, only 6% of the simulated correlations fall below the sample value of -0.75.
The best performance of the regime-switching models comes from the "bounceback"
model. Indeed, with only one exception, that being the variability of growth rates during Mature Expansion phases, the sample value for each feature falls between 10% and 90% of the corresponding simulated distribution for the "bounceback" model. The model displays a clear improvement over all of the other models, including the three-regime model, in generating a median value for the average growth rate in Recovery phases close to the sample value of 6.67%.
The difference is less than half of a percentage point. Finally, the model generates a median correlation between cumulative growth in the Recession phase and the subsequent Recovery phase that is much closer to the sample value of -0.75.
The conclusion is that the three-regime and "bounceback" models are able to generate improvements over linear models in reproducing certain business cycle features, with the "bounceback" model displaying the most improvement. The models achieve this gain without noticeable deterioration in reproducing other features. However, it is not the case that any regime-switching model is better than the linear models. In particular, consistent with Galvão (2002) and Kim, Morley, and Piger (2005) , it appears to be very important to have a nonlinear model that captures high growth in the Recovery phase. Further, linking the severity of output declines in the Recession phase to the strength of growth in the Recovery phase is also important to generate business cycle patterns that match the sample data.
Business Cycle Features and Heteroskedasticity
As discussed above, there is strong evidence that a structural reduction in the volatility of U.S. real GDP growth occurred sometime around 1984. One possible concern is that the linear models are set up to fail because they do not account for this structural break. The presence of a structural break in volatility could account for a higher variability of growth rates in recessions and recoveries that cannot easily be generated by the linear models in Table 3 . Meanwhile, the Markov-switching models in Table 4 may perform better because they can potentially proxy for the structural break or other forms of heteroskedasticity, rather than simply capturing nonlinearity related to the business cycle. To address this issue, we consider the ability of models with a structural break in volatility to reproduce business cycle features. Formally, the model error term is specified as ,
where is zero before the first quarter of 1984 and one thereafter. For the linear models, the residual variance only changes at the structural break date, so that
For the Markov-switching models, we also consider specifications in which the residual variance changes over business cycle regimes. That is, for the two-regime and "bounceback" models, the residual variance is Interestingly, the basic findings are largely unchanged. That is, the relative performance of the models in reproducing business cycle features has little to do with the presence of a structural break or regime switching in the variance. The linear models do better in terms of capturing variability of growth in recessions and recoveries, but worse in terms of variability of growth in expansions. They also produce shorter expansions than before. The nonlinear models perform very similarly to before, whether or not switching in variance is allowed for. The two-regime model actually does a bit worse, reflecting the fact that a more general model will not necessarily be better at reproducing business cycle features, even if it fits the data better in other dimensions.
Conclusion
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