ABSTRACT Randomized response mechanisms for guaranteeing crowdsourcing data privacy have attracted scholarly attention; aggregators can ensure privacy by collecting only randomized data, and individuals can have plausible deniability regarding their responses. With these mechanisms, analysts employed by organizations can still make predictions and conduct analyses using the randomized data. Existing randomized response-based data collection solutions have severely restricted functionality and usability, resulting in impractical and inefficient systems. Therefore, we developed a randomized response-based privacy-preserving crowdsourcing data collection and analysis mechanism. We designed a complementary randomized response (C-RR) method to guarantee individuals' data privacy and to preserve features from the original data for analysis. We formalized a machine learning framework; our proposed method uses randomized data in the form of binary vectors to generate a learning network. Extensive experiments on real-world data sets demonstrated that our heavy-hitters estimation scheme, which applies C-RR and our data learning model, significantly outperformed existing estimation schemes in terms of data analysis.
I. INTRODUCTION
Because of the rapid development of the Internet of Things (IoT) and social networks, various forms of data are becoming increasingly important for both organizations and individuals. Organizations (e.g., computer companies and academic institutes) aspire to learn valuable information from collected individual data to improve the quality levels of various services or to establish commercial strategies. Individuals may wish to release their data to the public or interested third parties to obtain rewards or advanced services, but almost all individuals demand that their private data (e.g., web browsing history, service usages, and visited locations) not be revealed. Consequently, people face a puzzle between maximizing the quality of experiences and minimizing the leakage of private information.
Randomized response mechanisms that satisfy local differential privacy [25] have drawn considerable interest from the privacy research community, and this is because randomized response mechanisms can address the aforementioned puzzle. For example, RAPPOR [28] , which is included as part of Google Chrome, constantly collects users' responses to questions such as the default homepage of the browser and the default search engine in a differentially private manner to forestall the unwanted or malicious hijacking of user settings. At the Apple Worldwide Developers Conference (WWDC) in 2016, Apple [3] announced its implementation of differential privacy in iOS 10 for discovering popular emojis, identifying excessive electricity consumption, and understanding memory usage in Safari. Microsoft [5] deploys a differentially private data collection mechanism in its Windows Insiders program to gather application usage statistics. Samsung [27] also proposed a differentially private system that enables collection of both categorical reports (e.g., screen deployment) and numerical reports (e.g., remaining battery, time of device usage). Both companies and users can benefit from differentially private data sharing. Companies can promote their commercial strategies or service optimization; users can have a premium experience by consuming software or services without losing their individual privacy.
The concept of randomized response is to analyze collected information without collecting data that can be traced to specific users. In contrast to the earliest differential privacy mechanisms [9] , [10] , which outsource obfuscated reports or data sets but still collect actual sensitive information from individuals, randomized response methods avoid gathering sensitive information from individuals from the very beginning. In particular, any randomized response mechanism that satisfies local differential privacy can rigorously guarantee individual data privacy. More precisely, individuals have ''plausible deniability'' regarding the sensitive information that belongs to them, regardless of attackers' background knowledge.
Several studies (i.e., [17] and [28] ) have used randomized response approaches to protect individuals' data privacy, but such studies have been marred by the drawback of inaccurate data analysis. The fundamental cause of their inaccurate data analysis is the design of their data randomization algorithms and their data decoding or learning models. To address this drawback, we developed Privacy-Preserving crowdsourcing Data Collection and Analysis (PPDCA), an advanced, randomized-response-based data collection and analysis mechanism that guarantees local differential privacy using a complementary randomized response (C-RR) and decodes collected data in accordance with TensorFlow [2] . Additionally, we proved that PPDCA meets the definition of local differential privacy and demonstrated that PPDCA outperforms state-of-the-art methods [17] , [28] in accuracy of data analysis.
The remainder of this paper is organized as follows. Section II describes related work. We present the proposed system model, data aggregation protocol, attack model, and notations in Section III. We then describe the details of our method, PPDCA, and ε-differential privacy analysis in Sections IV and V; we present our learning model construction in Section VI. Subsequently, we describe extensive experiments in Section VII. Finally, we present the concluding remarks in Section VIII.
II. RELATED WORK
In 1965, Warner [24] proposed randomized response as a proven efficient mechanism that satisfies local differential privacy [25] for a situation in which no trusted curator exists. Randomized response uses secret coin flips as random events to decide the answers to sensitive questions, such as ''Are you a homosexual?'' An individual would respond to this question truthfully only if the coin flip returns heads. Otherwise, the individual will flip a second coin to determine the answer and respond ''Yes'' if heads and ''No'' if tails. Individuals hold their own private data and release them to curators in a differentially private manner. For ease of presentation, we refer to individuals' private data as client strings d. In this case, the data set D is viewed as a sequence of d, and the neighboring data sets D 1 and D 2 are also viewed as two distinct sequences of strings d 1 and d 2 . Thus, a local randomized algorithm A delivers ε-differential privacy [9] if for all S A ⊂ Range(A) and every pair of d 1 and d 2 ,
where the probability of each result is taken in terms of the coin flips of the local randomized algorithm A and ε is called the ''privacy budget.'' The privacy budget determines the extent of privacy leakage. A relatively small ε provides relatively rigorous data privacy protection but allows relatively low data analysis accuracy.
Because the local differentially private model does not require a trusted curator [20] , it has received growing attention recently. In real-world applications, market researchers aspire to know which behaviors occur the most frequently among all events, which is called the ''heavy-hitters problem.'' To address the heavy-hitters problem, Erlingsson et al. developed randomized aggregatable privacy-preserving ordinal response (RAPPOR) [28] . The actual client-side string in [28] is represented as a bit vector using a Bloom filter [8] and released in a noisy version after a multilayer randomized response. The major contribution of RAPPOR is its sensitive decoding framework for learning statistics, which can not only address the heavy-hitters problem but also reconstruct the population of client-side strings.
Several studies on data privacy protection have been conducted on models of local differentially private learning since the development of RAPPOR. In 2016, Fanti et al. [14] proposed an extended version of RAPPOR. They developed a new data decoding algorithm to allow aggregators to determine the joint distribution and decode data efficiently under a precise data dictionary. However, in achieving these two goals, they sacrificed the capability to accurately rebuild data. More precisely, aggregators could only observe a few clients' strings with high frequency after decoding.
Qin et al. [32] proposed the method LDPMiner, which first uses a partial ε of differential privacy to generate a candidate set of heavy hitters and then exploits the remainder of ε to refine the results. Although LDPMiner expands the applicability of RAPPOR, it focuses on heavy-hitter reconstruction in set-valued data instead of categorical data.
To determine the optimal parameters for RAPPOR, Wang et al. [26] proposed the OLH mechanism. However, OLH is only applied to reconstruct heavy hitters for a small domain of users' data, whereas RAPPOR and our method do not have this limitation. In 2017, S2M and S2Mb were proposed by Sei and Ohsuga [30] , who used mean square errors and Jensen-Shannon divergence to demonstrate that both can achieve utility similar to RAPPOR. Subsequently, Yang et al. [17] developed MLDP, which was built on a fog computing architecture, to protect data with differential privacy; MLDP uses regression methods of machine learning to obtain limited analytic results.
With the aim of protecting individuals' privacy, Apple's differential privacy team [3] designed scalable local differential privacy mechanisms and provided analyses to show the trade-offs between device bandwidth, server computation, data privacy, and data utility. More precisely, they designed the Private Hadamard Count Mean Sketch algorithm, which has the advantage that users can transmit adjustable bits based on users' device bandwidths for minimizing transmission VOLUME 6, 2018 cost. Reference [3] focused on practical deployments of learning systems considering the trade-offs between device bandwidth, server computation, data privacy, and data utility. Nevertheless, [3] does not strive to significantly improve the accuracy in reconstructing clients' data. Specifically, the approach proposed by Apple still suffers from the inaccuracy of reconstructed data, just as RAPPOR does.
LoPub [29] utilized expectation maximization and Lasso regression to provide multivariate joint distribution estimation and correlation identification under the circumstance that each client individually reports the data in a local differentially private manner. In contrast to LoPub, the goal of our method is the same as that of [17] , [26] , and [28] ; our method focuses on the challenge of accurate heavy-hitter estimation. Additionally, LoPub used the indicator of the distance metric AVD (average variant distance) to quantify the utility of their elaborated synthetic data set. Although LoPub addressed the publication of privacy-preserving crowdsourced data, we cannot make a horizontal comparison with their evaluation because it used a different indicator. In particular, our privacy-preserving data collection in a differentially private manner is based on a supervised multilayer perceptron within a fog computing architecture and alleviates the computational burdens on cloud servers and on traditional servers. If the system reports only the results of the query or aggregation to the server, the efficiency of communication can be significantly improved [17] .
Notably, Hitaj et al. [6] demonstrated that the privacypreserving machine learning model is susceptible to the Generative Adversarial Network (GAN) attack problem in its collaborative mode. In particular, a collaborative learning model shares a subset of model parameters among users. In this case, an attacker employing a GAN can deceive any victim into releasing their private information. More precisely, the attacker defined in [6] simply runs a collaborative learning algorithm and reconstructs sensitive information stored on the victim's device. The attacker can also influence the learning process and deceive the victim into releasing more detailed information even when model parameters are obfuscated with differential privacy. By contrast, our model involves centralized learning; that is, we do not share our learning model parameters with users. Therefore, our model does not suffer from this type of attack.
In privacy-preserving crowdsourcing data collection and analysis, researchers strive to prevent attackers from obtaining individuals' information in memory, on hard disk, or in other forms. Numerous studies [12] , [15] , [16] , [18] , [21] , [22] , [31] have proposed well-designed data collection and analysis methods over encrypted domains, which are based on sophisticated cryptography systems that are horizontal to our method. In many of these studies, the major concerns are computational cost and secret key management overhead. Particularly, the effectiveness of these methods relies on foresight regarding attackers' background knowledge. By contrast, our method satisfying the definition of ε-differential privacy can have a rigorous privacy guarantee, regardless of the attackers' background knowledge.
According to our survey of state-of-the-art methods, the original RAPPOR is the most effective and relevant method for addressing client-side data collection and analysis, and the computing architecture of MLDP is the most similar to that of our machine learning model. PPDCA, which is an extension of our previous work [4] , addresses three perspectives that are different from those of the aforementioned methods: (1) C-RR is elaborated to provide a rigorous data privacy guarantee for individuals while preserving high-utility analyses; (2) a Tensorflow machine learning model is enabled to engage in highutility learning and prediction for randomized data; and (3) through experiments, PPDCA was proven to be effective and to outperform RAPPOR and MLDP in data prediction accuracy.
III. PROBLEM STATEMENT
In this section, the definition of PPDCA, including the system model, data aggregation protocol, attack model, and notations, are formulated and described in detail.
A. SYSTEM MODEL
As shown in Fig. 1 , our system is based on a fog/edge computing data aggregation architecture that involves five roles: client, fog node, fog center, mobile edge cloud, and cloud server. Each role is described as follows.
• Client: The client's behaviors are monitored by IoT devices; behaviors are analyzed elsewhere. To solve privacy concerns, the original behavioral data are FIGURE 1. System model. obfuscated using C-RR and transmitted to the nearest fog node.
• Fog node: The fog node is responsible for computing and analyzing randomized data from the client side using a machine learning model. The learning model can perform data prediction and return the required query answers when the query is initiated from the fog center.
• Fog center: The fog center is a bridge for communication between the cloud server and the fog node. It is responsible for three tasks: (1) collecting query requests from the cloud server and sending requests to fog nodes; (2) aggregating query results from the fog nodes and sending the results to the originating server; and (3) updating the parameters of the learning network model and sending the updated versions to fog nodes.
• Mobile edge cloud: The mobile edge cloud mainly conducts mobile edge computing for clients on the mobile network. It is responsible for computing and analyzing randomized data from the client side using a machine learning model to predict data and respond to required queries.
• Cloud server: The cloud server functions as a data manager or service provider. It has the ability to access query results. It can also process and compute data for different query requests.
B. DATA AGGREGATION PROTOCOL
In general, to avoid privacy leaks and centralized attacks, a data aggregation protocol must be able to provide data aggregation in one round of communication without leaking sensitive information to any entity. Fig. 2 shows the process of data aggregation. The entire aggregation process can be split into two processes. The first is data collection, and the second is query processing.
1) PROCESS OF DATA COLLECTION
Because collected data are protected in terms of data privacy and defended against centralized attacks, the data are transmitted to the fog node after being randomized, and the data prediction model is trained on an honest-but-curious fog node. When a user initiates a query request, the fog center generates the matching query results from the prediction model. The detailed processes are described as follows: Data collection. The client-side entities collect all useful information according to demand. Data disturbance. The data V collected from client sides are encoded through C-RR to produce the randomized data S , thus satisfying local differential privacy. Finally, the S are transmitted to nearby or specific fog nodes. Data prediction model training. The fog nodes add the received S to the learning model M and repeatedly train M until the verification accuracy meets the established requirements. Shared weights of model updating. The fog center and fog nodes constitute a distributed learning network architecture.
The weight of learning model w(t) in this architecture is shared; we call the weight defining the feature map the FIGURE 2. Data aggregation protocol. VOLUME 6, 2018 ''shared weight.'' Therefore, the shared weight w(t) of a trained learning model in a fog node must be uploaded to the fog center. When the fog center receives the weight from the fog node, it updates the weight to a new shared weight w(t +1) and sends w(t + 1) to the learning model of a fog node.
2) PROCESS OF QUERY RESULT
A query request initiated from the cloud server is transmitted to a fog node, and a query result provided by the fog node is transmitted back to the cloud server. The detailed processes are described as follows: Generate the query request. When a user launches a query request Q using a cloud service, the cloud server must notify the fog center to cope with the query request. After collecting a set of query requirements Q S , the fog center sends Q S to the corresponding fog nodes. Generate query results. The fog nodes receive the query request Q S i sent from the fog center and analyze the query results using the prediction model M i .
Respond query results. The fog center transmits the gathered query result set Q A S to the cloud server after a specific period. Because the cloud server knows the originator of each query, it can send each query result Q A i as a response to the corresponding originator of each query.
C. ATTACK MODEL
In crowd sensing and collection modes, client-side private data can be disclosed through many methods. Assuming that the cloud server and fog computing center are honest-butcurious entities, they may disclose client-side private data unintentionally by releasing data analyses or may violate privacy intentionally by gathering sensitive data. Various attack types are available: for example, the attacker may poach data stored on cloud/fog servers or attempt to eavesdrop on communication between clients and cloud servers. The fog nodes and mobile edge cloud are semitrusted. Specifically, they are curious about the aggregated data but are not able to collude with each other. For remedying these attacks, we recommend a local privacy preservation method implemented on each client; we further recommend sanitizing any data item before it is outsourced by the client. A local privacypreserving method satisfying the definition of ε-differential privacy (called local differential privacy) can have a rigorous privacy guarantee, regardless of the attackers' background knowledge.
D. NOTATIONS
• h− number of hash functions.
• k− size of Bloom filter.
• p, q, and f − probability parameters for the degree of data privacy.
, and s i − resultant bits of Bloom filter, PRR, COP, IRR, and COI, respectively.
• ε− privacy budget of differential privacy.
• c * − probability of generating 1 in the response b * i , when the bit b i of Bloom filter B is set to 1.
• z * − probability of generating 1 in the response s i , when the bit b i of Bloom filter B is set to 1.
• z − probability of generating 1 in the response s i , when the bit b i of Bloom filter B is set to 0.
• z 1 − probability of generating 1 in the response s i , if b * i = 1 and s i = 1.
IV. COMPONENTS OF PPDCA
In this section, we describe two key components of PPDCA: encoding of data through C-RR and prediction of randomized data using machine learning mechanisms.
A. DATA ENCODING THROUGH C-RR
To improve the accuracy of data analysis, an intuitive approach is to reserve numerous features from the original data without compromising data privacy. Accordingly, the concept of C-RR is to use the permanent randomized response (PRR), complementary PRR (COP), instantaneous randomized response (IRR), and complementary IRR (COI) to reserve the features from b i within s i while maintaining the randomness of the encoded data. In the following, the process of C-RR is illustrated from the view of coin flips. Initially, each client generates a k-size Bloom filter B by using h hash functions to hash his or her data string v. Next, each bit b i ∈ B is released after six rounds of perturbation determined by flipping elaborated coins. We describe the probability of each coin in Table 1 and illustrate the details of each design as follows. The first and second rounds, which are called PRR, are obtained from the perturbation of each bit b i in B. The result of PRR, b i , is generated by operating both an unfair coin 1 that comes up as heads with probability 1 − f and a fair coin 2. Specifically, if the result of the coin 1 flip is tails, then the result of PRR is determined by the coin 2 with the probability 1 2 . Otherwise, we just set b i to the actual value of b i . The underlying result of PRR can be used to prevent robust statistical analysis of longitudinal data from attackers [7] . The third and fourth 
where probability Pr(b * i = 1) can be dynamically adjusted with the parameter f to reserve more features that can be analyzed in our machine learning model. The intuition of tossing coins 3 and 4 is to design the probabilities of these coins through a synthetic consideration of b i and b i . The more frequently 1 occurs in b i and b i , the more probable it is that the coin will be heads.
The fifth round, which is called IRR, is devised to provide protection against possible tracking attacks [28] and is defined as follows:
where b * i affects the probability of coin 5 for response s i . If b * i is equal to 1, then the probability of heads is q; otherwise, the probability of heads is p.
Eventually, the final round, which is called COI, is established in accordance with COP and IRR and is defined as follows: i is equal to 0, then the probability of heads is z 2 . For s i = 0, if b * i is equal to 1, then the probability of heads is z 3 ; otherwise, if b * i is equal to 0, then the probability of heads is z 4 . Therefore, we can employ s i to reformulate client-side strings effectively.
We quantitatively interpret coin flips from the view of conditional probability; that is, each round of coin flipping operates under the conditions of b i = 1 and b i = 0 and is formulated according to the following lemmas: 
Lemma 2: If the bit b i in Bloom filter B is set to 0, then the probability of generating 1 in the response b * i is given by Pr(b
* i = 1|b i = 0) = f 2 Pr(b i = 1|b i = 0) + 1 − f 2 Pr(b i = 1|b i = 0) = 1 − f 2 · f 2 = f 2 − f 2 4 = 1 − c * .
Lemma 3: If the bit b i in Bloom filter B is set to 1, then the probability of generating 1 in the response s i is given by
z * = Pr(s i = 1|b i = 1) = z 1 Pr(s i = 1|b * i = 1, b i = 1) + z 2 Pr(s i = 1|b * i = 0, b i = 1) + z 3 Pr(s i = 0|b * i = 1, b i = 1) + z 4 Pr(s i = 0|b * i = 0, b i = 1) = z 1 q * 1 + z 2 p * 1 + z 3 q 1 + z 4 p 1 .
Lemma 4: If the bit b i in Bloom filter B is set to 0, then the probability of generating 1 in the response s i is given by
z = Pr(s i = 1|b i = 0) = z 1 Pr(s i = 1|b * i = 1, b i = 0) + z 2 Pr(s i = 1|b * i = 0, b i = 0) + z 3 Pr(s i = 0|b * i = 1, b i = 0) + z 4 Pr(s i = 0|b * i = 0, b i = 0) = z 1 q * 2 + z 2 p * 2 + z 3 q 2 + z 4 p 2 , where q * 1 = Pr(s i = 1|b * i = 1, b i = 1) = qc * q 1 = Pr(s i = 1|b * i = 1, b i = 0) = (1 − q)c * q * 2 = Pr(s i = 1|b * i = 1, b i = 0) = q(1 − c * ) q 2 = Pr(s i = 0|b * i = 1, b i = 0) = (1 − q)(1 − c * ) p * 1 = Pr(s i = 1|b * i = 0, b i = 1) = p(1 − c * ) p 1 = Pr(s i = 0|b * i = 0, b i = 1) = (1 − p)(1 − c * ) p * 2 = Pr(s i = 1|b * i = 0, b i = 0) = pc * p 2 = Pr(s i = 0|b * i = 0, b i = 0) = (1 − p)c * .
B. PREDICTION OF RANDOMIZED DATA USING MACHINE LEARNING MODEL
Because the prediction of a client-side strings is a nonlinear multiclassification problem, the prediction network model is implemented in accordance with a multilayer perceptron (MLP) [11] . An MLP is a feed-forward neural network including three network layer structures, namely an input layer, a hidden layer, and an output layer, in which each layer is connected to the next layer. We can understand the stacked layers of an MLP as a multilayer stack or a multiperceptron stack, similar to multiple regression methods or linear VOLUME 6, 2018 classifier layer stacking. Moreover, the hidden layer is used to capture data characteristics and increase or decrease data dimensions. The learning model of an MLP is a supervised learning scheme. Moreover, the training network is known as error-backward propagation for the correction of learning errors. Our training and prediction processes follow two steps:
Step 1 (Feed-Forward Propagation): Because our model is basically a supervised learning scheme, it is necessary to artificially supplement the process with a known training data set. The input and output data sets are both known; the shared weight between two neurons is trained. The details of settings are illustrated in Section VI.
In a feed-forward network, a certain neuron is equal to the sum of all the neurons in the previous layer multiplied by the shared weight, and the predicted result can be obtained through an activation function: v pred = σ (·). The activation function must be a nonlinear differentiable function. If it is linear, then the results of multilayer and single-layer systems are the same. If it is nondifferentiable, then the shared weight cannot be adjusted. In fact, this activation function enables error-backward propagation to handle nonlinear classification and train the shared weights.
Because the predicted probability of data S = s i k i=1 in our system is a multiclassification prediction, we use softmax as the activation function σ (·) for our learning model and formulate it as follows:
where s i = w T i x + β given a sample vector x, a shared weight vector w, and bias β.
Step 2 (Error-Backward Propagation): When the system is trained with data for the first time, the model may misclassify the target value, and thus subsequent training data may be classified in the wrong direction. This problem can be rectified with a known actual value. When the prediction result is different from the actual result, the error can be calculated. From the output layer, the error is passed back to the input layer, and the shared weights are readjusted during the transfer process.
In addition, we use a categorical cross-entropy function as a loss function L(·, ·) to evaluate the quality of prediction when training the network for the predicted string vector 
).
If L(v pred , v act ) is less than a given threshold, then v pred is returned as output; otherwise, the learning model must be trained again.
V. ε-DIFFERENTIAL PRIVACY ANALYSIS
The differential privacy guarantee is used to assess the degree of privacy protection of the data. We prove that COP and COI satisfy ε-differential privacy in this section.
A. DIFFERENTIAL PRIVACY GUARANTEE OF COP
Theorem 1: COP satisfies ε p -differential privacy, where
Proof: Let V = {v 1 , v 2 , . . . , v n } be the original strings collected from clients; let B = {b 1 , b 2 , . . . , b k } be the Bloom filter converted from a single string of V ; let B = {b 1 , b 2 , . . . , b k } be the noisy version of B; let B * = {b * 1 , b * 2 , . . . , b * k } be the probable synthetic version of B and B ; let S = {s 1 , s 2 , . . . , s k } be the noisy version of B * ; and let S = {s 1 , s 2 , . . . , s k } be the final complementarily encoded reports. Then, the probability of S given V is:
where S is conditionally independent of B. Moreover, we assume that v a and v b are two distinct strings, and their bits in B are set as follows:
where h is the number of hash functions and k is the number of bits in B. The probability mass functions under different conditions are as follows:
and
and
Let RP B * be the ratio of two conditional probabilities and let R B * be all possible outputs of B * . According to Observation 1 in [28] , we can formulate
. . = b * 2h = 1 cause sensitivity to be maximized.
To guarantee the protection of differential privacy, RP B * must be bounded by e ε p . As a result, the privacy budget ε p can be calculated as: ε p = 2hln c * 1−c * .
B. DIFFERENTIAL PRIVACY GUARANTEE OF COI
Theorem 2: COI satisfies ε I -differential privacy, where
Proof: We know that s i is a random variable with a Bernoulli distribution in accordance with Lemmas 3 and 4, and the probability mass functions under different conditions are as follows:
Let RP S be the ratio of two conditional probabilities and let R S be all possible outputs of S .
To guarantee the protection of differential privacy, RP S needs to be bounded by e ε I . As a result, the privacy budget ε I can be calculated as:
VI. LEARNING MODEL CONSTRUCTION
Before detailing the construction of our learning model, we describe the preparation of the input of our learning model and review the cross-validation procedures. A k-bit Bloom filter is used to represent a true client-side string, in which h hash functions are used to encode the client-side string individually and obtain h array positions. Subsequently, the bits at these particular positions in the Bloom filter are set to 1. These 1s are represented as the features of this string. After operating the C-RR, a noisy version of the client-side string is generated. During the training of our learning network, each noisy string is labeled with its true string locally. In crossvalidation procedures, we used 70% of the targeted data set, such as Kosarak and MHEALTH, as the training data set and used 30% of the data set as the validation data set. After the training and validation processes following feed-forward propagation and error-backward propagation, our learning model can be completed. The implementation of our learning model is described in detail as follows.
For constructing our learning model, we tested the number of hidden layers to determine the number of hidden layers that would be optimal for our model; 32-bit Bloom filters were input as validated targets and the probabilities of 100 categories were returned as predicted results. Fig. 3 illustrates cross-validation results under different numbers of hidden layers with randomized data as input. By observing the experimental results, we found that systems with two hidden layers demonstrated superior convergence. As the iterations proceeded, the output approached a specific value. For a system with two hidden layers, the number of nodes in each layer is listed in Table 2 . We applied general optimization algorithms (i.e., RMSprop, AdaMax, SGD, Nadam, Adam, and Adagrad) [23] for testing the optimization of our prediction model. Fig. 4 demonstrates the test results. As indicated in Fig. 4 , RMSprop and AdaMax could not converge to a specific value in our model for cross validation. Nadam was unstable in cross validation, whereas Adagrad had an overfitting problem. By contrast, SGD demonstrated superior convergence; SGD outperformed Adam. Therefore, we used SGD as the optimization algorithm in our model. Because our prediction model was designed to address a multiclassification problem, we used the categorical cross-entropy function as a loss function along with the softmax algorithm as our activation function in the output layer, as described in Section IV-B. After constructing our data prediction model, we performed a series of extensive experiments that compared PPDCA with state-of-the-art methods, as described in the next section.
VII. EXPERIMENTAL EVALUATION
Fanti et al. [14] estimated client-side strings without explicit dictionary knowledge of RAPPOR. The aim of other methods, such as [3] , [26] , [30] , and [32] , is to reduce transmission VOLUME 6, 2018 cost or restrict the accuracy of their estimates depending on the variable sizes of users' strings. However, the estimation accuracy of these methods is similar to or less than that of RAPPOR. Therefore, we present a detailed comparison of RAPPOR and PPDCA for heavy-hitters discovery in this section. In addition, the learning model of PPDCA is similar to that of MLDP. Hence, we also present a comparison of PPDCA and MLDP in terms of the accuracy of prediction for various values of ε.
We used Kosarak [1] and MHEALTH [19] as our test data for multiclassification prediction. Comparing PPDCA with RAPPOR, we conducted our experiments on the realworld data set Kosarak. For a fair comparison of PPDCA and MLDP, our experiments were conducted on the real-world data set MHEALTH. Kosarak, which was provided by Ferenc Bodon [1] , records information from approximately 990, 000 clients; the information involves more than 3, 200, 000 click actions within 41, 270 different pages. Various web masters may seek to discover the popularity of each page through the estimation of clicks. MHEALTH, which is a mobile health data set provided by Oresti Banos [19] , contains more than one million records, each comprising the data from 24 different sensor signals. Because each signal is at the same scale, we randomly chose one type of signal for evaluation.
In the following sections, we first demonstrate the effects of the parameters h, z 1 , z 2 , z 3 , and z 4 on the accuracy of predicting original strings in our method. Subsequently, we compare the accuracy of PPDCA with that of RAPPOR for varying f , p, and q values and demonstrate the population of client-side strings reconstructed by PPDCA and RAPPOR. Finally, PPDCA is compared with MLDP for various values of ε for the prediction accuracy based on the machine learning model.
A. EFFECT OF SYSTEM PARAMETERS
The number of hash functions h and probability parameters z 1 , z 2 , z 3 , and z 4 significantly affected the degree of differential privacy guaranteed by our system. First, we determined that the accuracy varied with h at f = 0.5, q = 0.75, p = 0.5, z 1 = 0.8, z 2 = 0.2, z 3 = 0.8, and z 4 = 0.2, as presented in Fig. 5 . Fig. 5 reveals that if a system has a large number of hash functions, calculations could produce numerous 1 values in a typical bit string, which would produce numerous features from the original data; thus, we can predict the corresponding original string with high accuracy. For each h, we varied ε from 0.5 to 3.8. Notably, the number of hash functions affected the value of ε, according to Theorem 2; that is, the higher the value of h was, the higher the value of ε was. In terms of the differential privacy definition, the higher the value of ε was, the lower the degree of guaranteed privacy was. Consequently, in the selection of the number of hash functions, which directly affects the setting of the value of ε, one faces a puzzle between data utility and data privacy.
Apart from the parameter h, the parameters z 1 , z 2 , z 3 , and z 4 affected the accuracy of data prediction. Fig. 6 demonstrates the effect of z 1 , z 2 , z 3 , and z 4 on accuracy at f = 0.5, q = 0.75, and p = 0.5, where each z i (i ∈ [1, 2, 3, 4]) for each probability (i.e., 0.2, 0.4, 0.6, and 0.8) was executed four times by setting h = [2, 4, 8, 16] . The parameters z 1 , z 2 , z 3 , and z 4 can be used to control how many features retained in S are reserved from B. If the settings of z 1 , z 2 , z 3 , and z 4 increase the similarity of randomized data S to the Bloom filter B, the predictability of S can be increased.
The results of the aforementioned experiments for our system privacy parameters can guide appropriate selections of system parameters to provide the required degree of analytical power and to guarantee the required degree of privacy.
B. COMPARISON
The accuracy of data string prediction observed for both PPDCA and RAPPOR is shown in Fig. 7 at h = 2, z 1 = 0.2, VOLUME 6, 2018 z 2 = 0.8, z 3 = 0.2, and z 4 = 0.8. RAPPOR can reserve a few features from b i , but C-RR is applied in PPDCA to reserve even more features from b i ; thus, our prediction model can rebuild original strings with high accuracy even if the parameters f , p, and q are varied. Compared with RAPPOR, for example, the accuracy could be improved by up to 20%, 30%, and 30% by varying f , q, and p, respectively. Fig. 8 shows the true positive rate of population detection at h = [2, 4, 8, 16] and ε ∈ [0.5, 3.8], indicating the superiority of PPDCA over RAPPOR in detecting all possible distinct strings. Because the C-RR encoding method and the learning network model are used in PPDCA, the population of prediction results in PPDCA can accurately reconstruct correct strings. Moreover, the true positive rate depends on the overall population distribution. Therefore, Fig. 9 shows that PPDCA outperforms RAPPOR in population detection. . 10 shows the accuracy of prediction results at various ε for PPDCA and MLDP. Under the same privacy level ε as used by MLDP, PPDCA uses the C-RR data encoding method to reserve more features from the original data string for the machine learning model. Thus, when ε increases, the accuracy of PPDCA exceeds that of MLDP.
VIII. CONCLUDING REMARKS
We propose a randomized response-based data protection mechanism for crowdsourcing data collection and analysis, namely PPDCA. It provides a mathematically rigorous data privacy guarantee and preserves high-utility data prediction using C-RR and our learning network model. C-RR applies six coin flips to preserve crowdsourcing data privacy. Moreover, we train the parameters in the neural network to enable high-utility data prediction through a TensorFlow learning model, which enables crowdsourced prediction on collections from individuals. Through a sequence of experiments in a real-world environment, we verified PPDCA to outperform the well-known methods RAPPOR and MLDP under different conditions.
