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Summary
Mathematical models of disease can aid understanding of, and provide a framework for,
the study of disease spread and control. Vector-borne diseases are not only amongst
the most significant diseases but also require tailored mathematics to model the spe-
cific biological interactions important in their spread. A key model in vector-borne
epidemiology is the Ross-Macdonald ODE model. Simplification of this model using
the quasi-equilibrium assumption (QEA) allowed stability and bifurcation analysis to
be performed. The QEA was then used to examine the effect of avian malaria upon
the Hawaiian honeycreeper, including ecological factors such as predation and climate
change.
In contrast, amendments to the Ross-Macdonald model can incorporate higher levels
of biological detail, specifically age and bite structure in the vector population. This
was facilitated via a PDE model which led to the better understanding of biological
mechanisms upon disease transmission and control. Disease-free analytic solutions of
the PDE were derived, however the complexity introduced by disease necessitated the
use of numerical analysis in order to solve the system. This novel PDE model enabled the
study of human African trypanosomiasis. Effects of starvation and teneral susceptibility
of tsetse were introduced in a way which is not possible using ODE models. This provides
a new framework capable of investigating the impact of these on the control of disease.
ix
Aims
The role of biting insects is undeniably crucial to the spread of vector-borne diseases. It
is less clear, however, to what extent the vector and its behaviour need to be modelled.
In this thesis the importance of explicit vector modelling and greater biological detail in
the modelling paradigm will be explored. Key questions which arise are:
• Does the vector population need to be modelled explicitly? When modelling
vector-borne diseases (such as malaria) under a deterministic framework, often a
quasi-equilibrium assumption is made to eliminate the vector population equations
and therefore reducing the dimension of the system. Ideally the quasi-equilibrium
assumption and ODE type models sufficiently capture the dynamics of an epidemic
or endemic disease; important aspects of disease dynamics include magnitude of
outbreaks, timescales and long term behaviour. Currently it is not known under
which circumstances the quasi-equilibrium assumption may be used or to what
degree of accuracy the predictions may be trusted. Can models with no explicit
modelling of vector populations be a good approximation to these dynamics? This
theme will be explored in Chapter 3.
• Does incorporating additional information about vector behaviour improve models?
The importance of ageing has provided some interesting and informative insights
into other types of disease models; what impact does vector age have upon
modelled disease predictions? Do other aspects of the vector’s life cycle affect
disease prevalence in a way that is not captured by simple models? Since biting
is the only method for disease to be spread, it is necessary to understand the
mechanics of how this interplays with disease dynamics. A model to address these
biological aspects is formulated and discussed in Chapter 5.
x
Chapter 1
Biological Introduction
After the invention of the first inoculation vaccine in the 18th century it might have
seemed possible that future advances in medicine would herald an age where infec-
tious diseases could not only be controlled but also eradicated. In 1980 the World
Health Organization (WHO) declared the world smallpox-free: making smallpox the
first disease eradicated by human intervention through vaccine control. Sadly only one
further disease, rinderpest (which affected cattle), has been eradicated despite the many
eradication programmes for human diseases including poliomyelitis and malaria.
Certainly technological advances mean that there are now many vaccine-preventable
diseases. However, infectious diseases are complex and wide ranging; each one has its
own nuances and peculiarities. One of the key factors in the spread of infectious diseases
is the path of transmission between individuals. This greatly impacts how the spread
of disease may be slowed, controlled or stopped. The path through which a pathogen
passes between individuals, may occur in a number of ways which may not be necessarily
independent of each other. The main types of transmission are:
• physical contact (including sexual contact)
• airborne
• indirect contact with a contaminated source (including oral-fecal transmission)
• vector-borne transmission.
In general all bar the last of these is considered to define contagious diseases. The
transmission path of a pathogen for vector-borne diseases is quite different from any
contagious disease and it is important that this variation in biological process is under-
stood in order to envisage how they may be controlled.
1
1.1 A Biological Perspective on Vector-Borne Diseases
A vector-borne disease is one in which transmission of infection in a population (known
as the host population) occurs only via a second population (known as vectors) [69].
There are two main types of vector transmission to hosts – biological and mechanical;
in biological transmission the pathogen must undergo developmental stages within the
vector whereas in mechanical transmission the vector mearly facilitates the movement of
pathogen from one host to another via injection [26]. This thesis will discuss biological
vector transmission only and not diseases where mechanical transmission plays a role in
disease spread. Vectors are usually haematophagous (blood-feeding) arthropods such
as mosquitoes, sandflies or ticks. There are many such diseases, the dynamics of which
are of great interest from the point of view of controlling infection. Some of the
biggest world-wide health challenges at the moment (such as malaria) are vector-borne
infections, meaning accurate predictive models are vital to target controls effectively
[134]. In addition, vector-borne infections require a tailored type of multi-species model
to account for the cross-species interactions that are involved in transmission.
It is necessary to outline some basic vector biology to motivate mathematical trans-
mission models. Many vector-borne diseases are deadly to humans and Africa is the
continent with the highest numbers of mortality from them [82]. In general the majority
of vector-borne diseases occur in the tropics where the climate is most suitable for the
vectors, although with climate change the geographical range of vector-borne infections
is increasing [141].
Each year in the region of 225 million people are infected with the malaria parasite and
in 2009 around 781,000 of these resulted in disease-induced mortality [199]. The story
is similar for leishmaniasis where there are around 12 million people globally who are
thought to be infected at any given time and about 80,000 people die annually from the
most serious form, visceral leishmaniasis. Such diseases are rife in the developing world;
a combination of optimal habitat for vectors in tropical regions and a lack of medical
aid lead to large-scale endemics there.
Malaria is the deadliest vector-borne disease to humans and is currently endemic in
much of Africa and other regions with tropical climates [172], historically it has ranged
further afield including the UK [106]. As well as persisting as an endemic disease, in the
last few decades there have been both epidemic outbreaks in areas which were formerly
malaria-free and rises in the number of cases in endemic regions, all thought to be due to
warming of these area [4]. Unsurprisingly, malaria is a top priority for many organisations
and there is much field and laboratory research being undertaken. However, this should
certainly not imply that malaria is the only noteworthy vector-borne disease; there is
a range of other, deadly vector-borne diseases: dengue fever, west Nile virus (WNV)
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and leishmaniasis are but to name a few which have a huge social impact on human
populations. Several others (sleeping sickness etc.) fall under the WHO’s banner of
“neglected tropical diseases”, showing a need for more research in this area.
Human diseases are not the only concern; there are many others that infect other classes
of hosts, such as livestock or birds, which are of interest. Chapter 4 covers the example
of avian malaria in the Hawaiian honeycreeper.
The typical course of infection for vector-borne transmission, ignoring disease, host
or vector specifics, starts with an infected vector (a blood feeding or sucking adult
arthropod) taking a blood-meal from a susceptible member of the host population.
Once bitten, the host has a chance to become infected with the disease. At this stage,
if infected, the host is considered exposed but suffers no adverse effects from the infection
and cannot transmit the disease. The time after becoming infected but before becoming
infectious is known as the latency period. When the parasite has reached a certain
stage in its reproductive cycle, the host becomes infectious after which, if it is bitten,
it can transmit the disease to a susceptible vector through its parasite-infected blood
and completing the transmission cycle [69, 22]. Figure 1.1 illustrates this host-vector
transmission cycle. This very specific biological transfer requires both the host and
vector population and so in the absence of one or the other, the pathogen cannot spread
through a population.
Figure 1.1: General transmission cycle for vector-borne diseases
It is worth noting that the same term in a clinical and epidemiological context can often
denote different periods during the cycle of a disease; clinically, the incubation period is
the time from the infection event up until symptoms occur; often this is the only data
that may be collected. It is quite possible that there is a period of time in which the
host or vector may be infectious (and able to transmit the parasite) whilst remaining
asymptomatic. Due to this, the incubation period and latency period are not necessarily
equivalent and it may be hard to estimate duration of the epidemiological timescales
[22].
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Disease transmission is usually characterised by abundance and spatial spread of both
hosts and vectors [29, 161, 51], demography [28, 176], a feeding rate [129] and success
or failure of transmission [69, 34, 90].
Initially this thesis will focus primarily on malaria-type diseases, however it is general
enough to be easily applied to a range of vector-borne diseases. Chapter 4 gives an
example of avian malaria in Hawaiian birds and Chapter 6 looks at the spread of HAT
in human populations.
1.1.1 Malaria
Malaria follows the generic transmission cycle as previously described; the vector is the
female mosquito who takes her blood-meal as part of the reproductive process [69].
Anopheles mosquitoes act as vectors for human or mammalian malaria, where other
mosquitoes, such as Culex quinquefasciatus, are responsible for transmission in birds.
The males of the species are nectivorous (they only consume nectar, not blood) and, as
such, play no part in the transmission cycle.
There are many different types and strains of malaria, some affecting humans (this may
be caused by one of five different types of Plasmodium [69, 22]) and others affecting
animals. Of the genus Anopheles (responsible for transmission to humans) only around
30 out of 400 species spread infection [22]. P. falciparum and P. vivax are the two
species of Plasmodium which cause the majority of disease-induced mortality in humans,
whereas other types, P. ovale and P. malariae, cause much milder symptoms. The
fifth, P. knowlesi, was not considered a naturally occurring human malaria parasite until
recently (it is primarily found in macaque monkeys) [192], however a study in Malaysian
Borneo has revealed that many infections thought to be caused by P. malariae are in
fact caused by P. knowlesi [167]. Much less is known about P. knowlesi than the other
four parasites however it is consider to be potentially as lethal as P. falciparum.
Currently no vaccine exists as a form of lifelong chemoprophylaxis (preventative medic-
ation) and other preventative strategies focus largely on the use of mosquito nets (with
or without chemical insecticides). For short-term visitors to malaria-endemic regions, a
course of anti-malarial drugs is available but due to various reasons, including economics,
side effects and resistance, this is not taken by long term residents of the area.
In Africa, levels of infection in the general population are high; there were over 200 million
cases in 2012 alone [193]. There is a vast range in prevalence across the malaria-endemic
regions of the continent with anywhere from less than 10% to over 75% of infants testing
positive for the parasite [88]. Some cases present as mild or asymptomatic, although
many of those infected will develop influenza-like symptoms which may resolve without
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intervention. Other cases result in serious malaria infection for which medical attention
is required to prevent death; the death rate is higher in children than adults [62]. It is
thought that one child dies every minute from malaria in Africa and 80% of all deaths
from malaria occur in just two countries – Nigeria and the Democratic Republic of the
Congo [193]. The varying effects of malarial infection are thought to be due to antigenic
variation of the pathogen [107, 160].
The same drugs that may be used for prophylaxis are used in the treatment of those
infected with malaria and they can be very effective. However many malarial regions
overlap with the poorest countries on earth and the cost and availability of such medical
treatment present a great issue in the fight against malaria. Although not all severe cases
respond to medical treatment, the majority do and in these instances it is important
to receive medical treatment quickly [196]. The timescale between first symptoms and
death can be a matter of hours, however rapid medical attention is not widely accessible
in many areas. Other malaria-endemic countries show similar trends, however the African
continent has both the highest number of mortalities and the lowest financial resources
to deal with this endemic.
Malarial infections have the greatest impact on young children and pregnant women.
Complications for expectant mothers include infection in the placenta, abortion or low
birth weight and a variety of other problems. These problems are often exacerbated
by HIV infection which has a high prevalence in developing countries (particularly in
sub-Saharan Africa at about 5% of the general adult population [179]). Fortunately,
babies usually possess some maternal immunity and are bitten far less often then others.
This is due firstly, to not being outside at night when most mosquito feeding occurs and
secondly, to having a much smaller body mass and skin available for biting. Once a child
reaches adulthood it is likely that they will have experienced many malarial infections
already during their life and will have therefore developed some immunity to the parasite.
A key feature affecting malaria transmission is climate. Mosquitoes tend to live in more
humid environments, however even if a mosquito resides within a cooler area, external
temperatures of below about 16◦C do not provide the necessary warmth to allow for
the development of the malaria parasite. In general, the higher the temperature above
16◦C , the shorter the incubation period (the sporogonic cycle) of the disease. At 32◦C
development ceases as this is the point at which the parasite can no longer survive
[22, 29].
In Chapter 4 one example of a more complex system with vector-borne disease is
discussed in detail: the Hawaiian honeycreeper (Drepanididae) suffers not just the
adverse effects from avian malaria (Plasmodium relictum) transmitted via the mos-
quito (Culex quinquefasciatus) but also those of climate change, and predation. The
interplay between these dominating factors is great, with temperatures and abundance of
5
predators affecting the course of the disease and the birds’ ability (or inability) to resist
extinction. Furthermore some species of the honeycreeper exhibit the ability to confer
resistance to malaria, suffering no deleterious effects from the disease whilst remaining
infectious. Such individuals are more commonly referred to as carriers and inadvertently
cause a reservoir of infection by surviving the normal “disease-free” life expectancy but
still spreading infection [161, 29, 98].
The Mosquito as a Vector
Without the mosquito, malaria would be unable to spread though a population. Under-
standing the life cycle of the mosquito is thus crucial to understanding the transmission
of the disease.
Figure 1.2 shows the course of the life cycle of a mosquito. Oviposition (laying) of
mosquito eggs varies by genus, however is usually around or in water. The eggs hatch
after around two days into larvae; mosquito larvae have four different growth stages, or
instars; at the end of each instar, the larva will moult (its old cuticle is shed) causing
a discontinuous growth between stages [69]. The instar duration or stadium is defined
as the time between such moults. The moult between the fourth instar and pupa is
the pupation and a final moult from pupa to imago (adult) completes development
to maturity. Typically the time from egg to adult is anywhere between 5 and 40 days.
Upon reaching adulthood, the mature mosquito can live in excess of 30 days in laboratory
conditions [176], but one to two weeks is more common in wild populations [163].
Egg
Larva
1st
Instar
2nd
Instar
3rd
Instar
4th
Instar
Pupa Adult
Figure 1.2: Mosquito life cycle
During the time spent as a mature adult mosquito, the female will obtain blood-meals
(from humans, mammals or birds) to produce eggs; the first meal is taken a few days
after maturing. The frequency of feeding is determined by this biological, reproductive
need, and so the average rate of feeding is usually once every few days [129] and it is
usually assumed that satiation for one batch of eggs is achieved within this single meal
[69].
The source of blood-meals varies from mammals to birds and reptiles [163]. Some
mosquitoes such as Anopheles gambiae are highly anthropophilic – they have a distinct
preference for human hosts with around 90% of blood-meals being taken from humans.
Other species such as Anopheles albimanus are zoophilic – they prefer to feed on animals
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[26].
The timescales of feeding and development may be important when developing models
of vector-borne diseases, although they can, unfortunately, vary greatly according to
various external conditions, including humidity, temperature and food supply. In extreme
cases a diapausemay occur where (in particular for the eggs) development is suspended
until such time that a physiological stimuli occurs to continue growth. Diapause can
occur due to seasonality (such as very high or low temperatures) or drought [69]. In
the prolonged absence of water, desiccation of larvae can occur, killing the mosquitoes
before they can reach adulthood [102].
Life Cycle of Malaria Parasites
There are many stages in the life cycle of Plasmodium (the parasite which causes human
malaria). These stages are split into two categories: asexual reproduction with the
human host and sexual reproduction in the vector. During the life cycle of Plasmodium,
the parasite passes through several key stages which are outlined in Table 1.1. The
parasite must pass through the stages in both the host and vector in order to complete
its cycle and hence transmission is not possible without one or the other. There are no
“free-living” stages where the parasite exists externally to host or vector.
Each of the four Plasmodium species is responsible for a different malarial strain. Each
strain will cause different symptoms in humans and each has a different incubation
period, associated mortality and possibility for relapse after periods of inactivity. Unfor-
tunately, the regions where the different strains are found are not mutually exclusive and
a single human may become infected with multiple strains simultaneously, a phenomenon
known as superinfection [22]. Previous eradication campaigns have indicated that some
strains (in particular P. vivax) are going to be much tougher to eradicate than others
due to these biological variations [134].
1.1.2 Trypanosomiasis
Another vector-borne infection studied in this thesis is human African trypanosomiasis
(HAT), more commonly know as sleeping sickness. The vector for a species of Tryp-
anosoma, the causative agent of HAT, is the tsetse Glossina and so the biology of both
the vector and the disease is discussed here.
Tsetse are found in sub-Saharan Africa and can transmit trypanosomes (these, like
malaria, are protozoa parasites) which cause HAT and other trypanosomiases. There is
also a form which only affects animals (primarily livestock) known as nagana.
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Table 1.1: Life cycle of Plasmodium [22]
Stage Where? Description
H
u
m
a
n
sporozoite Blood stream Sporozoites are injected into the
blood stream from the mosquito
salivary glands during feeding.
sporozoite -
meriozoites
Liver Sporozoites travel to the liver where
they reproduce asexually, producing
meriozoites.
meriozoites Red blood cells The meriozoites travel back into the
blood stream and enter red blood
cells. After further reproduction, the
cells burst and the meriozoites enter
new red cells. Symptoms arise when
the total number of parasites is above
109.
gametocytes Red blood cells Male and female gametocytes form in
the cells.
M
o
sq
u
it
o
gametocytes
- gametes
Stomach After feeding the gametocytes pass
to the stomach, subsequently creating
male and female gametes.
gametes -
sporozoite
Stomach Male and female gametes reproduce
sexually to gives rise to sporozoites.
sporozoite Salivary gland The sporozoites travel to the salivary
glands.
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There are two different forms of sleeping sickness which can infect humans caused by
subspecies of Trypanosoma brucei : T. b. gambiense and T. b. rhodesiense. The
Rift Valley roughly marks the divide between where the two types are found: Gambian
sleeping sickness (west of the Rift Valley) is most prevalent in humans making up 98%
of all reported cases [194]; often infected individuals may remain asymptomatic for long
periods of time (potentially years) and only exhibit signs of this chronic infection in the
latter stages. Early symptoms of infection can include headache, joint pain and fever
which may easily remain undiagnosed. Conversely, Rhodesian sleeping sickness (which
is found primarily in animals) is a much more acute disease with humans progressing
rapidly through to the advanced disease stage. A single country, Uganda, is currently
affected with both forms of HAT which could complicate treatment of patients further
as microscopy is not sufficient to differentiate between the two and treatments for each
are different [93]. There is evidence that humans may be able to transmit both types of
disease vertically to their offspring [194].
Sleeping sickness is almost always fatal to humans without medical intervention, however
it may be curable if caught early. Current treatments have numerous drawbacks including
low efficacy, intense pain (from one of the treatments which is a derivative of arsenic),
administrative difficulties (one treatment requires 56 IV infusions over 14 days) and
mortality from treatment itself (the drug Melarsoprol kills 5% of patients administered
with it [92, 93, 50]). Infection starts in the blood and proceeds to affect the central
nervous system first causing the lethargy from which the name derives as well as (but
not limited to) possible confusion, dementia, loss of appetite, paralysis and mental
impairment followed by death. In the animal host, the progression of trypanosomiasis
is very similar to sleeping sickness and may also reduce growth, milk production and
strength in cattle.
The Tsetse as a Vector
In many ways the vectors of malaria and trypanosomiasis are similar: both mosquitos
and tsetse are believed to be unaffected by their parasitic burden [127, 56], and once
infected both remain infected for life.
Tsetse have longer life expectancy than mosquitoes. Estimates for maximum life ex-
pectancies are around 120 days under laboratory conditions although the field mean is
approximately 33 days – around the same as laboratory-bred female mosquitoes. Like
the mosquito, female tsetse do live longer then their male counterparts.
Female tsetse only fertilise one egg at a time and it develops internally (known as
adenotrophic viviparity) during its three larval stages [69]. The pregnant tsetse will
need to feed at least three times in order to develop a pupa and the amount of blood
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taken by the pregnant tsetse during this time directly affects the size of the offspring
and whether it will become a viable adult fly [77]. It also affect the fat store of the
offspring upon emergence [72]. This fat store directly determines how soon the offspring
will need to take a blood-meal after maturing.
At the end of the third instar the pregnant tsetse will deposit its larva on the ground.
The larva will then bury into the ground, complete its puparial stage and finally emerge
as an adult. Figure 1.3 summarises these stages in tsetse development.
in vivo
Egg
Larva
1st
Instar
2nd
Instar
3rd
Instar
Pupa Adult
Figure 1.3: Tsetse life cycle
Tsetse have biological differences from mosquitoes that may affect the way disease
transmission occurs. Firstly, all tsetse (not just females) take blood-meals; this is not
only necessary for reproduction, but for survival and without procuring a meal they will
die. Secondly, for some trypanosomes, in particular the species that causes sleeping
sickness in humans (T. brucei), tsetse susceptibility varies. On their first bite tsetse
become infected as normal but for subsequent bites there is a very low probability of
infection. Mature flies which have not yet bitten are known as teneral and therefore this
phenomena between tsetse and T. brucei is known as teneral fly susceptibility. Other
trypanosomes act similarly to malaria (T. vivax, T. congolense) where the vector remains
susceptible to infection for life.
Life cycle of trypanosomes
Like Plasmodium, trypanosomes have developmental stages in both host and vector;
these stages can be found in Table 1.2.
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Table 1.2: Life cycle of T. brucei [26, 163]
Stage Where? Description
T
se
ts
e
trypomastigotes
(stumpy forms)
Midgut Trypomastigotes are ingested during
an infected blood-meal.
trypomastigotes -
promastigotes
Midgut Trypomastigotes change into promas-
tigotes and multiply.
promastigotes -
trypomastigotes
(metacyclic forms)
Midgut After a prolonged period (in the order
of 20 days) promastigotes change into
trypomastigotes.
trypomastigotes
(metacyclic forms)
Salivary glands The trypomastigotes travel from the
midgut to the salivary glands.
M
a
m
m
a
l
trypomastigotes Blood / skin /
lymph nodes
Upon biting the trypomastigotes are
transferred to the hosts blood stream.
They travel to the skin and lymph
nodes and develop there.
trypomastigotes
(slender forms)
Blood The slender forms multiply from the
trypomastigotes. N.B. Slender forms
are not infective to tsetse.
trypomastigotes
(stumpy forms)
Blood The stumpy forms are infective to
tsetse.
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Chapter 2
Disease Modelling in Mathematics
2.1 Why Model Disease?
The cost of disease to the human population is great: disease causes a deterioration in
quality or loss of life and an economic burden on healthcare, businesses (through loss
of workforce) and livestock. It is paramount to be able to forecast disease dynamics
in order to reduce these costs on the human population; this is particularly true for
new outbreaks but also for long-term projections for endemic disease. Furthermore it is
important to be able to calculate and understand the impact of any potential control
strategies before implementation.
Mathematical modelling is used as a tool to aid both predicting the possible outcomes
of infection upon a population and in decision making for control methods.
2.2 Basic Models for Disease
The first mathematical disease model was published in 1766 by Bernoulli [136, 34].
The paper analysed deaths from smallpox with the goal to influence public policy
on variolation (a form of inoculation which used weaken forms of disease to provide
immunity against further infection). Other work on demographic population models
was also in its infancy in the 1700s beginning with Euler [18]. However, it was not until
over a century later in the early 1900s when disease modelling was conducted by others,
most notably Hamer who worked on measles recurrence patterns and Ross who showed
that mosquitoes transmitted malaria and consequently was awarded a Nobel prize.
Throughout the last century, the field of mathematical epidemiology has snowballed
alongside modern medicine, advances in biology and chemistry as well as computer
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science. Mathematics now informs public policy in a range of practices including
school closures, vaccination and livestock movement control to help prevent, reduce
and eliminate disease from both human and animal populations.
A model is not a true description of reality but tries to encompass the essence of disease
spread and its underlying biological mechanisms in a meaningful way which leads to
improved understanding about transmission, infection and eradication.
2.2.1 SI Compartmental Model
Basic disease models are formulated by first partitioning the population in question into
two distinct categories (or classes), usually called susceptible (S) and infected (I). In
such models it is assumed that infected individuals do not have to be symptomatic but
must be infectious to others (the disease is contagious). It is often helpful to visualise
the classes and movement between them via a compartmental diagram (such as Figure
2.1).
S I
Figure 2.1: Compartmental caricature for basic SI disease transmission
Basic models may include not only movement between classes but also various other
disease stages or demography too. For example into classes (births) and out from
classes (deaths or recovery). When demography is included, this is known as an open
population, a system which is particularly relevant when considering diseases occurring
over a prolonged period; if an epidemic is short then the effects of births or natural deaths
from the population are negligible. For endemic diseases, such as malaria, however, the
population is continuously being replenished with new susceptibles (from births) and
infecteds will die (from disease or otherwise). Any of these additional features can also
be included in a compartmental diagram (see Figure 2.2).
S I
natural deaths
mortality
infectionbirths disease-induced
recovery
Figure 2.2: Compartmental caricature for open SI system including disease-induced
mortality
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There are now two distinct ways to formulate a model from the compartmental inform-
ation: deterministic or stochastic.
2.2.2 Deterministic Formulation
Under deterministic modelling, the population must be large enough so that “average”
behaviour can be used to describe the population as a whole. Specifically, infections will
occur at a rate (which is usually dependent on levels of both susceptibles and infecteds)
and so not only is the population considered to be homogeneous (with demography,
succumbing to infection, etc.) but movement between classes is happening continuously.
Susceptibles
dS
dt
= γI − λS
Infectious
dI
dt
= λS − γI
(2.2.1)
where γ is the recovery rate and λ is the force of infection (FOI). λ characterises the
transmission term in disease models; it is the per capita rate at which new individuals
succumb to infection and is given by:
λ = βI (2.2.2)
or
λ =
βI
N
(2.2.3)
the form of λ is dictated by the type of contacts between individuals. If the rate of
contacts increases with population size then the FOI is density-dependent and (2.2.2)
is used. Conversely, the number of contacts between individuals in a population may
be considered to not relate to total population size and then (2.2.3) is used. This
latter formulation (frequency-dependent contacts) is often assumed to hold for human
populations [90] and under a rescaling from numbers of individuals to proportions of a
population, these two forms are indistinguishable as N = 1.
As differential equations have been formulated, it is more than possible to retrieve times
at which a fraction of a person is infected. Whilst biologically nonsensical, for large
enough population sizes, this artefact of the modelling is largely insignificant. This type
of model of infection also assumes that the population is homogeneously mixed. Other
formulations for the FOI including heterogeneous mixing will be discussed shortly.
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Numerical Methods for ODEs
Whilst there is often much analytical work that can be used to study systems of ODEs
such as (2.2.1), often it is necessary to utilise numerical methods in order to approximate
explicit solutions. Some of the possible methods are discussed here.
Euler’s method is the simplest numerical method for solving initial value problem (IVP)
ODEs. It forms the basis from which other more accurate methods have been developed.
Given the IVP ODE:
x′(t) = f(t, x(t)) t > t0
x(t0) = x0
(2.2.4)
Euler’s method finds approximations for the solution of the ODE (2.2.4) at a uniform
grid of fixed times (t = t0, t0 + h, t0 + 2h, . . . , t0 + Nh where h is small and positive)
and it can be described as follows:
• The ODE is an IVP and therefore has a known initial condition x(t0) = x0.
• Since t0 and x0 are known, the tangent at t0 given by x′(t0) := x′0 can be
calculated using x′0 = f(t0, x0).
• The approximation for x(t0 + h) is computed using: x1 = x0 + hx′0. This is
derived by considering the Taylor series of x(t0 + h) and neglecting higher order
terms (O(h2)) as h is taken to be small.
• Now t1 = t0 + h and x1 are known, x′1 can be calculated to find the new
approximation for the gradient.
• In general, this iterative method can be given as
xn+1 = xn + hf(tn, xn) n = 0, 1, 2 . . . , N
or, given that x′n := f(tn, xn) this can also be written as:
xn+1 = xn + hx
′
n
As the time-step, h, becomes small, the numerical solution approaches the exact solu-
tion. This method can readily be extended to higher dimensional systems such as (2.2.1)
provided that S(t0) and I(t0) are known for some initial time t0.
Other methods which arise from modifications to Euler’s method include Runge-Kutta
which involves more computation, but a greater level of accuracy through a higher
order local truncation error [68]. Throughout this thesis, MATLAB software is used
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in conjunction with ODE45 to find solutions to ODEs, this method uses an explicit
Runge-Kutta (4,5) formulation with an adaptive time-step [126].
2.2.3 Stochastic Formulation
Alternatively, an individual based approach can be taken whereby each member of the
population may become infected, die (or any number of other possibilities) independently
of the other members of the population. Such stochastic epidemic models can be
considered as Markov jump processes. For a basic SI contagious disease model, the
state X(t) := (S(t), I(t)) where S and I are numbers of susceptible and infected
individuals respectively at a given time, t. Unlike deterministic modelling, S and I will
always be integers as a state such as X(t) = (100, 2.5) is impossible. The progression
of the epidemic is determined by disease events, for example infections or recoveries.
Using the same parameters as in the deterministic case, the probabilities of the occur-
rence of certain events may be assigned:
P(Infection event occurs in [t, t+ h]|X(t)) = βSI
N
h+O(h)
P(Recovery event occurs in [t, t+ h]|X(t)) = γIh+O(h)
If no other events occur until X(t) changes then this is a Poisson process. The time
until the next event occurring, is denoted by ∆T and is exponentially distributed as the
time to the next Poisson event is given by the conditionally deterministic rates above.
The next infection event is given by:
∆TI ∼ exp
((
βSI
N
)−1)
And the next recovery by:
∆TR ∼ exp
(
(γI)−1
)
This means that the time until the next event is:
∆T = min{∆TI ,∆TR} ∼ exp
((
βSI
N
+ γI
)−1)
When an infection event occurs, this is the same as decreasing the S population by 1
and increasing the I population by 1. The opposite applies in the recovery case.
Infection: X(t+ ∆t) = X(t) + (−1, 1)
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Recovery: X(t+ ∆t) = X(t) + (1,−1)
Gillespie Direct Algorithm
To simulate such stochastic epidemics, the Gillespie algorithm [63] may be used by
following the steps:
1. Decide upon the initial state, X(0), set t = 0 and set parameters as constant
2. Compute the rates (ri) of all possible events (i). These rates are determined by
the current state X(t) and will vary between iterations. Calculate the exit-rate
defined as ξ :=
∑
i ri
3. Draw ∆T ∼ exp(ξ−1) (the wait time until the next event) and increment the time
s.t. t 7→ t+ ∆T (This step and the next step are the Monte Carlo steps)
4. Draw the next event using
P(Next event is Ei) =
ri
ξ
(This is done by sampling uniformly over the interval (0, 1) and selecting the
corresponding event.)
5. Update the new state by using the event information. X(t) 7→ X(t+ ∆T )
6. Finally return to step 2 unless either t+∆T exceeds the simulation time or infection
has died out.
Stochastic models are probabilistic and therefore will generate different epidemics for
each simulation. The converse is true for the previous deterministic model, whose
outcome will be the same every time. Stochastic modelling of vector-borne diseases is
discussed in Section 3.1.1.
2.3 Basic Reproductive Ratio
There are many parameters that influence disease transmission in a population. Under
some conditions, a disease may die out, whereas for others an epidemic occurs or even
endemic disease can persist. A parameter grouping called the basic reproductive ratio,
or R0, combines model parameters in a way which gives a value for the number of
secondary cases of disease originating from a single initial case [136]. This is one of
the most important concepts in mathematical epidemiology [34]. R0 not only enables
the comparison of the spread of different diseases but it also gives information about
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whether a disease will cause an epidemic by the threshold phenomenon R0 > 1 or failure
to invade, R0 < 1 [90].
This threshold can be found for a simple SI system (2.2.1) by considering the rate of
change of infecteds. If an epidemic is to occur then there must be an increase in the
number of infecteds (dIdt > 0) corresponding to:
(β
S
N
− γ)I > 0
βS
Nγ
> 1 if I 6= 0
(2.3.1)
for frequency-dependant transmission.
Initially it is assumed that the number of infected individuals is very small compared to
the size of the population (i.e. S ≈ N) so:
R0 =
βN
Nγ
=
β
γ
> 1 (2.3.2)
Likewise, this threshold can be found for density-dependent transmission:
(βS − γ)I > 0
βS
γ
> 1 if I 6= 0 (2.3.3)
and so:
R0 =
βN
γ
> 1 (2.3.4)
R0 can also be defined to be the number of infected individuals arising from a single
infected individual in an otherwise entirely susceptible population [90]. R0 may be
derived in this way by examining the chain of transmission, it is seen that for the simple
SI model given by Equation 2.2.1, the basic reproductive ratio for a population of size
N is given by:
R0 = average time spent infectious
×FOI from 1 infected individual
×number of susceptibles
=
1
γ
× β
N
×N
=
β
γ
(2.3.5)
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for frequency-dependent transmission and:
R0 = average time spent infectious
×FOI from 1 infected individual
×number of susceptibles
=
1
γ
× β ×N
=
βN
γ
(2.3.6)
for density-dependent transmission. Both of these formulations match the previously
derived expressions for R0 as a threshold criteron.
Models which include other biological features such as demography or disease induced
mortality have corresponding parameters which are likely to appear in the formulation
for R0. Later it will be seen how R0 may be derived for more complex disease models.
2.4 Types of Disease Transmission
Whilst the basic mathematical model for disease is for direct transmission (e.g. for
contagious diseases such as influenza), there are other key transmission types that may
be visualised in a different way due to the underlying causative biological mechanism.
Two of these other types are of interest here: vector transmission (such as malaria)
and vertical transmission (when a mother passes the disease to her offspring). Figure
2.3 gives an example of how a mathematician might visualise these three different
transmission types in a compartmental diagram.
There are some vector-borne diseases for which vertical transmission is possible (e.g.
WNV [132]) however this does not occur for malaria or HAT so will be discounted from
now on in this thesis.
2.5 Types of Disease Progression
So far the basic model (2.2.1) only outlines what is referred to as an SI-type disease.
This is one in which individuals in a population may fall into one of the two categories:
susceptible or infected. There are many other types of progression that a disease may
take; a few examples (but certainly not an exhaustive list) are found in Table 2.1.
Each of these examples can be further varied by explicitly including a further class, E,
to model the population members which have been infected but are not yet infectious to
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Figure 2.3: Possible types of disease transmission
Table 2.1: Some types of disease progression
Type Description Examples
SI
susceptible - infected
BSE, rabies
infections are for life or always fatal
SIS
susceptible - infected - susceptible
many STIs
re-infections are possible
SIR
susceptible - infected - removed
chickenpox
infections are followed by lifelong immunity
SIRS
susceptible - infected - removed - susceptible
syphilis
infections are followed by a period of waning immunity
others; these individuals are known as exposed. Often this extra class is omitted if the
time between becoming infected and becoming infectious (the latency period) is short.
This is discussed for vector-borne disease in Section 3.5.3.
These different progression types exhibit different dynamic behaviour and can explain
many of the general types of patterns seen in disease outbreaks.
2.6 Heterogeneous Populations
Heterogeneous populations are ones in which the total host population may be parti-
tioned into two or more groups, classes or populations with distinct characteristics; this
may be according to a variety of things including multiple species, age groups or risk
structure. In each of these there may be biological or behavioural differences which affect
the spread or transmission of disease. Sometimes it may be easy to compartmentalise
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a population, not only according to disease status (e.g. S,E,I,R), but also by another
natural partition of the population; for multiple species this is particularly easy, as each
different species would form its own category.
Conversely it may be hard to decide upon exactly how it is best to separate out a varying
range of behaviour; for instance for sexually transmitted infections (STIs), where the
number of sexual partners an individual has is related to their risk of contracting a
disease. It is far from obvious how to determine where the boundary between “low risk”
and “high risk” lies. Similarly, when dealing with age structure, it is unclear how to
partition the population into discrete age-classes.
In the SIR modelling framework, instead of having just three states (according to
infection status) there are now three states per population category. In the case of
two populations (these can be thought of as two different species in this example) the
SIR diagram (without demography) now looks a little different (see Figure 2.4).
S1 I1 R1
S2 I2 R2
β12
β21
β22
β11
Figure 2.4: Compartmental caricature of the basic two-population SIR model.
In the standard SIR model transmission of the pathogen between all individuals in the
population is assumed to be governed by a single rate parameters (β) which is equivalent
to assuming that all individuals mix randomly with each other. When the population
is heterogeneous, there is the opportunity to allow different transmission rates within
and between the classes. In particular, the transmission terms now depend upon who
acquires infection from whom (WAIFW), and these new rates are now given by terms
of the form βto from (i.e. β21 denotes the transmission rate of disease going to species 2
from species 1).
A general multi-species model therefore takes much the same form as discussed above,
but the rates are now species dependent and the FOI is expressed as a weighted sum.
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For species i the SIR dynamics are given by:
Susceptibles
dSi
dt
= Bi − λiSi − diSi
Infectious
dIi
dt
= λiSi − γiIi − diIi
Recovered
dRi
dt
= γiIi − diRi
Force of Infection λi =
∑
j βijIj
(2.6.1)
This transmission interdependence becomes more obvious if it is written in full as for
this two-class model and SIR dynamics :
Class 1

Susceptibles
dS1
dt
= −β11S1I1 − β12S1I2
Infectious
dI1
dt
= β11S1I1 + β12S1I2 − γI1
Recovered
dR1
dt
= γI1
Class 2

Susceptibles
dS2
dt
= −β21S2I1 − β22S2I2
Infectious
dI2
dt
= β21S2I1 + β22S2I2 − γI2
Recovered
dR2
dt
= γI2
(2.6.2)
where the FOI for each class λi has been included explicitly, and the population size is
scaled to one. This formulation for transmission can be represented more succinctly in
the form of a transmission matrix known as the WAIFW matrix:
β =
(
β11 β12
β21 β22
)
(2.6.3)
This allows the change of infectious individuals to be written in vector notation:
dI
dt
= S.βI− γI (2.6.4)
The same heterogeneous population structure, transmission matrix and vectorisation
concepts can be applied in a similar fashion to SEIR, SIS and other models of disease
progression.
In the unstructured SI model (see Section 2.2.2) and its similar SIR counterpart, para-
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meterisation of the infection rate, β, is relatively easy and is often derived from the
equilibrium dynamics. In particular given that S∗ = γ/β and both the proportion ser-
onegative (susceptible) and the duration of infection can be measured with relative ease,
calculating β is not conceptually challenging. However, in heterogeneous populations
where the hosts haven been partitioned into n classes, estimating the matrix β is much
harder as there are now n2 entries and often only data for n different data points.
This means that it is often only possible to estimate n parameters within the WAIFW
matrix, and in general any matrix with n degrees of freedom can be made to fit the
equilibrium dynamics. This case therefore requires much more careful thought as to how
to parameterise the matrix; how this is done depends on the specific population, the
disease being modelled and an epidemiological understanding of the transmission routes
[65]. This will be discussed in more detail below.
2.6.1 Heterogeneous Reproductive Ratio
As for single homogeneous population models, being able to estimate the basic repro-
ductive ratio, R0, for heterogenous populations is highly desirable. Here it is necessary
to examine the system of ODEs describing the different classes of infecteds rather than
just a single ODE. In the same manner that invasion of a disease into a homogeneous
population was considered, here the initial number of infecteds is low and so the
linearisation of the subsystem of infected individuals is examined at the origin.
From (2.6.2) the equations:
dI1
dt
= β11S1I1 + β12S1I2 − γI1
dI2
dt
= β21S2I1 + β22S2I2 − γI2
(2.6.5)
are taken and may be written as:
dx
dt
= Jx (2.6.6)
where J is the Jacobian of the system. The origin is found to be unstable when the
spectral bound (the largest real part of the eigenvalue) of the Jacobian, denoted s(J),
is greater than zero.
The Jacobian can be next decomposed into two parts: transmissions, T , and transitions,
Σ, such that J = T + Σ [47, 48]. If the spectral radius (the largest absolute value
of the eigenvalues) of the matrix −TΣ−1 is greater than one, then this is written
ρ(−TΣ−1) > 1 and is equivalent to s(J) > 0 [182] meaning the origin is unstable or,
in an epidemiology context, that the disease can invade a population.
This method is known as the Next Generation Matrix (NGM) approach [85] where the
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NGM is given by K = −TΣ−1 and the threshold criterion is R0 = ρ(K) = 1.
In this two-population case, the matrix of transmissions is given by:
T =
(
β11N1 β12N1
β21N2 β22N2
)
(2.6.7)
and the matrix of transitions by:
Σ =
(
−γ1 0
0 −γ2
)
(2.6.8)
From these the NGM, K, can be computed. First by inverting Σ:
Σ−1 =
(
−γ1 0
0 −γ2
)−1
=
1
γ1γ2
(
−γ2 0
0 −γ1
)
=
 −
1
γ1
0
0 − 1
γ2
 (2.6.9)
and then by multiplying the necessary components:
K = −TΣ−1
= −
(
β11N1 β12N1
β21N2 β22N2
) −
1
γ1
0
0 − 1
γ2

=

β11N1
γ1
β12N1
γ2
β21N2
γ1
β22N2
γ2

(2.6.10)
R0 is now the dominant eigenvalue (or spectral radius) of K.
As before, this ratio may be derived from a biological standpoint by considering how
individuals become infected and generate secondary cases. It is easiest to begin with a
two-population model, although the argument generalises to multiple populations. The
basic reproductive ratio for an infected individual in population 1 or 2 (R01 and R02
respectively) can be found as in Section 2.2.2:
R01 = average infectious period of 1s ×
(rate of generating infected 1s + rate of generating infected 2s)
=
1
γ1
(β11N1 + β21N2)
R02 =
1
γ2
(β12N1 + β22N2)
(2.6.11)
24
Note that the definition that everyone is susceptible, now becomes: S1 = N1 and
S2 = N2, where N1 and N2 are sizes of the two populations respectively.
To calculate a population-level basic reproductive ratio, it is now necessary to average
these two values. By returning to the definition of R0 which states that it is the
number of secondary cases produced by an average infected individual, it is seen that
it is now necessary to calculate which population an average infected individual belongs
to during the early dynamics following disease invasion. By returning to the differential
equations and the eigenvectors of the disease-free equilibrium this may be calculated. In
particular, the eigenvector associated with the dominant eigenvalue will have the form
(−S˜1, I˜1, R˜1,−S˜2, I˜2, R˜2). The true population-level value of R0 is then a weighted
average of the individual R0 values according to the ratio of early infection:
R0 = R01
I˜1
I˜1 + I˜2
+R02
I˜2
I˜1 + I˜2
(2.6.12)
Or for an i species model:
R0 =
∑
i
R0iI
s
i (2.6.13)
where:
Isi =
I˜i∑
j I˜j
is the slaved infected population growth of species i scaled by the growth of the other
species.
These two methods above give the same value for R0, however the special case of
vector-borne disease is discuss later (see Section 3.5). This value of R0 has many
of the same properties as the value calculated for homogeneous (single-population)
models: R0 = 1 defines the critical threshold at which invasion is successful in a totally
susceptible population, and 1 − 1/R0 determines the level of random immunisation
needed to eradicate an infection.
As well as different disease progression types (e.g. SIS, SEIR etc., see Section 2.5), het-
erogeneous populations may exhibit different types of transmission behaviour dependent
upon the disease and population(s) in question. It is important to understand the
underlying mechanisms which drive infection events and whether they are behavioural
and/or biological. There is no set rule for partitioning populations and it is not the same
for every population. Sometimes it may be straightforward and in others, individuals
may even start in one subpopulation and end up in another. There are some key variants
which highlight many of these features which are discussed below.
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2.6.2 Age
Age structure is generally considered to be highly important, in particular, in the
transmission of disease amongst human populations. In general, children of school-
age have very different mixing behaviour from adults or pre-school children. There are
strong levels of assortative mixing; for example children meet a lot of other children at
school whereas adults spend time with other adults at work. This means that it would
be expected that the diagonal terms in the WAIFW matrix are dominant. In addition,
there are important physiological differences between adults and children, meaning that
children respond very differently to infection; for example children and the elderly can
often be the most severely affected by a disease. Also, children’s behaviour, with regard
to hygiene and physical interactions between individuals, is far different from adults;
because of this and physiological effects, it is common that βChild Child > βAdult Adult.
Of more fundamental importance to both the modelling and the epidemiology, is that
in addition to the standard progression through infectious states (that is left to right
in Figure 2.5) there is also movement between classes (top to bottom in Figure 2.5).
All individuals are born into the first class (children) and, after a period of time, move
into the adult class. Movement between classes conserves epidemiological status, such
that infected children that mature become infected adults. One important consequence
of such age-structured models is that adults are older than children, and have therefore
had longer to come into contact with any endemic infection. Therefore, at equilibrium,
susceptibility declines with age.
SC IC RC
SA IA RA
ageing, L ageing, L ageing, L
B
dC dC dC
dA dA dA
Figure 2.5: Compartmental caricature of the child/adult age-structured population SIR
model
Usually when considering long-term processes such as ageing, demography is also incor-
porated, with individuals being born into the youngest age-class. Denoting children and
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adults by subscripts C and A, the two-class age-structure model becomes:
Children

dSC
dt
= B − βCCSCIC − βCASCIA−LSC − dCSC
dIC
dt
= βCCSCIC + βCASCIA − γIC−LIC − dCIC
dRC
dt
= γIC − LRC − dCRC
Adults

dSA
dt
= −βACSAIC − βAASAIA+LSC − dASA
dIA
dt
= βACSAIC + βAASAIA − γIA + LIC − dAIA
dRA
dt
= γIA+LRC − dARA
(2.6.14)
with the parameter L capturing the per capita rate at which children leave the childhood
class and move into the adult population.
In fact, as age structure is so influential in some diseases, the population can be
partitioned into a whole range of age-classes; examples include: preschool, primary
school, secondary school and adult [89]; different age classes for each school year from
0 to 20 [159, 32]; or to match recorded age-related records [20]. It is worth noting that
in the infinite limit of many age-classes this discrete age-structured model becomes an
integro-PDE of the form:
∂S(a)
∂t
= Bδ(a)− S(a)
∫ ∞
0
β(a, b)I(b) db− d(a)S(a)− ∂S(a)
∂a
∂I(a)
∂t
= S(a)
∫ ∞
0
β(a, b)I(b) db− γI(a)− d(a)I(a)− ∂I(a)
∂a
∂R(a)
∂t
= γI(a)− d(a)R(a)− ∂R(a)
∂a
(2.6.15)
where both ageing and time are continuous [34]. Here β(a, b) is the transmission rate
from an individual aged b to an individual aged a.
To return to the issue of parameterisation mentioned earlier, it has already been stated
that because of child behaviour and physiology, it is expected that βCC > βAA and
that the WAIFW matrix is assortative (the diagonal terms dominate). However, in
principle there are four transmission parameters that need to be estimated within these
constraints (or more generally n2 parameters for n populations). If faced with just the
information on the endemic equilibrium (or alternatively just on the early dynamics),
then this allows at most two transmission parameters to be fitted with some freedom
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Figure 2.6: An example of a two class age-structured SIR model with parameters for a
typical human population (β =
(
100 10
10 20
)
, γ = 10, B = dA = 1/60 years
−1,
dC = 0 and L = 1/15 years
−1). In this case 50% of each population start as
susceptible and 0.01% of each are infectious. Initially it is seen that many na¨ıve adults
become infected (adults make up 80% of the population), however as time passes, the
infection is predominantly seen in the child population even though it is smaller in size;
this reflects that as children, individuals are at risk of becoming infected with the
disease and if this occurs they will be not become a susceptible adult once they mature.
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in how the WAIFW matrix is constructed. Commonly assumed forms for the WAIFW
matrix are:
β =
(
β1 β2
β2 β2
)
β =
(
β1 β1
β2 β2
)
β =
(
β1 β2
β1 β2
)
β =
(
β1 β2
β2 β1
)
which correspond to special transmission between children, age-dependent susceptibility,
age-dependent transmissibility, and strong assortativity. All of these matrices can be
parameterised to generate the same endemic levels of infection and susceptibility; which
form is chosen depends on additional information about the relative strengths of the
transmission routes. This problem obviously becomes more complex as more age-classes
are included in the model formulation.
One method to address this uncertainty is to measure the mixing patterns between
the age-classes – although this does not directly quantify the degree of transmission.
The pan-European POLYMOD study [135] surveyed 7,290 people in eight countries to
determine age-dependent mixing patterns. The data generated has allowed far better
parameterisation of comparmentalised age-structured models, and is now a standard
approach that has been used in a variety of settings from the shifting patterns in both
the incidence of pertussis (whooping cough) [152], to control of pandemic influenza
[131].
2.6.3 Multiple Species
For two or more different species not only is it expected that transmission parameters
will differ but it is also likely that other rates, such as birth, death and recovery, may
also be different due to inherent differences between species. Two species models are
often needed when both livestock and a wildlife reservoir can act as hosts for the same
pathogen. African buffalo are a clear example where control of foot-and-mouth disease
in cattle is limited by the presence of infection in wildlife [25], while the controversy in the
UK about the role of badgers in the transmission of bovine Tuberculosis [103, 101] largely
hinges around estimating transmission parameters. In addition, there are a number of
infectious diseases (such as bubonic plague or WNV) known as zoonoses, which can
infect both humans and other animals, and so models must take both species into
account. However, the formulation of these two species models adds little novelty to
the methods discussed above. One situation where there are subtle, yet important
differences, is when individuals of one species (vectors) are required for transmission of
infection between members of a different species; models for such vector-borne diseases
are now explored in some detail with particular emphasis on the dynamics of malaria
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and its biology as outlined in Section 1.1.1.
2.6.4 Vector-Borne Disease Modelling
There are many different types of mathematical model for vector-borne disease trans-
mission [90, 34, 22]. Ideally these are sought to be mathematically tractable and as
simple as possible whilst retaining the general dynamics of the biological system.
Unsurprisingly models from the literature range greatly; from deterministic [122] to
stochastic, endemic (including birth and death rates) or epidemic (an outbreak of limited
duration), incorporating spatial spread, spatial heterogeneity [98], latency periods, age
structure [176, 28], acquisition and loss of immunity, multiple strains and many others
(many of these are outlined by Bailey [22]). Even when only considering just one specific
disease the variations in the disease within different populations may lead to changes in
not just the parameterisation, but also in the best modelling approach.
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Chapter 3
Modelling Vector-Borne Disease
3.1 Basic Vector-Borne Disease Modelling
The underlying biology of vector-borne disease transmission dictates that the previous
models (described in Chapter 2) must be adapted. A host cannot directly infect another
host with a vector-borne disease, and this needs to be taken into account with an
appropriate model. A vector-borne disease model can be thought of as a specific type
of heterogeneous population model, where the natural partition of the total population
is into the two species: the host and the vector. Typically for each population SIR or
SI-type dynamics are assumed, however in contrast with other models where a high level
of assortativity between individuals in a class is often expected, there is no transmission
within classes and hence a transmission (or who acquires infection from whom (WAIFW))
matrix is of the form:
β =
(
0 βH
βV 0
)
(3.1.1)
For ease of notation the double subscript on β from Equation (2.6.1) is dropped and
βi now corresponds to transmission of disease to species i. This type of transmission
is know as criss-cross transmission (Figure 3.1) as no assortative transmission occurs –
individuals cannot contract the infection directly from another individual of the same
species. Although the total population is partitioned into these two very separate
categories, homogenous mixing between vectors and hosts is assumed1; when a vector
selects a host from whom to take a blood-meal, it does so at random from the whole
host population, rather than being biased for a particular local.
1It is worth noting that this not the only example of criss-cross transmission, for example in the
spread of STIs in a strictly heterosexual population, all individuals only mix with others of the opposite
sex and so same-sex transmission does not occur directly.
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Figure 3.1: Compartmental caricature of vector-borne infection model showing
criss-cross transmission terms
Transmission of vector-borne infections is generally considered to be frequency-dependent,
rather than density-dependent; once the vector is sated by its blood-meal it will not bite
again until necessary and so biting frequency is not governed by host population size.
The transmission dynamics are determined by this vector biting rate (α), the probability
of a bite leading to infection for the host or vector (pH and pV , respectively) and the
numbers of susceptible and infectious hosts (SH and IH) and vectors (SV and IV ). The
number of vectors always refers to those of biting maturity (and gender in the case of
the mosquito). Much of the literature uses SH , IH , SV , IV as densities (or proportions),
however it will be assumed here that they are always numbers.
Although the R class (recovered or removed) is often included in models, particularly
when incorporating waning immunity for malaria, in this general formulation it will
be omitted. Hence it is assumed that recovery, if it occurs, is immediately into the
susceptible population and that it is unnecessary to count deaths. This gives the FOI
as:
λi = βiIj =
αpiIj
NH
where i 6= j (3.1.2)
The FOI is closely linked to another term: the entomological inoculation rate (EIR)
which is widely used in the literature as it gives a more direct way to measure the
intensity of transmission rather than either incidence (the rate of new infections) or
prevalence (total number of infections) [91]. The EIR per unit time (e.g. per night or
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per year) is calculated as follows [125]:
EIR = # bites per human per unit time
× proportion of infected vectors
=
αNV
NH
× IV
NV
=
αIV
NH
=
λH
pH
(3.1.3)
Since the EIR is the product of these two distinct but measurable quantities, there are
many different ways to measure EIR in the field; a total of eleven different methods
were used to measure the EIR of P. falciparum malaria between 1980 and 2004 [91]. For
mosquitoes, the human biting rate can be found by counting the number of mosquitoes
landing on humans in a given time, known as human-bait collection (HBC) or human-
landing collections; this method is generally regarded as the most reliable form of
estimating “the bites per human time” [97]. Other methods, however, do not require
humans to come into direct contact with the vectors and so they are protected from
potential disease transmission. These methods can involve traps placed by the side of
a person sleeping under a bed net treated with insecticides. The sporozoite rate (the
proportion of infected vectors) has previously been determined for mosquitoes using
dissection of mosquito salivary glands, ELISA test or PCR test [91]. Ultimately the
calculated EIR is likely to depend on the combination of measures used and is susceptible
to large variation.
The use of the EIR will be discussed again in Section 3.2.
Another key mathematical term frequently used in vector-borne modelling is vectorial
capacity. This parameter, which is possibly time-dependent [49], gives a value to the
ability of a vector population to transmit disease to a host population.
C(t) = # of bites on humans that a vector will distribute during
the rest of its life after having become exposed at time t
and passing through to the infected class after n days
=
NV (t)
NH(t)
α2
exp(−dV n)
dV
(3.1.4)
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This is often given in the simpler (time-independent) form [61]:
C =
α2nV exp(−dV n)
dV
(3.1.5)
where nV is the ratio of vectors to hosts, or under a SI (rather than SEI) framework as
[154]:
C =
α2nV
dV
(3.1.6)
The vectorial capacity sometimes appears with the additional term pH [138, 28], chan-
ging the meaning from the number of bites once infected to the number of bites once
infected which lead to host infection. In general the vectorial capacity may be thought
of as the contribution of the vector towards the basic reproductive ratio, R0.
Some of the earliest work in Mathematical Epidemiology was performed by Ross [153,
154] in the early 1900s; he was particularly interested by the role of the mosquito in
malaria transmission and variations upon his formulation are still widely used to model
vector-borne disease. The standard Ross-Macdonald malaria model [154, 122] is usually
given in the following form where parameters retain the same meaning as previously,
with the addition of a disease-induced per capita mortality rate, DH (see Table 3.1 for
full list of parameters).
Hosts

dSH
dt
= BH + γHIH − λHSH − dHSH
dIH
dt
= −γHIH + λHSH − (dH +DH)IH
Vectors

dSV
dt
= bVNV + γV IV − λV SV − dV SV
dIV
dt
= −γV IV + λV SV − dV IV
(3.1.7)
where λi =
αpiIj
NH
is the FOI of species j on species i (j 6= i).
Demography is included so that the long term dynamics of the endemic disease can
be studied. Parameters correspond not just to the disease in question but also to the
populations. For example, the natural death rate for humans, dH , is generally much
smaller than that of the vector, dV ; for mosquitoes the average life expectancy of a
female is only 32 days in the laboratory [176] and even less in the field. In addition,
there is not a disease-induced mortality term for the vector population as the vectors
rarely suffer adverse effects from this infection. There is some evidence to suggest that,
particularly in the case of novel vector-parasite pairings, there may be disease-induced
mortality for the vector [56, 127]. Conversely, other data cites a possible symbiotic
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Table 3.1: Parameters in the standard host-vector SI model
Parameters Description Note
NH population size of hosts
NV population size of vectors
α average vector feeding rate
This may incorporate vector de-
sire to bite and chance of find-
ing a suitable host. Is assumed
to be constant here (but see
Section 5.2)
bH , dH per capita birth/death rate of hosts
BH total birth rate of hosts BH = bHNH
bV , dV per capita birth/death rate of hosts
γH recovery rate of hosts
γV recovery rate of hosts
Usually assumed to be zero
(vectors cannot recover)
DH disease-induced mortality rate in hosts
pH
probability of transmission from vec-
tors to hosts
pV
probability of transmission from host
to vector
λH FOI on hosts from vectors λH =
αpHIV
NH
λV FOI on vectors from hosts λV =
αpV IH
NH
relationship with infected vectors fairing better than their susceptible counterparts [56].
However, it is usual to assume that vectors have a constant carrying capacity NV (and
so bV = dV ), and that infection does not affect fecundity or survival.
The birth term into the host population, BH , is usually given as one of two formulations:
(1) just a constant total birth rate for the population, and (2) BH = bHNH where bH is
the per capita birth rate. In the more basic models, NH is often fixed, in which case (1)
and (2) are equivalent, however it may also be interesting to consider NH = SH + IH
which will fluctuate with imbalance in per capita births and deaths. A simulation of the
Ross-Macdonald model (3.1.7) is shown in Figure 3.2.
This Ross-Macdonald model (3.1.7) can easily be amended to incorporate a latency
period by adding an additional exposed, E, class to both the host and vector populations,
as will be seen briefly in Section 3.5.3 and in more detail in Section 6.2.6.
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Figure 3.2: Host-vector epidemic. (NH = 10
3, NV = 10
4, a = 1/4 days−1, pH = 0.1,
pV = 0.3, γH = 1/30 days
−1, B = bHNH , bH = dH = 1/50 years−1,
DH = 1/40 days
−1, bV = dV = 1/14 days−1).
In this model, hosts are born susceptible as no vertical transmission is assumed (neither
hosts nor vectors pass on the disease maternally to their progeny); for diseases such as
WNV this would need to be adapted as vertical transmission is possible for the vector
population [132].
3.1.1 Stochastic Vector-Borne Disease Modelling
Stochastic models incorporate the probabilistic elements of disease transmission. Chance
occurrences resulting in fluctuations in the system can be attributed either to environ-
mental or demographic noise. Environmental noise is generated from natural variations
in external sources, for instance temperature changes. This type of noise may be
introduced into the previous deterministic systems of ODE via the addition of randomly
generated numbers with zero mean [90]. Demographic noise associated with deviations
in processes such as births/deaths or transmission events is most often modelled using
an individual-based, event driven approach.
Broadly speaking, these two different forms of noise can impact the disease dynamics in
many similar ways which include: fluctuations between any two simulations, epidemic
fade-out (extinction of a disease) and stochastic resonance around endemic prevalence.
Here the impact of an individual-based approach on vector-borne disease is examined in
more detail.
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Table 3.2: Information for the stochastic host-vector disease model
Event Rate Change to X(t)
Demography
Host births bHNH (1, 0, 0, 0)
Vector births bVNV (0, 0, 1, 0)
Susceptible host deaths dHSH (−1, 0, 0, 0)
Susceptible vector deaths dV SV (0, 0,−1, 0)
Infected host deaths (dH +DH)IH (0, 0,−1, 0)
Infected vector deaths dV IV (0, 0, 0,−1)
Epidemiology
Host infection αpHIV SHNH (−1, 1, 0, 0)
Vector infection αpV IHSVNH (0, 0,−1, 1)
Host recovery γHIH (1,−1, 0, 0)
Vector recovery γV IV (0, 0, 1,−1)
Using the same framework as in Section 2.2.3, the basic Ross-Macdonald disease model
can be formulated as an individual-based, stochastic model, as opposed to the de-
terministic version (3.1.7). This type of stochastic vector-borne disease model was
explored by Bartlett, Griffiths and Bekessy in the 1960s and 70s [24, 67, 27] when the
possibility of numerical simulation arrived. Whilst future models described here will be of
a deterministic nature, it is important to highlight possible stochastic effects seen in this
type of individual-based model which will not be captured in the alternative formulation.
The state at a given time, t is:
X(t) = (SH(t), IH(t), SV (t), IV (t))
The list of all possible events and their associated rates is given in Table 3.2.
To illustrate stochastic effects, four stochastic epidemics have been simulated and
plotted with their deterministic counterparts (Figures 3.3-3.6). All simulations have
the same reproductive ratio2, R0 = 2.3, and all parameters apart from population size
are consistent. In the deterministic model the shape of the epidemic profile (the latter
two scaled down by a factor of 10) does not change, however stochastic effects do not
scale the same way.
For large populations, the stochastic simulation appears very similar to the deterministic
one, however due to the low percentage of initial infecteds, the timing of the epidemic
peak may be different between the two (in Figure 3.3 the peak appears earlier than in
Figure 3.4).
Differences between deterministic and stochastic simulations are magnified for small
population sizes; there may not only be discrepancies in timing, but also the size of the
2This is the square root of the R0 calculated from a complete host-vector-host cycle. The derivation
of R0 for host-vector populations is discussed in Section 3.5
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Figure 3.3: Comparison of stochastic and deterministic epidemics for larger populations
(simulation 1). In this case the stochastic formulation give an earlier epidemic then the
deterministic case. The parameters used here match those in Figure 3.2.
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Figure 3.4: Comparison of stochastic and deterministic epidemics for larger populations
(simulation 2). Here there is a marginally later stochastic epidemic than deterministic.
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Figure 3.5: Comparison of stochastic and deterministic epidemics for smaller
populations. The stochastic epidemic appears “noisier” as well as having mismatched
timing and a slight increase in amplitude.
epidemic (Figure 3.5) or even the possibility that the disease fails to take off by burning
out before spreading far (Figure 3.6).
In all cases initial conditions are critical when considering stochastic effects. Figures 3.5
and 3.6 are in fact generated using the same initial conditions and parameters, however
as the number of infected individuals was originally so low, there was a high probability
of disease extinction before the epidemic even took off.
In summary, there are a number of possible challenges with epidemics and stochasticity
which include:
• Disease extinction before major breakout (in particular with low numbers of initial
infected). e.g. Figure 3.6.
• Noticeable fluctuations for smaller population sizes. e.g. Figure 3.5
• Discrepancies between different simulations as to the timing of the projected
epidemic peak, even though same general profile (amplitude and duration) are
consistent. See Figures 3.3 and 3.4
Radcliffe [144] showed that if initial infections did not die out then deterministic models
have the same general behaviour as the stochastic ones. Thus the figures are illustrative
of how deterministic models are a good approximation to the stochastic disease dynamics
for large populations sizes. The information that the deterministic model provides about
39
0 100 200
0
50
100
150
Time (days)
Su
sc
ep
tib
le
 h
os
ts
0 100 200
0
20
40
60
Time (days)
In
fe
ct
io
us
 h
os
ts
0 100 200
0
500
1000
Time (days)
Su
sc
ep
tib
le
 v
ec
to
rs
0 100 200
0
200
400
600
Time (days)
In
fe
ct
ed
 v
ec
to
rs
 
 
deterministic
stochastic
Figure 3.6: Comparison of stochastic and deterministic epidemics for smaller
populations with disease extinction (failure to invade).
the timescale and size of the outbreak is consistent with that of the stochastic one
(although the peak may occur earlier or later dependent on the start of the epidemic
and the early transmission). In general there should be relatively little concern about
using deterministic models for endemic disease modelling in large populations, where
there is neither large stochastic variance from low population number, nor uncertainties
in disease “take-off” or extinction (i.e. the disease is endemic so it is known not to have
died out probabilistically). In particular, it is noted that that vector population sizes in
question are usually large.
3.2 The Quasi-Equilibrium Assumption
Ideally the deterministic model (System 3.1.7) can be adapted to make it easier to
study a number of other details that may be specific to a particular vector-borne disease
(such as predation on the Hawaiian Honeycreeper with avian malaria, see Section 4).
In most cases it is the prevalence of disease in the host population which is of primary
interest and so lower dimensional models explicitly involving only the host population
are frequently developed.
A somewhat crude method of developing a host-only or “non-vector” [140] model is
to assume a sustained FOI or more specifically a constant EIR (as given in Equation
(3.1.3)). This method uses a field value for EIR to estimate the infectious pressure upon
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the human population [171]. There is assumed to be no change to the infection levels
in the vector population; this method can therefore only really be applied in an endemic
situation with no vector control [140].
dSH
dt
= BH + γHIH − λHSH − dHSH
dIH
dt
= −γHIH + λHSH − (dH +DH)IH
where λH = EIR× pH = const
(3.2.1)
A variety of approximation methods have been used in the literature in order to eliminate
the need to explicitly model the disease dynamics in the vector population, whilst
retaining more realistic fluctuations in the FOI. One of the first such approximations
was given in some of the original work by Ross [154] and subsequent analysis was
conducted by Lotka [114].
The quasi-equilibrium assumption (QEA) (as described by Keeling and Rohani [90]) is
an approximation method which may be used successfully on this system of ODEs due
to the nature of the time-scales involved. Since the vector rates are generally much
more rapid than the corresponding host rates, the model becomes a multi-scale analysis
problem. (This approach is commonly referred to as the quasi-steady-state assumption
(QSSA) in enzymes kinetics and, in other disciplines, as the method of multiple scales).
The QEA states that due to the relatively short life expectancy of a vector compared
to the host species (a human typically lives 500 times longer than a mosquito) and the
timescale of the disease, that an individual vector effectively sees a sustained level of
infection within the host population for the duration of its life and so the dynamics
can be approximated by assuming that dSVdt =
dIV
dt = 0 (and that the population is of
constant size NV ). Hence the quasi-steady state vector populations are given by:
S∗V =
NV (bV + γV )
γV + λV + dV
I∗V =
NV λV
γV + λV + dV
(3.2.2)
which are functions of SH , IH and NH due to the dependence of λV on these variables.
Combining these quasi-steady state solutions with the original host equations yields a
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Figure 3.7: Example of how epidemic profiles may vary from the original deterministic
system when using the QEA (parameters the same as in Figure 3.2). Here the
quasi-equilibrium assumption slightly overestimates the size of the epidemic and
predicts that it will occur earlier.
new closed 2-dimensional system:
dSH
dt
= BH + γHIH − λHSH − dHSH
dIH
dt
= −γHIH + λHSH − (dH +DH)IH
where λH =
αpHI
∗
V
NH
≈ αpH
NH
NV
NH
αpV IH
(γV + αpV
IH
NH
+ dV )
(3.2.3)
This QEA may be justified more rigorously using the method of matched asymptotic
expressions (for more details see Murray [136], Britton [34] and Glendinning [64]) and
will be outlined in Section 3.2.1.
This method is advantageous as it halves the dimension of the system and so enables
more simple analysis of the dynamics. Since it is usually only the host population which
is of interest (from the point of view of reducing numbers of infections and subsequent
deaths) this new system is very appealing as a framework on which to overlay more
complex host dynamics (see Chapter 4 and [30] for examples). Under the QEA the
number of infected vectors is replaced by an expression which is a function of the host
population and its infecteds.
The QEA is exact for the equilibrium dynamics of the full system as the equilibria have
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been found for each of the two species sequentially. Moreover the QEA generally gives
a good approximation to the full dynamics and, whilst this should give a reasonable idea
of the epidemic profile (with respect to amplitude and time scales), there will be slight
temporal variation from the true behaviour since under the QEA the vector population
responds instantly to any changes in the host (see Figure 3.7). This temporal variation
is reflected in the reproductive ratio for the vector-borne model under the QEA; R0 is
determined more simply than before as the focus is now solely on the host dynamics:
R0 = duration of infection× rate of transmission
=
1
(dH + γH +DH)
× λH ×NH
=
α2pHpV
NV
NH
(dH + γH +DH)(γV +
αpH
NH
+ dV )
(3.2.4)
This R0 is always less that the value calculated from the host-vector model (Equation
(3.5.3)), although in general the differences tend to be small. Care must still be taken
to ensure such approximation methods do not cause the loss of significant behaviour
in the system (as discussed by Flach and Schnell for a similar QSSA in enzyme kinetic
models [59]).
Ross’s similar approximation method uses the vectorial capacity to compute how many
infectious contacts are made per unit time [61]. This is combined with the inoculation
rate to obtain an expression for the FOI upon the host population.
λH =
αpHI
∗
V
NH
≈ αpH
NH
NV
NH
αpV IH
dV
=
α2pHpV nV
dV
IH
NH
= CpV pH
IH
NH
(3.2.5)
where C is the vectorial capacity defined in Equation (3.1.6). The resultant FOI is linear
in IH (for fixed NH) and the infection term in the ODE has the same non-linearity as
for direct, frequency-dependent transmission.
This approximation has several parameter conditions in addition to the ones already
listed that must be satisfied in order for it to estimate the dynamics well; this includes:
pV α
dV
IH
NH
 1
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It is noted that this criterion may often not hold and it is dependent upon the paramet-
erisation of a given disease.
Whilst this particular method is not discussed further here because of its sensitive
dependence upon parameters, it has been applied in various models including those
by Dietz et al [49], Styer el al [176], and Bellan [28].
3.2.1 Justification of the Quasi-Equilibrium Assumption
A rigorous formalisation of multiple time scale analysis can be used to justify the use of
the QEA. Usually this is performed for populations of a fixed size (as seen in work by
Rocha et al [147]) however the result can also be achieved for a host population which
may fluctuate in size; this is particularly useful if there are disease-induced deaths or the
birth rate does not match the death rate.
A non-dimensionalisation scheme can be used on the Ross-Macdonald model (3.1.7) to
find and justify the SI model with QEA.
The new variables are given by:
SH = δ1x SV = δ4z t = δ3s
IH = δ2y IV = δ5w
(3.2.6)
and the system of equation becomes:
dx
ds
=
δ3
δ1
dSH
dt
= δ3(bH − dH)x+ δ3(bH + γH)y − δ3δ5αpH xw
δ1x+ δ2y
dy
ds
=
δ3
δ2
dIH
dt
=
δ1δ3δ5αpH
δ2
xw
δ1x+ δ2y
− (dH +DH + γH)y
dz
ds
=
δ3
δ4
dSV
dt
= δ3(bV − dV )z + δ3δ5
δ4
(bV + γV )w − δ2δ3αpV yz
δ1x+ δ2y
dw
ds
=
δ3
δ5
dIV
dt
=
δ2δ3δ4αpV
δ5
yz
δ1x+ δ2y
− δ3(γV − dV )w
(3.2.7)
Now if δ4 = δ5 = 1 and δ1 = δ2 =
1
ε and δ3 =
1
bH
then the system becomes:
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dx
ds
= (1− dH
bH
)x+ (1 +
γH
bH
)y − αεpH
bH
xw
x+ y
dy
ds
=
αεpH
bH
xw
x+ y
− (dH +DH + γH)
bH
y
dz
ds
=
(bV − dV )
bH
z +
(bV + γV )
bH
z − αpV
bH
yz
x+ y
dw
ds
=
αpV
bH
yz
x+ y
− (γV − dV )
bH
w
(3.2.8)
In general the rates for the vector parameters are much larger than the hosts’ and if
ε := bHbV , then d˜V = dV ε, α˜ = αε and γ˜V = γV ε are all of the same order as the host
rate parameters.
dx
ds
= (1− dH
bH
)x+ (1 +
γH
bH
)y − α˜pH
bH
xw
x+ y
dy
ds
=
α˜pH
bH
xw
x+ y
− (dH +DH + γH)
bH
y
ε
dz
ds
=
(b˜V − d˜V )
bH
z +
(b˜V + γ˜V )
bH
w − α˜pV
bH
yz
x+ y
ε
dw
ds
=
α˜pV
bH
yz
x+ y
− (γ˜V − d˜V )
bH
w
(3.2.9)
Now the system has dimensionless parameters (ki) of order zero:
dx
ds
= k1x+ k2y − k3 xw
x+ y
dy
ds
= k3
xw
x+ y
− k4y
ε
dz
ds
= k5z + k6w − k7 yz
x+ y
ε
dw
ds
= k7
yz
x+ y
+ (k5 − k6)w
(3.2.10)
An alternative (and equivalent) system of equations may be given in terms of the original
time-scale, t by simply multiplying through by bH on each side. This gives the useful
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formulation:
dx
dt
= c1x+ c2y − c3 xw
x+ y
dy
dt
= c3
xw
x+ y
− c4y
ε
dz
dt
= c5z + c6w − c7 yz
x+ y
ε
dw
dt
= c7
yz
x+ y
+ (c5 − c6)w
(3.2.11)
where all the ci’s are of the same timescale.
It is noted that in general ε = bHbV  1 and the system derived has two competing time
scales: the “natural” time scale t, and the fast vector time scale τ := tε .
By assuming that the model variables, x, y, w, z may be expressed, not just as functions
of time, t but also of the small parameter ε, each of the variables is expressed as a power
expansion about ε = 0 :
x = x0 + x1ε + x2ε
2 + O(ε3)
y = y0 + y1ε + y2ε
2 + O(ε3)
w = w0 + w1ε + w2ε
2 + O(ε3)
z = z0 + z1ε + z2ε
2 + O(ε3)
(3.2.12)
The derivatives can be expressed in terms of the fast and slow timescales:
dx
dt
= ε0
[
c1x0 + c2y0 − c3 x0w0
x0 + y0
]
+ε
[
c1x1 + c2y1 − c3
( x1w0
x0 + y0
+
x0w1
x0 + y0
− x0w0(x1 + y1)
(x0 + y0)2
)]
dy
dt
= ε0
[
c3
x0w0
x0 + y0
− c4y0
]
+ε
[
c3
( x1w0
x0 + y0
− x0w0(x1 + y1)
(x0 + y0)2
)
− c4y1
]
dz
dt
= ε−1
[
c5z0 + c6w0 − c7 y0z0
x0 + y0
]
ε0
[
c5z1 + c6w1 − c7
( y1z0
x0 + y0
+
y0z1
x0 + y0
− y0z0(x1 + y1)
(x0 + y0)2
)]
dw
dt
= ε−1
[
c7
y0z0
x0 + y0
+ (c5 − c6)w0
]
ε0
[
c7
( y1z0
x0 + y0
+
y0z1
x0 + y0
− y0z0(x1 + y1)
(x0 + y0)2
)
+ (c5 − c6)w1
]
(3.2.13)
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N.B. The expansion here of
x
x+ y
(and also
y
x+ y
) is found by letting:
c =
x
x+ y
and then noting that c must have the expansion c = c0 + c1ε+O(ε2). Rearranging and
multiplying brackets gives:
x = (x+ y)c
x0 + x1ε+O(ε2) =
(
(x0 + y0) + (x1 + y1)ε+O(ε2)
)(
c0 + c1ε+O(ε2)
)
= (x0 + y0)c0 + ε
(
(x0 + y0)c1 + (x1 + y1)c0
)
(3.2.14)
and equating like terms gives:
c0 =
x0
x0 + y0
c1 =
x0 − c0(x1 + y1)
(x0 + y0)
=
x1 − x0(x1 + y1)
x0 + y0
(x0 + y0)
(3.2.15)
By considering only the terms of dominant ε order (order ε0 for hosts and ε−1 for
vectors) and rearranging the vector equations a simpler system is obtained:
dx
dt
= c1x0 + c2y0 − c3 x0w0
x0 + y0
dy
dt
= c3
x0w0
x0 + y0
− c4y0
ε
dz
dt
= c5z0 + c6w0 − c7 y0z0
x0 + y0
ε
dw
dt
= c7
y0z0
x0 + y0
+ (c5 − c6)w0
(3.2.16)
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and finally setting ε = 0 gives:
dx
dt
= c1x0 + c2y0 − c3 x0w0
x0 + y0
dy
dt
= c3
x0w0
x0 + y0
− c4y0
0 = c5z0 + c6w0 − c7 y0z0
x0 + y0
0 = c7
y0z0
x0 + y0
+ (c5 − c6)w0
(3.2.17)
The vector equations may be rearranged to yield the QEA:
w∗0 =
NV c7
y0
(x0 + y0)
c6 − c5 + c7 y0
(x0 + y0)
(3.2.18)
which is equivalent under the change in parameters to the QEA given in (3.2.2).
N.B. This requires vector populations to be of fixed size, NV (and bV = dV or c5 = 0).
These are the long-term dynamics in which the infected vector dynamics are slaved to
those of the host population.
Likewise under time-rescaling the fast dynamics and comparing dominant terms:
dx
dτ
= ε
[
c1x0 + c2y0 − c3 x0w0
x0 + y0
]
dy
dτ
= ε
[
c3
x0w0
x0 + y0
− c4y0
]
dz
dτ
= c5z0 + c6w0 − c7 y0z0
x0 + y0
dw
dτ
= c7
y0z0
x0 + y0
+ (c5 − c6)w0
(3.2.19)
and this time setting ε = 0 gives:
dx
dτ
= 0
dy
dτ
= 0
dz
dτ
= c5z0 + c6w0 − c7 y0z0
x0 + y0
dw
dτ
= c7
y0z0
x0 + y0
+ (c5 − c6)w0
(3.2.20)
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so under this timescale the host is at a pseudo-equilibrium and the remaining vector
equations during this transient period may be solved explicitly (since w + z = NV ).
This first order ODE is of the form
dw
dτ
= A−Bw and the resulting solution is:
w(τ) = (w(0)− w∗)exp(c5 − (c6 + c7yx+y )τ) + w∗
where w∗ =
NV c7
y
x+y
c6 − c5 + c7 yx+y
(3.2.21)
to give the rapid vector dynamics which tend quickly to the local steady state given in
Equation (3.2.18).
This gives the vector timescale as:
tV ≈ (dV + αpV IH0
NH0
)−1
It is interesting to note that the timescale not only depends on the vector rate parameters,
but also the proportion of the host population initially infected; if a high percentage of
the host population is initially infected then this decreases the vector timescale and
effectively shortens the transient period.
Thus, the Ross-Macdonald system (3.2.11) can be approximated using the QEA as given
in Equation (3.2.3).
Rocha et al [147] examine a similar QEA assumption for SIR host-vector models and
determine that whilst it is not possible to directly apply the same methodology as for
the SIS host-vector model, the vector dynamics are still slaved to the dynamics of the
host population in the long term in much the same way.
This model with the QEA (3.2.3) is desirable due to the lower dimensionality and the
fact that the primary interest lies in the infection dynamics of the host population,
not the vector one. Whilst any approximation of this kind forfeits accuracy for simpler
formulation, the QEA provides a closer estimate of disease dynamics than either the EIR
method (3.2.1) or Ross’s method (3.2.5).
3.3 Comparison of Vector-Borne SI Models
3.3.1 Fixed Points
It is noted that when evaluating the steady states of the system that both the 4
dimensional SI host-vector model and the SI with QEA will yield the same fixed points
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(this is precisely due to the way in which the QEA is formulated). It is important to
ensure that the choice of parameters and the resultant equilibria are biological relevant
(e.g. the bite rate cannot be negative and only non-negative equilibria are considered).
3.3.2 Behaviour of the SI Model Using QEA
The 2D system (3.2.3) has a total of 10 parameters. By using a suitable non-dimensional-
isation the number of parameters can be reduced and hence the dynamics of the system
are more easily studied.
The new variables are given by:
SH = δ1x = NV x t = δ3s =
1
(bH+γH)
s
IH = δ2y = NV y
(3.3.1)
and so the new system is given by:
dx
ds
=
δ3
δ1
dSH
dt
=
δ3
δ1
(
bH(δ1x+ δ2y) + γHδ2y − λHδ1x− dHδ1x
)
=
δ3
δ1
(
(bH − dH − λH)δ1x+ (γH + bH)δ2y
)
= δ3(bH − dH − λH)x+ δ3(bH + γH)y
= δ3(bH − dH)x+ δ3(bH + γH)y
− δ3α2pHpV yx
(γV + dV )(x+ y)(x+ k1y)
= k2x+ k4y − k3 yx
(x+ y)(x+ k1y)
(3.3.2a)
dy
ds
=
δ3
δ2
dIH
dt
=
δ3
δ2
(
− γHδ2y + λHδ1x− (dH +DH)δ2y
)
= −δ3(γH + dH +DH)y + δ3λHx
= −y + k3 yx
(x+ y)(x+ k1y)
(3.3.2b)
The new parameters are given by:
1. k1 = 1 +
αpV
(γV +dV )
2. k2 =
(bH−dH)
(dH+DH+γH)
3. k3 =
α2pHpV
(dH+DH+γH)(γV +dV )
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Table 3.3: Possible
parameter choices for
k2 and k4
Case k2 k4
1
0
1
2 < 1
3
> 0
≥ 1
4 < 1
5 < 0 < 1
4. k4 =
(bH+γH)
(γH+dH+DH)
This non-dimensionalisation is not only scaled in time but the host population is scaled
such that the new host variables, x, y, are now the ratio of the host populations to the
total size of the vector population.
It is noted that, given their dependence upon the original biological parameters (which
are always positive):
• k1 > 1
• k3 > 0 and this is related to the basic reproductive ratio3 by the expression:
k3 = R0
1
x+ y
Additionally,
• If k2 < 0 then bH < dH and so bH + γH < dH + γH < dH + γH + DH hence
k4 < 1
• If k2 = 0 then bH = dH and so either k4 = 1 (when DH = 0) or k4 < 1 (when
DH > 0)
• If k2 > 0 then bH > dH and so there is only the restriction k4 > 0
Whilst the two parameters k1 and k3 affect the location of fixed points and precise
shape of trajectories, they do not directly affect the qualitative dynamics of the system.
However, altering k2 or k4 may cause bifurcations as will be seen next. There are five
distinct cases which need to be considered and these are given in Table 3.3.
It is noted that the ODEs given by (3.3.2b) and (3.3.2a) are only valid when x+ y 6= 0.
If x + y = 0 then it is assumed (for now) that dxds and
dy
ds are both zero. This problem
is discussed in more detail in Section 3.3.4.
3The derivation of the basic reproductive ratio for vector-borne diseases will be given and discussed
in Section 3.5. N.B. This R0 is the basic reproductive ratio given by the full host-vector model rather
than that found under the QEA.
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By setting the derivatives to zero in Equations (3.3.2b) and (3.3.2a) the equilibrium
values may be calculated. In the specific case where k2 = 0 (cases 1 and 2), the
equations yield the steady state:
y∗1 = 0, x
∗
1 ∈ R
and under the further special condition k4 = 1 then additionally (case 1):
y∗2 =
−(1 + k1)x∗2 ±
√
(1 + k1)2x∗22 − 4k1x∗2(x∗2 − k3)
2k1
=
−(1 + k1)x∗2 ±
√
(1− k1)2x∗22 + 4k1x∗2k3
2k1
(3.3.3)
The degeneracy in the system caused by setting both k2 = 0 and k4 = 1 (case 1) leads
to a line of fixed-points rather than a single one.
For all other cases (where k2 > 0) either:
y∗3 = 0 (and consequently x
∗
3 = 0)
or:
x∗4 =
k3(1− k4)2
(k4 − 1− k2)(k4 − 1− k2k1)
y∗4 =
k2k3(1− k4)
(k4 − 1− k2)(k4 − 1− k2k1)
(3.3.4)
which is only a distinct, biologically realistic fixed point when k4 < 1.
N.B. For a possible (although physically unlikely scenario) when k2 < 0, there are also
two fixed-points, however these are given by the same values, (x∗, y∗), as for k2 > 0
and so one of the fixed-points, (x∗4, y∗4), lies in the y < 0 region and hence is not valid
for this biological system. Practically speaking there is just one valid fixed-point (0, 0)
in this case (case 5).
Stability Analysis
Considering the fixed-point (0, 0) in all cases, it can be seen that there is always a stable
manifold in the direction (1, 0) for k2 < 0, an unstable one for k2 > 0 and a centre
manifold for k2 = 0. This is derived by setting y = 0 and then:
dy
ds
= 0
dx
ds
= k2x
(3.3.5)
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which has solutions y = 0 and x = x0 exp(k2s).
Other behaviour is more tricky to deduce; it is not possible to simply solve the system of
ODEs as above. To understand the other dynamics of the system, fixed-point stability
analysis is performed.
Computing the Jacobian of the non-dimensionalised system (for x 6= 0) gives:
J(x, y) =

(
k2 − k3 y(k1y
2−x2)
(x+y)2(x+k1y)2
) (
k4 − k3 x(x
2−k1y2)
(x+y)2(x+k1y)2
)
(
k3
y(k1y2−x2)
(x+y)2(x+k1y)2
) (
−1 + k3 x(x
2−k1y2)
(x+y)2(x+k1y)2
)
 (3.3.6)
Case 1
For k2 = 0, k4 = 1
In this case it is also necessary to evaluate J(x∗, y∗) with the line of fixed points given
by 3.3.4:
J(x∗2, y
∗
2) =
(
(k2 − k3 y(k1y
2−x2)
(x+y)2(x+k1y)2
) (k4 − k3 x(x
2−k1y2)
(x+y)2(x+k1y)2
)
(k3
y(k1y2−x2)
(x+y)2(x+k1y)2
) (−1 + k3 x(x
2−k1y2)
(x+y)2(x+k1y)2
)
)
=
 (−k3 y(k1y2−x2)k23x2 ) (1− k3 x(x2−k1y2)k23x2 )
(k3
y(k1y2−x2)
k23x
2 ) (−1 + k3 x(x
2−k1y2)
k23x
2 )
 (3.3.7)
=
(
(− (k1y2−x2)y
k3x2
) (1− (x2−k1y2)k3x )
( (k1y
2−x2)y
k3x2
) (−1 + (x2−k1y2)k3x )
)
Since this Jacobian takes the form:
J(x∗2, y
∗
2) =
(
A B
−A −B
)
(3.3.8)
eigenvalues are of the form:
µ1 = 0 and µ2 = A−B
with the corresponding eigenvectors:
e1 = (B,−A) and e2 = (1,−1)
Thus, the line (x∗2, y∗2) is neutrally stable in one direction. For x < k3 the line has
µ2 = A−B < 0 and so it attracting in the direction (1,−1). Where x > k3, this line is
repelling in the direction (1,−1), however this does not represent biologically significant
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fixed-points as y < 0.
Cases 1 and 2
For (x∗1, y∗1), k2 = 0, k4 > 1, the Jacobian can be evaluated for all points s.t. y = 0:
J(0, x) =
(
0 k4 − k3x
0 k3x − 1
)
When k2 = 0, x 6= 0, eigenvalues are given by:
µ1 = 0 and µ2 =
k3
x
− 1
and their corresponding eigenvectors are
e1 =
(
1
0
)
and e2 =
(
k4x− k3
k3 − x
)
respectively.
These show that each point on the line y = 0 (excluding the origin) is neutrally stable
in the x direction (this is the centre manifold as calculated previously) and unstable in
another direction (given by e2) for 0 < x < k3. For x > k3 each fixed point is stable
and attracting in the direction e2.
The described behaviour for case 1 can be seen in Figure 3.8. The figure also shows the
separatrix in cyan; the equation for which is given by y = −x + k3. On the left of the
separatrix y < −x+k3 which is equivalent to k3x+y > 1 or R0 > 1; here trajectories move
toward endemic equilibria corresponding with R0 > 1. On the right of the separatrix
solutions move toward the disease-free state (disease is eradicated) which is consistent
with R0 < 1.
In case 2, seen in Figure 3.9, any initial conditions on the left of the separatrix have
an ω-limit set {(0, 0)}, that is total population extinction will occur through disease-
induced mortality. The shape of the nullclines dictates that initially the population may
experience a substantial drop in the number of infecteds, followed by a resurgence before
a final extinction. On the right of the separatrix the initial level of infecteds will drop
and disease will die out leaving a population which is slightly reduced in size but totally
disease-free.
Case 3
Here only the origin is a fixed-point. For any non-zero initial condition solutions grow
infinitely large and asymptote to the x-axis (the disease free state). The growth of
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Figure 3.8: Case 1 (k2 = 0, k4 = 1)
There are two lines of (hyperbolic) fixed points. The nullclines are precisely these lines.
On the left of the separatrix, solutions move towards endemic equilibria, on the right,
the disease free states are attracting.
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Figure 3.9: Case 2 (k2 = 0, k4 < 1)
There is one line of fixed points. On the left of the separatrix, solutions move towards
the origin (population extinction), on the right, the disease free states are attracting.
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Figure 3.10: Case 3 (k2 > 0, k4 ≥ 1)
There is only the trivial fixed point (located at the origin). Solutions grow unbounded
towards a disease free state (potentially after an initial epidemic).
the population here is sufficiently large that the effect of disease-induced mortality is
negligible.
Case 4
In these cases Jacobian at the non-zero fixed point (x∗4, y∗4) which gives:
J(x∗4, y
∗
4) =
(
(k2 − k3 y(k1y
2−x2)
(x+y)2(x+k1y)2
) (k4 − k3 x(x
2−k1y2)
(x+y)2(x+k1y)2
)
(k3
y(k1y2−x2)
(x+y)2(x+k1y)2
) (−1 + k3 x(x
2−k1y2)
(x+y)2(x+k1y)2
)
)
=
 (k2 − k3 y(k1y2−x2)k23x2 ) (k4 − k3 x(x2−k1y2)k23x2 )
(k3
y(k1y2−x2)
k23x
2 ) (−1 + k3 x(x
2−k1y2)
k23x
2 )

(3.3.9)
Let A = k3(1−k4)(k4−1−k2)(k4−1−k1k2) and so x
∗
4 = A(1− k4) and y∗4 = Ak2
J(x∗4, y∗4) = (k2 − k3Ak2(k1(Ak2)2−(A(1−k4))2)k23(A(1−k4))2 ) (k4 − k3A(1−k4)((A(1−k4))2−k1(Ak2)2)k23(A(1−k4))2 )
(k3
Ak2(k1(Ak2)2−(A(1−k4))2)
k23(A(1−k4))2
) (−1 + k3A(1−k4)((A(1−k4))
2−k1(Ak2)2)
k23(A(1−k4))2
)

(3.3.10)
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J(x∗4, y
∗
4) =
 (k2 − k2Ak3 ( (k1k22)(1−k2)2 − 1)) (k4 + (1−k4)Ak3 ( (k1k22)(1−k4)2 − 1))
(k2Ak3 (
(k1k22)
(1−k4)2 − 1)) (−1−
(1−k4)A
k3
(
(k1k22)
(1−k4)2 − 1))

(3.3.11)
Let B =
(k1k22)
(1−k4)2 − 1 and C = Ak3 then:
J(x∗4, y
∗
4) =
(
(k2 − k2CB) (k4 + (1− k4)CB)
(k2CB) (−1− (1− k4)CB)
)
(3.3.12)
The characteristic equation from |J − µI| = 0 is:
0 =
(
k2 − k2CB − µ
)(
− 1− (1− k4)CB − µ
)
−k2CB
(
k4 + (1− k4)CB
)
= µ2 + µ
(
1− k2 + (k2 + 1− k4)CB
)
− k2
(3.3.13)
and so the eigenvalues are the solutions:
µ =
−b±√b2 + 4k2
2
where: b = 1− k2 + (k2 + 1− k4)CB
and so:
µ+ > 0 , µ− < 0
as this is the case where k2 > 0. It may therefore be said that qualitatively (x
∗
4, y
∗
4) is
a saddle fixed-point; the phase portrait including this fixed-point can be seen in Figure
3.11.
The global behaviour of this system is not dissimilar to case 2 (see Figure 3.9), however
for initial conditions on the right of the separatrix, solutions grow unbounded rather
than moving towards a line of fixed points along the x-axis; this is due to a positive,
rather than zero, net growth of the disease-free population.
Case 5
Whilst biological unlikely, the fifth case is included for completeness. Here all solutions
move towards the fixed-point at the origin which is globally attracting (for the positive
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Figure 3.11: Case 4 (k2 > 0, k4 < 1)
There are two fixed points; one trivial (the origin) and one endemic saddle. On the left
of the separatrix (which runs through the endemic fixed point), solutions move towards
the origin (population extinction via disease mortality), on the right, solutions
asymptote to the disease free state whilst growing infinitely.
quadrant). Even with no disease-induced mortality, the net loss of the population given
by k2 < 0 results in population extinction with a possible rise in infecteds first.
3.3.3 Summary Results
The number and nature of fixed points in the various cases is summarised in Table 3.4.
From case analysis of the fixed points and their stability it is seen that there is only
a non-zero stable population when k2 = 0. Furthermore, there can only be a stable
population with infecteds present (i.e. an endemic equilibrium) if k2 = 0, k4 = 1. Or,
in terms of the original parameters and biological meaning, bH = dH and DH = 0 and
hence there is a constant population and no disease-induced mortality. Where disease
related deaths are possible, only non-infected populations can remain stable.
As would be expected, for populations with bH < 0 there is a global sink, and so when
there is net population decline (through demography) there is only one biologically
meaningful state – extinction.
When there is net demographic population growth (bH > 0), there is a threshold (k4 =
1) above which all populations grow to infinity. Below this threshold dependent on the
initial condition, populations may either grow infinity (for large enough populations) or
become extinct.
The model is only capable of producing endemic disease states or stable disease-free
population in the structurally unstable case (k2 = 0).
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Figure 3.12: Case 5 (k2 < 0, k4 < 1)
There is just one globally attracting fixed point at the origin.
Table 3.4: Case analysis of biologically relevant fixed points
k2 k4 # of fps fps conditions stability Figure
= 0
= 1 2 lines
(x, 0)
0 ≤ x < k3 unstable
Case 1 (3.8)x > k3 attracting line
(x∗2, y∗2) attracting line
> 1 1 line (x, 0)
0 < x < k3 unstable
Case 2 (3.9)x > k3 attracting line
x = 0 local nodal sink
> 0
≥ 1 1 (0, 0) unstable Case 3 (3.10)
(infinite growth)
< 1 2
(0, 0) LHS seperatrix sink
Case 4 (3.11)(x∗4, y∗4) saddle
RHS seperatrix (infinite growth)
< 0 > 1 1 (0, 0) global nodal sink Case 5 (3.12)
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3.3.4 Problems
An important question is raised in the previous section regarding the FOI at the origin:
how should the functions λH and λV be defined for NH = 0?
For a fixed y either y > 0 and so
lim
x→0
λH = k3
limx→0 xy
limx→0(x+ y) limx→0(x+ k1y)
= k3
0
k1y2
= 0
or y = 0 and
λH(x, 0) = k3
x× 0
x2
= 0
(this is also similar for fixed x varying y).
In view of this, it is considered reasonable to define λH(0, 0) := 0 and certainly
biologically there is no transmission of disease in the absence of any hosts. However,
the caveat is that whilst there is continuity for either fixed x or fixed y, there are cases
where λH is not continuous at the point (0, 0).
For instance, let ε = k34(1+k1) , then for points where x = y = δ (i.e. the point on the
boundary of the ball radius
√
2δ) the infection term is given by:
λH = k3
δ2
2δ(1 + k1)δ
=
k3
2(1 + k1)
>
k3
4(1 + k1)
= ε
Since the size of δ has no impact upon the size of λH , given such an ε, for all δ we have
|(x, y)| < √2δ implies |λH(x, y)− 0| = ε and thus no delta can be found to satisfy the
definition of continuity.
There is a neat way to avoid this mathematical problem which is also biologically realistic.
An “other” population of non-susceptible hosts, m, is included so that the FOI term
is λi =
αpiIj
NH+m
. This “other” population cannot confer nor transmit disease, however
it does take some of the biting pressure off the host population. It is assumed that m
is constant and so, for high numbers of hosts, this new parameter will have very little
effect. At low host numbers, the number of others available will play a much greater
part in blood-meal selection for vectors.
Under this formulation:
lim
(x,y)→0
λH = k3
lim(x,y)→0 xy
lim(x,y)→0(x+ y +m) lim(x,y)→0(x+ k1y +m)
= k3
0
m2
= 0
and it is of no significance how x and y tend to zero even if m is very small.
A secondary issue raised in the previous section is the existence of infinitely growing host
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populations. It may be of interest to adapt this model so that instead of a constant
per capita birth term within the host population, a different functional form is used
such as bH(1− NHK ) where K is a carrying capacity. This birth rate relates to a typical
self-limiting net growth in a population given by rN(1− Nk ) where k is a threshold. This
threshold is the maximum number of individual hosts that can be sustained in a given
environment (due to lack of space, resources, etc.); k is known as the natural carrying
capacity. In this case the net growth is:
rNH(1− NH
k
) = bHNH(1− NH
K
)− dHNH
and so the natural carrying capacity, k, is found by:
k =
K(bH − dH)
bH
A birth rate of this form prevents unrealistic unlimited growth of the host population.
3.4 Alternative Vector-Borne SI System
The SI model with QEA (3.2.3) has a few problems at both small and large scales.
Additionally it is unable to reproduce structurally stable endemic or disease-free fixed-
points. At the small scale (close to the origin) the model is ill-defined whereas at large
scale the population experiences unrealistic unbounded growth (both are discussed in
Section 3.3.4) .
To resolve these issues two minor amendments are made:
1. The FOI term is replaced by one which incorporates an alternative source of blood-
meals, m. Now the FOI term is given as:
λi =
αpiIj
NH +m
(3.4.1)
2. The linear birth rate is replaced by a self limiting one:
bH
(
1− NH
K
)
NH (3.4.2)
where k = K(bH−dH)bH is the natural carrying capacity.
These two alterations eliminate the problems with the previous model at the two ex-
tremes. For “small” m, λi will change very little except in the neighbourhood of the
origin (this was previously the problematic region). For “large” K, the birth rate will
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Table 3.5: Possible parameter
choices for k2, k3, k4 and k5
Case k2 k4 k2 > k3k5
1 > 0 ≥ 1 Yes
2 No
3 < 1 Yes
4 No
5 ≤ 0 ≥ 1 No
be approximately linear for lower population sizes, however it will not be able to grow
to infinity.
Now the new system is of the form:
dSH
dt
= bH
(
1− NH
K
)
NH + γHIH − λHSH − dHSH
dIH
dt
= −γHIH + λHSH − (dH +DH)IH
(3.4.3)
and non-dimensionalisation (using the same transformations as before) yields:
dx
ds
= k2x+ k4y − k3 yx
(x+ y +m)(x+ k1y +m)
− k5(x+ y)2
dy
ds
= k3
yx
(x+ y +m)(x+ k1y +m)
− y
(3.4.4)
where k1, k2, k3, k4 are precisely as before and k5 :=
bH
K(dH+DH+γH)
This new system is not only biologically more sensible for very high and very low
populations, but is also exhibits structural stability unlike the original system which
had behaviour such as a line of hyperbolic fixed-points for k2 = 0, k4 = 1 (case 1).
Behaviour of the Amended System
With these adjustments there are up to four distinct fixed points that may occur and
five different cases (see Table 3.5). In all cases where k2 > 0,
(x∗1, y
∗
1) = (0, 0) and (x
∗
2, y
∗
2) = (
k2
k5
, 0)
are always fixed-points. When k2 = 0 these are the same fixed-point, and only (x
∗
1, y
∗
1)
is biologically relevant for k2 < 0.
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One or two further fixed-points may arise dependent on various parameter choices. These
fixed-points are the solutions to the simultaneous equations:
k2x+ y − k4y − k5(x+ y)2 = 0 and k3x = k4(x+ y +m)(x+ k1y +m)
The y-nullcline passes through the x-axis at (0, 0) and (a, 0) where a is given by the
roots of the equation (x+ y +m)(x+ k1y +m) = k3x and so:
a = 12(k3 − 2m±
√
k3(k3 − 2m))
Here a must be positive (k3 > 2m) to be relevant. In the case where a >
k2
k5
there
can be a maximum of 3 fixed-points – the two given above, (x∗1, y∗1), (x∗2, y∗2), plus a
third fixed-point where x, y 6= 0. If a < k2k5 then there are parameters where a total of
4 fixed-points occur.
Stability Analysis
As with the previous system, the system of ODEs can be solved explicitly for y = 0, this
time to give:
y = 0 and x =
k2
( k2x0 − k5)exp(−k2s) + k5
where x0 is the initial ratio of hosts to vectors and s is time.
For k2 > 0 solutions on this line move towards x
∗ = k2k5 ; again there is an unstable
manifold for the origin in the direction (1, 0) for k2 > 0.
Stability analysis of the fixed-points is conducted by finding the Jacobian of system
(3.4.4).
J(x∗, y∗) =
(
(k2 − 2k5(x+ y)−B) (1− 2k5(x+ y)− C)
B C
)
(3.4.5)
where
B =
k3y
(x+ y +m)(x+ k1y +m)
[(k1y +m)(y +m)− x2]
and
C =
k3x
(x+ y +m)(x+ k1y +m)
[(x+m)2 − y2]
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At the origin this is evaluated to yield:
J(0, 0) =
(
k2 k4
0 −1
)
(3.4.6)
and so eigenvalues, (µ1, µ2), are given by:
µ1 = k2 and µ2 = −1
with eigenvectors:
e1 = (1, 0) and e2 = (−k4, k2 + 1)
hence for k2 < 0 the origin is a sink and for k2 > 0 it is a saddle fixed point.
The next fixed-point which occurs for all cases where k2 > 0 is (x
∗
2, y
∗
2) = (
k2
k5
, 0):
J(k2k5 , 0) =
 −k2 (k4 − 2k2 − k2k3k5(k2+k5m)2)
0 k2k3k5
(k2+k5m)2
− 1

(3.4.7)
Since the Jacobian is again in upper-triangular form the eigenvalues are given by the
diagonal entries:
µ1 = −k2 < 0 and µ2 = k2k3k5
(k2 + k5m)2
− 1
hence the point (k2k5 , 0) is either a sink or a saddle, dependent on the parameters k2, k3, k5
and m.
Case 1
In this case the net growth (k2) is large enough and the infectious pressure (k3, which
is directly related to R0) is weak enough that all initial conditions lead to a stable
disease-free equilibrium. As Figure 3.13b demonstrates, if the (scaled) number of other
non-viable hosts, m, is small then prior to reaching equilibrium there may be an epidemic
from even very low numbers of initial infecteds. As m increases (to around 1), there will
be less of this epidemic peak (Figure 3.13d) and eventually all solutions will decrease
(in y) towards the fixed point (k2k5 , 0).
Case 2
Here, k2 remains positive, and k4 > 1 however the parameter k3 is sufficiently large
that the x and y-nullclines intersect within the positive quadrant, not just on the x-axis
(see Figure 3.14). Physically speaking, this corresponds to a large enough FOI upon
the host population to result in a stable endemic disease state for low values of m.
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Figure 3.13: Case 1 (k2 ≥ 0, k4 ≥ 1, k2 > k3k5)
In all cases there are just two fixed points, the stability of the fixed points does not
change with m, however for small values of m there may be an initial drop in the
number of susceptibles before disease extinction.
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Figure 3.14: Case 2 (k2 ≥ 0, k4 ≥ 1, k2 ≤ k3k5)
Regardless of the choice of m, (0, 0) and (k2/k5, 0) are always equilibria. When m is
small there are three fixed points and solutions move towards endemic equilibrium; this
endemic equilibrium is a nodal sink for k4 close to 1, however it is possible (but not
shown here) to have a spiral sink for larger k4. As m increases the endemic fixed point
moves towards the x-axis and coalesces with (k2k5 , 0) whereby stability is exchanged and
solutions move towards disease extinction.
As m increases, this removes some of the biting pressure away from the primary host
population, leading to an attracting lower infectious burden and disease-free equilibrium.
All initial conditions in case 2 have the same ω-limit set for fixed m.
Case 3
In case 3, there may be anywhere from zero to two internal fixed-points dependent on
the value of m (see Figure 3.15). For low m a separatrix running though the non-zero
fixed-point partitions the positive quadrant into regions in which the trajectories move
either towards the origin or towards the fixed-point (k2k5 , 0) (in much the same way as
cases 2 and 4 did previously). As m grows a fourth equilibrium emerges from the origin;
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this new fixed-point is attracting to initial conditions on the left of the separatrix. Finally
as m becomes even larger, the two non-zero fixed points coalesce and then disappear
completely. This also results in the disappearance of the separatrix and the global
attraction (excluding the origin) of the fixed point (k2k5 , 0).
Here, initial conditions play a role in determining final outcome of infection within the
population. Small populations of hosts or large numbers of initial infecteds are likely
to result in population extinction through disease-induced mortality (if m is very small,
see Figure 3.15b) or endemic disease prevalence (if m is around the same size as the
host population, see Figure 3.15d). For large populations (remembering that the host
population has been scaled to be the ratio of hosts to vectors) or for larger m disease
will die out (with or without an epidemic).
Case 4
In this case both the disease-induced mortality is high (associated with k4 < 1) and
the infectious pressure is high (k2 ≤ k3k5). Intuitively in these circumstances, it would
be expected that disease is likely to take hold and the associated deaths are likely to
reduce total population size. For low m this is certainly the case; solutions are globally
attracted towards the origin (for m very small) or towards a low endemic equilibrium (for
m slightly larger). With this internal endemic fixed point, trajectories spiral in towards
it which corresponds to fluctuations about equilibrium in both susceptible and infected
hosts which decrease in amplitude with time. These behaviours are demonstrated in
Figures 3.16b and 3.16d respectively.
As m becomes large, this third fixed point disappears and solutions are attracted to the
disease-free equilibrium (Figure 3.16f); if the ratio of other animals to primary hosts is
large enough then the removal of the biting pressure can still result in disease dying out.
Case 5
Similarly to the non-amended system with k2 < 0, this case has only one fixed-point
occurring at the origin. Figure 3.17 shows that some initial conditions have trajectories
which have a rise in infection before total population extinction; these trajectories
correspond to an epidemic peak. As m increases the non-zero y-nullcline decreases
in height and moves into the negative y quadrant, leading to fewer initial conditions
giving rise to epidemics and where there do occur, they are smaller.
3.4.1 Summary Results
The phase portraits in Figures 3.13-3.17 and stability analysis performed can be sum-
marised by the information in Table 3.6. This can also bee seen in the form of a
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Figure 3.15: Case 3 (k2 ≥ 0, k4 < 1, k2 > k3k5)
When m is small there are three fixed points, the origin and (k2k5 , 0) which are both
attracting fixed-points and a third, saddle equilibrium. A separatrix runs through this
third fixed point partitioning the region into initial conditions which decay to
extinction or disease eradication. As m becomes larger a fourth fixed-point appears on
the left of the separatrix; this new fixed point is a spiral sink. Finally with large m the
two inner fixed points collide and then disappear. Therefore there are now just two
fixed-points, the origin remaining a saddle, and (k2k5 , 0) now an attracting node,
corresponding to a disease-free equilibrium.
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Figure 3.16: Case 4 (k2 ≥ 0, k4 < 1, k2 ≤ k3k5)
When m is small there are two fixed points, the origin which is attracting and (k2k5 , 0)
which is a saddle. It is noted that the solutions move towards the origin extremely
slowly as they become close. As m becomes larger a third attracting spiral fixed-point
emerges and the origin becomes a saddle. Finally with extremely large values of m this
third fixed point disappears again, this time leaving (k2k5 , 0) as an attracting fixed-point
and the origin still unstable.
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Table 3.6: Case analysis of biologically relevant fixed points for amended system
k2 k4 k2 > k3k5 m # fps fps stability Figure
> 0 ≥ 1 Yes any 2 (0, 0) source Case 1
(3.13)(k2k5 , 0) nodal sink
No small 3 (0, 0) source
Case 2
(3.14)
(k2k5 , 0) saddle
(x∗3, y∗3)
spiral sink (k4 > 1)
nodal sink (k4 = 1)
large 2 (0, 0) saddle
(k2k5 , 0) sink
< 1 Yes small 3 (0, 0) sink
Case 3
(3.15)
(k2k5 , 0) sink
(x∗4, y∗4) saddle
mid 4 (0, 0) saddle
(k2k5 , 0) nodal sink
(x∗3, y∗3) spiral sink
(x∗4, y∗4) saddle
large 2 (0, 0) saddle
(k2k5 , 0) nodal sink
No small 2 (0, 0) sink
Case 4
(3.16)
(k2k5 , 0) saddle
large 3 (0, 0) saddle
(k2k5 , 0) saddle
(x∗3, y∗3) spiral sink
very large 2 (0, 0) saddle
(k2k5 , 0) sink
≤ 0 ≥ 1 No 1 1
(0, 0)
nodal sink Case 2
(3.17)(global for IC> 0)
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Figure 3.17: Case 5 (k2 ≤ 0, k4 ≥ 1)
In all cases there is only the trivial fixed point at the origin; solutions move towards
population extinction (potentially after an initial reduction in infecteds and almost
reaching disease extinction). As m becomes larger there is less of an epidemic peak,
however the solutions are qualitatively similar.
bifurcation diagram, one for each case, as shown in Figure 3.18. Case 5 is omitted from
the birfurcations as its only fixed point remains a global nodal sink for all values of m.
Each of the bifurcation diagrams is given with m as the bifurcation parameter. The
fixed points are plotted against their corresponding x∗ value as this is unique to each
fixed-point (if this were y∗ both (0, 0 and (k2k5 , 0) would lie on top of each other).
The amendments made to the Ross-Macdonald model result in more interesting beha-
viour than that seen in the original. Importantly, it is now possible to have attracting
endemic equilibria which are structurally stable; this fixed point can occur under a range
of conditions (it exists in cases 2, 3 and 4) and it is possible to choose parameter values
for which initial conditions dictate the outcome of the introduction of infection into the
population (case 3). The choice of parameters will also determine whether the endemic
fixed-point is a nodal or a spiral fixed point; for many choices oscillatory behaviour would
be expected about the fixed-point.
In all cases with net population growth, above the value m = 1, there are only two
fixed-points and the disease-free equilibrium is attracting. This represents that if equal
feeding upon the primary host is and a secondary non-reservoir population occurs then
this is (for these “typical” malaria values) enough of a decrease in the FOI upon hosts
to lead to disease extinction.
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Figure 3.18: Bifurcation Diagrams
Summary of fixed points and their stability across varying values of m. Parameters in
each case match those in the corresponding phase portraits (Figures 3.13-3.17)
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3.5 Basic Reproductive Ratio for Host-Vector Models
The R0 values for the different models can be calculated heuristically by examining the
chain of transmission from vectors to hosts and back to vectors. These measures in turn
can be compared to determine how the disease would be expected to spread depending
upon which model is used. It is hoped that a value can be determined which is close to
the “true” value of R0 as measured in the field.
Finding the “true” value of R0 is not a trivial matter; it may be computed by using
data on reported cases of the disease, although in practice problems include choosing
the best method of estimation (R0 for epidemic and endemic disease may be calculated
differently), underreporting and lack of control over available data [90]. Additionally for
vector-borne diseases, this data capture will only generally occur in human populations,
or potentially mammals, but not for the vectors. Alternatively, seroprevalence data may
be collected and, in conjunction with other information such as the age of the individual
giving the sample, R0 may be found using maximum likelihood estimation.
R0 for vector-borne disease may be determined using the expected duration of infection
and the rates of transmission, similarly to Section 2.3. However, for such vector-borne
infections, it is standard to calculate the number of secondary host cases generated by
an average host case, incorporating the cycle of transmission through the vector. As
such the expected number of infected vectors from a single infected host is found:
R0H = duration of infection× FOI×# susceptible vectors
=
1
(dH + γH)
× λV ×NV
=
αpVNV
(dH +DH + γH)(NH +m)
(3.5.1)
and similarly, the expected number of infected hosts from a single infected vector is:
R0V = duration of infection× FOI×# susceptible hosts
=
1
(dV + γV )
× λH ×NH
=
αpHNH
(dV + γV )(NH +m)
(3.5.2)
Therefore the expected number of cases generated around a complete cycle, R0, is given
by the product:
R0 =
α2pHpV
NV
NH
(dH +DH + γH)(dV + γV )(1 +
m
NH
)2
(3.5.3)
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It should be noted that this value of R0, which includes a complete cycle through
host and vector, is the square of the value calculated using the NGM and eigenvector
approaches given in Section 2.6.1 and is computed for vector-borne disease below.
Despite their differences, the two methods agree on the invasion threshold, R0 = 1.
Using the NGM approach, R0 may be calculated first by computing the matrices of
transmission, T , and transitions, Σ, for the host-vector model:
T =
 0
αpHNH
(NH +m)
αpVNV
(NH +m)
0
 (3.5.4)
and
Σ =
(
−(dH +DH + γH) 0
0 −(dV + γV )
)
(3.5.5)
The inverse of the transitions matrix is calculated:
Σ−1 =
1
(dH +DH + γH)(dV + γV )
(
−(dV + γV ) 0
0 −(dH +DH + γH)
)
= −
 1(dH +DH + γH) 0
0 (dV + γV )

(3.5.6)
and the NGM, K, is found using K = −TΣ−1:
K =
 0
αpHNH
(NH +m)(dV + γV )
αpVNV
(NH +m)(dH +DH + γH)
0
 (3.5.7)
The spectral radius of the NGM is finally computed to find R0:
0 =
∣∣∣∣∣∣∣
−µ αpHNH
(NH +m)(dV + γV )
αpVNV
(NH +m)(dH +DH + γH)
−µ
∣∣∣∣∣∣∣ (3.5.8)
R0 = ρ(K) =
√√√√ α2pV pH NVNH
(dH +DH + γH)(dV + γV )(1 +
m
NH
)2
(3.5.9)
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3.5.1 Host-Vector SI Model
The reproductive ratio are now calculated for the various versions of the Ross-Macdonald
model discussed previously. It is noted that altering the birth term does not affect R0
and that the limiting case, where m → 0 in the following, is equivalent to the original
Ross-Macdonald system given by (3.1.7).
R0 may again be determined from first principles using life expectancy (LE) in the
infected class and FOI.
3.5.2 Host SI Model using QEA
Similar calculations can be performed on this next system with R0 determined even
more simply as now only a one-population model is being dealt with. Calculating the
number of infected hosts from a single infected host requires, firstly:
I∗V =
NV λV
γV + λV + dV
=
NV
(NH+m)
pV αIH
γV +
αpV IH
(NH+m)
+ dV
=
NV pV αIH
(NH +m)(γV + dV ) + αpV IH
(3.5.10)
and so the FOI is given by:
λH =
αpHI
∗
V
(NH +m)
=
α2pV pHNV IH
(NH +m)
[
(NH +m)(γV + dV ) + αpV IH
] (3.5.11)
The FOI from one host is:
λH =
α2pV pHNV
(NH +m)
[
(NH +m)(γV + dV ) + αpV
] (3.5.12)
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and so the basic reproductive ratio is calculated:
R0 = LE of infected host× FOI×# susceptible hosts
=
1
(dH + γH +DH)
× λH ×NH
=
1
(dH + γH +DH)
× α
2pV pHNV
(NH +m)
[
(NH +m)(γV + dV ) + αpV
]
=
α2pHpV
NV
NH
(dH + γH +DH)
[
(1 + mNH )
2(dV + γV ) + (1 +
m
NH
)αpVNH
]
(3.5.13)
As αpV (1 +
m
NH
) is necessarily positive, the result R0(SI model) > R0(SI QEA) is
obtained. Therefore, in this scenario, using the QEA underestimates disease spread in
the population of hosts. This can be explained by considering the transient vector time
previously discussed in Section 3.2.1. In the host-vector model, during this short period,
the vector dynamics are not slaved to the host population and so infection may take off
faster in that case than in the QEA model where the vector population is always slaved
to that of the host.
3.5.3 Host-Vector SEI Model
A small change which is sometimes added to the Ross-Macdonald model 3.1.7 is the delay
between becoming infected and becoming infectious. This exposed class in both human
and vector populations is usually included where the incubation period is considered long
with respect to the time-scale of the disease. Typical modelling of this additional class
is achieved through a further class in both host and vector species:
Hosts

dSH
dt
= BH + γHIH − βHSHIV − dHSH
dEH
dt
= βHSHIV − σHEH − dHEH
dIH
dt
= −γHIH + σHEH − (dH +DH)IH
Vectors

dSV
dt
= bVNV + γV IV − βV SV IH − dV SV
dEV
dt
= βV SV IH − σVEV − dV SV
dIV
dt
= −γV IV + σVEV − dV IV
(3.5.14)
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This type of modelling gives rise to exponentially distributed latency periods. More
formulations are discussed in Section 6.2.6 including Gamma distributed and fixed time
latency periods.
In general the addition of the latency period in host-vector models is thought to have little
impact upon the general behaviour of the system although an increase in latency period
for hosts-vectors corresponds to a decrease in the proportion of individuals infected in
the host-vector population. The basic reproductive ratio is also affected.
Working from first principles on the SEI system dictates that the probability of survival
from the exposed to the infectious class is intrinsic in determining R0 and so the
calculations are adjusted accordingly.
Calculating the number of infected vectors from a single infected host:
R0H = LE of infected host× prob of E → I × FOI×# susceptible vectors
=
1
(dH +DH + γH)
× σH
(σH + dH)
× λV ×NV
=
αpVNV
(NH +m)(dH + γH +DH)
× σH
(σH + dH)
(3.5.15)
Calculating the number of infected hosts from a single infected vector:
R0V = LE of infected vector× prob of E → I × FOI×# susceptible hosts
=
1
(dV + γV )
× σV
(σV + dV )
× λH ×NH
=
αpHNH
(NH +m)(dV + γV )
× σV
(σV + dV )
(3.5.16)
And so R0 is given by:
R0 =
α2pHpV
NV
NH
(1 + mNH )
2(dH + γH +DH)(dV + γV )
× σHσV
(σH + dH)(σV + dV )
Again, comparisons can be drawn between the R0 formulations in the different cases.
Because of the positivity of the parameters, specifically, dH and dV , it can be seen that
omitting the latency period leads to overestimates in the reproductive ratio:
R0(host-vector SI) > R0(host-vector SEI)
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It is also noted that, as the latency period becomes short (σH , σV  1):
R0(host-vector SEI)→ R0(host-vector SI)
as would seem intuitive from direct comparison of the two models. The SI model is
indeed the limiting case of the SEI model and now there is some sort of measure of the
expected discrepancy.
3.5.4 Host SEI Model using QEA
Finally the SEI model with QEA is considered. Similarly to before, the FOI from a single
infected host is computed:
λH =
α2pV pHNV
(NH +m)
[
(NH +m)(γV + dV ) + αpV
] × σV
(σV + dV )
(3.5.17)
Calculating the number of infected hosts from a single infected host:
R0 = LE of infected host× prob of E → I × FOI×# susceptible hosts
=
1
(dH + γH +DH)
× σH
σH + dH
× λH ×NH
=
1
(dH + γH +DH)
× σH
σH + dH
× σV
(σV + dV )
× α
2pV pHNVNH
(NH +m)
[
(NH +m)(γV + dV ) + αpV
]
=
α2pHpV
NV
NH
(dH + γH +DH)
[
(1 + mNH )
2(dV + γV ) + (1 +
m
NH
)αpV
]
× σHσV
(σH + dH)(σV + dV )
(3.5.18)
3.5.5 Comparing Basic Reproductive Ratio Values
These reproductive ratios yield some important information regarding the spread of
vector-borne disease. Firstly, although there are several parameters which influence the
value of R0, births of either hosts or vectors do not play a part. Secondly (and somewhat
intuitively) as the bite rate or transmission probabilities increase so does R0, although
the bite rate enters in a squared form, given that two bites are needed to complete a
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cycle. Finally, and most importantly, the ratio of vectors to primary hosts and primary
hosts to alternative sources of blood-meals is critical; if it is possible to reduce the vector
population to an appropriate level (compared to the size of the primary host population)
it may be possible to reduce R0 < 1; below the critical threshold. R0 is proportional to
the number of vectors. Similarly if there are many non-reservoir hosts to feed on, the R0
will be lower. This result is equivalent to Ross’s Threshold Theorem for malaria [154]
which states that if the number of mosquitoes is below a certain figure then the amount
of malaria in a given area will reduce to zero resulting in disease extinction without the
need to completely eradicate the mosquito.
These calculations now lead to the inequalities:
R0(host-vector SI) > R0(SI QEA) > R0(SEI QEA)
and
R0(host-vector SI) > R0(host-vector SEI) > R0(SEI QEA)
However the key aspect to determine is whether or notR0(SI QEA) > R0(host-vector SEI)
and also determine whether the simplest QEA over or underestimates the basic repro-
ductive ratio given by a realistic parameterisation.
Using the parameterisation given in Table 3.7, the various standard models may be
compared and the results are shown in Figure 3.19. Is is interesting to note that the
curves for R0 calculated using using the host-vector model and QEA lie very close to one
another and for large host/other/vector population sizes (in the same ratios as here) the
R0 computed using either method is virtually identical. The introduction of a latency
class has a much greater effect upon the size of R0 than the use of the QEA. Ultimately
the shape of each of the graphs and their formulation is similar and so regardless of
model chosen the same key parameters dictate the spread of disease. R0 does not,
unfortunately, yield information about global dynamics (such as epidemic or endemic
disease) however it serves as both an important measure of a disease’s ability to invade
in a population and as a useful tool to compare disease models.
The shape of the graphs in Figure 3.19a is interesting and can be explained as follows: for
large host population sizes, an increase in the host population size is beneficial to hosts
as it is less likely that a single individual will be bitten, firstly by an infectious vector to
acquire disease and then secondly by a susceptible vector to transmit. Correspondingly,
R0 decreases for these larger ratios. At smaller population sizes the effects of the “other”
(secondary host) population dominate; if the number of hosts is very small compared
to the number of “others” they will be bitten rarely. With increased host population
size, they will be bitten more often resulting in the rise seen here in R0. The turning
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Figure 3.19: Comparing the values of R0 (computed using the NGM approach) across
standard vector-borne models. In case (a) the R0 value associated with each of the
four models considered is plotted as a function of the ratio of host to vectors for fixed
numbers of vectors and “others” (the ratio of “others” to vectors is 0.1). In (b) R0 is
a function of the ratio of “others” to vectors for fixed host and vector population sizes
(the ratio of host to vectors is 0.1). The point at which the host population size is the
same as the “other” population size is marked as a vertical black line in both cases.
point in the graph is the point at which there is a “switch” between these two types of
behaviour. This switch occurs when the host and “other” populations sizes are equal.
As the ratio of “others” to vectors becomes larger for a fixed host population size (Figure
3.19b), there is a monotonic change in R0; any increase in the ratio is beneficial to the
primary host population.
3.6 Conclusions
Basic vector-borne disease models often rely upon fixed population sizes in both host and
vector species. When the host population size is allowed to vary with positive (rather
than zero) net growth and disease-induced mortality is included, the type of dynamics
exhibited may be quite different from those of the fixed population systems.
Sometimes it is desirable to approximate the host-vector dynamics with a “host-only”
model. The QEA produces a closer approximation of the host-vector system than other
approximations that are seen in the literature such as the constant EIR approximation
(3.2.1) or Ross’s “host-only” model (3.2.5).
The original Ross-Macdonald system only has an endemic equilibria for k2 = 0, k4 = 1
(zero net population growth and no disease-induced mortality) which is not biologically
realistic; many endemic disease such as malaria are known to persist whilst still killing
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Table 3.7: Parameters used in the variety of ODE model simulations. All parameter
values taken from mid-range estimates for malaria from the literature (see Chitnis et al
[38]) unless specified otherwise.
Parameters Description Value Range
NH
population size of hosts, non-reservoir
hosts, and vectors respectively
1000 a -
m 1000 a -
NV 10000
a -
α average vector feeding rate 0.25 days−1 0.13-0.47
bH , dH per capita birth/death rate of hosts 0.02 yr
−1 0.013-0.026
bV , dV per capita birth/death rate of vectors 0.0714 days
−1 0.05-0.28
σH incubation rate of infection in hosts
and vectors respectively
0.1 days−1 0.063-0.2
σV 0.1 days
−1 0.028-0.33
γH recovery rate of hosts and vectors
respectively
0.2 yr−1 0.11-0.5
γV 0 0
DH disease-induced mortality rate in hosts 0.075 yr
−1 0-0.15
pH
probability of transmission from vec-
tors to hosts
0.022 0.01-0.086
pV
probability of transmission from host
to vector
0.31 0.072-0.64
a These values were selected for this simulation based on a “village” of 1000 people and a
human/mosquito population ratio of 1:10 (as given for areas with high malarial prevalence by in
[38])
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members of the host population. In all other cases there is only one attracting fixed-
point – the origin. The only physical possibilities are total population extinction or
infinite population growth.
Relatively simple amendments can be made to the model to retrieve more realistic
dynamical behaviour. With this new model there are various parameter regimes that
allow the existence of an attracting endemic fixed-point; this fixed-point may be globally
attracting, or have a basin of attraction defined by a separatrix. Under this model no
population is allowed to grow unbounded and it is possible to have endemic disease
persist in a population without unrealistic or strict sensitivity on choice of parameters.
The analysis performed demonstrates that initial conditions may be important in the long
term behaviour. Also oscillatory behaviour around the endemic fixed-point can occur.
For low ratios of the primary host population to non-reservoir host population, enough
biting pressure is taken off the primary population to cause disease extinction. These
secondary, non-reservoir hosts are always beneficial for the primary host population.
Calculation of R0 reveals that the relative densities of hosts to vectors or hosts to
“others” can greatly affect the basic reproductive ratio. R0 is sensitive to model choice
and, as expected, the inclusion of a latency period reduces its value. As the ratio of
vectors to hosts becomes larger, the QEA yields an R0 closer to that of the standard SI
model. Whilst there are many crucial parameters determining R0, the bite rate is one
of the most important factors in disease spread.
3.7 Discussion
Fairly basic models of a vector-borne disease such as malaria have been formulated in
this chapter, however it would be na¨ıve to assume that all the biology inherent in the
system has been captured within these simple equations. There are a number of key
issues with these models which may lead to problems when trying to predicted outbreaks
in specific populations.
Firstly, not all vector-borne diseases follow this exact pattern; for WNV evidence has
been found that vertical transmission from females to eggs can occur in the mosquito
(Culex univittatus) [132]. vertical transmission can be captured by a relatively simple
modification to the vector equations:
dSV
dt
= bV SV + (1− p)bV IV + γV IV − βV SV IH − dV SV
dIV
dt
= pbV IV − γV IV + βV SV IH − dV IV
(3.7.1)
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where p is the probably that infection is transferred from mother to offspring. This leads
to far greater persistence of infection in the vector population, and hence breaks the
separation of time-scales needed to apply the QEA. It should be noted that there is no
possibility of vertical transmission in either hosts or vectors for malaria.
The basic vector-borne disease model (in common with most simple epidemiological
models) assumes that the death rate of both hosts and vectors is a constant, per capita
rate, leading to exponentially distributed life expectancies. However the age at which
a vector becomes infectious, and hence its life expectancy whilst infectious, determines
the number of secondary infections that will result from this one vector. On average
a vector which is infected at an early age will spend longer infectious than a similar
vector which is infected nearer to the end of its life, and hence will take more blood-
meals whilst infected and consequently spreads more infection to the host population.
It has been suggested by Styer el at [176] and Bellan [28] that logistically distributed
life expectancies (and hence age-dependent death rates) are more realistic and may lead
to better model predictions. To include this feature into the model, age structure (seen
in Section 2.6.2) must be combined with the vector models (of Section 3.1), which
vastly increase the dimensionality of the system. Such a model is derived and studied
in Chapter 5.
Climate is key for many vector-borne diseases. Mosquitoes in particular thrive in warm,
humid climates. Generally mosquitoes need temperatures of 16 ◦C minimum [69] and
pools of water to reproduce and, in even hotter conditions, the reproductive cycle
shortens considerably. It is not just the mosquito that responds to climate, but also
the malaria causing parasite which needs these high temperatures in order to develop.
In regions where the temperature fluctuates during the year, peak transmission would be
expected during the warm summer months when there is an abundance of mosquitoes
and temperatures appropriate for parasite growth. There are many ways in which this
seasonality may be incorporated, such as a temporally forced birth rate, biting rate or
transmission probabilities. Taking vector birth-rate as an example, usually such seasonal
varying rates are give by a sinusoidal function of the form:
bV (t) = b0(1 + b1cos(ωt)) (3.7.2)
where ω is the period of forcing, b0 is the average birth rate and b1 is the amplitude
of seasonality. However this is not to suggest that there are no other potentially viable
functions which could be based directly on data. There are clear parallels between this
approach and the work on childhood infections in age-structured models, where season-
ality is incorporated into the child-to-child transmission rate to capture the increase in
mixing during school terms as studied by Finkensta¨dt and Grenfell [58], Bokler [32] and
Schenzle [159]. An example of this type of temperature-dependent vector-borne disease
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model forms Chapter 4.
This basic deterministic model makes the assumption that hosts and vectors mix ho-
mogeneously, however the locations of a host and vector population may not overlap
so neatly; in order to prevent desiccation of vectors and to reside near a suitable
environment for reproduction, mosquitoes are often situated around marshlands or other
types of wet habitats. In general human towns would not coincide directly with such
areas, and so human-mosquito interactions would be limited by this spatial aspect,
however there are almost always pools of standing water which provide some suitable
mosquito habitat. In other cases, even when the mosquito is found in all areas, the
spread of disease may not be consistent, particularly in mountainous regions where there
is high temperature variation; this variation may lead to areas of low or no transmission,
seasonal transmission and constant transmission with increasing temperature isoclines.
Such a system may be modelled by partitioning the populations into regions of distinct
transmission patterns (such as low, mid and high) and assume homogeneous mixing
throughout a region with a small exchange between populations of different regions.
This kind of spatially structured metapopulation model is featured in Chapter 4.
This chapter has highlighted that the presence of other animals available for blood
feeding may radically change the vectors’ interaction with the primary host population.
Often models such as the Ross-Macdonald model (3.1.7) do not feature another source
of blood-meals as it is assumed that the vector is anthropophilic. However, some vectors
are not so preferential in their choice of host; in the case of Lyme disease, the vector
(Ixodes tick) usually feeds on a range of small mammal hosts and deer. However as
can also be the case with other tick-borne diseases (such as the viruses which cause
encephalitis and haemorrhagic fever [69]) once the tick population surpasses a threshold,
the rise in numbers can cause a change from the ticks’ enzootic (animal) hosts to human
hosts, at which point zoonotic disease transmission occurs into the human population.
Modelling vector-borne diseases with multiple host classes (including ones which may
confer disease) can be achieved in a compartmentalised structure (as shown by Levi et
al [109]) to ensure these more complex dynamics are captured. Chapter 6 discusses
multi-species models and examines their use in the case of African sleeping sickness.
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Chapter 4
APPLICATION: The Hawaiian
Honeycreeper
4.1 Introduction
The previous chapters have described some of the more theoretical mathematics of
vector-borne disease transmission and dynamics. In particular the quasi-equilibrium
assumption (QEA) has been formulated in Chapter 3, and a host-only model developed.
It will now been shown how this type of host-only model can be used in practise to
understand the decline in native bird populations in Hawaii.
The IUCN Red List of Threatened Species suggests that 41% of amphibians, 25% of
mammals and 13% of birds are threatened with extinction. This is due to a mixture of
reasons, from hunting to habitat loss, from invasion of exotic species to climate change;
with human activity at the heart of most. The native and largely endemic fauna of
Hawaii typifies the range of threats faced; the limited area, the introduction of predators
and disease, have all contributed to multiple extinctions. It is now estimated that over
half of all Hawaii’s 142 native bird species, extant pre-human colonisation, are now
extinct [23]. The Hawaiian honeycreeper is a typical example – of the over 35 original
species (all of which were endemic to the area), currently just 22 are listed as extant.
Only 2 of these are of “least concern”, 15 are “threatened” and 5 are “thought to be
recently extinct” (see Table A.1).
There are several reasons for the decline in the numbers of endemic avifauna in Hawaii,
however there are three main aspects to consider; predation (particularly from rats
(Rattus) [98], cats (Felis catus) and mongooses (Herpestes aureopunctatus) [161], the
introduction of avian malaria to the Hawaiian islands [13] and loss of habitat [29]. Each
of these three factors is considered here.
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The native birds’ major predators (rats, cats and mongooses) are all non-native species
introduced to the islands after Europeans made contact in 1778 [161]. Rats prey mainly
on eggs and nestlings but will also kill adult birds. As is the case worldwide, one of
the cats’ main prey is birds and this is no different in Hawaii, where this alien species
is now found on all of the eight main islands. The mongoose preys mainly on ground
nesting birds and so has had a great effect on species such as Hawaiian goose (Branta
sandvicensis), although probably a lesser effect on Hawaiian honeycreepers. These three
predators are part of a complex trophic web in which all three share common prey
species. Out of all extinctions of native avifauna in Hawaii, 54% are attributed to the
rat and 26% to cats [183], showing the potential harm these species can cause.
Infectious diseases are considered one of the dominating factors in the vulnerability of
Hawaii’s population of endemic avifauna [161]. Although the honeycreeper population
experiences the effects of multiple diseases such as avian pox, by far the most important
is avian malaria [15]. The malaria carrying mosquito (Culex quinquefasciatus) was intro-
duced to Hawaii in the 1920s and currently only Laysan Island (one of the Southwestern
smaller islands) remains mosquito-free [161]. As with all malaria, transmission only
occurs when female mosquitoes take a blood-meal before laying eggs as outlined in
Section 1.1.1; this biting acts to both transfer the protozoan malaria parasites from an
infected host to the mosquito and from an infected mosquito to the bitten host [117].
Only a single strain of malaria (Plasmodium relictum) currently exists in Hawaii [11],
and this strain is specific to birds, hence zoonotic transmission to humans does not
occur. Mosquitoes thrive in humid conditions and so there are large populations living
at lower and middle elevations (below 1500 metres) on many islands due to the tropical
climate [98]. Currently there are relatively few mosquitoes able to survive at the lower
temperatures of the higher elevation regions and, even if these vectors survive, there is
strong evidence that protozoan parasites cannot develop (and hence there is no spread
of malaria) at these cooler temperatures [29].
Many non-native birds have some resistance to malaria [29], however, once infected, the
probability of mortality for Hawaiian honeycreepers in general is high, with experimental
estimates ranging from 63-90% and varying between species [13]. In particular, species
of honeycreeper found at high elevations have little protection against the disease [11]
due to the absence of both the disease and therefore its selective effects at these
altitudes [117]. Acute malaria infection lasts around 18-24 days [13]; the symptoms start
with decreased food consumption and activity, and infected birds develop a prominent
sternum. Subsequently death occurs, usually due to anaemia caused directly from the
destruction of red blood cells by the malaria parasite [11]. Although many birds die with
acute infection, others (generally termed resistant birds) survive but remain infected and
are able to transmit malaria to any biting mosquitoes for the rest of their lives. It is
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believed that in some species this resistance is a genetic trait [98, 191], which suggests
that the prevalence of resistance should increase over time due to the greater mortality
suffered by those birds not carrying the resistance gene or genes. The interaction between
malaria and the honeycreeper in Hawaii, is therefore very different from avian malaria
in mainland USA where the disease is very common but levels of mortality are far lower
[98].
Hawaii has a highly heterogeneous landscape which has led to an array of unique fauna
and flora. The islands rise to 4,205 metres above sea level, which gives rise to a
range of habitats with pronounced differences in temperature. At present the average
temperature ranges from 0-29 ◦C ; however these temperatures are predicted to increase
by approximately 2 ◦C over the next hundred years due to climate change [29], with an
associated change in habitat. Such changes are not new to Hawaii. Since the arrival
of the Polynesians in approximately 400 AD the landscape has altered dramatically [23]
and more recent changes in farming methods have devastated much of Hawaii’s natural
forest, especially in low to mid elevations [183]. In addition, alien plants and animals
have taken over much of the lower elevations driving native species to higher areas
or to extinction through competition [11]. In turn these processes have limited the
honeycreepers’ habitat and food resources, reducing its population carrying capacity.
Currently many suggestions exist to preserve the honeycreeper populations and these
are briefly outlined. Captive propagation programmes in which eggs produced either
in the wild or captivity are incubated and chicks are hand-reared, already exist on a
small scale on both Hawaii’s main island and Maui [105] for various birds including
some species of honeycreeper. Such programmes effectively increase the birth rate by
ensuring the safety of both the vulnerable eggs and chicks which have low survivorship in
the wild. Comparable breeding programs of Nene (Hawaiian Goose) have already been
highly successful [23].
Traditionally, to control the spread of malaria, the number of mosquitoes is sought to be
reduced and, given the lack of control that exists over the other parameters (such as bite
rate or transmission probabilities), this may still prove to be the most sensible choice.
While insecticides may cause irreversible damage to much of Hawaii’s unique plant and
animal life, other methods exist. Genetically modified sterile-male mosquitoes could
be developed and introduced [161], although complications include time to engineer a
suitable mosquito and potential accompanying controversy. A reduction in mosquito
habitat, such as removal of feral pigs [185], is potentially a way forward without
disturbing the delicate balance of this ecosystem. Feral pigs cause habitat degradation
via destruction of vegetation which in turn leads to muddy areas of suitable mosquito
larval habitat [161].
Small scale predation control via trapping has shown success for other native Hawaiian
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bird species [84]. Other suggestions to prevent predation include rodenticides [98] and
mongoose poisons [23]. Any of these methods can be implemented either island-wide
(across all elevations), or be targeted at specific areas, and given that they target non-
native species are unlikely to meet opposition.
Due to the action of climate change it is inevitable that habitat previously above the
temperature threshold for transmission will experience some transmission in the future,
effectively reducing the amount of ‘disease-free’ habitat. Habitat conservation schemes
to sustain areas of high elevation habitat for the honeycreeper such as replanting trees
[161] are suggested approaches to take to preserve malaria-free habitat.
4.2 Model Formulation
Mathematical models have two main uses: to develop a more intuitive understanding
of the mechanistic processes governing the behaviour of a system; or to utilise these
processes to extrapolate the behaviour to a new scenario or situation. Here both of these
approaches are adopted by developing a continuous-time deterministic model for the
interaction between a host (the Hawaiian honeycreeper), predators and disease (malaria),
which is parameterised using available data. This model provides a robust framework to
explore the potential interactions between these three elements, and to assess the likely
impacts of climate change in the near future.
The fundamental building-block of the model is the long-term population dynamics of
the honeycreeper; in the absence of infection or predation this is modelled as a simple
density-dependent logistic model:
dN
dt
= rN
(
1− N
k
)
= bN
(
1− N
K
)
− dN (4.2.1)
where N is the population size, r is the growth rate, and k is the carrying capacity.
Section 3.4 discusses the advantages that this type of population model has over a
simple per capita birth/death rates when modelling vector-borne disease. To assist
with later developments, the logistic model is partitioned into a density-dependent birth
rate and a density-independent death rate governed by the parameters b, K and d.
Although this model ignores much biological realism, such as age-structure, gender
or stochastic/environmental fluctuations, it provides a suitable basis onto which the
impacts of predation and infection can be grafted.
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4.2.1 Predation
Predation is believed to significantly reduce the numbers of native birds; it is therefore
important to correctly assess how predation pressure is affected by prey abundance (in
this case the honeycreeper). Here, a type III predator functional response as described
by Murray [136] and Britton [34] is used, which assumes that the predator may change
to an alternative food source when the prey is at lower densities, but also that predation
saturates for large enough prey densities. The rate at which honeycreepers are consumed
is then given by NP (N) where:
P (N) =
AN
B2 +N2
(4.2.2)
Here, A is related to the abundance of predator – which is assumed constant and
independent of honeycreeper numbers, due to the availability of other food sources.
The parameter B is a measure of the abundance of these other food sources, and
determines when the predator is likely to switch its preference between preying upon
honeycreepers to other species. It is noted that the rate of predation is not assumed to
be affected by factors such as age or whether an individual is suffering from the adverse
effects of disease.
4.2.2 Resistance
To capture the dynamics of malaria, the honeycreeper population is initially partitioned
according to the classic SI model (as given in Section 2.2.2) into two classes: those
susceptible to malaria, S, and those infected with malaria, I. Where S(t) and I(t)
are taken to represent numbers of individuals rather than proportions or densities.
Honeycreepers are assumed to be born susceptible as there is no evidence for vertical
transmission. An exposed (or latent) class has not been included, as this period is
negligible compared to the other epidemiological time scales (the possible effects of
omitting this exposed class in the model are discussed in Section 3.5.3). In the case
of malaria, an exposed individual is one that has been bitten and has the protozoan
developing with its organs but is not yet in its blood stream (it is infected but not
infectious). This latency period is short, about 2 days, whereas the entire infectious
period lasts approximately 22 days for acute infection and is lifelong for chronic infections
[11].
The population of birds can be further subdivided into two classes N and R depending
on whether they are resistant or not. Resistant birds can still become infected but suffer
negligible disease and associated mortality, instead they become chronically infected
with malaria for life. Such chronically infected birds retain excellent body condition
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[11] and have a similar reproductive success to uninfected birds [100]. In contrast, non-
resistant birds rapidly succumb to disease-induced mortality (at a rate D). It is believed
that despite chronically infected (resistant) birds displaying lower levels of parasitaemia
than their acutely infected (non-resistant) counterparts [13], that they act as reservoirs
of malarial infection and are still infectious to mosquitoes [11]. Within the model it
is assumed that both have the same probability of transmitting infection to a biting
mosquito.
Resistance to malaria appears to be both an inherited genetic trait potentially governed
by the number of major histocompatibility complex (MHC) alleles [191, 13], but also
a property that can spontaneously arise, dependent on general fitness and factors such
as age, weight and sex [15]. In the model resistance is therefore governed by two
parameters: the probability η that resistance is inherited from the parent (if the parent
is resistant); and θ the probability that if resistance is not inherited, that is it occurs
due to a genetic mutation.
In the absence of predation, the equations for the numbers of infected, susceptible,
resistance and non-resistant birds becomes:
Non-Resistant

dSN
dt
= b
(
1− NH
K
)[
(1− θ)SN + (1− η)(1− θ)(SR + IR)
]
−dSN − λHSN
dIN
dt
= λHSN − (D + d)IN
Resistant

dSR
dt
= b
(
1− NH
K
)[
θSN + [η + θ(1− η)](SR + IR)
]
−dSR − λHSR
dIR
dt
= λHSR − dIR
(4.2.3)
where birth and “natural” death rates are given (as in Equation (4.2.1)) by b and d
respectively and NH is the total host population size. λH is the FOI on the host
(honeycreeper) population [5]; this is the rate at which a susceptible host becomes
infected, the derivation of which follows. It is assumed that infected non-resistant
birds fail to breed or successfully raise offspring. Equations (4.2.3) are represented as a
compartmental caricature in Figure 4.1 which illustrates the interplay between genetic
and chance resistance and the disease progression.
For malaria, the FOI (λH) is due to the biting rate of infected mosquitoes, while the rate
that mosquitoes become infected is governed by their biting rate and the proportion of
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SN IN
births N
births R
SR IR
disease
mortality
“natural”
death
(1− θ)
θ
(1− θ)(1− η)
(η + θ(1− η))
Figure 4.1: Compartmental diagram showing resistance and disease progression used in
the honeycreeper model
infected honeycreepers in the population. Hence the standard criss-cross transmission
matrix associated with vector born infections [122], as given in Section 3.1, is observed.
The transmission dynamics are determined (as before) by the mosquito biting rate
(α), the probability of a bite leading to infection for the host or vector (pH and pV
respectively) and the numbers of susceptible and infectious hosts (SH and IH) and
vectors (SV and IV ). An allowance is made for mosquitoes feeding on other host
species such as mammals to obtain their blood-meal; this relieves some of the biting
pressure on the bird population, but does not contribute to onwards transmission as the
strain of malaria being considered is avian specific. Here the number of other hosts will
be denoted by m (as in Chapter 3.4) and assumed constant. This gives a FOI on the
each avian hosts as:
λH = αpH
IV
NH +m
(4.2.4)
This FOI is proportional to the number of infected vectors IV , and assumes that
vectors bite at a constant rate α irrespective of host density. Similarly the FOI on
each susceptible mosquito is:
λV = αpV
IH
NH +m
(4.2.5)
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where IH = IN + IR is the total number of infected hosts. These FOIs mirror those in
Section 3.4.
To close the system it is necessary to additionally include the mosquito population
dynamics, again assuming SI epidemiological behaviour. It will be initially assumed that
mosquitoes have a constant carrying capacity, KV , and that infection does not affect
fecundity or survival (although there is some evidence to suggest that it may impact in
a minor way [56]). The governing equations for the mosquito population numbers are:
dSV
dt
= bVKV − dV SV − λV SV
dIV
dt
= λV SV − dV IV
(4.2.6)
where the birth and death rates bV and dV are assumed equal. The progression through
disease states and paths of transmission are shown in Figure 4.2 as a compartmental
caricature.
SN IN
SV IV Others
SR IR
Bites do not
lead to infection
Figure 4.2: Interplay between mosquitoes and their various sources of blood-meals
The six-dimensional system (Equations 4.2.3 and 4.2.6) can be reduced by means of
the QEA in the same manner as in Section 3.2. This enables the elimination of the two
mosquito equations, at the expense of more complex transmission functions, by assuming
that the mosquito dynamics are sufficiently fast that they rapidly reach equilibrium.
This assumption is deemed reasonable given that the life expectancy of a mosquito is
approximately 1 - 4 weeks [176], such that during its short lifetime a mosquito sees
a sustained level of infection in the bird population. Setting the two rates of change
in equation (4.2.6) equal to zero leads to the quasi-equilibrium solutions which are
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functions of the current honeycreeper population:
S∗V (IH , NH) ≈
bVKV
dV +
αpV IH
(NH+m)
I∗V (IH , NH) ≈
αpVKV IH
(NH +m)(dV +
αpV IH
(NH+m)
)
(4.2.7)
hence the FOI acting on a susceptible honeycreeper (independent of resistance) is given
by the non-linear function:
λH = α
2pHpVKV
IH
(NH +m)(αpV IH + dV (NH +m))
(4.2.8)
where IH = IN + IR is the total number of infected honeycreepers.
Two remaining factors need to be included to more accurately capture the specific
behaviour of honeycreepers and avian malaria in Hawaii: the impact of seasonality on
the transmission of infection, and the spatial partitioning of the population into regions
based on temperature ranges.
4.2.3 Seasonality
The impact of seasonality is important in many vector-borne infectious diseases [90],
particularly so for avian malaria in Hawaii as there is a critical temperature (13 ◦C)
which determines whether or not the Plasmodium can develop [29]. In mid elevation
areas where the temperature fluctuates near this critical level the spread of malaria is
very much dependent on seasonal changes, with peak transmission occurring during the
warmer summer months [11].
To incorporate this biological feature into the model, the transmission rate (or, in this
case, the bite rate α) which was previously taken to be a constant, can be considered
to be a function of time, and will be taken as sinusoidal (along the same lines as the
seasonal birth rate given by (3.7.2) in Section 3.7) :
α(t) = αA(1 + αBcos(ωt)) (4.2.9)
where αA is the half the maximum bite rate, ω is the period of forcing and αB is the
amplitude of seasonality. Although there are many elaborate functions that could be
taken to describe the temporal forcing, this simple sinusoidal wave should be sufficient
in the case of malaria as it is driven by annual temperature cycles.
As the temperatures for the Hawaiian islands vary little over the course of the year (the
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North American National Weather service estimates around 4 ◦C difference between
summer and winter), only mid elevations experience temperatures that fluctuate across
the critical 13 ◦C boundary. Therefore, when adding seasonality it is also important
to spatially partition the population into low elevation regions that are permanently
above 13 ◦C, high elevations that are permanently below 13 ◦C, and mid elevations that
annually cross this threshold.
HIGH
MID
LOW
> 17 ◦C always
(constant transmission)
between 13 - 17 ◦C
(seasonal transmission)
< 13 ◦C always
(no transmission)
Figure 4.3: Caricature of the 3 elevations as a bird’s eye view
A simple metapopulation framework (of the type outlined by Grenfell and Harwood [66])
is utilised to capture these distinct spatial regions; with high, mid and low elevations
corresponding to habitat above 1500 metres, between 900 and 1500 metres and lower
than 900 metres respectively; these regions are shown in Figure 4.3. The associated
population at each elevation is denoted by 1, 2 or 3 as a further subscript; and the
values of the biting rate, α(t), are set according (α(t) = 0 at high elevation, α(t)
is sinusoidally forced at mid elevation, and α(t) is constant at low elevation). Since
there are movements of birds between elevations, these different subpopulations do not
behave independently of each other, instead there is a low-level of population exchange
between neighbouring altitudes controlled by the parameter ε.
4.2.4 Climate Change
Finally, to include the impact of climate change, it is considered how the areas perman-
ently above, permanently below and around the critical 13 ◦C will change. In particular
Li is defined to be the area of land corresponding to each of the three elevations.
Climate change acts by moving the temperature-based boundaries between the three
regions and hence changing the respective areas. In particular, once climate change
starts it is assumed that:
Li = Lˆi [1 + (ci−1 − ci)t] (4.2.10)
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which captures the gain and loss of land in one temperature band to land directly above
and below. Associated with these changes are modifications to the associated carrying
capacities and population levels in each region; in particular it will be assumed that
these scale linearly with the area such that:
Ki = KˆiLi mi = mˆiLi Bi = BˆiLi KV,i = KˆV,iLi Ai = AˆiLi
(4.2.11)
To decide upon the best way to model the change in temperate gradient with respect
to the population size at that level, various possibilities were considered. Rise in
temperature is assumed to be proportional to elevation. The population of honeycreepers
living in a particular region would be expected to change with change in area of
that region. Depending on the exact shape of the region, different types of change
would be expected. The elevational regions are complex but a basic bird’s eye view of
thermal/elevational isoclines yields quasi-circular high elevation areas and annular mid
and low elevation areas (see Figure 4.3). Figures 4.4 and 4.5 demonstrate how these
areas change with a linear reduction or enlargement, c, in the radius. Notably, whilst
the change in area is quadratic in c, for small values (as would be expected of the rate
of shifting temperature isoclines), the change is approximately linear.
r + c
Shaded Area:
pi(r + c)2
r
Shaded Area:
pir2
Loss of Area:
pi(r + c)2 − pir2
= pi
[
r2 + 2rc+ c2 − r2]
= pi
[
2rc+ c2
]
≈ 2pirc for c small
Figure 4.4: Change in high-elevation area
Furthermore, this choice assumes birds are spread homogeneously across the entire
region, whereas the majority of honeycreepers live in forested areas which are more
rectangular in shape [29]. A change in temperature corresponds to a shortening or
lengthening of the rectangular forests which is a linear change in area (see 4.6). Con-
sequently, climate change is incorporated through a linear loss or gain or honeycreepers
from one elevation to another by utilising Equations 4.2.10 and 4.2.11.
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r2
Shaded Area:
pi(r1 + c)
2 − pir22
r1
r2
Shaded Area:
pir21 − pir22
Loss of Area:[
pi(r1 + c)
2 − pir22
]− [pir21 − pir22]
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[
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2 − r22 − r21 + r22
]
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[
2r1c+ c
2
]
≈ 2pir1c for c small
Figure 4.5: Change in mid-elevation area
l
w
Shaded Area:
lw
l + c
w
Shaded Area:
(l + c)w
Gain of Area:
(l + c)w − lw
= cw
Figure 4.6: Change in any forested area (here the gain in low elevation is represented)
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4.2.5 Final Model
Incorporating all discussed features gives a twelve dimensional set of ODEs. Parameters
(see Table 4.1) are taken to be representative of a “typical” honeycreeper however
estimates vary across sub-species.
There are three elevations i = 1, 2, 3 (high, mid, low) and at each elevation the system
is given by:
dSiN
dt
= bH
(
1− Ni
Ki
)[
(1− θ)SiN + (1− η)(1− θ)(SiR + IiR)
]
− dSiN − λiSiN
−PiSiN +
∑
j 6=i
(
εjjSjN − εijSiN
)
+ ci−1S(i−1)N − ciSiN
dIiN
dt
= λiSiN − (d+D)IiN
−PiIiN +
∑
j 6=i
(
εjiIjN − εijIiN
)
+ ci−1I(i−1)N − ciIiN
dSiR
dt
= bH
(
1− Ni
Ki
)[
θSiN + [η + θ(1− η)](SiR + IiR)
]
− dSiR − λiSiR
−PiSiR +
∑
j 6=i
(
εjiSjR − εijSiR
)
+ ci−1S(i−1)R − ciSiR
dIiR
dt
= λiSiR − dIiR
−PiIiR +
∑
j 6=i
(
εjiIjR − εijIiR
)
+ ci−1I(i−1)R − ciIiR
(4.2.12)
where the subpopulation specific terms for the FOI, λi, predation rate, Pi, and bite rate,
αi(t), are given by:
λi = αi(t)
2pHpVKV,i
IiR + IiN
(Ni +mi)(αi(t)pV Ii + dV (Ni +mi))
(4.2.13)
Pi =
AiNi
B2iK
2
i +N
2
i
(4.2.14)
and
αi(t) =

0 i = 1
αA(1 + αBcos(ωt)) i = 2
αA(1 + αB) i = 3
(4.2.15)
while parameters Ki, KV,i, Ai, Bi, and mi are related to the areas of the three regions
as specified in Equation 4.2.11.
97
Table 4.1: Parameters and their estimates used in the numerical analysis of the
honeycreeper model (unless otherwise specified)
Parameters Description Estimated Value Source
bH birth rate of honeycreepers 1.5 yr
−1 [98]a
d “natural” death rate of honeycreepers 0.25 yr−1 [98]a
dV mosquito birth/death rate 11.8 yr
−1 [176]b
αA half maximum bite rate 45.5 yr
−1 [129]c
αB relative amplitude of seasonality 1 -
ω period of forcing (disease) 2pi -
η probability of inherited resistance Various* -
θ probability of chance resistance Various* -
D malaria mortality rate 17.4 yr−1 [11]
pH probability of infection for
hosts/vectors respectively
0.8
-
pV 0.8
Lˆi initial area of the three temperate
regimes

4× 105 i = 1
10× 105 i = 2
14× 105 i = 3
-
Kˆi natural carrying capacity per area 1 for all i -
e
Aˆi predation rate per area 0.1 for all i -
e
Bˆi relative predation switching point 0.548 for all i -
KˆV,i
carrying capacity of mosquitoes per
area
500 for all i -e
mˆi relative abundance of “other” hosts 60 -
εij rate at which honeycreeper move from
region i to region j

0.05 |i− j| = 1
−0.1 i = j
0 otherwise
-
ci rate of loss of area i
0.006 i = 1, 20 i = 0, 3 [29]d
* These parameters will be computed by simulation in Section 4.3.2
a Uses data for Amakihi
b Estimates taken from life expectancy of Aedes aegypti
c Estimates taken from bite rate of Aedes aegypti
d This approximate rate is based upon predictions for loss of forested habitat over the next 100 years
e This parameters will be allowed to vary in some simulations to explore the effect of altering the
values
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4.3 Results
4.3.1 Calculating the Basic Reproductive Ratio
To re-iterate from Section 3.5, the basic reproductive ratio, R0, for vector populations
is defined as the expected number of infected hosts that are produced from a single
infected host in a completely susceptible population of both hosts and vectors [90].
This useful quantity can determine whether or not an infection can invade and persist
in a population, but it can also be used to compare spread of disease from different
populations. The R0 values for this model can be calculated from first principles by
examining the chain of transmission from mosquitoes to birds and back to mosquitoes.
Calculating the number of infected birds from a single infected mosquito using its life
expectancy (LE) gives:
infected birds = LE of a mosquito× bite rate
×prob of transmission× susceptible birds
total birds
=
1
bV
αApH
NH
NH +m
=
αApHNH
bV (NH +m)
(4.3.1)
Calculating the number of infected mosquitoes from a single infected resistant bird:
infected mosquitoes = LE of a bird× bite rate
×prob of transmission× susceptible mosquitoes
total birds
=
1
d
αApV
NV
NH +m
(4.3.2)
Calculating the number of infected mosquitoes from a single infected non-resistant bird:
infected mosquitoes = LE of a bird× bite rate
×prob of transmission× susceptible mosquitoes
total birds
=
1
d+D
αApV
NV
NH +m
(4.3.3)
And so R0 is given by:
R0R =
α20 pHpVNVNH
dbV (NH +m)2
and R0N =
α20 pHpVNVNH
(d+D)bV (NH +m)2
(4.3.4)
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for resistant and non-resistant populations respectively.
Hence
R0R =
(
1 +
D
d
)
R0N (4.3.5)
and so using values for the natural and disease induced mortality, d and D, given in
Table 4.1, R0R is approximately 70 times larger than R0N . This indicates that the
resistant honeycreepers are acting as carriers for malaria which results in much greater
spread of disease within the total population when they are present.
It can be seen that whilst R0 increases with the number of mosquitoes, NV , the larger
the comparative size of the other animal populations, m, compared to the honeycreeper
population, NH , the lower it will be. Assuming the honeycreeper population sizes are
always smaller than numbers of other animals (as would be expected), the smaller the
honeycreeper population, NH , the smaller R0 and so the disease alone is unable to push
honeycreepers to extinction, but the population sizes can be pushed to very low levels.
4.3.2 Numerical Simulation
Numerical analysis of the model (4.2.12) was performed using MATLAB software with
parameters chosen such that they match data where available, reflect plausible values
and show typical behaviour of this system (see Table 4.1). It is predicted that there
are only a limited number of infected non-resistant honeycreepers, due to the high rate
of disease induced mortality, moreover such infected birds are extremely rare at high
elevations where transmission is impossible. Annual oscillations occur as a result of the
temporal malarial forcing at mid elevation; however despite the small amount of mixing
(5%), there is minimal transfer of these fluctuations to either of the other regions. At
low and mid elevations the majority of the resistant population consists of infected birds
and even at high elevations there is a substantial persistent infected population (due to
mixing) despite the absence of transmission (see Figure 4.7) .
To determine the impact of various parameters for which data was limited, simulations
were run to examine the change in honeycreeper population sizes across a range of
plausible parameter values.
Inheritance of Genetic Resistance
The three most abundant species of honeycreeper today are Apapane, Amahiki and
Iiwi (see Table A.1). The first two have both shown experimentally high resistances to
malaria relative to other Hawaiian avifauna (approximately 35% chance of developing
chronic malaria rather than acute disease), whereas the latter has little resistance
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Figure 4.7: Results of simulation over 50 years demonstrating the variations at each
elevation of numbers of resistant/non-resistant and susceptible/infected
honeycreepers. Top, middle and bottom rows correspond to high, mid and low
elevations; left and right columns correspond to non-resistant and resistant birds
respectively. ((θ, η) = (0.15, 0.03); ci = 0 so as to observe effects of malaria on the
population in the absence of climate change).
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Figure 4.8: Region of (θ, η) parameter space that yields overall resistances (as a
percentage) which are assumed to be at equilibrium by the end of a 100 year
simulation. Documented resistance values of 10% and 35% resistant birds in the
population are highlighted. Again the effects of climate change are not included here
(ci = 0).
(10% chance of chronic infection) [13]. While such estimates give a population-level
quantification of resistance, the causative mechanism (or the precise mix of chance
and genetic resistance – governed by θ and η) is unclear. A contour plot of total
population-level resistance in the (θ, η) plane enables sets of (θ, η) parameter pairs to
be determined that correspond to both these high and low total resistances (Figure 4.8);
this is performed for the populations once at equilibrium (simulations were run for 100
years to ensure this steady state was achieved).
Introductions
The honeycreeper populations were first exposed to alien predation in 1778, malaria
in 1920 and climate change around the 1950s. Using Equations (4.2.12) the effects
of introducing sequentially predation, malaria and climate change into a population
at the historically relevant times can be simulated. Populations with 35% and 10%
resistance which are equivalent to Apapane/Amahiki and Iiwi resistances; are chosen to
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be (θ, η) = (0.03, 0.21) and (θ, η) = (0.03, 0.06) for high and low respectively. The only
variable altered between these two simulations was the genetic inheritance of resistance
to malaria, η, enabling the effects of this particular trait to be elucidated.
As seen in Figure 4.9, for both populations the introduction of alien predators in 1778
reduces the equilibrium value for the population size. Up until the introduction of the
mosquito, the populations are identical as the fitness of resistant and non-resistant birds
is assumed to be equal in the absence of disease. However, after this point, a difference
in the sizes of these two populations is seen; with the addition of malaria, a considerable
impact is felt by the low and mid elevation populations. Even before the effects of
climate change, the total population size for lower-resistance birds is less than for that
of the high-resistance birds. After 1950 the loss of the high elevation region due to
climate change impacts greatly on both populations primarily due to the substantial
loss of land (show by a decrease in high elevation population for both resistances);
at this height both resistances display similar characteristics. At mid elevation there
are minor declines for lower-resistant birds however numbers of honeycreepers remain
relatively consistent for the more resistant species. At low elevations there is growth
in the population sizes, again due to temperature isocline changes, however this does
not necessarily indicate a net growth for the total population. By observing the total
population size (the black line), it is seen that for higher-resistance birds climate change
leads to a slight net increase over time whereas there is a net decline for low-resistance
species (Figure 4.9).
Varying Predation
Predation is known to have had a significant impact on the native fauna of Hawaii [183].
Here the interaction of predation with infection is considered in detail; to elucidate the
underlying mechanisms the impact of climate change is excluded. The expected trend
of a negative correlation between total population sizes and predation is observed for
the most part, although the impact of predation is somewhat weaker than expected
and there are even regions of plausible parameter space for which increasing predation
yields an increase in population size (see Figure 4.10). These results, which initially
appear paradoxical, can be explained; it should be noted that for very high levels of
predation (such as values of A above 1.5×106), whilst this is deleterious for honeycreeper
population sizes, it does lead to extinction of malaria infection. This trade-off with high-
levels of predation depressing the population size, but in turn reducing the FOI and hence
disease-induced mortality, is evident throughout parameter space.
There are distinct differences between the three elevations; the greatest impact of
increasing predation is for high elevation populations due to the absence of malaria trans-
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Figure 4.9: Results of simulation introducing predation in 1778, malaria/the mosquito
in 1920 and impact of climate change from 1950. The top of (a) shows populations of
higher resistance birds (θ, η) = (0.03, 0.21), the bottom of (a) of lower
(θ, η) = (0.03, 0.06). (b) and (c) show magnified views of the red boxes of high and
low resistance respectively.
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mission at these altitudes. Low elevation populations respond differently to predation
depending on whether high or low resistance honeycreeper species are considered. For
low-resistance species increasing predation may even lead to an increased population size
at low elevations by depressing the impact of infection. In contrast for high-resistance
species (where infection has a more limited impact), lower predation results in a drop
in population size however as predation becomes large the same beneficial effects are
seen (due to essentially culling a substantial portion of the host reservoir of infection).
Similar, but less marked effects can be observed at mid-elevation.
4.3.3 Conservation Strategies
Here the mathematical model is used to quantify the impact of several conservation
strategies that have been suggested in the literature and outlined in the introduction.
The relative honeycreeper population size at equilibrium with controls in place compared
to the default model is examined; this is done for two strengths of control (reflecting a
5% and 50% change in parameters) as well as for low and high resistance populations
and includes the effect of climate change.
Results of increasing bH (corresponding to an increase in the birth rate via captive
propagation programmes) show enormous benefit for high resistant species (Figure 4.11).
However, the effect is far weaker for lower-resistance species as any increase in birth-rate
leads to an associated rise in infection and therefore mortality.
Reducing the carrying capacity of mosquitoes (KV ) by 50% leads to vastly increased
honeycreeper population sizes for both high and low resistance species. It should be
noted that reducing the bite rate (a) or the transmission probabilities (pH or pV ) all
achieve a reduced rate of transmission and hence very similar effects.
Wide-spread predation control corresponds to the reduction in parameter Ai (for all
i) and so the previously seen behaviour (as in Figure 4.10) would be excepted; high
predation rates can control levels of malarial infection within the population and there-
fore even substantial levels of prediction control have limited impact. With climate
change incorporated over 100 years, loss of high elevation area to mid and mid to low
results in predation control having a negative effect on population size for low-resistant
populations, but still a positive one for high-resistant ones (Figure 4.11).
Alternatively predation control can be targeted solely at one elevation (changing Ai for
just one i value); primarily it can be seen that while reducing the predation A2 (just mid
elevation) is predicted to leave total population sizes largely unchanged for high resistant
birds, for less resistant species loss of predation is again detrimental to population sizes
due to the interplay between infection and predation. Controlling predation at only high
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Figure 4.10: Changes in the equilibrium population size as predation is varied for both
high (left column) and low (right column) resistant species. Vertical dashed lines
indicate where the chosen value of predation, A, used in the other simulations lies.
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elevations (changing A1) yields the outcome that would naturally be expected (due to
the absence of transmission), with an increase in the total population of honeycreepers,
albeit a very minor one.
Finally, increasing the carrying capacity at high elevation, K1, shows potential over many
of the other strategies, leading to increases in both low and high-resistant populations.
4.4 Conclusions
It has been proposed by Kilpatrick [98] that predation control at mid elevations may allow
the evolution of resistance to malaria when resistance is always genetically inherited. In
contrast, the results here suggest that minimising predation at high elevation is more
beneficial as predation has the greatest impact on population size in this region as
predators are not experiencing the indirect effects of infection on the honeycreeper
population.
Facilitating predation control at high elevations is the only method that results in a
positive change for both 10% and 35% resistant species, however this change is only
marginally better than no control at all. These results suggest that whilst predation
reduction may save some native species from extinction, it may not benefit those
species which cannot readily confer genetic resistance to malaria. It also highlights
that predation control may not be the most resource-efficient method to use; either
blanket control or elevation specific. This model indicates that reducing the predation
solely at mid elevation is not effective which may be of significance when planning
control methods.
Despite only a small improvement to population sizes of low-resistant populations,
captive propagation is still likely to be beneficial, especially as it is comparatively easy
to implement. In contrast vector control has very good effects upon honeycreeper
population sizes for both high a low resistant species but is much harder to apply in
practice; it would be highly beneficial to find a suitable method to gain such control
over the factors of mosquito carrying capacity, bite rate or transmission probabilities.
Finally the results indicate that habitat conservation and restoration might enable the
protection of the non-resistant honeycreepers, thus preserving the heterogeneity within
the population. For low-resistant populations this can be seen as an improvement
over strategies such as reducing predation which may even hinder growth or captive
propagation which may be only mildly helpful in preserving honeycreeper populations.
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Figure 4.11: Results of varying controllable parameters to promote population levels of
the honeycreeper. The parameters varied are shown on the x-axis, while the bars
represent the relative increase in the total population size at equilibrium at the new
parameter values compared to the default. For the honeycreeper birth rate, bH , and
the carrying capacity at high elevations, K1, the conservation strategy involves
increasing these parameters by 5 and 50%, while all other conservation parameters KV
and A are decreased by similar percentages.
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4.5 Discussion
At the moment, a lack of field data for the honeycreeper population sizes prevents
rigorous statistical fitting of the model, however the results (see Figure 4.9) do match
currently accepted trends; according to a technical report by Camp et al [36] between the
years of 1976-2006, both Apapane and Amakihi (higher resistant species) have shown
stable or growing populations throughout their ranges on the island of Hawaii and are
often detected at the high malaria-prevalent, low elevation, whereas the less resistant
species, Iiwi, has declining numbers across the island and has a contracting area in
which it is detected. Such changes match the basic qualitative predictions of the model
derived from using two varying parameter pairs (θ, η) for high and low resistances and
also indicates that resistance enables low elevation population survival congruent with
much of the literature.
Mosquito control has commonly been used as a means of limiting human disease in many
areas; reducing the mosquito population in the model shows similar benefits. However,
implementing such a control strategy is an almost insurmountable task, given the ability
of mosquitoes to breed in any small pools of standing water. The removal of the pigs (as
suggested by VanderWerf [185]) has potential benefits for both mosquito control and
habitat conservation. It is noted, however, that such techniques would need be applied
to a widespread area to facilitate general reduction in the mosquito population [23].
Both biologically and mathematically, this complex system is a challenging one to
model. Throughout, relatively simple assumptions have been made to keep the model
transparent and tractable. There are many other modelling concepts that could be
included and these are now discussed.
Predation models of this type are additive in nature and do not take into account that
some birds which are consumed by predators may have succumbed to disease-induced
mortality or “natural” death anyway and may overestimate the deleterious effects on
the population. Conversely, the assumption that honeycreepers are preyed upon equally
regardless of infection status may underestimate predation of birds, potentially more
vulnerable due to the adverse effects of avian malaria. The predator population will
likely fluctuate over time, however in this scenario it is assumed that these fluctuations
are not driven by the honeycreeper population. A full model including both predators
and honeycreepers and a measure of vulnerability dependent on infection status would
be of interest for future research.
The use of full stochastic equations (see Bailey [22]) may lead to quantitatively better
results for this relativity small population, potentially below the ambiguous threshold at
which deterministic modelling becomes a good approximation of the stochastic dynam-
ics. Even when modelling a larger population size, stochastic dynamics can arise from
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many sources, such as external climatic effects. Such noise terms may fairly easily be
incorporated within the equations, but lead to a loss in transparency of the results and
are difficult to parameterise.
Age structure of the honeycreeper population is also omitted from this model. Demo-
graphic aspects such as low juvenile survivorship for honeycreepers during their first
year [98], variation in fecundity and age-dependent mortality for both honeycreepers
and mosquitoes [176] have been identified in the field and could be dealt with either
by higher-dimensional compartmental models (such as Kilpatrick [98]) or a PDE type
model with age-dependent parameters. Similarly, modifications could be made to birth
rates to include temporal forcing, leading to a more natural pulsed birth rate; although
the precise shape of such a function may need some consideration as would sensitivity
to the functional form. However, given the general uncertainty surrounding many of the
fundamental parameters it is questionable if such additional realism is justified.
The findings indicate a need for further data to be able to infer more accurately the
value of parameters; moreover a need for better parameter estimation is necessary to
gain accurate predictions. Parameters used are indicative of “typical” low and high
resistant sub-species, which allows broad qualitative analysis across the honeycreeper
family. As such, the results show general behaviour of populations but unfortunately
lack of precision leads to low confidence numerically. However, other parameters such
as predation levels or the propensity of mosquitoes to feed on other species is less well
determined and would require more field experiments to parameterise.
The use of microscopy to confirm malarial infection, where visual conformation of the
parasites can confirm diagnosis, is effective for acute infections, but 70% or more of
chronic infections may be missed due to low numbers of parasites [11]. Other more
costly and time-consuming procedures are more accurate at detecting chronic infections,
but these may fail to spot the early stages of the disease and cannot distinguish between
acute and chronic infections.
Due to the restricted range a mosquito can travel, transmission of disease between
islands is assumed to be negligible. Since malaria is vector-borne even the migration of
infectious birds will not cause spread of disease to areas with no mosquitoes (as shown
with mosquito-free Laysan Island). Mixing between islands may be possible for the
honeycreeper population but, as the distance between neighbouring islands is up to 80
miles (between Kaua’i and O’ahu), this is again assumed to be insignificant compared to
within-island mixing. This model focuses on individual islands as independent systems,
in particular the dynamics on the island of Hawaii.
The modelling of the complex relationships between the Hawaiian honeycreepers, their
predators, malaria and climate change has multiple benefits despite the inherent com-
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plexity. In particular, it enables an investigation of how conservation measures might
affect the delicate balance between honeycreeper populations and their environment
without endangering an already diminishing population; in this case indicating the
potential advantages of habitat control and captive propagation over the other posed
methods and highlighting the problems that could arise by facilitating predation control.
Moreover, the act of formulating a mathematical model forces a crystallisation of the
assumptions regarding the basic biological processes, while repeated simulation helps to
highlight parameter sensitivity and the impact of parameter uncertainty, suggesting new
directions for future field or laboratory studies. Finally, although Hawaiian honeycreepers
have faced (and continue to face) numerous challenges, the models developed here
suggest that there is the potential for the species to be saved if conservation measures
are carefully targeted.
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Chapter 5
Age and Bite Structured Models
The rather simplistic structures explored in Sections 2.2.2 and 3.1 and variations upon
them dominate the literature in vector-borne disease modelling. There is certainly much
to be said for retaining enough simplicity to really elucidate the effect of each parameter
on a model and keep mathematical tractability. However, if key features of the inherent
biological system are missing, it is hard to perceive whether these models really perform
satisfactorily in predicting disease dynamics. In all mathematical modelling, there is a
balancing act between exceedingly complex, “realistic” models, which may be esoteric
and difficult to analyse, and simple models, which may miss key factors contributing to
disease transmission.
From the previous rather basic models of vector-borne disease, one can use a mechanistic
approach by observation of biology of the transmission cycle and introduce more of the
inherent complexity. It is important that this is introduced in such a way that the direct
effects of the new elements can be ascertained. Here, the biology and corresponding
behaviour of the vector is scrutinised.
5.1 Age Structure (Vector Senescence)
The age at which a vector becomes infectious determines the number of secondary
infections that will result from this one individual. If infection occurs near the start
of the vector’s life, it will have a higher vectorial capacity [176, 22]. This notion is
that on average the vector which is infected at a low age will spend longer infectious
than its counterpart which was infected nearer to the end of its life; more bites occur
(on average) whilst it is infected and consequently it spreads disease more to the host
population. The relationship between vector survivorship and its important effects on
both vectorial capacity and the basic reproductive ratio was first discussed by Macdonald
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in the 1950s [121, 120, 123], however it was not until much later that different type of
distributions for vector mortality were used rather than simply altering the fixed daily
survivorship.
Previously, life expectancies have been taken as exponentially distributed, however the
concern raised in by both Styer and Bellan [176, 28] that such a distribution is not
suitable and a logistically distributed life expectancies are in fact more realistic. This
is certainly one cause for trepidation and cited as one of the most overlooked aspects
of vector-borne disease modelling; both authors emphasise the importance of vector
senescence as part of the modelling procedure. Others have also attempted to resolve
this neglected insight into vector-borne disease modelling [70] by means of Lumped-Age
Classes whereby the vector population is partitioned into classes in which parameters (in
particular the death rate) are assumed to be constant. This method is akin to the age-
structured population models discussed in Section 2.6.2 however instead of modelling
ageing by some rate of loss and gain between classes, the technique utilise a delay
differential equation (DDE) framework where individuals effectively spend fixed times
in each stage. DDEs are general more complex to work with than ODEs, particularly
during numerical simulation.
Resultant solutions are, firstly, to introduce age structure within the vector population
via a PDE type model in a similar manner to creating an age structure in single species
disease models (see Section 2.6.2 and also [90, 136, 34]), and, secondly, to choose a
more realistic death rate which is a function of age.
Imposing a PDE-type age structure on the SEI host-vector model yields:
• Dependence of both chronological time and age for vectors (but not for hosts):
SH(t), EH(t), IH(t), SV (a, t), EV (a, t), IV (a, t)
• Forced births for vectors (births must occur at age zero, a = 0):
bV δ(a)
• Age dependent deaths for vectors:
−dV (a)
• Inclusion of the ageing process for vectors:
−∂NV
∂a
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• A new infection term within the host population (the infection term for the vector
population remains unchanged and it is assumed that infectiousness does not vary
with age so probability of transmission is independent of age):
αpH
SH
(NH +m)
∫ ∞
0
IV (u, t) du
5.1.1 Choosing a Mortality Function
Traditional ODE models (such as the Ross-Macdonald model (3.1.7)) make use of the
more simple formulation by assuming that the (instantaneous) death rate is constant
regardless of age which leads to exponentially distributed life expectancies. In some
cases this may be a reasonable and/or justifiable assumption, however more recent work
on vectors such as the mosquito [176, 28] and tsetse [74] indicate that not modelling
realistic death rates may lead to inaccuracies when estimating the transmission and
prevalence of vector-borne disease.
In order to be able to include realistic life expectancies, the precise form of the vector
death rate, dV (a) must be chosen carefully. The Ross-Macdonald model (3.1.7) gives
the vector death rate as:
dV (a) = d1 (Case (i))
(where d1 is constant) which gives rise to exponentially distributed life expectancies. To
improve upon this original rate, age-dependent mortality is chosen such that the death
rate increases with age to incorporate the concept of senescence (see Figure 5.1a). Crude
supposition may lead to the simplest case that is age-dependent, where dV (a) = d2a,
however data for senescence in female, blood-fed mosquitoes [176] suggests that life
expectancies might be assumed to be logistically distributed and so the death rate may
given in the form:
dV (a) =
xeya
1 + (xzy )(e
ya − 1) (5.1.1)
where x, y and z are the parameters of the logistic curve.
This can then be rearranged to yield:
dV (a) = (
y
z
)
1
1 + e−yaelog(
y
xz
−1)
or using a new parameterisation:
dV (a) = d3
1
1 + ed4(−a+d5)
(Case (iii))
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where d3 = y/z, d4 = y and d5 = log(
y
xz − 1)/y.
In this case d3 corresponds with the maximum value of the function, d4 controls the
steepness and d5, where the “switching” behaviour occurs. Case (iii) has already
been parameterised using experiment data available for the mosquito Aedes aegypti
in laboratory conditions [176]. Interestingly, these studies have also revealed a link
between blood feeding (as opposed to sucrose) and higher life expectancies.
These mortality functions are the instantaneous death rates at a given age, a. Amongst
the literature [141, 176, 28] and in survival analysis these functions may be also referred
to as mortality hazards or hazard rates.
Mortality with age may differ across species and so it is important to emphasise that the
function given here for the vector death rate may not be appropriate for other vectors,
subspecies or environments. As such, any model developed should ideally be able to
cope with a generic death rate (assumed in general to be age-dependent) which need
only be given with other demographic and epidemiological parameters.
In order to compare and contrast between different mortality rate formulations (i.e.
cases (i) and (iii)) in simulation, the mean survival time, t∗ will be kept constant. For
a fixed t∗ and amplitude, d3, the relationship between the final pair (d4, d5) is given by:
d5 =
1
d4
ln
(
1− ed4t∗
1− ed4/d3 − 1
)
(5.1.2)
Some of the different shaped functions which have a mean life expectancy of 14 days are
shown in Figure 5.1b. Unfortunately the parameterisation found in the study by Styer
[176] is deemed to be unrepresentative for these purposes as laboratory bred mosquitoes
have a higher mean life expectancy that those found in the wild. However the logistic
model is assumed to still be a good fit for mortality patterns of blood-feeding vectors
and the new parameterisation used later for simulation will reflect the approximate shape
of the hazard obtained in this study.
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(a) Examples of two types of possible hazard function which give a mean 32
day life expectancy as parameterised by Styer et al [176]. For case (i),
d1 =
1
32 and for case (iii), d3 = 0.13, d4 = 0.14 and d5 = 30.15.
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(b) Examples of the types of possible hazard function which all give a mean
14 day life expectancy. For case (i), d1 =
1
14 and for case (iii), d3 = 0.22,
d4 = 0.22 and d5 = 10.93. Other possible parameter combinations for case
(iii) are shown in black: dotted (with d3 = 0.14, d4 = 1 and d5 = 7),
dashed (with d3 = 0.22, d4 = 5 and d5 = 9.45) and dash-dotted (with
d3 = 0.22, d4 = 0.05 and d5 = 21.79).
Figure 5.1: Examples of vector mortality functions
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N.B. If the mean life expectancy , t∗, is given and d3 = 2t∗ then:
d5 =
1
d4
log
(
1− ed4t∗
1− ed4/d3 − 1
)
=
1
d4
log
(
1− ed4t∗
1− ed4t∗/2 − 1
)
=
1
d4
log
(
(1− ed4t∗/2)(1 + ed4t∗/2)
1− ed4t∗/2 − 1
)
=
1
d4
log
(
1 + ed4t
∗/2 − 1)
=
1
d4
log(ed4t
∗/2)
=
d4t
∗
2d4
=
t∗
2
(5.1.3)
and so d5 is fixed and d4 is arbitrary.
Figure 5.2 shows the relationship between d4 and d5 for various values of d3 in terms of
t∗.
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Figure 5.2: Relationship between the two parameters d4 and d5 for various choices of
d3
117
5.2 Bite Structure (Vector Feeding Behaviour)
Age structure in vector-borne disease models is not, in itself, new (although vector-
borne age-structured models predominantly focus on age in the host population rather
than the vector [62, 81]). However, not only is vector ageing important but the feeding
patterns of the vector also play a vital role in disease transmission. After a vector has
reached biting maturity it will start to “desire” a blood-meal; as time passes the vector
becomes more and more likely to feed given the opportunity. Once sated from feeding
the vector is unlikely to feed again for a time, during which the desire to bite will rise
once again until the feeding cycle repeats. To deal with the mechanics of biting the
model may be further adapted, much the same way as the age structure, however with
the additional property of resetting “time since last bite” (TSLB) after the vector has
fed.
In addition to the age-structure, TSLB structure gives further additions to the PDE
model:
• Dependence on age (a) and TSLB (τ) (as well as chronological time (t)), for
vectors (but not for hosts):
SH(t), EH(t), IH(t), SV (a, τ, t), EV (a, τ, t), IV (a, τ, t)
• Forced births for vectors (births must occur at age zero and, for now, TSLB zero,
a = 0, τ = 0):
bV δ(a)δ(τ)
• “Movement” of vectors from their current TSLB at a rate:
−α(τ)
and into the same age but τ = 0 TSLB category. In general vectors will, in a
similar manner to the Ross-Macdonald model (3.1.7), either remain susceptible
and so move to SV (a, 0, t) with probability 1 − pV IHNH+m or become exposed and
enter EV (a, 0, t). Vectors that are already exposed or infectious do not change
infection status through biting, only TSLB category.
• Inclusion of the “not biting” process for vectors:
−∂NV
∂τ
118
• A slight change to the host infection term:
pH
SH
(NH +m)
∫ ∞
0
∫ u
0
α(q)IV (u, q, t) dq du
noting that vectors cannot have gone longer without biting than their age (τ ≤ a).
5.2.1 Choosing a Bite Rate Function
Little information is available for the derivation of the bite rate function, α(τ). Unlike
vector mortality, which there are a variety of ways to estimate, studies have concluded
(at best) an approximation of the mean time between blood-meals for mosquitoes and
conducted somewhat inconclusive cost-benefit analyses of possible feeding patterns of
tsetse [77].
It is conjectured that the bite rate, α(τ) may be decomposed into 3 elements:
1. β, a rate parameter that determines that maximum rate at which a vector may
obtain blood-meals or encounter hosts
2. r(τ), the probability that the vector will take a blood-meal if it encounters a host
given that it last took a blood-meal (or matured) τ days ago
3. Z(NH), the probability that a vector finds a suitable host to bite. This function
is of the form: 1− exp(−kNH), and it will be assumed that k is large enough so
that Z(NH) ≈ 1 (and will be taken as equal to one in further calculations). Al-
ternatively it could be presumed that this term is constant and therefore absorbed
into the rate β.
In the absence of information about the bite rate the simplest case is to take:
r(τ) = ra (Case (a))
Here, there is a fixed bite rate, leading to exponentially distributed times between
feeding. Considering the biological mechanics, however, a vector will be unlikely to bite
again immediately after taking one blood-meal and the desire to bite should increase
until saturation (defined here as the probability of the vectors biting being one, should
the vector find a suitable host). Therefore it will be assumed that again, as with the
death rates, there may be various types of suitable candidates for the bite rate including:
r(τ) = rbτ (Case (b))
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Figure 5.3: (a) shows examples of different biting functions all with the same mean
time to bite (4 days) including Hargrove et al’s [77] “Model I - feeding/non-feeding
pattern” which, for T0 = 2 is the limiting case of the logistic case. N.B. for T0 6= 2
Hargrove’s function varies greatly in amplitude from the others (e.g. for T0 = 3 the
feeding rate is 1 for the “feeding phase” as is seen in (b))
and:
r(τ) =
1
1 + erc(−τ+rd)
(Case (c))
the latter representing logistically distributed time between bites.
Other functions have been posed, such as a constant bite rate followed by a fixed period
of non-feeding, T0 [77], however, for now these other formulations will be put aside
both for ease of implementation (it is harder to formulate the PDE model with non-
continuous biting functions such as this Heaviside step function) and as there is no
compelling evidence to suggest such functions give a more realistic representation of
vector feeding behaviour. Some of the potential feeding rates are shown in Figure 5.3.
Equation Case (c) is particularly apt as it may approximate both Equation Case (b) or
a Heaviside step function by a simple change in parameter choice.
It would be ideal to compare these different bite rates in such a way that the mean time
to bite (and preferably variance) are not altered.
The waiting times until a bite occurs can be considered to be independent random
variables governed by the probability function r(τ) and the rate parameter, β (which
will remain consistent throughout any changes made to r(τ)). It will be assumed (for
the purposes of the following calculations) that a vector can always find a suitable host
(i.e. Z(NH) = 1). For “high” numbers of hosts this should be true.
A homogeneous poisson process with constant rate α0 = α(τ) = βr(τ) = βra has
known properties including a mean time to bite of t∗ = 1α0 (and a variance of
1
α20
).
In Case (a), r(τ) will be taken as a fixed value, ra with 0 < ra < 1 (as it is a probability)
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and hence the last parameter is β = α0ra .
For an inhomogeneous poisson process with rate function βr(τ) = α(τ), the mean
number of bites between a and b is given as
µ =
∫ b
a
α(τ) dτ
and so the mean time until the first bite occurs is t∗ where:∫ t∗
0
α(τ) dτ = 1
Using t∗ = 1α0 to match case (a), the relationship between the parameters can be found:∫ t∗
0
α(τ) dτ =
∫ t∗
0
β
1
1 + erc(rd−τ))
dτ
= β
[
log(erc(rd−τ) + 1)
rc
+ τ
]t∗
0
(5.2.1)
=
β
rc
[
log(
e
rc(rd− 1α0 ) + 1
ercrd + 1
) +
rc
α0
]
= 1
Solutions take the form of suitable parameter pairs (rc, rd) which satisfy the final line
of Equation 5.2.1, the equation β = α0ra and hence the relationship:
rd =
1
rc
log
(
1− exp( rcα0 )
1− exp( rcraα0 )
− 1
)
(5.2.2)
It is worth noting that for the special case when ra is chosen to be
1
2 and the rate
α0 =
1
4 (as is the average bite rate given for populations of the mosquito Aedes aegypti
[129]) then:
rd =
1
rc
log
(
1− e4rc
1− e2rc − 1
)
=
1
rc
log(e2rc) = 2
(5.2.3)
So the choice of rd is fixed, and rc may be chosen freely (however this choice will affect
the variance).
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5.3 Novel Model
A new system (see Equation 5.3.1) is derived using the concepts of age-dependence
and bite rate structure. For notational ease, SH , EH and IH will be be written as such
despite being functions of time (t), and SV , EV and IV are functions of age, TSLB, and
time (a, τ, t):
Hosts

dSH
dt
= bHNH − dHSH + γHIH
−pH SH
(NH +m)
∫ ∞
0
∫ a
0
α(q)IV (u, q, t) dq du
dEH
dt
= −dHEH − σHEH
+pH
SH
(NH +m)
∫ ∞
0
∫ a
0
α(q)IV (u, q, t) dq du
dIH
dt
= −(dH +DH)IH + σHEH − γHIH
Vectors

∂SV
∂t
= δ(τ)δ(a)bV (t)
∫ ∞
0
∫ a
0
NV (u, q, t) dq du
+
[
1− pV IH
(NH +m)
] ∫ a
0
α(q)SV (a, q, t) dq
−dV (a)SV − α(τ)SV − ∂SV
∂a
− ∂SV
∂τ
∂EV
∂t
= δ(τ)
∫ a
0
α(q)
[
pV
IH
(NH +m)
SV (a, q, t) + EV (a, q, t)
]
dq
−dV (a)EV − α(τ)EV − σVEV − ∂EV
∂a
− ∂EV
∂τ
∂IV
∂t
= δ(τ)
∫ a
0
α(q)IV (a, q, t) dq − dV (a)IV − α(τ)IV
+σVEV − ∂IV
∂a
− ∂IV
∂τ
(5.3.1)
In order to generate solutions from this system of PDEs the next sections will cover
a range of analytical and numerical methods. First the system is considered in the
disease-free case which allows analytical solutions to be obtained. With the addition of
disease the system becomes unsolvable using these techniques, however the stationary
disease-free solutions yield initial conditions from which to run numerical simulations.
Next, suitable methods for solving PDEs are outlined and discussed before results can
finally be generated and conclusions drawn.
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Table 5.1: Parameters for the age and bite-structured model (other previously
seen parameters remain the same as in Table 3.1)
Parameters
and
variables
Description Note
t chronological time
τ time since last bite (TSLB)
a age of vector since biting maturity
α(τ) bite rate α(τ) = βr(τ)Z(NH)
β maximum bite rate constant
r(τ)
“desire to bite” probability that
a vector will take a blood-meal
if it finds a host
Z(NH)
probability that a vector finds a
host to bite
Assumed to be of the form:
1− exp (−kNH)
δ Kronecker delta δ(x) =
1 if x = 00 otherwise
5.4 Disease-Free Solutions
In the absence of disease, the underlying dynamics (births, deaths and biting) of the
vector population do not change. Therefore by solving the PDE for the vector population
for IH , IV = 0 the age and bite rate structured distribution of the vector population
can be found. This information can then be used as an initial distribution, SV 0, during
numerical analysis before introducing disease.
5.4.1 Age-Structured PDEs
First, the age structure alone shall be considered: this can be solved using the McKendrick
approach to age structure [34].
A Lexis diagram (Figure 5.4) is a useful way to visualise the vector population. Each
line represents an individual ageing with time. Births are denoted with circles and occur
at the rate bV (t)NV (t) (the per capita birth rate multiplied by the total population size
at time t). Deaths are given according to the relevant distribution, dV (a) and are shown
as crosses. The number of vectors aged a will be denoted by v(a, t) or simply v in the
following calculations.
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Figure 5.4: Lexis diagram for age-structured populations
The corresponding equations for this age-structured PDE are:
∂v
∂a
+
∂v
∂t
= −dV (a)v (5.4.1)
It can been seen from the Lexis diagram that characteristics are given by a = t+c where
c is constant. Using the method of characteristics this system can be solved. First a
transformation to the system is made using η = a− t and ξ = a.
Let w(η, ξ) = v(a, t) then:
va =
∂w
∂η
dη
da
+
∂w
∂ξ
dξ
da
= wη + wξ
vt =
∂w
∂η
dη
dt
+
∂w
∂ξ
dξ
dt
= −wη
(5.4.2)
So now:
va + vt + dV (a)v = wξ + dV (ξ)w = 0 (5.4.3)
The integrating factor yields:
∂
∂ξ
(e
∫
dV (ξ) dξw) = 0
e
∫
dV (ξ) dξw = g(η)
w(η, ξ) = g(η)e−
∫
dV (ξ) dξ
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Finally:
v(a, t) = g(a− t)e−
∫ a
0 dV (u) du (5.4.4)
If the initial distribution is known, say v(a, 0) = v0(a) then:
v(a, 0) = e−
∫ a
0 dV (u) dug(a) = v0(a)
and so:
g(s) = v0(s)e
∫ s
0 dV (u) du
hence:
v(a, t) = v0(a− t)e
∫ a−t
0 dV (u) du e−
∫ a
0 dV (u) du
= v0(a− t)e−
∫ a
a−t dV (u) du
(5.4.5)
It is seen that if v0(a) = Ae
− ∫ a0 dV (u) du then v0(a− t) = Ae− ∫ a−t0 dV (u) du and so:
v(a, t) = Ae−
∫ a−t
0 dV (u) du e−
∫ a
a−t dV (u) du
= Ae−
∫ a
0 dV (u) du
= v0(a)
(5.4.6)
and so the system is stationary.
At equilibrium it is assumed that the number of vectors is a constant, NV and so A can
be determined using
∫∞
0 v(a, t) da = NV :∫ ∞
0
v(a, t) da =
∫ ∞
0
Ae−
∫ a
0 dV (u) du da
= A
[
− 1
dV (a)
e−
∫ a
0 dV (u) du
]∞
0
= NV
(5.4.7)
To find A, it is necessary to select the function, dV (a). Here, cases (i) and (iii) are
considered. Case (i) uses the constant death formulation consistent with the non-
age structured (ODE) model. Case (iii) is considered most realistic with this logistic
functional form of vector mortality fitting data for laboratory-bred mosquitoes.
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Case (i): dV (a) = d1
Here there is a constant death rate leading to exponentially distributed life expectancies
A may be calculated as follows:
A = NV
([
− 1
d1
e−
∫ a
0 d1 du
]∞
0
)−1
= NV
(
(− 1
d1
× lima→∞e−da × e0)− (− 1
d1
× e0)
)−1
= NV d1 (5.4.8)
Case (iii): dV (a) = d3
1
1+ed4(−a+d5)
This age-dependent death rate leads to logistically distributed life expectancies.
First the integral
∫ a
0 dV (u) du is analysed:
Using the substitution: z = 1 + ed4(−a+d5),
dz
da
= −d4ed4(−a+d5) = −d4(z − 1) (5.4.9)
Now the integral becomes:∫
dV (u) du =
∫
d3
−d4z(z − 1) dz
= −d3
d4
∫
1
z − 1 −
1
z
dz
= −d3
d4
(
log(z − 1)− log(z)
)
+ const
= −d3
d4
(
d4(−a+ d5)− log(1 + ed4(−a+d5))
)
+ const
= d3
(
log(1 + ed4(−a+d5))
d4
+ a
)
+ const
(5.4.10)
Hence:
∫∞
0 dV (u) du = lima→∞ a and:
A = NV
([
− 1
dV (a)
e−
∫ a
0 dV (u) du
]∞
0
)−1
= NV
([
− lima→∞ 1
dV (a)
× lima→∞e−a
]
−
[
− 1
dV (0)
× e0
])−1
= NV
(
d3
1 + ed4d5
) (5.4.11)
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Figure 5.5: Lexis diagram for age and bite-structured populations
Therefore the steady-state solution for the age-structured vector population in the
absence of disease is given by:
v(a, t) =

NV d1e
− ∫ a0 dV (u) du for case (i)
NV
(
d3
1 + ed4d5
)
e−
∫ a
0 dV (u) du for case (iii)
(5.4.12)
5.4.2 Age and Bite-Structured PDEs
Returning to the previous problem of an age and bite rate structured PDE model of the
form:
va + vτ + vt = −(dV (a) + α(τ))v (5.4.13)
means that there is now one further dimension to the problem.
The previous two-dimensional Lexis diagram is now extended into this third dimension,
as can be seen in Figure 5.5. Here it is demonstrated how individuals move through
time, age and TSLB classes with the same rate, however when a bite occurs, there is
a discontinuity in the graph unlike that of the 2D version. To handle this discontinuity
mathematically, it is easier to think of the resetting of the bite class as a new individual
entering at the boundary τ = 0 and the old individual exiting the population.
Characteristics are now parameterised by:
a = x, t = x+ c1, τ = x+ c2
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and similarly to before a transformation:
x = a
c1 = t− a
c2 = τ − a
(5.4.14)
with w(x, c1, c2) = v(a, τ, t) is used.
Now:
va =
∂w
∂x
dx
da
+
∂w
∂c1
dc1
da
+
∂w
∂c2
dc2
da
= wx − wc1 − wc2
vt =
∂w
∂x
dx
dt
+
∂w
∂c1
dc1
dt
+
∂w
∂c2
dc2
dt
= wc1
vτ =
∂w
∂x
dx
dτ
+
∂w
∂c1
dc1
dτ
+
∂w
∂c2
dc2
dτ
= wc2
(5.4.15)
and so the original equation becomes:
va + vτ + vt + (dV (a) + r(τ))u = wx + (dV (x) + α(x+ c2))w = 0 (5.4.16)
Using this method of characteristics, the 3D PDE has become an ODE and once again
the integrating factor may be used:
∂
∂x
(
e
∫ x
0 dV (u)+α(u+c2) duw
)
= 0
e
∫ x
0 dV (u)+α(u+c2) duw = g(c1, c2)
w(x, c1, c2) = g(c1, c2)e
− ∫ x0 dV (u)+α(u+c2) du
(5.4.17)
and it is noted that:∫ x
0
dV (u) + α(u+ c2) du =
∫ a
0
dV (u) du+
∫ a
0
α(u+ c2) du
=
∫ a
0
dV (u) du+
∫ τ
τ−a
α(q) dq
(5.4.18)
(since u = q − c2, dudq = 1, at u = 0, q = c2 and at u = a, q = c2 + a = τ).
This yields a general solution of:
v(a, τ, t) = g(t− a, τ − a)e−
∫ a
0 dV (u) du−
∫ τ
τ−a α(q) dq (5.4.19)
This time, instead of a line of initial conditions, t = 0 corresponds with a plane
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v(a, τ, 0) = v0(a, τ) which is:
v(a, τ, 0) = g(−a, τ − a)e−
∫ a
0 dV (u) du−
∫ τ
τ−a α(q) dq (5.4.20)
and so:
g(s, r) = v0(−s, r − s)e
∫−s
0 dV (u) du+
∫ r−s
r α(q) dq (5.4.21)
which gives:
g(t− a, τ − a) = v0(−(t− a), (τ − a)− (t− a))e
∫−(t−a)
0 dV (u) du+
∫ (τ−a)−(t−a)
τ−a α(q) dq
= v0(a− t, τ − t)e
∫ a−t
0 dV (u) du+
∫ τ−t
τ−a α(q) dq
(5.4.22)
Finally it may be concluded that:
v(a, τ, t) = v0(a− t, τ − t)e
∫ a−t
0 dV (u) du+
∫ τ−t
τ−a α(q) dqe−
∫ a
0 dV (u) du−
∫ τ
τ−a α(q) dq
= v0(a− t, τ − t)e−
∫ a
a−t dV (u) du−
∫ τ
τ−t α(q) dq
(5.4.23)
Let
v0(a, τ) = B(a− τ)e−
∫ a
a−τ dV (u) du−
∫ τ
0 α(q) dq (5.4.24)
in the domain 0 ≤ τ ≤ a, a ≥ 0 (it only makes sense biologically to have non-zero
populations for non-zero ages and for TSLB less than or equal to an individuals age)
where the function B is defined by the (non-local) boundary conditions of either births
(in the case a = τ) or by biting (otherwise).
i.e.
B(a− τ) =

∫ a−τ
0
v(a, q, t)α(q) dq if a > τ bites∫ ∞
0
∫ a
0
f(a, τ)v(a, τ, t) dτ da if a = τ births
(5.4.25)
To clarify, the total influx of births into a population enter at (a, τ) = (0, 0). Births
here are assumed to arise from each vector producing offspring at a rate f(a, τ). This
maternity (or fecundity) function [34, 136], f , will be discussed in more detail in Section
5.4.3. Once born (or more accurately, upon reaching biting maturation) the vector
will age and move through TSLB classes until it either dies or bites; before either of
these events occur the individual is classified such that a = τ . Upon dying or biting,
individuals move off the line a = τ and so the number of vectors decays exponentially.
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Deceased vectors are removed from the total population, however upon biting a vector
resets its TSLB to zero, or can be thought of as a new individual entering the population
on the boundary (a, τ) = (a, 0). The newly bitten individuals at age a are all the
individuals which were previously also age a but of any TSLB. Since biting is TSLB
dependent this term also features in the boundary equation.
Next it is noted that for a > τ :
Ba(a− τ) = v(a, a− τ, t)α(a− τ)
Bτ (a− τ) = −v(a, a− τ, t)α(a− τ) = −Ba(a− τ)
(5.4.26)
and therefore:
∂v
∂t
= 0
∂v
∂a
= [(−dV (a) + dV (a− τ))B(a− τ) +Ba(a− τ)]e−
∫ a
a−τ dV (u) du−
∫ τ
0 α(q) dq
∂v
∂a
= [(−dV (a− τ)− α(τ))B(a− τ) +Bτ (a− τ)]e−
∫ a
a−τ dV (u) du−
∫ τ
0 α(q) dq
(5.4.27)
Hence:
vt + va + vτ = −
[
(dV (a) + dV (a− τ)− dV (a− τ) + α(τ))B(a− τ)
+Ba(a− τ) +Bτ (a− τ)
]
e−
∫ a
a−τ dV (u) du−
∫ τ
0 α(q) dq
= −
[
(dV (a) + α(τ))B(a− τ) +Ba(a− τ)−Ba(a− τ)
]
×e−
∫ a
a−τ dV (u) du−
∫ τ
0 α(q) dq
= −(dV (a) + α(τ))v
(5.4.28)
then: v0(a− t, τ − t) = B(a− τ)e−
∫ a−t
a−τ dV (u) du−
∫ τ−t
0 α(q) dq
and:
v(a, τ, t) = B(a− τ)e−
∫ a−t
a−τ dV (u) du−
∫ τ−t
0 α(q) dqe−
∫ a
a−t dV (u) du−
∫ τ
τ−t α(q) dq
= B(a− τ)e−
∫ a
a−τ dV (u) du−
∫ τ
0 α(q) dq
= v0(a, τ)
(5.4.29)
Hence v0 is a stationary distribution defined implicitly.
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Figure 5.6: Disease-free distributions of vector populations (simulated in MATLAB
with code described in Section 5.5)
Possible distributions of the vector population with various death and bite rates are
shown in Figure 5.6.
5.4.3 Calculating Births using Boundary Conditions
The disease-free PDE has been solved to find a stationary distribution. In order to
remain at equilibrium this gives information about births into the population which are
given by the term B(0) (Equation 5.4.25).
If births are given by bV (t) it is seen that they must satisfy the boundary condition:
bV (t) =
∫ ∫
f(a, τ)v(a, τ, t) dτ da (5.4.30)
where f(a, τ) is the maternity function (or rate of births from an individual aged a in
bite class τ).
There are a few different options for the function f(a, τ) (the formulation here is adapted
from a standard age-structured one found in [34, 136]). Usually (for instance in human
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populations) the maternity function would be zero below a certain threshold and then
vary according to age (e.g. humans usually produce offspring around their 20s or 30s and
births are less common younger than this). However this vector population is assumed
to be of biting maturity at age zero which also means that individuals are of reproductive
age and hence it would not be unreasonable to assume that the maternity function is
age-independent. This leaves two biologically reasonable possibilities:
1. f is a constant (does not depend on age or biting)
2. f = f(τ) is only dependent on time since last bite - it makes sense to choose
something like f(τ) = (1 − δ(a))δ(τ)f where δ is Kronecker delta (i.e. new
births correspond with vectors who have just bitten, but not those who have just
emerged). Furthermore a vector producing offspring at time t −M will have its
offspring mature at time t where M is the time from egg to maturity.
This delay equation for new births (arising from case 2) means that
bV (t) =
∫ ∫
f(τ)v(a, τ, t−M) da dτ (5.4.31)
However, since a stationary distribution, v(a, τ, t) = v0(a, τ), is assumed:
bV (t) =
∫ ∫
f(τ)v(a, τ, t−M) da dτ
=
∫ ∫
f(τ)v0(a, τ) da dτ
=
∫ ∫
f(τ)v(a, τ, t) da dτ
= bV (t+M)
(5.4.32)
It is interesting to note that this equality will also be true for the full system with disease
since it is assumed that the vector population dynamics are not affected by infection
(there is no disease-induced mortality or loss in fecundity for the vector).
Furthermore, from this it is seen that in fact bV (t) = bV (t + s) for any s and so
bV (t) = b where b ∈ R+ (as would be expected to keep the distribution at equilibrium).
Consequently:
bV (t) = B(0) = b = const ∀t
In case 1, this birth rate b and the maternity function (or more accurately, constant) are
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linked by:
b =
∫ ∫
fv(a, τ, t−M) da dτ
= f
∫ ∫
v(a, τ, t−M) da dτ
= fNV
(5.4.33)
and so (as expected) in this case the maternity constant, f , is just the standard per
capita birth rate, whereas b is the total population birth rate.
5.5 Numerical Methods of Solving PDEs
The above work enabled disease-free analytic solutions of the vector PDE to be obtained,
however introducing the further complexities of Equation 5.3.1 necessitates numerical
schemes to be utilised. This section outlines two such methods before the results are
given in Section 5.6. There are many numerical methods to solve PDEs. The two most
intuitive for this type of first order 3D PDE with non-local boundary conditions are:
1. Partition population into small age and TSLB categories congruent with with
classes such as “vectors aged 12 ≤ a < 13 and TSLB between 3 ≤ τ < 4”
2. Solve the PDE on the vertices of a grid and interpolate to generate all of the
surface
5.5.1 Method 1
This method is akin to using Leslie matrices [108] with a continuous time (rather than
a fixed time step). Leslie matrices are a popular choice in ecological modelling and their
epidemiological counterparts (see Section 2.6.2) provide a relatively simple method for
approximating such PDE systems such as this (albeit more complex due to the third
TSLB dimension). In doing this the PDE system will be approximated by an ODE
one, where instead of continuous ageing and biting, the classes SV , EV and IV are
now further partitioned into age and TSLB categories. These categories are of widths,
denoted by step-sizes, h1 or h2 (see Figure 5.7). It is desired to discretise the system
in such a way, that, in the limit where the step-sizes, h1 and h2, go to zero, the new
discretised system will be equivalent to the PDE System (5.3.1).
Under numerical simulation the final dimension, time, will be considered continuous and
so ODE schemes such as Runge-Kutta could be utilised. In the case of this discretised
version of the PDE model (5.3.1) both r(τ) and dV (a) must be evaluated for each
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biting class at the middle time point (i.e. for the ith bite class τi = h × (i − 12) is the
point at which r(τ) is evaluated).
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Figure 5.7: In this example step-sizes (h1, h2) are equal, as are maximum age (A) and
TSLB (T ) however this does not necessarily have to be the case
This method is intuitive from a biological standpoint; despite the fact the ageing is
a continuous process in time, it is common to label individuals in a population with
discrete ages, be they in hours, days or years (dependent on the species considered).
For example in human populations, whilst it would be expected that individuals of ages 2
and 80 years would behave very differently and have different demographic parameters,
it would likewise be expected that two 30 year olds would vary little (in a modelling
sense) if they were born on the same day or if they were born 9 months apart. For
this reason, this type of discretisation is commonplace within population modelling, as
it may be possible to group individuals of various age classes or cohorts who exhibit
similar demographic likeness; this concept is explored in Section 2.6.2.
Equations (5.5.1 - 5.5.4) are the set of ODEs that are generated from the PDE (5.3.1)
using this method.
Host equations:
dSH
dt
= bHNH − dHSH + γHIH − SH
NH +m
pH
M∑
i=1
i∑
j=1
α(j)IV (i, j)
dEH
dt
= −dHEH − σHEH + SH
NH +m
pH
M∑
i=1
i∑
j=1
α(j)IV (i, j)
dIH
dt
= −(dH +DH)IH + σHEH − γHIH
(5.5.1)
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Susceptible vector equations:
dSV (a, τ)
dt
=

bVNV + γV IV (1, 1)
−
[( IHpV
NH +m
)
α(1) + dV (1) +
1
h
]
SV (1, 1)
for a, τ = 1
(NH − IHpV
NH +m
) a∑
j=1
SV (a, j)α(j) + γV IV (a, 1)
−
[
α(1) + dV (a) +
1
h
]
SV (a, 1)
for τ = 1
for 1 < a < M
+γV IV (a, τ) +
1
hSV (a− h, τ − h)
−
[
α(τ) + dV (a) +
1
h
]
SV (a, τ)
for τ > 1
for a > τ
(5.5.2)
Exposed vector equations:
dEV (a, τ)
dt
=

( IHpV
NH +m
)
α(1)SV (1, 1)
−
[
dV (1) + σV +
1
h
]
EV (1, 1)
for a, τ = 1
a∑
j=1
[( IHpV
NH +m
)
SV (a, j) + EV (a, j)
]
α(j)
−
[
α(1) + dV (a) + σV +
1
h
]
EV (a, 1)
for τ = 1
for 1 < a < M
1
hEV (a− h, τ − h)
−
[
α(τ) + dV (a) + σV +
1
h
]
EV (a, τ)
for τ > 1
for a > τ
(5.5.3)
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Infected vector equations:
dIV (a, τ)
dt
=

σVEV (1, 1)
−
[
dV (1) + γV +
1
h
]
IV (1, 1)
for a, τ = 1
σVEV (a, 1) +
a∑
j=1
IV (a, j)α(j)
−
[
α(1) + dV (a) + γV +
1
h
]
IV (a, 1)
for τ = 1
for 1 < a < M
1
hIV (a− h, τ − h) + σVEV (a, τ)
−
[
α(τ) + dV (a) + γV +
1
h
]
IV (a, τ)
for τ > 1
for a > τ
(5.5.4)
Remarks:
• The integrals are replaced with summations.
• SV (a, τ) is the number of (susceptible) individuals with ages in the interval [a, a+
h) and TSLB in [τ, τ + h), the same also holds for EV and IV ; these are cohorts
not exact ages.
• This method uses flux (births or bites) on boundary.
5.5.2 Method of Lines
Due to the inherent complexity solving PDE systems, System 5.3.1 will be semi-discretised
(discretised in all dimensions except time), creating a system of ODEs which can be
integrated using more standard numerical methods; this is known as the method of lines
(MOL). The MOL and finite differences (which will be used in conjunction) are standard
choices for many numerical analyses of PDEs [53, 46].
This method begins in a similar fashion as Method 1: A uniform (2D) grid is taken
where the spacing between lines in each direction (age and TSLB) is set to h1 and h2
respectively. Across this grid the PDEs can be discretised by computing finite differences.
In Method 1 each point lies in the middle of a grid square and represents the total number
of individuals between two ages [a, a+h1) and two TSLB [τ, τ +h2). However with the
MOL, NV (a, τ) is the number of individual vectors of the specific age a and TSLB τ .
By interpolating between grid points in the MOL a quasi-smooth surface representing
the solution may be projected above the domain (see Figure 5.8).
From here onwards it will be assumed that h1 = h2 = h; this allows for faster calculation
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Figure 5.8: Grid points are computed using finite differences (blue circles), except on
the boundary (red circles). Solutions for this problem are only valid in the domain
0 < a < A and 0 < τ < a which is the area shown in purple. In this example step-sizes
(h1, h2) are equal, however this does not necessarily have to be the case.
during simulation due to simpler formulation (derived in Sections 5.5.2 and 5.5.2) and
follows naturally from Section 5.4 when thinking about characteristics. To find the
number of vectors between any two ages and TSLBs the volume below the surface must
be calculated; due to interpolation is it possible to generate an reasonable approximation
for this number of individuals even if the ages and TSLBs do not correspond to grid
lines. Under Method 1 these ages and TSLBs must be multiples of h as there is no
information to allow age or TSLB categories to be partitioned further.
The ODEs in either method may be solved in time with MATLAB’s ode45 (Runge-Kutta
4th and 5th order). For the MOL there are two types of grid point to consider: the
boundary τ = 0 where new bites or births occur (shown in red in Figure 5.8) and all
other points in the domain (shown in blue in 5.8). Each type is computed differently.
Points not on the τ = 0 boundary can be calculated be using the technique of finite
differences (see Section 5.5.2); at these points there is a flux (both in and out) of ageing
and non-biting vectors and additionally there is an out-flux of deaths and biting. On the
boundary, new bites and births are calculated from the integral equations 5.4.25 using
the composite trapezoidal rule (see Section 5.5.2). This system has non-local Dirichlet
boundary conditions along τ = 0 and so, whilst it is necessary to compute them at every
time step using the composite trapezoidal rule, the derivative at u(a, 0, t) does not have
to be computed.
Finite Differences
The partial derivatives of the form: ∂X∂a = Xa and
∂X
∂τ = Xτ may be approximated for
small step-sizes using Taylor’s Theorem in two dimensions to yield a first order backward
difference.
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First define:
Y (s1) := X
(
a(s1), τ(s1)
)
where a(s1) = a0 − s1h and τ(s1) = τ0 − s1h.
Now:
dY (s1)
ds1
= Xa(a, τ)
da(s1)
ds1
+Xτ (a, τ)
dτ(s1)
ds1
= −Xa(a, τ)h−Xτ (a, τ)h
(5.5.5)
For s1 = 0 :
Y (0) = X
(
a(0), τ(0)
)
= X(a0, τ0)
dY (0)
ds1
= −h
[
Xa(a0, τ0) +Xτ (a0, τ0)
]
d2Y (0)
ds21
= h2
[
Xaa(a0, τ0) + 2Xaτ (a0, τ0) +Xττ (a0, τ0)
] (5.5.6)
Let s1 = s0 + ∆s then:
Y (s1) = Y (s0 + ∆s) = Y (s0) + Y
′(s0)∆s+O(∆s2) (5.5.7)
When s0 = 0 and ∆s = 1
X(a0 − h, τ0 − h) = X(a0, τ0)− h
[
Xa(a0, τ0) +Xτ (a0, τ0)
]
+12h
2
[
Xaa(a0, τ0) + 2Xaτ (a0, τ0) +Xττ (a0, τ0)
]
+O(h3)
(5.5.8)
Hence (by rearrangement):
Xa +Xτ ≈ X(a0, τ0)−X(a0 − h, τ0 − h)
h
(5.5.9)
with error order h.
It is possible to obtain a more accurate approximation by using a second order Taylor
expansion:
This time, define:
Y (s2) := X(a(s2), τ(s2))
where a(s2) = a0 − 2s2h and τ(s2) = τ0 − 2s2h.
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As before:
dY (s2)
ds2
= −Xa(a, τ)2h−Xτ (a, τ)2h
For s2 = 0 :
Y (0) = X
(
a(0), τ(0)
)
= X(a0, τ0)
dY (0)
ds2
= −2h
[
Xa(a0, τ0) +Xτ (a0, τ0)
]
d2Y (0)
ds22
= 4h2
[
Xaa(a0, τ0) + 2Xaτ (a0, τ0) +Xττ (a0, τ0)
] (5.5.10)
Similarly to before:
X(a0 − 2h, τ0 − 2h) = X(a0, τ0)− 2h
[
Xa(a0, τ0) +Xτ (a0, τ0)
]
+124h
2
[
Xaa(a0, τ0) + 2Xaτ (a0, τ0) +Xττ (a0, τ0)
]
+O(h3)
(5.5.11)
Subtracting 4× 5.5.8 from 5.5.11 yields:
X(a0 − 2h, τ0 − 2h)− 4X(a0 − h, τ0 − h) = −3X(a0, τ0)
+2h
[
Xa(a0, τ0) +Xτ (a0, τ0)
]
+O(h3)
(5.5.12)
and so the second order (backwards) difference is derived:
Xa(a0, τ0) +Xτ (a0, τ0) ≈ X(a0 − 2h, τ0 − 2h)− 4X(a0 − h, τ0 − h) + 3X(a0, τ0)
2h
(5.5.13)
Similar calculations lead to other second order differences (central and forwards) which
can be found in Table 5.2. It is noted that that the derivatives va and vτ (also found in
the table) may be individually approximated in the same manner by taking differences in
just one direction rather than both; such formulations will prove useful during numerical
simulation. The table also highlights that some approximations have a smaller error
(specifically the central difference is lowest amongst them).
Due to the shape and size of the grid it is faster numerically to use the same step-size
in each direction and the combined central difference can be used for the majority of
grid points.
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Now partial derivatives in System 5.3.1 may be substituted by these finite differences.
Composite Trapezoidal Rule
The integrals (Equation 5.4.25) which give the boundary τ = 0 may be replaced by an
approximation; for biting this is the area underneath the curve which is given by:∫ a
0
v(a, q, t)α(q) dq
and for new births this is the volume below the surface given by:
m
∫ A
0
∫ a
0
v(u, q, t) dq du
This may be done using the composite trapezoidal rule.
If the vector population, v, were TSLB-independent then:
∫ A
0
v(a, t) da ≈ h
2
[
v(0, t) + v(A, t) + 2
M−2∑
i=1
v(ih, t)
]
where h is the step-size and M is the number of grid points in one direction. This may
be more useful using alternative notation by indexing from 1 (to relate to MATLAB)
and at each time-step t, by writing the function v(a, t) as V (a):∫ A
0
v(a, t) da ≈ h
2
[
V (1) + V (M) + 2
∑
V (2 : M − 1)
]
If instead v is TSLB-dependent (as is expected) then the composite rule must be used:
∫ A
0
∫ a
0
v(a, τ, t) dτ da =
∫ A
0
g(a, t) da
≈ h
2
[
g(0, t) + g(A, t) + 2
∑M−2
i=1 g(ih, t)
] (5.5.14)
where g(a) =
∫ a
0 v(a, τ, t) dτ
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Table 5.2: Second order finite differences for va and vτ used in the numerical analysis of the
model. The independent variable t is omitted from this table for notational ease.
Type Formulae Error order
va =
v(a+ h, τ)− v(a− h, τ)
2h
Central vτ =
v(a, τ + h)− v(a, τ − h)
2h
1
6h
2v(3)
va + vτ =
v(a+ h, τ + h)− v(a− h, τ − h)
2h
va =
−v(a+ 2h, τ) + 4v(a+ h, τ)− 3v(a, τ)
2h
Forwards vτ =
−v(a, τ + 2h) + 4v(a, τ + h)− 3v(a, τ)
2h
1
3h
2v(3)
va + vτ =
−v(a+ 2h, τ + 2h) + 4v(a+ h, τ + h)− 3v(a, τ)
2h
va =
3v(a, τ)− 4v(a− h, τ) + v(a− 2h, τ)
2h
Backwards vτ =
3v(a, τ)− 4v(a, τ − h) + v(a, τ − 2h)
2h
1
3h
2v(3)
va + vτ =
3v(a, τ)− 4v(a− h, τ − h) + v(a− 2h, τ − 2h)
2h
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Next:∫ A
0
∫ a
0
v(a, τ, t) dτ da ≈ h
2
[ ∫ 0
0
v(0, τ, t) dτ +
∫ A
0
v(A, τ, t) dτ
+2
M−2∑
i=1
∫ i
0
v(ih, τ, t) dτ
]
≈ h
2
[
0 + h2
[
v(A, 0, t) + v(A,A, t) + 2
∑M−2
j=1 v(A, jh, t)
]
+2
∑M−2
i=1
h
2
[
v(ih, 0, t) + v(ih, ih, t) + 2
∑i−1
j=1 v(ih, jh, t)
]]
≈ h
2
4
[
V (M, 0) + V (M,M) + 2
∑
V (M, 2 : M − 1)
+2
∑M−1
i=2
[
V (i, 0) + V (i, i) + 2
∑
V (i, 2 : i− 1)
]]
(5.5.15)
where V is now a function of both age and TSLB at a given time, t. Higher order
approximations, such as Simpson’s rule, may be taken to reduce the error.
Considering the full system with disease states, the vector population will be represented
by three M ×M matrices, SV , EV and IV .
It will be assumed that biting instantaneously moves an individual to the τ = 0 category
but to the same age category (i.e. SV (a, τ) 7→ SV (a, 0)) rather than evaluating in a
discrete time manner at the end of each time-step. Biting may lead to a change in
disease status (i.e. a susceptible individual becomes exposed) however biting does not
affect movements from exposed to infectious classes. These happen instantaneously at
the rate σV which is independent of TSLB, as is biologically representative. This means
the continuous disease-dynamics of the system are maintained.
Remarks:
• Integrals are replaced with the composite trapezoidal rule. Boundary conditions
are given in a different manner to those in Method 1.
• Initial conditions may be used from disease-free analytical work
• Approximation for solutions in any subinterval via interpolation can be found rather
than only for specified intervals corresponding to gridlines.
5.5.3 Convergence of Solutions
As h → 0 the discretised system of ODEs converges to the Full System (5.3.1).
Computationally, with smaller and smaller h the calculations will become more time
consuming as the matrices SV , EV , IV grow with (
1
h)
2. Ideally a value of h can be
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Table 5.3: Additional parameters for numerical analysis of the age and
bite-structured vector model
Parameters Description Note
h step-size
This is the width of the grid in both
age and TSLB directions
A maximum life expectancy
T maximum TSLB
N1 number of age intervals N1 =
A
h
M number of age grid points M = N1 + 1
N2 number of TSLB intervals N2 =
T
h
Q number of TSLB grid points Q = N2 + 1
Table 5.4: Cases of death and bite rates to under consideration
i ii iii
a
age and bite structure has no
effect (this is essentially a 6D
system like Equation 3.5.14)
age-structured vector
population only
b bite structured vector
population only
full age and bite structured
vector populationc
found such that the effects of the age and TSLB structure are evident in the model but
that there is little difference in projected epidemic outcomes and that M is not so large
that simulations are time-consuming and infeasible to run for long timescales.
In order to compensate for the loss of the tail of the distribution caused by using
maximum age, A, and maximum TSLB, T , the total vector population is scaled during
simulation so that:
NV =
∫ A
0
∫ a
0
u(a, τ, t) dτda =
A
d1
(1− e−d1A) (5.5.16)
in case (ia) and similarly in the other three cases.
5.6 Results
Using the MOL the model can be run in Matlab to simulate the dynamics of an epidemic.
Simulations have been performed for the four different cases given in Table 5.4 to
compare the effects of age and/or bite structure upon disease dynamics of vector-borne
disease.
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The parameters used in the simulation have been based on “typical” values from the
literature for a human-mosquito population with endemic malaria (see Table 5.5),
however it is noted that estimates for almost all parameters vary greatly according
to vector species, location and disease strain (Chitnis et al [38] outline many of these
variations). The initial conditions are important; simulations with disease are started
from an equilibrium distribution of vectors across age and TSLB classes in the susceptible
population. Disease is introduced via infected individuals in the host population only,
so that disease enters the vector population in a “natural” way (i.e. upon vectors
feeding). This avoids the problem of needing to know where infection lies in the vector
popoulation.
5.6.1 Convergence
The MOL is an approximation method, therefore it is expected that results of numerical
solutions will not be exact but that they will converge to the exact solution of the PDE as
the step-size, h, tends to zero. As h becomes smaller the simulation times grow rapidly;
matrices increase proportional to ( 1h)
2 and computer memory becomes an important
factor in the calculation.
To investigate convergence, simulations were performed using the age and TSLB in-
dependent parameters in Table 5.5 for various step-sizes; these were compared to the
corresponding ODE model (3.5.14). In this scenario, the PDE exactly matches the ODE
and so the MOL should converge to the ODE solution. The results are shown in Figure
5.9. It is seen that all three results of the PDE simulation (corresponding to step-sizes of
1, 1/2 and 1/3) followed a qualitatively similar trajectory and there was little difference
in prevalence levels of disease in the host population by the end of the simulation. As h
became smaller, results did indeed become closer to the exact solution. In all cases the
MOL underestimated the initial growth in infection.
5.6.2 Effect of Age and Bite Structure
The distribution of the vector population across ages and TSLBs is dependent on the
vector death rate, dV , and bite rate, α. The total population size is plotted on a log-
scale for the four cases under examination in Figure 5.10. Under the assumption of
logistically distributed life expectancy and time between bites (case iiic), the population
is shifted towards lower TSLBs.
Figures 5.11 and 5.14 demonstrate the effect of age and bite structure upon distribution
of infection in the vector population. The two figures (corresponding to γH = 0.2 yr
−1
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Table 5.5: Parameters used in the PDE model simulation. All parameter
values taken from mid-range estimates from the literature (see [38])
unless specified otherwise.
Parameters Description Value
NH
population size of hosts, non-reservoir
hosts, and vectors respectively
1000 a
m 500 a
NV 10000
a
α0 average vector feeding rate 0.25 days
−1
β maximum vector feeding rate 0.5 days−1
ra parameter in case (a) 0.5
rc parameter in case (c) 6
rd parameter in case (c) 2
bH , dH per capita birth/death rate of hosts 0.02 yr
−1
bV per capita birth rate of vectors 0.0714 days
−1
dV average vector “natural” death rate 0.0714 days
−1
d1 parameter in case (i) 0.0714 days
−1 b
d3 parameter in case (iii) 0.22
c
d4 parameter in case (iii) 0.22
c
d5 parameter in case (iii) 10.9
c
σH incubation rate of infection in hosts 1
and 2 and tsetse respectively
0.1 days−1
σV 0.1 days
−1
γH recovery rate of hosts 1 and 2 and
vectors respectively
0.2 yr−1
γV 0
DH disease-induced mortality rate in hosts 0 yr
−1
pH
probability of transmission from vec-
tors to hosts
0.022
pV
probability of transmission from host
to vector
0.31
A maximum age 60 days
T maximum TSLB 60 days
h age and TSLB step-size 0.5 days d
a These values were selected for this simulation based on a “village” of 1000 people
and a human/mosquito population ratio of 1:10 (as given for areas with high
malarial prevalence by in [38])
b d1 = dV
c Computed following Equation 5.1.2 for fixed, d3, d4 and average life expectancy
1/dV
d This value was varied for results in Section 5.6.1
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Figure 5.9: Comparison of ODE and PDE model (using constant death and biting
functions) for various step-sizes. Green, red and blue lines correspond to susceptible,
infectious and total hosts respectively.
and γH = 0.5 yr
−1 respectively) are different in terms of the overall levels of infecteds,
however some general comments can be made which do apply to both simulations.
It is seen that for exponentially distributed life expectancy (case i), there is a distinct
“tail” into the older ages, which is not present under the logistic distribution (case iii).
Likewise, in case (c) the majority of the infected population has a lower TSLB than in
the case (a), the TSLB-independent case. Logistically distributed time between bites
leads to both higher levels of, and more infection as demonstrated by the prevalences
shown in Table 5.6. It is also noted that, in case (c), there is a slight but distinct
“hump” of infection near the origin; this is not an artefact of the numerical simulation
rather one of the choice of bite rate function as will be demonstrated in Section 5.7.2.
The dynamics of host infection may be qualitatively similar under the different cases (see
Figure 5.13) however it is also possible to obtain a larger difference in these equilibrium
prevalences in the host population under a simple (and plausible) change to the recovery
rate, γH (see Figure 5.16). Introducing an age-dependent death rate leads to slightly
lower prevalence in both the host and vector population (see Table 5.6), whereas the
opposite is true of the bite rate – TSLB-dependent biting causes more infection (again
in both hosts and vectors).
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Figure 5.10: Age and TSLB distribution of vectors in the four cases under the
disease-free model. Parameter values are taken from Table 5.5
Table 5.6: The total vector percent prevalence at equilibrium for the
four cases of the PDE model using γH = 0.2 yr
−1. Results using
γH = 0.5 yr
−1 are shown in parentheses
i iii
a 13.7% (10.6%) 6.7% (2.6%)
c 23.4% (20.6%) 10.3% (6.6%)
Table 5.7: The total host percent prevalence at equilibrium for the four
cases of the PDE model using γH = 0.2 yr
−1. Results using
γH = 0.5 yr
−1 are shown in parentheses
i iii
a 61.7% (42.4%) 37.5% (13.4%)
c 75.2% (61.7%) 51.0% (27.6%)
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Figure 5.11: Endemic Disease Prevalence in the Vector Population. Parameter values
are taken from Table 5.5 with initial infection starting in the host population only with
5% infection. Simulations were run for 4000 days.
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Figure 5.12: The “hump” in endemic disease prevalence in the vector population. This
is a zoomed version of case (iiic) in Figure 5.11
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Figure 5.13: Dynamics of Disease Prevalence in the Host Population. Parameter
values are taken from Table 5.5
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Figure 5.14: Endemic Disease Prevalence in the Vector Population. Parameter values
are taken from Table 5.5 except γH = 0.5 yr
−1 and, as before, initial infection starts in
the host population only with 5% infection. Simulations were run for 4000 days.
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Figure 5.15: Endemic Disease Prevalence in the Vector Population. These are the 3D
plots of the age and TSLB-independent case (ia) and the age and TSLB-dependent
case (iiic) shown as a contour plot in Figure 5.14
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Figure 5.16: Dynamics of Disease Prevalence in the Host Population. Parameter
values are taken from Table 5.5 except γH = 0.5 yr
−1
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5.7 Conclusions
5.7.1 Convergence
The MOL appears to converge (as expected) as h → 0. The MOL may underestimate
disease prevalence in both host and vector populations, however for small step-sizes, it
is believed that a reasonable approximation for the disease dynamics is found. The MOL
appears to qualitatively match trajectories even for slightly larger step-sizes. Ideally more
computational power would be used to have better confidence in numerical accuracy of
simulation results. Convergence was only examined in the age and TSLB-independent
case because it is not possible to compare age and TSLB-dependent cases. Since
convergence was seen for case (ia) the MOL is now used to simulate the age and
TSLB-dependent cases.
5.7.2 Effect of Age and Bite Structure
The effect of age and bite structure in vector populations can lead to different levels
of infection in both host and vector populations. The dynamics here indicate that for
a “typical” case of endemic disease, the level of infection in the host population may
not necessarily be radically different. This is demonstrated by the simulation using
parameters from Table 5.5. Whilst the speed of the dynamics differs between these
cases, the general shape of the trajectories is the same. It is reassuring that cases (ia)
and (iiic) have the potential to generate similar results to the standard models using
no age and TSLB structure as many such models are thought to be able to reasonably
replicate disease dynamics. This indicates that in some circumstances, it may not be
necessary to perform such complex PDE simulations as done here.
However it is possible, under just a single parameter change, to generate results which
have significant differences in host infection levels in each of the four cases. This shows
that it is quite possible for the distributions of the vector bite and death rates to play
a key role in disease transmission to the host population, as has been discussed in the
literature for vector senescence [176, 28].
Therefore an advantage of performing the simulations is that a new behaviour has been
discovered which it is not possible to see using non-structured vector populations (i.e. the
basic host-vector SEI model (3.5.14)). Here the host recovery rate was increased which
leads to a reduction in host and vector prevalences under the age and TSLB-independent
model. The simulation, however, shows that the impact of such as parameter change
may reduce infection levels even more dramatically if deaths and biting are age and
TSLB-dependent.
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Another important result of these simulations is the distribution of infection within the
vector population. The prevalence in the vector population may be similar between
cases (ia) and (iiic). These cases correspond to the standard ODE model and the
most biologically-motivated scenario for vector biting and death. However, in the
simulation where host prevalences are very similar, the distribution in the vectors is still
significantly different. This shift poses questions about the efficacy of mosquito controls
such as shortening vector life expectancy via controls using Wolbachia. Wolbachia is
a maternally inherited bacterium which can reduce the life expectancy of mosquitoes
including those which carry malaria and dengue [86] as well as other disease vectors
such as the tsetse [130]. It is thought to have good potential as a form of vector-borne
disease biocontrol. Under the ODE model this may eliminate some of the “infection
tail” seen for older ages, however under age-dependent mortality, the majority of vector
infection occurs in younger individuals.
In cases (ic) and (iiic), where the bite rate was taken to be TSLB-dependent, a noticeable
“hump” in vector infection numbers was produced at low age and TSLB. This, seemingly
anomalous result is not a remnant of the numerical computations, but of the process
itself. Whilst there are several processes (including latency period distribution and
deaths) governing the appearance and location of the “hump”, it arises through the
overlapping of the biting poisson process of many individuals.
The time to a first bite may be easily illustrated by observing the distribution generated
by the rate function α(τ) (see Figure 5.17a). Upon biting an individual begins the same
process again from a new start time. These new shifted distributions overlap creating
possible peaks and troughs dependent upon the mean and variance of the poisson process
(see Figure 5.17b). In general a smaller variance exaggerates their presence and there
may be many oscillations before this behaviour is absorbed. This type of pattern is not
generated by the exponential distribution as shown in Figure 5.17c.
5.8 Discussion
The model introduced here is able to replicate the ODE model (3.5.14) behaviour
demonstrating it is consistent with current models but provides an extension of them.
Where differences are seen, there are implications for disease-control. Here, it is shown
that increasing the host recovery rate, which corresponds with treatment, might be even
more effective at reducing disease prevalence than previously thought under the ODE
scheme. Whilst not explicitly demonstrated, reducing vector life expectancy may not
eliminate much of the infection in the vector population. Obviously, the manner in which
the distribution is changed will affect how much infection is removed from the vector
population and, consequently, the host population.
153
0 5 10 15 200
0.004
0.008
0.012
0.016
0.02
0.024
Time of First Bite
Fr
eq
ue
nc
y 
De
ns
ity
(a) Distribution for a single bite (logistic
distribution)
0 5 10 15 200.02
0.022
0.024
0.026
0.028
0.03
0.032
Timing of Bites
Fr
eq
ue
nc
y 
De
ns
ity
(b) Distribution of all biting times (logistic
distribution)
0 5 10 15 200
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Timing of Bites
Fr
eq
ue
nc
y 
De
ns
ity
(c) Distribution of all biting times (exponential
distribution)
Figure 5.17: The “hump” in the PDE model may be explained by the overlap of many
inhomogeneous poisson processes. (a) shows the basic process and (b) shows the
impact of overlaying this process for many individuals. (c) shows that exponentially
distributed TSLB does not exhibit this behaviour.
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Further work using this model could examine the effects of altering various other para-
meters which can be physically changed in order to explore the efficacy of different types
of control.
Here the death rate (in case (iii)) was extrapolated from data pertaining to laboratory-
bred mosquitoes. It would be expected that wild vector populations may have slightly
different shaped-distributions from laboratory-bred ones and the same is true between
different species as well. This may have an impact on the results.
The biting function was constructed from the limited information available in the lit-
erature about the feeding frequency of vectors. Gaining a better understanding of the
shape of the distribution of this process biologically would lead to greater confidence in
the results generated by the model.
It is computationally expensive to perform the simulations required to solve this PDE
system and so it is necessary to assess whether the advantages of the extra inform-
ation gained outweigh the disadvantage of increased computation time. The obvious
advantages of the more simple models are transparency, mathematical tractability and
computational cheapness. Here a “simple” SEI host-vector model constructed as such
to be able to easily examine the effects of age and bite structure on disease dynamics.
In reality, a SEIR or other similar type of disease progression model is more likely to be
suitable. This will vary by disease.
Whilst introducing age-structure in the vector population via a PDE model is unusual
it has been done before [1]. It is, however, more common to see age-structured host
populations in host-vector models. If a model includes a death-dependent mortality
function without a similar TSLB bite-rate it is possible that disease prevalence may be
under-estimated. The introduction of TSLB-structure here is believed to be novel for an
epidemiological model and elucidates that lower prevalences are seen in both the host
and vector populations in case (iiia) over case (iiic).
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Chapter 6
APPLICATION: African Sleeping
Sickness
6.1 Introduction
Human African trypanosomiasis (HAT), more colloquially known as sleeping sickness, is
a deadly disease which is endemic across much of sub-Saharan Africa. There are two
forms of the disease: Gambian HAT and Rhodesian HAT, with the majority of cases
in humans arising from the Gambian form. 70 million people live in at risk areas from
one or both forms of HAT, covering over one and a half million square kilometres [165].
Whilst the prevalence of HAT is not as high as that of other vector-borne diseases
such as malaria or dengue (there were just over 7000 reported cases of HAT but 207
million estimated malaria cases in 2012 [194, 193]), the lack of chemical prophylaxis,
the extremely unpleasant (and often deadly) treatment and the shortage of substantial
scientific research has now placed HAT on the WHO’s list of neglected tropical diseases.
Section 1.1.2 outlines some of the main facts about HAT and the burden it places on
those who live in endemic regions.
Whilst malaria modelling began with Ronald Ross in the early 1900s, it was not until
eight decades later that the first HAT models emerged which tried to capture some of
the more distinctive tsetse physiology [150]. Since this time HAT research has remained
sparse and few epidemiological modelling papers address the key questions raised by
the complementing field research. One of the probable factors deterring such research
is the extremely low prevalences in both humans and tsetse. The effects of this are
two-fold: not only does this push HAT down the list of priorities, but also means that
parameterisation is challenging. Prior to the 1980s, before the harmful effects of DDT
were discovered, tsetse elimination via mass spraying of DDT was so effective that policy
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models were not deemed necessary [3]. In addition, treatment of people infected with
Gambian sleeping sickness helped remove infection from the population. For Rhodesian
sleeping sickness, although humans are thought to be dead-end hosts and the animal
population primarily drives infection, in practice, treatment of humans always takes
priority. This raises a question of policy as to where treatment should be focused from
the point of view of resources and cost-effectiveness [188].
Teneral tsetse susceptibility has often been of interest in previous modelling work. Unique
to this human species of trypanosome, the tsetse’s physiology dictates that whilst they
are highly susceptible upon their first blood-feed, the probability of becoming infected
through subsequent bites dwindles dramatically [52]. The newly emerged un-fed flies
are referred to as teneral. Further literature suggests that if a tsetse is pushed towards
starvation then this extremely low susceptibility can increase again, possibly to even
higher levels than at their first bite [186].
Other features which have featured more predominantly in the literature have been the
presence of other hosts species (such as livestock) which can potentially act as a reservoir
for HAT infection and often live within close proximity of the human population, and
the preferential feeding patterns of tsetse upon these hosts (be it human, mammal or
other non-infectable species such as lizards). Through techniques such as ELISA tests
on blood-meals extracted from the tsetse’s mid-gut [39] it is possible to elucidate from
which source the latest blood-meal was taken and resultantly, better understand tsetse
feeding preferences. Of course, such information is only a proxy for a fly’s “choice” of
host and, as such cannot be necessarily taken at face value. The data may be skewed
by the availability of blood sources at the time of feeding or other factors, however this
data can still yield a reasonable guide to host preference.
One area of biological and modelling research has focused on the timing of tsetse feeding
patterns, however, other than utilising this work to parameterise the mean time between
consecutive feeds, this research has been very much under-used within disease models.
Chapter 5 discusses some of the effects of changing the distribution of blood-feeding in
a generic vector-borne disease model, and so it would not be unreasonable to expect
similar results here.
Another area of dissimilarity between mosquitoes and tsetse is the biological imperative
for tsetse to feed for survival (rather than solely reproduce). The first, more obvious,
effect of this type of feeding is that both the female and male flies bite hosts, thereby
doubling the amount of vectors contributing to biting, compared to the same size
mosquito population. The second, more subtle, effect is that even in an equivalent
sized tsetse population, there will not be any vectors which have survived past some
critical time without blood feeding, whereas for the mosquito, this is only detrimental
to their reproductive cycle. Without constructing a model which explicitly considers
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“time since last bite” it would be extremely difficult to incorporate starvation into a
disease model in a manner which could differentiate between “natural” tsetse mortality
and starvation-related deaths.
As identified in Section 1.1.2, the life cycle of trypanosomes in the tsetse is long (about
23 days [45]) relative to the life expectancy of the vector (33 days [150, 60]). This
motivates careful examination of the use of a latency class in the modelling of HAT.
6.2 Model Formulation
Most sleeping sickness models are built upon the standard Ross-Macdonald malaria
model (3.1.7) with relatively few amendments. Some such amendments are not unique
to HAT or the tsetse physiology (such as multi-host vector-borne disease models) and
others (specifically, teneral tsetse susceptibility) are notably distinct. Work has been
done to explore tsetse feeding behaviour with emphasis on informing future modelling,
however this has not, at present, been incorporated specifically into dynamic disease
models. This section will briefly outline key aspects of HAT biology and how they may
be amalgamated into one single dynamical model.
6.2.1 Teneral Tsetse Susceptibility
The biology of HAT in the tsetse is unique; unlike any other vector borne diseases (in-
cluding animal trypanosomiases), non-teneral flies are very unlikely to acquire infection
when feeding upon infected blood. Primarily, most tsetse infections occur through the
first blood-meal taken [52]. To capture this distinctive underlying biology the Ross-
Macdonald model (3.1.7) must be adapted.
Initially it is hypothesised that since the majority of infections arise through previously
un-fed flies, non-tenerals cannot succumb to infection. Flies are thought to be only
susceptible to T. brucei on their first blood-meal so only teneral flies can be susceptible.
Another class, G, of flies consists of non-teneral flies whose first blood-meal did not
lead to infection. This allows for an alternative formulation in which a slightly different
compartmental model is used for the tsetse population (see Figure 6.1). This formu-
lation and slight variations on it follow on naturally from the biology described and
its implementation is discussed by several authors (including Milligan and Baker [133],
Rogers [150], Artzrouni and Gouteux [8], Medlock and Galvani [130] and Funk et al
[60]).
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Figure 6.1: Possible model for teneral susceptibility
The new ODEs are:
Hosts

dSH
dt
= BH + γHIH − λHSH − dHSH
dIH
dt
= −γHIH + λHSH − (dH +DH)IH
Vectors

dSV
dt
= bVNV − αSV − dV SV
dIV
dt
= λV SV − dV IV
dGV
dt
= (α− λV )SV − dVGV
(6.2.1)
where λi remains the same as previously. New “immune” vectors arise from the vectors
biting (at rate α) but a bite not leading to infection (due to either not biting an infected
host or from failure of transmission). Since biting is assumed to be frequency rather
than density dependent, the bite rate is independent of the host(s) population(s).
Many authors do not explicitly model the “immune”, non-teneral class. Artzrouni and
Gouteux [8] use an approximation method to compute the teneral population (SV ) by
assuming the population is approximately at equilibrium and so:
dSV
dt
= bVNV − αSV − dV SV ≈ 0 (6.2.2)
which at equilibrium gives: S∗V =
bVNV
(dV + α)
.
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Artzrouni and Gouteux note that α > dV (significantly, α ≈ 1/3 days−1 whereas
dV ≈ 1/33 days−1) and so S∗V ≈ bVα NV . It is this S∗V which is used throughout as
a approximation of SV .
Rogers [150] also uses this type of equilibrium argument to compute the teneral popu-
lation and, again, eliminate the need for explicit modelling of “immune” flies. However
an additional requirement of susceptibility in the model is that un-fed flies must be less
than T days old to be able to confer infection at the next blood-meal. The number of
flies less than T days old (given that bites and deaths are considered Poisson processes
and hence are exponentially distributed) is given by:
P(un-fed fly ≤ T days old) =
∫ T
0
µe−µx dx = 1− e−µt = 1− e−(α+dV )T (6.2.3)
And so:
S∗V =
bVNV
α+ dV
(1− e−(α+dV )T )
Using parameters given by Rogers [150], this extra requirement on age reduces the
susceptible population by around 33% compared to the un-fed population total yielding
about 8% of the tsetse population susceptible (rather than 11%). Arguably the stip-
ulation that tenerals must be less than T days old may represent not only the loss of
susceptibility of these flies, but the expected mortality associated with newly emergent
tsetse failing to take a blood-meal. Blood-feeding in tsetse is a necessity for survival,
not only for reproduction as with the mosquito. Additionally the time from emergence
to starvation is shorter than between subsequent blood-meals and starvation [104].
Both Rogers [150] and Artzrouni and Gouteux [8] assume fixed vector population sizes
so this removes the need to model the “immune” class explicitly. Milligan and Baker
[133] take another approach based upon the same idea. In their scheme, upon the first
blood-meal, tsetse either become infected and are considered exposed (EV ), or their
susceptibility to HAT reduces by a factor, δ, for subsequent blood-meals and so they
move to a “non-teneral” class (GV ) (see Figure 6.2).
Whilst under Rogers’ formulation the number susceptibles is less than the number of
un-fed flies, the modelling of tenerals described in Figure 6.2 has the opposite effect:
the number of flies which may acquire infection upon biting is greater than the number
of un-fed flies.
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Figure 6.2: Transmission patterns including partial non-teneral immunity
6.2.2 Multiple Hosts
The impact of animals in the HAT transmission cycle is a key question. Rhodesian
sleeping sickness (one of the two forms of HAT) is known to be zoonotic [189]. Some
believe that efforts to reduce HAT prevalence within the human population alone may
be suppressed by disease reservoirs in other species (particularly cattle) which are known
to harbour this form of trypanosomiasis. It is tenable that if the animal population has
endemic levels of HAT, and then the disease were eliminated solely from the human
population, re-invasion through this animal reservoir would be inevitable.
Conversely, for Gambian sleeping sickness (the other form of HAT) it may be that the
prevalence in the animal population is sustained solely by the human population thereby
pushing R0 over the threshold. However, some believe [60, 150] that in the absence of an
animal reservoir, the human population may still not be able to maintain endemic levels
of infection and so this would eventually lead to disease reduction and, subsequently,
eradication.
The interplay between these two host species (humans and animals) and the tsetse is
crucial in understanding how HAT infection might be controlled and eliminated. It has
been hypothesised that control methods such as culling animal populations in order to
prevent cross-host infections (animal – tsetse – human), may result in the tsetse shifting
their biting patterns to focus more on the human population, and potentially increase
disease prevalence. Basic models of HAT, incorporating one host (human) population
(e.g. [6, 7]) are attractive due to their simplicity but they do run the risk of failing to
capture realistic dynamics potentially caused by secondary host populations.
In order to ensure that control methods will both produce the desired results and be
effective, the interdependence of HAT and these two host species must be carefully
modelled.
A first (perhaps na¨ıve) assumption is to postulate that any non-human blood-meals arise
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in species (such as lizards [8, 9]) which are not able to confer HAT. In this case, the
previously derived model is sufficient (see Equation (3.4.1)) where m is the number of
other hosts scaled by the proportion of blood-meals that are taken from them by tsetse.
Whilst these non-human hosts do not play a role in the transmission cycle explicitly,
their presence alone could (in large enough numbers) take the burden of being bitten
away from the human population (see Figure 6.3).
SH IH
SV IV
Non-
humans
λH
λV
Bites do not
lead to infection
Figure 6.3: Human/Other populations
Another standard approach to multi-species modelling (outlined in both Sections 2.6.3
and 4.2.2) is taken by many modelling HAT [150, 133, 130]. In this approach the total
host population is partitioned into two categories, humans and animals. Tsetse must
select a single host from either category upon feeding and so the FOI, both on the tsetse
and to either host species, is dependent on this selection (see Figure 6.4).
S1 I1
SV IV
S2 I2
λ1
λV
λ2
β1
βV 1
βV 2
β2
Figure 6.4: Interplay between the vectors and multiple host species (two in this
example denoted by 1 and 2)
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Hosts, i = {1, 2}
dSi
dt
= Bi − λiSi − diSi
dIi
dt
= λiSi − (di +Di)Ii
Vectors
dSV
dt
= bVNV − λV SV − dV SV
dEV
dt
= λV SV − dV IV
(6.2.4)
Note that each species has its own demographic and disease parameters, based upon
average life expectancies, disease susceptibility and progression. The FOI for hosts is
given by:
λi = βiIV =
fiαpi
Ni
IV where i = {1, 2} (6.2.5)
where fi is the proportion of blood-meals that a tsetse will take from host species i.
This is calculated by considering the bite rate multiplied by the probability of selecting
a host of type i from all hosts (fi), multiplied by the probability of transmission from
vector to a host i, times the probability of selecting a susceptible host from all hosts of
type i and, finally, by the number of infectious vectors.
The FOI for vectors is given by:
λV =
∑
i
βV iIi =
∑
i
fiαpV i
Ni
Ii where i = {1, 2} (6.2.6)
or (if pV i = pV for all i)
λV = pV α
(
f1I1
N1
+
f2I2
N2
)
(6.2.7)
This idea may be easily extended to incorporate even more species by using i = {1, . . . , n}
[60]. This formulation may prove most useful in terms of parameter ascertainment as
ingested blood-meals can be typed to find the origin. However, the weighting of bites
can also be formulated using tsetse host preference.
In the case where there are just two host species:
s = ratio of host preference from host 2 to host 1 when population sizes are the same
For example, when s = 2 there are twice as many bites on animals than humans.
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f2 is the proportion of bites on secondary hosts taking into account population sizes.
If the population sizes of hosts are N1 and N2 respectively, s is the biting preference
factor and k = N2N1 (the ratio of animals to humans) then:
f2 =
sN2
N1 + sN2
=
sN2N1
N1
N1
+ sN2N1
=
sk
1 + sk
(6.2.8)
The biting preference factor essentially makes population 2 (animals) s times more
preferable, and it is equivalent to increasing the animal population by a factor of s then
selecting one host out of the total.
Similarly:
f1 =
N1
N1 + sN2
=
1
1 + sk
(6.2.9)
This gives the ratio of host preference as s =
f2
k(1− f2) and this type of host preference
is used by Milligan and Baker in their cattle/wild animal model [133].
If this idea is extended further for n species, such that s is now a vector of length n, s
may be written as:
si = ratio of host preference from host i to host 1 when pop sizes are the same
and likewise for k:
ki =
Ni
N1
(6.2.10)
e.g. s = (1, 2, 2) indicates that tsetse prefer biting host species 2 and 3 twice as much
as host species 1. N.B. In this formulation, s1 = k1 = 1 always.
So the vector of observed biting preferences f is now:
fi =
kisi∑
j kjsj
(6.2.11)
6.2.3 Correlated Bites
Some evidence [33] has suggested that tsetse may select their hosts with a preference
for the species which provided the previous blood-meal. To incorporate this notion of
correlated bites Funk et al [60] assumed that vectors will feed upon one species, say host
species 1 for an average period of time ξ−1 and then switch to another host of species
2, chosen by vectors host preference given by f2.
164
S1 I1
SV 1 IV 1
SV 2 IV 2
S2 I2
λ1
λV 1
λV 2
λ2
ξf2 ξf1 ξf2 ξf1
β1
βV 1
βV 2
β2
Figure 6.5: Interplay between the vectors and multiple host species with correlated
bites (in this case n = 2)
Vectors are partitioned by the species from which their last blood-meal came and teneral
flies are assigned a class in proportion to the fi’s. This gives rise to n susceptible and n
infected vector classes. Note that whilst hosts and vectors both have n susceptible and
n infected class, hosts are born into one species and do not switch (other than from
susceptible to infected). Vectors on the other hand switch at a rate ξ between classes
independently of infection status.
Equations for the vectors now become:
dIV i
dt
= λV iSV i − dV IV i − ξIV i +
∑
j
ξIV jfj (6.2.12)
The demographic parameter is independent of last species bitten (mortality is inde-
pendent of the source of the last blood-meal) and here (as previously) the FOI is given
by:
λV i = αpV
Ii
Ni
(6.2.13)
Host equations will now become:
dIi
dt
= λiSi − dHIi − γHIi (6.2.14)
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where the FOI is simply:
λi = αpi
IV i
Ni
(6.2.15)
(coming from the vectors in the class which only bite that class).
Due to the uncertainty of the underlying biology and the additional computational
pressure such an amendment would have on solving the types of PDE in Section 5,
correlated bites will not be considered in the final model.
6.2.4 Age and Bite Structure for Tsetse
Biting
At present the impact of the timing of vector-bites upon disease prevalence is not well
understood. Vector-borne disease models (including HAT) rely on the Ross-Macdonald
type FOI generated by using a mean time between bites and assuming these times are
exponentially distributed.
Some work by Hargrove and Williams, however, does attempt to address this problem
by creating suitable models for patterns of tsetse feeding [77]. Hargrove and Williams
perform cost-benefit analysis by assuming only that tsetse must replicate themselves in
order for the population to survive using the knowledge that around three blood-meals
are needed during pregnancy to produce a viable larva. Other work, based upon field
data of tsetse caught in odour-baited traps, uses the amount of blood in the tsetse’s gut
as a proxy for the time since last blood-meal, by fitting to an ODE metabolism model
[76].
Section 5.2 outlines similar functions to the three types of model considered by Hargrove
and Williams [77]. Model I gives a zero bite rate for a fixed “non-feeding period”, T ,
and then jumps to a fixed (non-zero) bite rate, α, for times after this. Model II assumes
that the vector’s desire to bite increases linearly with time since last bite, αt, and finally
in model III, the feeding rate is exponential with time since last bite, α1 exp(α2t).
The probability of not feeding between times a and b is given by:
P(# feeds in (a, b) = 0) = e−
∫ b
a α(t) dt (6.2.16)
for inhomogeneous Poisson processes and so the probabilities of remaining unfed in one
time interval are given by:
Model I (during feeding interval):
P(not fed) = e−
∫ t1+1
t1
α dt = e−α t1 > T (6.2.17)
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Model II:
P(not fed) = e−
∫ t1+1
t1
αt dt = e−
α
2
[t2]
t1+1
t1 = e−
α
2
(2t1+1) (6.2.18)
Model III:
P(not fed) = e−
∫ t1+1
t1
α1eα2t dt = e
−α1
α2
[eα2t]
t1+1
t1 = e
−α1
α2
eα2t1 (eα2−1)
(6.2.19)
Unfortunately the simulations of the models performed by Hargrove and Williams [77]
were unable to determine which of the models performed best (in terms of replicating
the population with offspring), however, although the results were inconclusive, in
conjunction with the known biology, models II and III were deemed to be more realistic
choices.
Ageing
For now the hypotheses of Section 5.1 will be utilised for tsetse ageing: it is assumed
that tsetse do undergo senescence [74] and that wild tsetse can reasonably be modelled
using the logistically distributed life expectancies found in this section.
6.2.5 Starvation of Tsetse
Biology dictates that without blood-feeding, tsetse will undergo starvation as this is their
only food source. Formulating starvation of tsetse in a ODE model framework (such
as an amended Ross-Macdonald model) can really only be achieved by introducing an
additional death rate, say dT , which will affect all members of the tsetse population.
Arguably, this term is already incorporated through the “natural” mortality of tsetse, dV
and certainly, mathematically, this is identical (under the correct re-parameterisation).
It is well documented [74, 72, 104] that teneral flies must blood-feed soon after emer-
gence, and the urgency of this is governed by the number and quality of the feeds of the
female parent during pregnancy [72]. Rogers’ model [150] does not explicitly include
faster starvation of teneral flies, however by removing teneral flies older than T days old
from the system. The reason given for this is that they are no longer susceptible after
this time; the model is equivalent to tenerals starving at age T . The formulation of
this model calculates the number of surviving teneral tsetse, younger than T days using
Equation 6.2.3 in Section 6.2.1.
Using the given parameters of Rogers [150], the number of teneral flies is less than 0.67
times that of just assuming that flies only lose their susceptibility through biting alone.
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This is since T < 1/dV and so:
1− exp(−(α+ dV )T ) < 1− exp(−(α+ dV
α
)T ) ≈ 0.67 (6.2.20)
A more intuitive formulation (in-line with the ODE equations previously derived) would
be to have faster teneral starvation by amending just the susceptible fly population:
dSV
dt
= bVNV − αSV − dV SV−dTSV (6.2.21)
whilst leaving the other equations as before. Here dT is the additional starvation rate
experienced by tenerals only. “Normal” starvation of previously fed tsetse is included in
the dV term.
SV IV
GV
λV
α− λV
BV
dV
dT
dV
dV
Figure 6.6: Compartmental diagram showing a possible implementation of teneral
tsetse starvation
In a bite-structured PDE model, “natural” (age-related) deaths and deaths due to
starvation can be distinguished in a meaningful way. In the final model it will be assumed
that no flies (teneral or otherwise) can survive without a blood-meal past T days, and
at this point they starve. This modification not only has biological significance but it
also reduces the size of matrices required for simulations. Implementation is relatively
easy – the domain of the population changes from the triangle defined in Section 5.3
by:
0 ≤ τ ≤ a, 0 ≤ a <∞
to:
0 ≤ τ ≤ min{a, T}, 0 ≤ a <∞
where a is age and τ is TSLB and so: NV (a, τ, t) = 0 outside of this region (in particular
for τ > T ).
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6.2.6 Latency Period
Sometimes HAT models ignore the effect of the incubating stage of a disease upon
transmission [60]. Certainly when this “exposed” (infected but not infectious) time is
short in comparison to the infectious duration and the life expectancy of an individual
then modelling the latent class can make negligible difference. Section 3.5.3 explores
what difference this time-scale can have on R0.
The latency period for infectious diseases can be thought of as a delay or lag to the
system. Typically there are two types of lag which may be introduced into systems of
ODEs. The first is a discrete lag, corresponding to latency periods of fixed time, say
l. The second is a distributed lag, where it is assumed that latency periods have an
average lag of l but individual lags will be spread around this mean rather than all being
of the same length [124]. Here both types of lag are discussed in relation to modelling
latency periods for trypanosomes in tsetse.
Alongside latency modelling with an additional class (see Milligan and Baker [133] and
Artzrouni and Gouteux [6] for host-tsetse models of this type) some authors (including
Rogers [150]) decide upon fixed latency periods. This method requires no extra explicit
class, however delay differential equations are formulated that are simpler to analyse at
equilibrium, but harder to solve numerically.
Hosts

dSH
dt
= BH + γHIH − βHSHIV − dHSH
dIH
dt
= −γHIH + βH(t− lH)SH(t− lH)IV (t− lH)e−dV lH
−(dH +DH)IH
Vectors

dSV
dt
= bVNV + γV IV − βV SV IH − dV SV
dIV
dt
= −γV IV + βV (t− lV )SV (t− lV )IH(t− lV )e−dV lV − dV IV
(6.2.22)
where lH , lV are the fixed latency periods of the hosts and vectors respectively. The
factor e−dV lV is the proportion of vectors that survive through the latency period.
This type of delay host-vector model is also seen with a latency period for the vector only
[168]; the justification is that the death rate of the vector is of the same order as the
rate of the vector passing through the latent period (O( 1dV ) = O(lV )) whereas the host
life expectancy is not of the same order as the host latency period (O( 1dH ) O(lH)).
Analysis by Ruan et al [157] on this type of host-vector model has concluded that
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equilibria and threshold dynamics are akin to the Ross-Macdonald model without, a
latency period although the proportions of infectious host and vectors are decreased.
In the case of the tsetse, the latency period is of the same order as the life expectancy of
the tsetse and so it must be considered whether modelling the exposed class is necessary
to capture the dynamics of transmission. Other work by Bellan [28] has shown that it
may be important to consider the interplay between age-dependent vector mortality
and incubation periods; not only does age reduce vectorial capacity under logistically
distributed life expectancies, but as the (fixed) incubation period increases, vectors which
become exposed at an older age contribute little towards infection.
In addition, it is prudent to consider the distribution of the duration of disease incubation
in the tsetse, rather than fixed time lags. Under the standard SEIR type model (and
its many variants), the mean time spent in the latency class is given by: 1σV and is
exponentially distributed:
t ∼ Exp(σV )
and the probability density function is given by:
f(x) = σV e
−σV x
If there are k exposed classes (each of which is passed through in turn) and the differential
equations are given by:
dEi
dt
= σV kEi−1 − σV kEi
(this speeds up the passage through each latency class by a factor, k), then the time
spent in each class Ei is again exponentially distributed:
ti ∼ Exp(σV k)
The sum of these times is Erlang distributed (Gamma distributed with k ∈ Z):
t =
k∑
i=1
ti ∼ Erlang(k, σV k)
with:
f(x) =
(σV k)
kxk−1 exp(−σV kx)
(k − 1)!
which has a mean of kσV k =
1
σV
and a variance of k
(kσV )2
= 1
kσ2V
→ 0 as k →∞. As the
number of latency classes becomes large, all individuals have virtually the same latency
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period. It is also worth noting that, for large k:
Erlang(k, σV ) ≈ N (1/σV , 1/kσ2V )
(as demonstrated in Figure 6.7). This method for generating a distributed lag from k
ODEs may be referred to a the “linear chain trick” [124].
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Figure 6.7: Distribution of time spent exposed for ODE models with k latency classes
Work pertaining to distributions of latency periods in HAT is sparse, however Dale et al
[45] look at the rates of maturation of infection in tsetse for various trypanosomes to
give some useful (if minimal) information. Dale’s statistical analysis assumed that tsetse
could not progress through the exposed class faster than 10 days for T. b. rhosiense
and 5 days for T. congolense. Past this threshold, distributions were assumed to be
gamma distributed and the data was fitted using the log-likelihood estimation. Such
distributions (a fixed time followed by a gamma distribution) are complex to model and
so it is interesting to see how the Erlang distribution (which can be easily modelled)
compares with these data. Figure 6.8 shows both the probability density function (PDF)
and cumulative density function (CDF) of two types of trypanosome maturation. In
particular with T. congolense, the shape of both can be closely replicated using the
Erlang distribution.
As tsetse surviving through the incubating stage of the disease is key to transmission,
exponentially distributed latency periods seem unrealistic becuase it is unlikely vectors
will become infectious almost immediately. In addition, fixed time progression also seems
to not be realistic. By including just two further exposed classes, the distribution shifts
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Figure 6.8: These graphs compare the distributions given in Dale et al [45] to possible
Erlang distributions that could be implemented under the existing model. (a)
Compares the distribution of T. b. rhodesiense, the trypanosome which causes
Rhodisian HAT (b) Compares the distribution using T. congolense, a nagana causing
trypanosome. No data is available for T. b. gambiense which causes Gambian HAT.
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to one in which very fast incubation is rare, whilst the mean is kept the same (Figure
6.7). This rough work indicates that, for a reasonable fit, a model might wish to take
12-15 exposed classes. However, in this model each new latency class adds a further
M × Q ODEs to the computer simulation described in Section 5.5, at which point
memory could become a significant factor.
6.2.7 Final Model
The final model includes:
• Teneral fly susceptibility (tsetse may only acquire infection upon their first feed).
• Multiple hosts. Simulations will include three types: humans, livestock and non-
reservoir sources of blood-meals, with tsetse preferences included as per Section
6.2.2. The model formulation below is general enough to be extended very easily
to n host species.
• An age and bite-structured population as considered in Section 5.3. Here, both
life expectancy and time between bites are assumed to be logistically distributed.
The formulation outlined below would be suitable for any other similar functions
of deaths and biting.
• Starvation. Tsetse are assumed not to be able to survive past T days due to their
need to blood-feed.
• Three latency classes.
The final model does not include:
• Correlated bites. It has been assumed here that each subsequent blood-meal
source is independent of the last meal taken.
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Hosts

dSi
dt
= biNi − diSi − fi pi Si
Ni
∫ ∞
0
∫ min{a,T}
0
α(q)IV (u, q, t) dq du+ γiIi
dEi
dt
= −diEi + fi pi Si
Ni
∫ ∞
0
∫ min{a,T}
0
α(q)IV (u, q, t) dq du− σiEi
dIi
dt
= −(di +Di)Ii + σiEi − γiIi
Tsetse

∂SV
∂t
= δ(τ)δ(a)bV (t)
∫ ∞
0
∫ min{a,T}
0
NV (u, q, t) dq du
−dV (a)SV − α(τ)SV − ∂SV
∂a
− ∂SV
∂τ
∂GV
∂t
= δ(τ)
3∑
i=1
fi(1− pV Ii
Ni
)
∫ min{a,T}
0
α(q)SV (a, q, t) dq
−dV (a)GV − α(τ)GV − ∂GV
∂a
− ∂GV
∂τ
∂EV 1
∂t
= δ(τ)
∫ min{a,T}
0
α(q)
[
3∑
i=1
fi pV
Ii
Ni
SV (a, q, t) + EV 1(a, q, t)
]
dq
−dV (a)EV 1 − α(τ)EV 1 − 3σVEV 1 − ∂EV 1
∂a
− ∂EV 1
∂τ
∂EV 2
∂t
= δ(τ)
∫ min{a,T}
0
α(q)EV 2(a, q, t) dq − dV (a)EV 2 − α(τ)EV 2
+3σV (EV 1 − EV 2)− ∂EV 2
∂a
− ∂EV 2
∂τ
∂EV 3
∂t
= δ(τ)
∫ min{a,T}
0
α(q)EV 3(a, q, t) dq − dV (a)EV 3 − α(τ)EV 3
+3σV (EV 2 − EV 3)− ∂EV 3
∂a
− ∂EV 3
∂τ
∂IV
∂t
= δ(τ)
∫ min{a,T}
0
α(q)IV (a, q, t) dq − dV (a)IV − α(τ)IV
+3σVEV 3 − ∂IV
∂a
− ∂IV
∂τ
(6.2.23)
where i = {1, 2, 3}, representing humans, livestock and non-reservoir hosts respectively.
N.B. The non-reservoir hosts have zero probability of carrying HAT and so the only
relevant parameters are population size (provided that b3 = d3 to keep the size constant).
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Table 6.1: Parameters used in the HAT model simulation
Parameters Description Value Source
N1
population size of hosts 1 and 2, non-
reservoir hosts, and tsetse respectively
300 [150]
N2 50 [150]
m 75 -
NV 5000 [150]
s
ratios of feeding preference upon all
hosts
Various* -
f1 proportion of tsetse blood-meals upon
hosts 1 and 2, and non-reservoir hosts
respectively
Various* -
f2 Various
* -
fm Various
* -
α average tsetse feeding rate 0.25 days−1 [150, 133]
b1
per capita birth rate of hosts 1 and 2
and tsetse respectively
0.019 yr−1 [60]
b2 0.2 yr
−1 [60, 133]a
bV 0.0286 days
−1
d1 “natural” death rate of hosts 1 and 2
respectively
0.019 yr−1 [60]
d2 0.2 yr
−1 [60, 133]a
dV average tsetse “natural” death rate 0.0286 days
−1 slightly lower
than [150, 60]b
T
maximum time between blood-meals
without starvation of tsetse
5 days [77]
σ1
incubation rate of infection in hosts 1
and 2 and tsetse respectively
0.0833 days−1 [150]
σ2 0.0833 days
−1 [150]
σV 0.0431 days
−1 [45]c
γ1
recovery rate of hosts 1 and 2 and
tsetse respectively
0.47 yr−1 [60]
γ2 3.5 yr
−1 [60]
γV 0 -
D1 disease-induced mortality rate in hosts
1 and 2 respectively
0.1 yr−1 [93]
D2 0.002 days
−1 [133]
p1 probability of transmission from tsetse
to hosts 1 and 2 respectively
0.62 [150]
p2 0.62 [150]
pV
probability of transmission from any
host to tsetse
0.065 [150]
* These will vary to examine the roles of the varies hosts in HAT transmission. Although f various with
host pop sizes, in each simulation, initially f1 = 0.3 as given by Rogers [150]
a The average “livestock” life expectancy will vary dependent upon species present: for sheep and goats
it is between 1-5 years [60] and cattle is around 5.5 years [133]. Here an average of 5 years is used.
b Most “natural” death rates also incorporate starvation. Here starvation is included explicitly so the
tsetse life expectancy is increased from 33 days to 35 days
c Other literature has the latency period ranging from 17 days [83] to 33 days [60]
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Table 6.2: The total host-vector-livestock percent prevalence at
equilibrium for the model including and excluding teneral tsetse
susceptibility
human tsetse livestock
with teneral effect 4.16% 0.0312% 2.27%
without teneral effect 65.3% 2.33% 58.9%
6.3 Results
As a base case, it is assumed that tsetse undergo starvation at five days without feeding,
that their host preference is s = (1, 7, 143 ), that three latency classes provides the best
representation of latency period distribution and that vectors can only become infected
upon their first blood-meal.
The simulation results of the base case are seen in Figure 6.9 and show the distribution of
tsetse amongst age and TSLB classes for the total population and the infected population
as contour plots. A 3D view of infection in the tsetse population is also shown. Finally
the number of humans, livestock and non-reservoir hosts is plotted against time.
To elucidate the individual effects, this base case will be compared against a variety of
other cases by changing one parameter at a time.
6.3.1 Teneral Tsetse Susceptibility
Simulation results indicate that including teneral-tsetse-only susceptibility (as in Equa-
tion 6.2.23) can have a radical impact upon disease prevalence. Figure 6.10 shows how
the distribution of infection in the tsetse population changes, but ultimately there is
low infection present within the host population (4.16%) versus over half the host
population (65.3%) with no teneral effect. Likewise in the tsetse population total
infection with teneral effects is 0.0312% versus 2.33%. Whilst this vector prevalence
may seem drastically low for many endemic diseases, some biological estimates lie at
around 0.01% [16]. The human, tsetse and livestock prevalences with and without the
teneral effect are shown in Table 6.2.
6.3.2 Starvation of Tsetse
Figure 6.11 shows results of numerical simulation of the effect of starvation upon the
vector through lack of a blood-meal for a period of five days. The number of infected
tsetse is higher under the starvation assumption (see Table 6.3) however whilst the two
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Figure 6.9: (a) and (b) show the numbers of vectors and their distribution across age
and TSLB classes for infection at endemic levels of disease in the base case
Table 6.3: The total host-vector-livestock percent prevalence at
equilibrium for the model including and excluding starvation of
tsetse
human tsetse livestock
with starvation 4.16% 0.0312% 2.27%
without starvation 3.95% 0.0185% 1.8434%
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(d) Disease spread in the host populations over time
Figure 6.9: (Continued) (c) shows the numbers of vectors and their distribution across
age and TSLB classes, (d) compares the number of cases in the human and animal
populations, the other population consists of non-infectable hosts.
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(b) Disease spread in the human host population over time
Figure 6.10: (a) shows the comparison between the numbers of infected vectors and
their distributions across age and TSLB classes at endemic levels of disease assuming
one of the two extremes; either tsetse gain no “immunity” through blood-feeding or
they are fully “immune”.
(b) compares the number of cases in the host population where vectors starve or not.
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Figure 6.11: (a) shows the comparison between the numbers of infected vectors and
their distribution across age and TSLB classes at endemic levels of disease. (N.B.
There are vectors with TSLB higher than five days under “no starvation” hence the
total population and a zoomed population are displayed here). Total vector population
size is kept constant between simulations, however this means that the distribution has
shifted to account for this.
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Figure 6.11: (Continued) (b) compares the number of cases in the host population
where vectors starve or not.
Table 6.4: The total host-vector-livestock percent prevalence
at equilibrium for the model including either 1 or 3 latency
classes
host vector livestock
3 latency class 4.16% 0.0312% 2.27%
1 latency class 4.16% 0.0312% 2.26%
cases are qualitatively similar under no-starvation, more infection appears in older ages.
If vectors can survive without a blood-meal, there will be more old vectors which have
had the time to both bite and contract the disease. The effect of this shifted tsetse
distribution on the host means that there is also slightly more infection in the primary
host population under tsetse starvation.
6.3.3 Latency Period
Altering the tsetse latency period so that it is Erlang distributed, appears to have an
insignificant effect upon infection in either the tsetse or human population. This is
demonstrated in both Figure 6.12 and Table 6.4.
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(b) Endemic equilibrium difference in numbers of infection within the vector
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Figure 6.12: (a) shows the distribution of infection in the tsetse population under 1
and 3 latency classes. (b) shows the difference in numbers across the age and TSLB
classes.
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Figure 6.12: (Continued) Numbers of susceptible, exposed and infected hosts in (c)
are indistinguishable using either 1 or 3 latency classes.
6.3.4 Multiple Hosts
Simulations explored the effect of multiple host species upon infection levels within the
human tsetse populations. The possible scenarios were taken to be either:
• All bites from tsetse occurred on humans (s = (1, 0, 0))
• 30% of bites occurred on humans, the rest on livestock (s = (1, 14, 0))
• 30% of bites occurred on humans, the 35% on livestock, and others on animals
which are unable to confer HAT (s = (1, 7, 14/3))
• 30% of bites occurred on humans, the rest on animals which are unable to confer
HAT (s = (1, 0, 28/3))
Figure 6.13a shows that the presence of any other population reduces the biting pressure
on the human population, resulting in lower human infection levels. Unsurprisingly, if
bites only occur on a livestock population which can maintain HAT, the level in the
human population is only marginally decreased, despite a 70% reduction in bites upon
the human hosts.
As tsetse feeding preference shifts towards the non-reservoir host population, there is
a dramatic drop in human and tsetse disease prevalence, even with only 35% of bites
occurring there. Finally the lowest infection numbers occur when all bites not occurring
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Table 6.5: The total host-vector-livestock percent
prevalence at equilibrium for the four cases of host
preference
s human tsetse livestock
(1, 0, 0) 22.4% 0.750% 0%
(1, 14, 0) 9.66% 0.614% 22.8%
(1, 7, 14/3) 4.16% 0.0312% 2.27%
(1, 0, 28/3) 3.79% 0.0122% 0%
on humans, are taken on the non-reservoir population. The final prevalences of infection
in human, tsetse and livestock populations are given in Table 6.5.
6.4 Conclusions
There is a radical difference between the prevalence of HAT when teneral fly susceptibility
is included in the model. It would seem reasonable (both from these results and from
the literature) that tsetse are more likely to confer some type of partial “immunity” and
perhaps models such as the one outlined in Figure 6.2 may lead to results which better
match field estimates. The model also shows that teneral effects are not so simple as to
manifest themselves in a linear manner; infection distributions are qualitatively different.
Much of the tsetse literature focuses on tsetse biting preferences and, indeed, the model
here indicates a need not just for these ratios of bites on humans and animals, but
more detailed information on which of these animal species confer infection and their
transmissibility to and from tsetse. The animal populations can benefit human hosts
where there is no transmission of HAT between tsetse and animal host. The results
show that the presence of a secondary host population (such as livestock) can lead to
a reduction in disease prevalence in the primary host population through a decrease in
biting preference. However whilst there is a reduction, it is slight compared with that
seen when the same switch in host preference is made to a non-reservoir population.
The results here indicate that whilst a feeding preference of s = (1, 7, 14/3) generates
an acceptable tsetse prevalence, that of the human population is still higher than would
be expected. This suggests that perhaps host preference is more towards non-reservoir
hosts or that better estimates are needed for “other” host or animal parameters.
The impact of starvation upon tsetse not only alters the distributions across ages and
TSLB as a whole population, but more importantly, affects the age at which the majority
of infection is found. The implications of this pattern of tsetse infection may not present
themselves currently, however control strategies which target vector life expectancy (such
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Figure 6.13: Four different cases of host preference are considered by varying s. (a)
and (b) show the prevalence in vectors and primary hosts, respectively, for these s.
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as Wolbachia) may not enjoy such success as they have done with controlling dengue
in mosquito population (which do not undergo starvation).
Surprisingly, the impact of different distributions of latency period was not greatly
apparent. This finding mirrors that of Blythe and Anderson in an HIV model [31]
in which various distributions (exponential, Erlang, rectangular and Weibull) made little
difference to equilibrium prevalences; the authors note that even the basic exponential
assumption (which seems biologically quixotic) yields similar results to the more realistic-
seeming Erlang distribution.
6.5 Discussion
The results indicate a need for better parameterisation, not just of biological constants,
but particularly of tsetse death rates and feeding functions. Whist such information is
sparse, Hargrove [74] has formulated a model for tsetse death rate based upon field
data. This hazard function is “U-shaped” and takes the form:
dV (a) = k1(k2e
−k2a + k3ek3a)
Careful consideration of any such models must be taken as deaths through starvation
will be inherently part of this particular formulation. It may be that labotory data (where
tsetse can always blood-fed) may be more suitable for use with this model. The latter
does not, however, incorporate external influences on life expectancy such as predation.
Further, it has been assumed that tsetse enter the susceptible population at a TSLB
of zero; in reality newly emerged tsetse must feed quickly (compared to the typical
time between bites) and so it would be more reasonable to assume births enter the
population at a non-zero TSLB, e.g. (a, τ, t) = (0, 3, t) to model newly emerged fly
biting behaviour.
Another feature of the literature is the interchangeable use of the terms “teneral”,
“unfed” and “susceptible”. These are not necessarily synonymous; it has been shown
that tsetse susceptibility to trypanosome infection or the “teneral effect” is correlated
with age [186]. It is difficult to disentangle the effect of age, TSLB and starvation
upon tsetse susceptibility. Future modelling work could explore waning susceptibility as
a function of age rather than whether they have fed or not. This type of age-structured
model is highly suitable for such analysis whereas Ross-Macdonald-type ODE models
had no mechanism for incorporating this.
The main aim of disease modelling is to investigate the potential efficacy of implementing
different methods of disease control. Previously no active control method had been
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recommended for Gambian HAT, however the WHO now recommends tsetse control in
addition to active surveillance and treatment of human cases for both Rhodesian and
Gambian forms [173]. This model provides a framework in which the various control
methods could be examined.
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Chapter 7
Conclusions and Discussion
An array of vector-borne disease models have been studied in this thesis. Some attempt
to replicate disease dynamics and eliminate the need for explicit modelling of vector
populations, whilst others model the life and biting patterns of vectors in great detail.
The first aim of this thesis was to establish when it is necessary to explicitly model vector
population dynamics. The work in Chapter 3 indicates that whilst there are numerous
“host-only” vector-borne models, some better approximate the disease dynamics than
others. Ross’s “host-only” model has strict sensitivity to parameters and so in many
cases will not be suitable to approximate host-vector dynamics. However, it is shown
in Section 3.2.1 that the QEA may be justified even for non-fixed host population sizes
provided that the host and vector timescales are significantly different. Under the QEA
it is possible to perform quite detailed parameter-space analysis on the Ross-Macdonald
model with varying host population size which would otherwise be extremely difficult.
Simpler models of this type are well suited to adaptation into models with additional
complexities such as for avian malaria in the Hawaiian honeycreeper (Chapter 4).
The work in Chapter 3 has shown that discrepancies may arise between host-vector and
host-only models (with QEA) during the transient period where the vector population
is not slaved to host dynamics. However, after this vector dynamics are governed by
those of the host population and so the QEA gives a reasonable approximation to the
full dynamics of this ODE system. Likewise, the R0 computed from either the host-
vector model or the host model with QEA give very similar results which are virtually
indistinguishable for large population sizes.
The study of the vector-borne basic reproductive ratio, R0, shows that with or without
the QEA and latency periods, there are the same key elements driving transmission.
The most predominant being the bite rate which occurs as α2 in the numerator of the
formula for R0. This highlights the importance of the role of the biting mechanism in
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disease transmission and raises questions about the need for greater biological realism
within vector-borne disease models. Chapter 5 confirms that under more realistic bite
rates it is possible to see higher levels of infection within a host population than would
be estimated using standard ODE models.
Chapter 3 also demonstrates the importance of understanding other behaviours of vectors
such as host selection upon blood feeding. By using the size of the non-reservoir host
population, m, as a bifurcation parameter, it has been demonstrated that there is not
only interdependence between host selection and intensity of infective pressure (R0)
but also that the dynamics may be qualitatively altered upon varying m. It was the
simplification of the system using the QEA which allowed such in-depth analysis of the
relationship of the existence and stability of fixed points to secondary host population
sizes.
Chapters 4 and 6 also examine the roles of these other blood sources upon transmission
with both reservoir and non-reservoir secondary host populations. In general non-
reservoir hosts are always beneficial to the primary host population, however a secondary
reservoir population can take infectious pressure away or add to it.
The second aim of this thesis was to determine what effect incorporating additional
vector behaviour had on disease models. A novel model was developed in Chapter 5 to
enable the effects of age and bite-structure to be examined in detail. This original PDE
framework has extended previous age-structured models into a further dimension to give
a new insight into the role of vector biting and its interaction with vector mortality. Age
and bite-structured vector-borne population models lack the advantage of simplicity,
however through the PDE models of Chapters 5 and 6 the roles of the vector death and
bite rates can be examined in a way which is impossible under the ODE formulation. In
particular the PDE formulation serves not only to facilitate the examination of vector
distributions throughout TSLB and age classes, but it also enables structured modelling
of starvation phenomena experienced by vectors such as the tsetse in addition to explicit
mechanistic modelling of teneral tsetse susceptibility (for HAT) through biting.
It was demonstrated that incorporating more realistic functions for vector biting and
mortality in a model could give rise to different dynamics than those seen under a more
simple ODE formulation. The simulation results have indicated that the efficacy of
control methods to increase vector mortality may not be as great as predicted under a
standard host-vector model, whereas other controls including treatment of humans may
be more effective than previously thought.
In recent years huge scientific advances have been made due to technology both in
computing power and the physical capacity to conduct laboratory research. Despite
this, many biological phenomena, in particular within host pathogen-immune interaction
189
and even basic vector biology, remain a mystery. Not only is there evidence to suggest
that vectors may select specific hosts for their blood-meal dependent upon host species
[99, 166], but that they can also have a preference for infected hosts over susceptible
ones [42]. Better understanding of such underlying biological mechanisms and the
relationship between parasite, host and vector is necessary for improving the accuracy
and effectiveness of mathematical models.
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Appendix A
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A.1 Status of the Honeycreeper Population
Table A.1: Wild population honeycreepers still extant or recently extinct
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Nomenclature
DDE delay differential equation
EIR entomological inoculation rate
ELISA enzyme-linked immunosorbent assay
FOI force of infection
HAT human African trypanosomiasis
MOL method of lines
PCR Polymerase chain reaction
QEA quasi-equilibrium assumption
QSSA quasi-steady state assumption
STI sexually transmitted infection
TSLB time since last bite
WAIFW who acquires infection from whom
WHO World Health Organization
WNV west Nile virus
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Index
age structure, 21, 25–30, 83, 110, 112–
118, 123–155, 166–167, 186, 189
avian malaria, 85–111
basic reproductive ratio (R0), 17–19, 23–
25, 34, 71–80, 82, 99–100, 188
carrying capacity, 35, 61, 87, 88, 92, 105,
107, 108
climate change, 2, 85, 87, 88, 94–95, 102,
103, 105, 110
composite trapezoidal rule, 140–142
criss-cross transmission, 31, 32, 91
Dirichlet boundary conditions, 137
entomological inoculation rate (EIR), 32,
33, 40, 49, 80
finite differences, 137–140
force of infection (FOI), 14, 21, 22, 32, 40,
41, 43, 60, 61, 64, 71, 75, 78, 90,
91, 93, 97, 103, 162, 163, 165,
166
human African trypanosomiasis (HAT), 7–
9, 19, 84, 156–187
latency period, 3, 20, 30, 35, 77, 78, 82,
89, 153, 158, 168–173, 176, 181,
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life expectancy, 6, 34, 41, 75, 83, 92, 99,
114–117, 144, 146, 153, 158, 167,
169, 170, 173, 184, 186
malaria, 1, 2, 4–7, 9, 10, 12, 13, 19, 29,
32, 34, 79, 80, 82, 83, 156
method of characteristics, 124, 128, 137
method of lines (MOL), 136–152
mortality hazard, 115
multi-host model, 160–166, 173, 181–184
nagana, 7, 172
neglected tropical diseases, 3, 156
non-dimensionalisation, 44, 50, 51, 62
predation, 40, 85, 87–89, 102–105, 107,
109–111
quasi-equilibrium assumption (QEA), 40–
71, 75–76, 78–83, 92, 188
Ross-Macdonald model, 34, 35, 37, 44, 49,
71, 75, 76, 80, 84, 114, 118, 158,
166, 167, 170, 186, 188
sleeping sickness, see human African tryp-
anosomiasis (HAT)3, 157, 158, 161
smallpox, 1, 12
superinfection, 7
teneral tsetse susceptibility, ix, 10, 158–
160, 173, 189
time since last bite (TSLB), 117–122, 127–
136, 143–187
transmission cycle, 3, 4, 112, 161, 162
type III predator functional response, 89
vectorial capacity, 33, 34, 43, 112, 170
vertical transmission, 19, 36, 82, 83, 89
west Nile virus (WNV), 3, 19, 29, 36, 82
who acquires infection from whom (WAIFW),
21–23, 26, 27, 29, 31
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