Accurate state estimation of large-scale lithiumion battery packs is necessary for the advanced control of batteries, which could potentially increase their lifetime through e.g. reconfiguration. To tackle this problem, an enhanced reduced-order electrochemical model is used here. This model allows considering a wider operating range and thermal coupling between cells, the latter turning out to be significant. The resulting nonlinear model is exploited for state estimation through unscented Kalman filters (UKF). A sensor network composed of one sensor node per battery cell is deployed. Each sensor node is equipped with a local UKF, which uses available local measurements together with additional information coming from neighboring sensor nodes. Such a state estimation scheme gives rise to a partition-based unscented Kalman filter (PUKF). The method is validated on data from a detailed simulator for a battery pack comprised of six cells, with reconfiguration capabilities. The results show that the distributed approach outperforms the centralized one in terms of computation time at the expense of a very low increase of mean-square estimation error.
I. INTRODUCTION
Energy storage is a key point for a sustainable society based on environmentally friendly modes of transportation and exploitation of renewable energy sources (for industry and housing). Among the different possibilities, lithium-ion batteries are the most promising systems given their high energy and power density. Nevertheless, single battery cells are not able to provide the energy capacity or voltage required for large-scale applications, but they can be connected in series/parallel arrangements (battery pack) to cope with load specifications. Thus, battery packs might be comprised of hundreds or thousands of battery cells that need to be carefully monitored to ensure their safe operation.
The system in charge of battery supervision is the batterymanagement system (BMS). A BMS must be able to monitor internal state evolution, such as state-of-charge (SOC) for each cell ideally. Indeed, cell-to-cell variations arise due to the manufacturing process and the uneven operating conditions (e.g. temperature gradient) as well as ageing [1] . Besides, battery pack configuration may change for equalization [2] purposes or tolerance to faults. Therefore, our aim is to design a supervision system for a battery pack, which is able to provide an estimate for the internal state of each cell whatever the pack configuration. Besides, *This research has been funded by Fonds pour la Formation la Recherche dans l'Industrie et dans l'Agriculture (FRIA) of the FNRS.
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Battery pack state estimation requires appropriate battery pack models. Two approaches have been considered. The first one adopts a single cell to describe the entire battery pack [1] , [3] , which does not allow to estimate individual cell state. In the second approach, single cell models are linked to form a battery pack model that represents the battery pack behaviour [2] , [4] Yet another option is to choose the weakest cells to describe the pack behaviour [5] , [6] . Most of the aforementioned battery pack modelling efforts are based on equivalent circuit models (ECM) of the cell. Some of them have been exploited for battery pack SOC estimation using different variants of Kalman filters [1] , [4] , [5] or deterministic estimation approaches [2] , [6] .
As ECM parameters lack physical interpretability, these models are not appropriate to characterize battery stateof-health degradation by tracking their parameters. Since electrochemical model (EChM) parameters can directly be linked to the type of degradation (capacity fade, power fade), they are preferred for the present study. Such models have been used for the simulation of battery packs. More precisely, the Doyle-Fuller-Newman (DFN) model [7] has been exploited in [8] , [9] to test battery pack dynamic reconfiguration. This model has been extended with thermal dynamics [10] and ageing [11] notably to gain insight in cell imbalances. Yet thermal coupling between cells [12] was not considered in these works despite the possibility of failure propagation through the entire battery pack due to a strong heat transfer [13] . So far, no EChM was used for battery pack state estimation to the best of our knowledge.
All the aforementioned state observers for battery packs that account for cell-to-cell variations are based on ECMs and are centralized. For a large-scale battery pack equipped with a sensor network, distributed state estimation using so-called partitioned observers appears to be a suitable option. In this strategy, the system state space model is decomposed into a set of interacting subsystems. The state of each subsystem is estimated locally from the available local measurements, and possibly additional information obtained by data exchange with neighboring sensor nodes.
Luenberger-based and Kalman filter based partition observers have been developed for linear systems [14] , [15] . Yet, as EChMs are nonlinear, nonlinear versions of these filters must be sought. Here we resort to a partition-based unscented Kalman filter (PUKF) inspired by the work [16] , [17] dealing with power system applications. While, in [16] , no coupling between subsystems is considered, in [17] , overlapping measurements and unequal subsystem dimensions impose specific features in the algorithm.
In this paper, we depart from previous work in the following ways:
• A simplified battery pack EChM accounting for thermal coupling between cells and exhibiting individual cell SOC as state variables is developed. • A partition-based unscented Kalman filter (PUKF) is designed on the basis of this model. • The PUKF is validated on a detailed battery pack simulator based on the DFN model and accounting for thermal dynamics coupling between cells and changes in battery cell interconnection. The paper is organized as follows. The problem is stated in section II. Two battery pack models are introduced in section III, one for simulation and the other one for estimation. The state observer is designed in section IV. The results of the validation of the PUKF in simulation are given in section V.
Notation: diag{X} denotes a diagonal matrix with the entries of X in the diagonal. col{x 1 , . . . , x n } is a vector obtained by stacking the vectors x 1 , . . . , x n . Boldface letters A denote system (collective) variables and normal letters A denote subsystems (partitioned) variables. 1 n is a row vector of size n with all entries equal to one. 0 m×n ∈ R m×n is a matrix with all entries equal to zero.
II. PROBLEM STATEMENT To be able to state the problem, both the battery pack configurations and the associated sensor network are presented.
A reconfigurable battery pack made of series/parallel arrangements is considered, because it allows synthesizing different capacities/voltages. It consists of a battery array made of M battery cells with the associated switches depicted in Figure 1 (a) [9] , [18] . It has been shown [18] that equipping each battery cell with three switches suffices to allow for reaching any configuration ranging from all cells in series to all cells in parallel. Switches s i , p i and b i , i = 1, . . . , M denote respectively series, parallel and bypass, although bypassing operations are omitted in this contribution. Assuming that all the switches s i , p i and b i are open at the beginning, battery cells i and i + 1 are put in series when switches (s i , s i+1 ) are closed, and in parallel when switches
With regard to sensing, the sensor network is composed of one sensor node per battery cell. Each sensor node measures the cell voltage, current and surface temperature. Communication only takes place between neighboring nodes, namely nodes associated to cells that are physically placed beside each other as illustrated in Figure 1 (b). Notice that the trend towards BMS based on highly instrumented battery pack can be observed in some references (e.g. [19] ).
Our aim is thus to estimate the internal state of each battery cell via a distributed state observer despite the thermal coupling and the variety of electrical configurations of the pack. The validation of the estimation scheme is performed on a detailed battery pack simulator which is described in the next section. 
III. MODELING
Two lithium-ion EChMs are considered in this contribution, which differ in their complexity. On the one hand, the well known DFN battery cell model [7] is used as a basis for developing a reconfigurable battery pack simulator. On the other hand, a reduced-order EChM based on [20] is used for designing a distributed state observer. Both models represent the dynamic behaviour of in-pack battery cells, which have to be properly interconnected to meet energy capacity and/or voltage requirements. Such interconnection is considered to be time-varying due to topological dynamic reconfiguration.
A. Battery Pack Simulator
Each cell of the battery pack simulator is represented by a DFN model [7] , that describes the electrochemical processes within the cell. This model resort to porous electrode and concentrated solution theories to describe solid and solution phases of the battery cell, respectively. It consists of a set of coupled nonlinear algebraic and partial differential equations (PDEs) that should be solved at each time instant. Each model implements the solid-phase diffusion equations through a third-order Padé approximation and discretizes all the other equations through a central difference method. The battery chemistry is a standard graphite/LCO, whose parameters are publicly available in the DUALFOIL model [21] .
The individual cell models are interconnected both thermally and electrically within series/parallel arrangements. We successively address the modelling of a possibly timevarying topology, the thermal interconnection and the electrical interconnection below.
1) Configuration of the Battery Pack: Notice in Figure  1 (a) the sequential property of in-pack battery cells, i.e. the monotonically increasing cells indices. This property forces neighboring cells to electrically pair with each other. This aspect and the series/parallel (SP) topology limits the reconfiguration combinatorial problem to 2 M −1 feasible configurations. By gathering together all possible battery pack configurations, a switched system can be abstracted. Thus, the configuration at time instant k can be described by a switching signal σ(k) that takes values in the set P = {1, 2, . . . , 2 M −1 }. Without loss of generality, let us consider a simple example with M = 3 battery cells to illustrate the proposed dynamic reconfiguration. In this case, there are 2 2 feasible configurations, P = {1, . . . , 4}. They are depicted in Figure 1 (c) where the physical layout displayed in Figure  1 (b) was kept.
2) Thermal Interconnection: The source of dynamic coupling among in-pack battery cells is heat exchange. Only neighboring cells can exchange heat, meaning that the thermal interconnection topology is position-dependent.
As the sensor network is also associated to the cell position and communication only arises between neighboring nodes (namely neighboring battery cells), the adjacency matrix Ad of the sensor network will be used to characterize thermal coupling below. We will also denote by N i the neighborhood of node i.
From a thermal energy balance of the i-th battery cell and its reformulation in terms of two-state thermal model [22] with [T c , T s ] as core and surface temperature, respectively, the following continuous-time model for T c is obtained 1 ρ
are battery cell input current and output voltage, respectively, c subindex refers to core variables, ρ and C p are the density and specific heat, respectively, k c is the thermal conductivity, F is the Faraday's constant, a s is the specific interfacial area, and j n and U are the pore-wall molar flux and open-circuit voltage, respectively. The latter two variables are x-position dependent, with x defining the axis along the cell thickness L B .
For its part, a continuous-time model for T s accounting for the heat exchange between the i-th cell and its neighboring j cells can be written in the following matrix form
in which h, T ∞ and k e,j are the heat transfer coefficient, ambient temperature (assumed as constant) and thermal conductivity with the adjacent j-th cell, respectively. Ad is the adjacency matrix of the sensor network defined by Boolean entries such that Ad(i, j) = 0 if j ∈ N i , i = j and K e = diag{k e,1 , . . . , k e,M } (similar for K c and R IC ). The last term on the right-hand side of Eq. (2) accounts for the Joule heating due to inter-cell connection resistances R IC [10] .
3) Electrical Interconnection: Besides thermal dynamic coupling, in-pack battery cells are also algebraically coupled due to electric charge exchange. The electrical interconnection topology is switching-dependent (Figure 1(a) ), in contrast with the thermal one. From Kirchhoff's laws, the following equation is obtained
is the battery pack input current, F σ , G σ and H σ are two block diagonal matrices and a column vector, respectively, where subindex σ denotes their dependency with the switching signal. The entries of the matrices for cells in series take the form:
while for an interconnection of n p cells in parallel, the associated blocks take the form
B. Reduced-Order Electrochemical Model
A reduced-order distributed model of a reconfigurable battery pack is now developed, which is suitable for real time state estimation. In this model, each cell is associated to a state vector x i , i = 1, . . . , M . The cell state vectors are non-overlapping, and the dynamics of each battery cell is described as:
where x i (k) ∈ R ni is the local state, y i (k) ∈ R mi is the local measured output and z i (k) ∈ R pi is the local input, v i (k) ∈ R ni and w i (k) ∈ R mi are respectively process and measurement zero-mean Gaussian noise sequences, which are mutually uncorrelated such that
where E[·] is the expectation operator, δ km is the Kronecker delta, Q i and R i are the process and measurement noise variances, respectively.
The matrices and nonlinear functions in (7), (8) were determined by extending the equivalent-hydraulic model (EHM) derived in [20] by incorporating both electrolyte and thermal dynamics. This enhanced EHM is denoted as eEHMT below. Such an eEHMT covers a wider operating range than the original EHM [20] , including higher C-rates (≥ 1C) and thermal gradients. Its derivation is detailed in [23] .
The cell state vector has the form:
where SOC is the state-of-charge, CSC is the critical surface concentration, C e1 and C e2 characterize the electrolyte diffusion. They can be seen as the equivalent of SOC and CSC, respectively, in the electrolyte diffusion model (see [23] ). Besides, T c and T s are the core and surface temperature, respectively, z i (k) = J i (k) is the local input current and
T is the local measured output, namely the voltage and the surface temperature for the i-th battery cell. The state transition matrices are given as
with D s and R s as the solid-phase diffusion coefficient and particle radius, respectively, b s = β s (1 − β s ) with β s ∈ (0, 1). The electrolyte model parameters g e and b e are derived in [23] , and k g,i = h + k c,i + j∈Ni k e,j . The nonlinear functions f i and h i are respectively given by:
Rscs,max 1 F asL − with c s,max as the maximum solid concentration and L − as the negative electrode thickness, γ e is a constant derived in [23] and R c is the solid-electrolyte interface film resistance, ∆(ξ) ± denotes the difference between functions ξ + and ξ − for any function ξ, and functions U ± b ,
∂Tc , U ± s , η ± s , and ∆φ e are given in [23] . Note that the coupling between cell dynamics is only due to thermal effects (see matrix A ij ). Besides, since thermal dependent parameters that follow the Arrhenius equation introduce significant nonlinearities into the functions f i and h i , a partitioned unscented Kalman filter (UKF) is developed below instead of a partitioned extended Kalman filter relying on model linearization.
Remark: For the sake of comparison, a centralized UKF will be considered in the simulation section. This UKF is based on the global model obtained from (7),(8) by aggregating the state vectors as x(k) = col {x 1 (k), . . . , x M (k)} and similarly for y(k), z(k), w(k) and v(k).
IV. PARTITION-BASED STATE OBSERVER
In order to estimate the state of system (7),(8), a partitionbased unscented Kalman filter (PUKF) is developed in this section. In this algorithm, node i of the sensor network estimates its local statex i and covariance P i , which are thus associated to the i-th battery cell (i = 1, . . . , M ).
The i-th local UKF presented in Table I was deduced from [24] . The notation used for sigma point generation, namelyx a j,k−1 ± P a j,k−1 stands forx a j,k−1 ± (P a j,k−1 ) l , l = 1, . . . , L j , L j = 2n j + m j where (·) l is the l-th column of the matrix square root. Due to the coupling in the state equation, the nodes have to exchange their state estimate and covariance as seen in Eqs. (15) , (16) . Similarly as in [14] , [15] , the distributed nature of the filter is ensured by neglecting the off-diagonal terms in the state covariance matrix, as compared to a centralized approach. Yet to guarantee that the estimate is consistent (or conservative) as defined in [25] , the inequality
should be ensured. In Eq. (14), P c,k stands for the covariance matrix of the state estimation error in the centralized framework. Such a condition is also enforced in [15] in the framework of partition-based distributed Kalman filtering. To ensure this goal, an off-line approach is used here. First, the sequence P c,k is computed for a centralized UKF with a standard value for α, namely α = 10 −2 and a charge/discharge profile covering a wide range of operating conditions (see next section). Next, parameter α i is adjusted in the PUKF in order to ensure fulfilment of Eq. (14) for the same data set. Such an off-line approach has also been proposed in [26] in a different context. Algorithm 1 states the proposed PUKF. This PUKF can be interpreted as considering coupling states as inputs, in contrast with e.g. state augmentation due to unknown input [16] . A similar strategy was followed in [17] , but the coupling between neighbors arose only in the measurement equations at each node. Only the state estimates were shared between neighbors, in contrast with sharing the covariance matrix as well, given the impossibility of fusing sigma-points of different sizes coming from unequal subsystem dimensions.
V. SIMULATION STUDIES
To assess the performance of the proposed PUKF, a small battery pack of M = 6 battery cells is considered. The battery pack layout is shown in Figure 2 . This deployment implies that battery cells 2i − 1 and 2i, with i = 1, . . . , M , are physically in parallel. Each pair of cells (2i − 1, 2i) is grouped together to form a module. As seen below, the cells within a module behave similarly, which eases the presentation of the results. In the following, the simulation framework is firstly introduced and the results are explained next. The PUKF estimation is compared with that obtained 
Measurement-update While the comparison against the CUKF evidences the effectiveness of the proposed distributed UKF, the comparison against PUKF versions that neglect dynamics illustrates the importance of accounting for such dynamics. Realistic virtual data of current, voltage and surface temperature has been gathered from the DFN-based battery pack simulator. A total of 5 out of 2 5 feasible electrical interconnection topologies has been arbitrarily chosen here for demonstration purposes. Each topology is depicted in Figure 2 , with the associated switching signal values σ ∈ {1, . . . , 5}, and the time intervals t a when a given configuration is adopted are shown in the upper part of Figure 3 . The initial configuration σ(0) = 1 is the default one. It corresponds to a compromise between battery pack voltage and capacity. The other configurations result from electrical reconfigurations that might be useful to perform active balancing with reduced energy losses while coping with load demands. However the reconfiguration strategy is outside the scope of this paper. The battery pack simulator was fed with consecutive charge/discharge current pulses of 4C (black solid curve in the upper plot of Figure 3 ) spanning 40% SOC, which corresponds to operating conditions close to plug-in hybrid electric vehicle applications. Nevertheless, in-pack battery cells might be subjected to different local input current magnitudes, always equal or proportionally less (i.e. 2, 3, . . . , M = 6 times less) than the battery pack input current due to the reconfiguration capabilities of the considered battery (see colored curves in the upper plot of Figure 3 ). The resulting battery pack output voltage and average surface temperature are shown in the lower plot, left and right y-axis of Figure 3 , respectively. The measurement noise in Eq. (8) corresponds to Gaussian noise sequences with covariance matrix given by R i = diag{[R 11 R 22 ]} where R 11 = 10 mV 2 and R 22 = 10 2 mK 2 .
The PUKF was tuned with the following parameterŝ where M = 6 and α i was derived from α in order to preserve the consistency property, with α as the tuning parameter of the centralized UKF presented below. Notice that the related state variables, namely solid-phase diffusion
share the same initialization due to the equilibrium assumption, i.e. battery cells are considered to be in a relaxed state at time zero (t = 0 min). Such initialization is valid for open circuit conditions (zero input current) during a long enough period of time (e.g. 1 hour). Moreover, the initial state estimation error corresponds to 5% for the unmeasurable state variables, namely SOC i , CSC i ,Ĉ e1,i ,Ĉ e2,i , while the measurable surface temperature and its associated core temperature variable T s,i ,T c,i were initialized with a 1% error. The measurement noise covariance matrix was set to its actual value.
The PUKF estimation performance is studied in terms of the relative estimation error on the states defined as Figure 4 shows the obtained results, where the upper left and right plots correspond to the SOC and CSC, respectively, while the lower left and right plots provide the C e2 and T c , respectively. Since all the in-pack battery cells were equally parameterized and initialized, and since the reconfiguration is performed in a 2-by-2 basis according to the adopted cell grouping, the state variables of the in-module battery cells are equivalent. Therefore, the estimation error of modules 1-3 are represented by the battery cells 1, 3 and 5 in Figure 4 with curves color code as red, green and blue, respectively. At the very beginning σ(k) = 1 with k ∈ [0, 0.50], time period during which the state estimation for the three modules is the same. Next, since σ(k) = 2 with k ∈ (0.50, 8.33] and until t = 20 min the states estimation of modules 2 and 3 are similar (green and blue curves are overlapped), whereas the state estimates of module 1 follow a different trajectory (red curves). After this second configuration, σ(k) = 3 with k ∈ (20.00, 33.33] and σ(k) = 4 with k ∈ (23.33, 33.33] are adopted. The reconfiguration of module 3 triggers the divergence between its states estimation (blue curves) and module 2 (green curves) while increasing the estimation error of this third module due to transient. A similar behaviour is portrayed by the estimation error of module 1 once the fourth configuration is adopted. Finally, σ(k) = 5 with k ∈ (48.33, 56.67] takes place. Notice that module 2 reconfigurations make it to never experience the largest current (4C), which translates into the smallest estimation error for this module for most states and for most of the time. Therefore, it can be concluded that the higher the current rate for a given battery cell, the larger the state estimation error due to model mismatch. Overall, the estimation error of the states oscillates around zero following the periodic trend of the input current pulses (upper plot of Figure 3) .
The PUKF is now compared with the estimation performance of the CUKF and the three considered versions of the PUKFs. The performance metric is the average root-meansquare error for the state estimation defined as
The tuning parameters of the CUKF are the centralized equivalent of Eq. (27), i.e.x 0 = col{x 1,0 , . . . ,x M,0 }, P 0 = diag{P 1,0 , . . . , P M,0 } and Q = diag{Q 1 , . . . , Q M }, with α = 10 −2 , β = β i and κ = κ i . Table II shows the obtained results normalized with respect to the considered CUKF denoted asε x . Values greater than one in the table imply that the CUKF outperforms the correspondent filter for a given state estimate. Both the CUKF and the PUKF exhibit similar accuracy. Nonetheless, the algorithm execution time at each sensor node within the PUKF is in average 10 times smaller than the execution time of the CUKF. Although some states might be estimated more accurately by neglecting some dynamics (up to 2% with respect to the CUKF), the states with largest errors can reach values up to 4%, 9% and as high as 1037% for the filters neglecting electrolyte, thermal coupling and temperature dynamics, respectively. This emphasizes the importance of accounting for extra dynamics and coupling when dealing with a battery pack subjected to current rates ≥ 1C. 
VI. CONCLUSIONS
A partition-based distributed scheme for the state estimation of a lithium-ion battery pack has been presented. It amounts to place a sensor node per battery cell, to equip each node with a local unscented Kalman filter designed from an enhanced reduced-order electrochemical model, and to allow the nodes to share suitable information. A simulated battery pack was subjected to dynamic reconfiguration scenarios, which impose different local currents on in-pack cells. The state estimation error increases with increments of the current magnitude. The distributed approach is able to provide state estimates as accurate as the centralized counterpart, but the algorithm execution time at each sensor node of the former approach is in average 10 times smaller than that for the latter approach. Model simplifications were shown to yield maximum errors between 4% and 1037% for given state variables. Ongoing work is devoted to exploit the obtained state estimates in order to ensure cell balancing by reconfiguration.
