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$1. INTRODUCTION 
THE PRESENT subject originates in quantum field theory, in which the concept of a Wick 
product was developed in the first instance as an essentially algebraic concept which has been 
important in leading to manageable computations. The problem of characterizing Wick 
products intrinsically and of treating them analytically has led to the present work; this 
problem is connected in turn with that of the extension of the concept of Wick product 
from the case of free fields to that of non-linear fields. Indeed, the problem of giving valid 
mathematical meaning to the fundamental formal partial differential equations of quantum 
field theory leads to these questions. 
We shall deal very little with such physical aspects here. When suitably developed, the 
subject appears as a very natural one from a purely mathematical standpoint. On the one 
hand, it extends the notion of differential form in a fashion bringing it in close relation to 
the algebra of operators on the manifold in question. On the other hand, this development 
in turn suggests a parallel notion associated with Clifford algebras, in the same general 
fashion e.g. as the correlation between the spin representation of the orthogonal group and 
the harmonic (or “Poisson”) representation of the symplectic group. There results a 
conceptually unified theory associated with a linear space on which is given a suitable 
bilinear form. This theory is extendable to manifolds, but we do not investigate such geo- 
metrical aspects here. 
Our main results are: (1) a calculus of quantized differential forms extending in a sense 
the conventional theory in euclidean space while providing an analogy associated with 
Clifford algebras; (2) extension of the Poincare lemma to these quantized forms; (3) a 
general mathematical basis for purely algebraic aspects of additive renormalizations of a 
type employed in “ subtraction physics”, involving more specifically the proof of the exis- 
tence and uniqueness of analogues to the Wick products in the enveloping algebra of a set 
of operators satisfying Lie (Heisenberg) or Clifford (Pauli-Jordan-Wigner) relations, 
relative to an arbitrary expectation functional. 
$2. TECHNICAL PRELIMINARIES 
We shall be concerned throughout with a given real linear vector space L together with 
a given non-degenerate form F on L. The main cases are those in which F is either symmetric 
t Research supported in part-by the NSF. 
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or anti-symmetric; however the direct sum of two such forms also arises. In any event, the 
F-algebra over L may be defined as the free non-commutative associative algebra generated 
by L and a unit e, modulo the closed ideal generated by the relations. 
xYF(Y, 4 + YxF(% Y) = F(xx, Y)F(Y, 4e (x,yeL); 
here the topology is that of the convergence of the components of any degree (in the algebra 
of non-commutative polynomials over L) in the usual topology of a finite-dimensional real 
affine space, within the non-commutative polynomial algebras over finite-dimensional 
subspaces of L. The topology is needed only to deal with the singular cases in which 
F(x, y) = 0; when F is symmetric or anti-symmetric these cases are readily treated by purely 
algebraic means. 
If for example F is anti-symmetric, the ideal is generated algebraically by the relations 
XY - Yx = J’(x, Y)e, 
and the algebra may be called the infinitesimal Weyl algebra over (L, F) (or simply Wey 
algebra, since the global algebra treated elsewhere does not intervene in the present article). 
If on the other hand F is symmetric, the ideal is generated algebraically by the relations 
xY + YX = F(x, Y)e, 
and the Clifford algebra over (L, F) is obtained. In either case, the enveloping algebra of 
any subspace M of L, module the indicated relations, will be denoted as E(M). 
It is well known that the Weyl algebra has a trivial center. A case of particular impor- 
tance is that in which L can be represented in the form M @ M*, where M* is the dual of the 
real linear vector space M, in such a way that 
F(x + f, x’ + f’) = -j-(x’> + f’(x) (x,x’s M;f,f’sM*); 
this is always possible for example if L is of finite (necessarily even) dimension. The 
algebra E ( =E(L)) may then be represented in a faithful and algebraically irreducible fashion 
by linear operators on the space K of all polynomials p on M. This representation 4 is 
specified by its action on L, which in turn is specified by its action on M and M* respectively; 
these actions are 
x EM, 444 : P(Y) --t WMY + tx)lt=o 
f E M*, d4f > : PW +f WiO)- 
Thus, 4(x) is represented by differentiation in the direction x, and 4(f) is represented by 
multiplication by f. The resulting representation is an infinitesimal version of the familiar 
Schrodinger epresentation for operators satisfying the Heisenberg commutation relations; 
for uniformity in terminology applicable also to the Clifford algebra, it will be called the 
real wave representation. 
For example, if M is l-dimensional; if b is a basis vector for M and b* a dual basis 
vector in M*, then K is naturally represented as the algebra of all polynomials p(x) in one 
real variable x, in such a way that 4(b) is represented by d/dx and 4(b*) is represented by 
the operation of multiplication by x. Evidently, then, [4(b), Cp(b*)] = I, in accordance with 
the value F(b, b*) = 1. 
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The degree, deg U, of an element u E E(L) is defined as - co when u = 0, and otherwise 
as the least integer n such that u is a finite linear combination of products of n elements 
of L, the scalars /Ze being assigned degree 0. It is easily seen that the usual properties of a 
degree are satisfied: deg(u f v) _<max(deg U, deg u), deg(uv) ~deg u + deg v, and deg u = 0 
if and only if u =/Ze for some complex number A#O. It is useful to note that in the case 
of the Weyl algebra 
deg[u, z] <deg U; u E E, u # 0, z E L. 
A subspace M of L on which F vanishes identically is called singular. When L and F have 
the form indicated above, then M* is a maximal singular subspace of L, and it is not difficult 
to verify that E(M*) is maximal abelian in E(L). E(M*) is algebraically isomorphic with 
the polynomial algebra over M, and may be identified with the representation space K 
indicated above; the restriction of the representation 4 to the subalgebra E(M*) is then 
identical with the regular representation of the algebra E(M*). 
$3. RENORMALIZATION IN THE WEYL ALGEBRA 
Before entering into the mathematics of the situation, it may be helpful to note that in 
heuristic quantum field theory, the basic elements of structure include various formal 
Weyl (and/or Clifford) algebras E (for example, the algebra of field operators at a particular 
time), and distinguished formal linear functionals E on these algebras (for example, free- 
field and interacting field vacuums). Attempts to evaluate E on relevant elements of E have 
led commonly to infinite values. Certain of these, in the case of the free vacuum, are 
conveniently removable in a standardized fashion through the use of the Wick product, 
which involves formally the subtraction of “infinite” terms. While this may appear some- 
what ad hoc, at first glance at least, the present section gives in an abstract and general 
form the algebraic essence of the Wick product as that modification of the ordinary product 
which preserves the basic algebraic operations to the maximal extent consistent with the 
vanishing of the values of E on these products. The present existence and uniqueness result 
provides the algebraic basis for the extension of Wick products to fields to which the 
conventional definition is inapplicable, such as interacting fields. Turning now to purely 
mathematical considerations, let E and EO be two given linear functionals on E(L), and 
Weyl algebra over L relative to the anti-symmetric form F, and suppose that E,(e) = 1. 
A renormalization map for E relative to E, is defined as a linear operator N on E(L) such 
that 
(i) [N(u), 4 =Wk 4) 
(ii) E(N(u)) =E,(u) 
for u arbitrary in E(L) and z arbitrary in L. 
Example. Suppose that L is 2-dimensional; E is then isomorphic to and may be identi- 
fied with the algebra of all linear differential operators on R’ with polynomial coefficients. 
The analogue of the free-field vacuum is the functional E defined by the equation 
E(T) = (TV, v) 
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where ( . , . ) denotes the usual Lebesgue inner product in L,(R’), v is the fun&ion (27~)-~/~ 
exp( -x2/4), and T is the operator in question. 
Let P denote the subalgebra of E consisting of polynomials, and consider the problem 
of defining a linear operator N1 on P such that 
[N,u,z]=iV([u,z]) foruEPandzEL; E(N&)) = u(O). 
The operator N1 may be said to renormalize the elements of P so as to have vanishing 
expectation values (apart from the unit e). A unique solution exists to this problem; the 
solution may be given in closed form, and may also be expressed in terms of the “normal 
products” which depend on the introduction of a complex structure in L, and the associated 
so-called creation and annihilation operators (cf. e.g. [l] for the usual rules for the formation 
of normal and Wick products). 
For a different functional E, the existing theoretical physical method is inapplicable, 
since there is no known adequately explicit relationship between E and creation and anni- 
hilation operators. It is however a consequence of the first result below that there exists a 
unique solution to the same problem. 
In the definition of renormalization map above, the functional E0 was assumed to be 
defined on the entire algebra E, and not merely on some subalgebra P. This makes no 
essential difference, for: (i) a functional, such as u(0) above, given on a subalgebra, may 
always be extended to a linear functional on the entire algebra E; (ii) the restriction to the 
subalgebra of the renormalization map N be seen to depend only on the restriction of the 
linear functional to the subalgebra.? 
THEOREM 1. For any given pair of linear functionals E and E0 on a Weyl algebra, there 
exists a unique renormalization map, provided E(e) # 0. 
LEMMA 1.1. If a renormalization map exists, it is unique. 
Let N and N’ be renormalization maps on E(L) for E relative to E, . Set D = N - N’, 
and suppose there exist elements U’ E E such that Du’ # 0; let u be of minimal degree in the 
class of all such elements. Now [Du, z] = D([u, z]), but deg [u, z] < deg U, so that 
D([u, z]) = 0; thus [Du, z] = 0 for all z E L. Since the center of E is trivial, Du = ,Ie for 
some Ae for some scalar A. It follows that E(Du) = AE(e) on the one hand and E(Du) = 0 
on the other, showing that J. = 0. This contradicts the assumption that Du # 0, and shows 
that the class of elements u’ with the indicated property must be empty. 
Dejinition. A function 6, on L is said to be tame in case there exists a finite-dimensional 
subspace N of L such that 4(z) = 4(z’) whenever F(z, w) = F(z’, w) for all w in N. 
t The algebraicnotion, suitably abstracted, of “Wick product” derives fromTheorem 1, and, to the extent 
that it admits a linear extension, coincides with the map N for suitable E. (E being the “vacuum” in ques- 
tion); but it is not defined on all of E(L). Specifically, the Wick product : zI . . . z,: (z, E L), relative to a 
given linear functional Eon E(L), is defined inductively by the requirements that it be a (symmetric) func- 
tion of zl, . . . . z,, on which E vanishes, such that for any z’ E L, [:zl . . . z,:, z’] = & :zI . . .2, . . . z,: [z,, z’]. 
On a subalgebra of the form E(M), where M is a maximal singular subspace of L, N and : . . . : agree, 
provided E,,(e) = 1 ‘and E(x,... x,) = 0 for arbitrary xt E M. Further properties of the Wick product, 
including convergence aspects, will be developed elsewhere in connection with quantum-field-theoretic 
applications. 
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LEMMA 1.2. Let K be a given linear map from L into E. A necessary and suficient 
condition that there exist an element u E E such that K(z) = [u, z) for all z E L is that 
(*) [K(z), z’] - [K(z’), z] = 0 
for all z and z’ in L, and that K be tame. 
The necessity of condition (*) is an immediate consequence of the Jacobi relation: if 
u~Eandz,z~L,then 
[[u, 4, 2’1 + Hz’, ul, 4 + [[z, z’l, ul = 0, 
and [z, z’] is a scalar, so that the last term vanishes, showing that 
[[u, zl, 2’1 - [b, 4’3 zl = 0 
for arbitrary u E E and z, z’ E L. 
To see that the mapping K defined by the equation K(z) = [u, z] is tame, suppose that 
u E E(G), where G is a finite-dimensional subspace of L. If for example u is a monomial 
wrwz . . . w, with the wj in G, 
[w, z] = [WI, z]w, ... w, + wr[wz, z] .*a “Vr + ... + U’rWz *** [w,, z], 
for arbitrary z E L, showing that [u, z] = [u, z’] provided [w, z] = [u), z’] for all w E G. The 
latter condition is equivalent to the condition that F(z, w) = F(z’ w) for all w E G. Thus K 
is tame, and it is evident that the same is true when u is a finite linear combination of 
monomials. 
To treat the sufficiency, observe first that it suffices to consider the case in which L is 
finite-dimensional. For let N be a subspace relating to K in the manner indicated in the 
definition of “tame” function; we shall say that N supports K, or that K is based on N. 
We employ the 
SUBLEMMA 1.2.1. AnyJinite-dimensional subspace of L is contained in ajkite-dimensional 
subspace on which the restriction of F is non-degenerate. 
This may be proved by induction on the dimension of the subspace N in question. 
It is convenient here to introduce the notion of the projection of L onto a finite-dimensional 
subspace M on which F is non-degenerate. If M is any such subspace and z E L, then 
F(z, m) as a function of m E M is a linear functional on M; since F 1 M is non-degenerate, 
there exists a unique element z’ E M such that F(z, m) = F(z’, m), m E M. The operation 
R : z -+ z’ is called the projection of L onto M; evidently, P2 = P and Pm = m for m EM. 
Now suppose M is of dimension r > 0, and that the conclusion is valid for subspaces 
of dimension strictly less than r ; let M, be a subspace of M of dimension r - 1, and let 
N1 be a subspace of L such that M, c N, and FI N1 is non-degenerate. Let u be any 
element of M which is not in M, ; then M is spanned by u and M1. If u E N, then M c N, 
and the conclusion of the sublemma has been attained. Suppose therefore that u 6 N, and 
set u’ = Ru, where R is the projection of L onto N; since F is non-degenerate, there exists 
an element v E L such that F(u’, v) # 0, and setting u’ = Rv, the subspace P spanned by N 
together with u’ and v’ satisfies the conclusion of the sublemma. 
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It is only necessary to verify that F 1 P is non-degenerate. If F(Au’ + vu’ + n, p) = 0 
for allp E P, then on takingp = n’ E N, it results that (Fn, n’) = 0 for all n’ E N, and it follows 
from the non-degeneracy of F on N that n = 0. Now taking p = u’, it results that 
vF(v’, u’) = 0; but F (0' u') = F(u, u') = - F(u', v) # 0, so that it follows that v = 0. Finally, 
taking p = v’, it follows that A = 0. 
It is convenient o use the terminology : z is “ orthogonal to M” in case F(z, m) = 0 for 
all m E M; M is “non-degenerate” in case F IM is non-degenerate. 
Sublemma 1.2.2. 1fu E E(M) and z E L is orthogonal to M, then [u, z] = 0. 
This follows from the relation 
[ mlm2 *.* m,, z] = [m,, z]m2 ... m, + m1[m2, z] .-. m, + 1.. + mlmz +-- [m,, z]. 
The reduction to the case in which L is finite-dimensional may now be completed as 
follows. Since K is tame, it is supported, by Sublemma 1.2.1, by a finite-dimensional non- 
degenerate subspace M. If the sufficiency is established in the finite-dimensional case, it 
then follows that there exists an element u E (EM) such that 
K(z) = [u, 21, ZEM. 
But if z’ is arbitrary in L, then K(L) = K(z), where z is the projection of z’ onto M, in as 
much as K is based on M. On the other hand, z’ - z is orthogonal to M, so that by Sub- 
lemma 1.2.2, [u, z’ - z] = 0, showing that [u, z’] = [u, z], from which it follows that 
K(z') = [u, z']. 
Completion of proof of lemma. It may be assumed henceforth that L is finite-dimen- 
sional and that K is a given linear mapping of L onto E such that equation (*) holds. Let 
(L, F) be represented in the form indicated above: L = M + M*, F(x + f, x’ + f’) = 
-f’(x)+f(x’)forx,x’EMandf,f’EM*. Letq,,...,q,,beabasisinMandr,,...,r,,a 
dual basis, relative to F, in M*: F(qi 3 rj) = 6ij for i, j = 1, . . . , n. The problem is then to 
show that there exists an element u E E satisfying the equations 
[u, qjl = aj 7 (~7 rjl = bj (j= 1, . . ..n). 
where the aj , and bj are given elements of E, provided these elements atisfy the following 
conditions deduced from equation (*> : 
[4j 3 akl = [qk 9 ajl i bj, 4 = [rk, ajl; [qj 2 &I = h 9 ajl* 
This element u will be obtained by successive reduction to the cases in which (i) a, = 0, 
(ii) a, = a2 = 0, . . . etc.; the case in which a, = a2 = .-. = a, is equivalent to a question 
concerning differential forms, to which a form of the PoincarC lemma is applicable, as will 
be seen below. 
It is easily seen that there exist unique elements A,, A,, . . . in the subalgebra of E 
generated by ql, . . . , q,, and r2, . . . , r, such that 
al=A0+Alr,+A2r:+~--. 
Now let 
u1 = A, r1 + (1/2)A, r: + (l/3).4, r: + *a-; 
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Then it is easily seen that [ZQ, qI] = al. Now setting 
K,(z) = K(z) - [%, 4, 
KI satisfies condition (*) also, and the question of the existence of u is reduced to the case 
in which al = 0. 
Now suppose this to be the case, and apply the same procedure to a,: expressing a2 




u2 = B0 r2 + (1/2)B1 i-2” + (1/3)B2 rz + ---, 
&(z) = K,(z) - b2 , zl. 
Then as before, K2 satisfies condition (*) and has the property that K,(q,) = 0; in addition, 
however, K,(ql) = 0, for on noting that [r2, ql] = 0, it follows that 
[Q, aI = PO, q11r2 + W2WI,q11r~ + WW2, q& + -*a; 
on the other hand, since [ql, a2] = [q2, aI] and a, is now zero, [ql, a,] must vanish, which 
means that 
[B,, el + PI, qllr2 + [4, q&2 + 1.. = 0. 
The uniqueness of the expression of any element of E as a polynomial in one of the basic 
vectors ql, . . . , qn, rl, . . . , r,, , with coefficients on the left in the subalgebra generated by 
the remaining vectors shows that 
H,,qJ = P,,q,l = &,q,l =... =O. 
It follows that [u2, qI] = 0, which implies in turn that K,(q,) = 0. 
The question of the existence of u has now been reduced to the case in which a, = a2 
= 0. It is evident that by continuing in the indicated fashion, the existence of u may be 
reduced to the case in which all aj = O(j = 1,2, . . . , n). In this case [bk , ql] = [aj, r,J = 0, 
showing that each b, commutes with all the qj; on the other hand, the qj generate amaximal 
abelian subalgebra of E(L), according to a trivial variant of an observation made earlier; 
thus the bk must lie in the subalgebra generated by the qj. The reduction procedure employed 
earlier may now be carried out in simplified form, to reduce successively to the cases: 
(i) b, = 0, (ii) bl = b, = 0, . . . , and finally to the trivial case in which all b, (and all uj) 
vanish. More specifically, representing bI as a polynomial in q1 whose coefficients are in 
the algebra generated by q2, . . . , qn, 
then setting 
bI=Co+C,q,+C,q:+-+. 
U1 = - [C,q, + (1/2)c,q: + (1/3)&q: + ***I, 
it is evident that [ul, qj] = 0 for allj, and easily seen that [ul, r,] = b,. On subtraction of 
the form [ul, z] (z E L) from the form K(z) presently in question, a form K’(z) is obtained 
with the properties: 
Kl(q,) =O(j=l, . . ..n). K’(r,) = 0; K’(z) Mq1, . . . 9 qn), ZEL. 
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The same procedure may now be applied to b, ; from the relation 
I&, rll = h r21 
it follows as in the reduction of the Uj to zero that the reduction to zero of b, in the same 
fashion does not alter the previous reduction of b, to zero. In this fashion it is evident 
that all the bj are reduced to zero after at most ~2 steps. 
Remark 1. Following our conjecture that an alternative proof of Lemma 1.2 in the 
finite-dimensional case might be based on the determination of the automorphisms of E, 
such a proof was indicated to us by J. Dixmier. It is based on Lemma 5.3 of [2] augmented 
by Theorem 1.7 of [3] and general considerations. This natural approach to Lemma 1.2. 
does not extend to the case of the higher-order forms treated below. 
Proof of Theorem. For an element le of degree zero in E, let N be defined by the 
equation 
N(Ae) = AE,(e)E(e)-‘e. 
It is then easily verified that conditions (i) and (ii) in the definition of a renormalization 
map are satisfied for the elements u of degree zero. Now suppose that a mapping N has 
been defined on the linear subspace of E consisting of elements of degree < k, in such a 
way that conditions (i) and (ii) hold for an arbitrary element u of degree <k. Let u be any 
given element of degree k, and set K(z) = N([v, z]), which is well-defined since [v, z] has 
degree <k. Then K satisfies condition (*) in Lemma 1.2, by virtue of the condition (i): 
[N([Q 4, z’l = NW, 4, a> = NW> z’l, zl W(bG a, zl- 
There exists therefore an element w in E such that [w, z] = K(z), z E L, and this element is 
unique within an additive scalar, which may be fixed by normalization: E(W) = I&,(u). On 
defining N(v) = W, it is evident that conditions (i) and (ii) are valid for this extension of N 
to the subspace of E consisting of elements of degree k, and the theorem follows by 
induction. 
COROLLARY 1 .l. The renormalization map N of Theorem 1 has the property that 
deg(N(u) - u) < deg u 
for all u E E. 
This is proved by an indirect argument (which is however readily transformed into an 
induction proof). Suppose there exist elements for which the indicated inequality fails, 
and let u be an element of minimal degree for which this is the case. Setting Du = Nu - u, 
evidently [ Du, z] = D ([u, z]) for all z E L. In addition, if u is of degree k, then [u, z] is of 
degree at most k - 1, so that by the minimality property of U, D([u, z]) is of degree at most 
k - 2 in addition, evidently k > 1. To conclude the proof it suffices to show that for 
arbitrary v E: E, of degree > 1, 
deg o < max,,,[deg([o, ~1) f 1, 
for the foregoing has shown that deg [Du, z] I k - 2. This is clear from the construction 
employed in the proof of Lemma 1.2. 
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$4. QUANTIZED DIFFERENTIAL FORMS 
The connection of the foregoing with differential forms is perhaps most easily perceived 
through the observation that Lemma 1.2, for the case when L is a finite-dimensional space, 
may be considered as a non-commutative extension of the classical Poincart lemma, applied 
to the case of a l-form. Indeed, suppose that with the notation of the proof of Lemma 1.2, 
the values of K(z) are in the subalgebra E(M*), and that K(z) = 0 for z E M*. Now E(M*) 
is isomorphic to the algebra of all polynomial functions on M, so that for each point p E M, 
the evaluation of K 1 M at the point p is a linear functional on M, which may be identified 
canonically with a tangent vector at p, since the space in question is linear; thus Kj M is a 
first-order differential form on M, say i(K). 
Note next that the given condition on K corresponds to the closure of the form A(K). 
For, with the qj and rj as in the proof of Lemma 1.2, it is easily computed that 
I(K) = Cj K(gj) drj 
within trivial identifications. The commutator [K(gj), gJ can be computed in the real wave 
representation as the commutator of the function K(gj) with the vector field gk, and so is 
(d/&=,)K(gj). The condition that [K(z), z’] = [K(z’), z] then implies the equations 
which signify that the form 1(K) is closed. Conversely, if A(K) is closed, it is easily seen that 
the conditions (*) on K are satisfied. Now iff is a function such that df = /Z(K), it is easy 
to see that f is a polynomial, and that u =f(rl, . . . , r,,) is an element of E(M*) such that 
[n, ~1 = K(r), z E L. 
Indeed, the present argument could be used to give an alternative way to complete the proof 
of Lemma 1.2 from the stage of reduction to the case in which all Uj = 0. 
Thus Theorem 1 may be regarded as based on a result in one-dimensional cohomology 
(indeed, it is not difficult to see that the cohomology of a certain infinite-dimensional linear 
representation of the (2n + 1)-dimensional Lie algebra determined in a similar fashion by 
(L, F)-namely, essentially the real wave representation-is exactly what is involved). It is 
natural to raise the question of the extent o which there exists a corresponding higher-order 
development. In this section a complex is introduced which contains the conventional 
differential forms of all orders, with polynomial coefficients, on a given euclidean space; its 
elements are, more precisely, similar to differential forms on the cotangent bundle, except 
that the coefficients are operators on the original euclidean space, rather than functions; 
these elements will be called quantized differential forms?. In the next section it will be 
shown that the analogue of the Poincare lemmas remains valid for these forms. 
t This terminology is not meant especially to suggest hat a given conventional form is altered so as to 
have operator coefficients and thereby “ quantized “, but only that a formalism similar to a combination of 
that of elementary quantum theory with that of the theory of differential forms is involved. There exists 
however a canonical rule for passage from a conventional differential form on the cotangent bundle to a 
quantized form on the original afline space which further justifies the terminology; this “quantization” 
procedure is not directly involved in the present article, and will be indicated elsewhere. 
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Dejinitions. A quantized differential form over (L, F) of degree m (for short, an 
m - Q-form) is an alternating m-linear mapping from L into E(L)) ; if L is infinite-dimen- 
sional, it is required further that the form be tame, i.e., there exists a finite-dimensional 
non-degenerate subspace L, of L such that K(z,, . . . , z,,,), where zi, . . . , z, are arbitrary 
vectors in L, equals K(Pz,, . . . , Pz,,,), where P denotes the projection of L onto L, . 
A Q-form of degree 0 is defined as an element of E(L). If K and L are Q-forms of 
degrees i and j over (L, F), the product K A L is defined as the Q-form of degree i + j 
obtained by anti-symmetrizing the ordinary product: 
(K4(z,, . . . , zi+j) = t(i +A!l-hK(zt(~p *.. 3 Zr(i$4Zt(i+l), a*. > Zt(i+j&n t 
where t ranges over the group of all permutations of the first i + j natural numbers. The 
algebraic direct sum Q of the spaces Q, of the Q-forms of degrees m = 0, 1,2, . . . (over the 
given structure (L, F)), as an algebra relative to the linear extension of the product A just 
defined for forms of exact degree, is called the algebra of Q-forms ouer (L, F) ; it is a linear 
associative algebra. The derivative 8 K of a given m - Q-form K is defined as the form given 
by the equation 
(m + 1) aK(z,, . . . , G,+ I) = &sCbt~l~, K(z,(~~, . . . , +,+ lJlsgn t 
where C is the group of all cyclic permutations t of the integers 1,2, . . . , m, m + 1; sgn t 
denotes the alternating character evaluated on t; and a is extended by linearity to all of Q. 
A conventional differential form will be called a C-form; such a form of degree m is 
called an m - C-form; the conventional differentiation operator on C-forms is denoted 
“d”. 
THEOREM 2. If K is a Q-form, then so also is aK, and a2K = 0. 
That aK is an (m + 1) - Q-form is evident except for its anti-symmetry. From 
its construction, any permutation s in the group Z, of all permutations of the integers 
1,2, . ..) m, carries aK into sgn (s) aK. In addition, aK is by its construction invariant 
under the cyclic subgroup C of the permutations Elm + 1 which is generated by the permutation 
c =(1,2, . ..) m, m + l), in the sense that any permutation t in C likewise carries aK into 
sgn (t) aK. Now &,, is a subgroup of index m + 1 in Z,,,+ 1; the elements c, I?, . . . , cm+l = 1 
are all distinct; and no two are conjugate with respect o &, since the equation 
sea = s’cb (s, s’ E &II) 
implies that cb-’ E C, , which can only be the case if b is congruent o a modulo the period 
of c, which is m + 1. It follows that c, c2, . . . , CT”‘+’ = 1 form a complete set of representa- 
tives in the coset decomposition of C,, I with respect o C, , implying that C,, 1 is generated 
by ZZ,,, and c. Since sgn is a character on &,,+ r, it follows that any permutation s E &,,+l, 
also carries dK into sgn (3) aK. 
To show that d2K = 0, note that by the anti-symmetry of aK, it may be given by the 
equation 
aK(z 1, *.* 3 z,,+1 > - -41,2,...,m+lh K(z2, a.. 3 zm+A 
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where A,,... denotes the operation of anti-symmetrization with respect to the indices 
a, b, . . . . It follows that 
a’K(z,, . . . , zm+z) =(WWh, . . . . zm,,) =A, 2 , ,..*, m+2h9 wz2, .**,%+z>l 
=A 1,2,...,m+2[~1, A2 3,...,m+2[Z2> Kh ... >zm+z>ll~ 
Since A 2,3,..,,m+2 is linear and does not act on zr, it may be taken outside the bracket, 
obtaining for the last expression 
A 1,2,..., m+2A 2,3,...,m+2[Z1,[Z2,K(Zg, ..'V Gn+2)11* 
Now as a function of the set of its indices, Aab... is monotone decreasing; in particular, 
A 1,2 ,..,, mt2isasub-projectionofA,,, ,..., mt2; the expression in question is therefore simply 
A 1,2,...,mt2[Z1,[22,K(Z3, *** 3??l+2m 
On the other hand, [z,, [z2, K(z3 , . . . , z,+ 2)] is a symmetric function of z1 and z2 when the 
other variables are held fixed, by the necessity of condition (*) in Lemma 1.2, and therefore 
vanishes on anti-symmetrization. End of proof. 
The relation between Q-forms and C-forms is clarified by 
Theorem 3. Let M be a linear vector space, L = M @ M* (where M* denotes the dual 
of M), F(x + f, X’ + f’) = -f(x’) + f’(x). If Sz is any m - C-form on A4 with polynomial 
cojicients, let K denote the multilinear mapping from L into E(L) determined by the equations: 
K(x 1, . . . , x,) = n(a/ax,, . . . ) a/ax,) ifall xi E M; 
K(z,, . . ..z.) =0 if any zi E MY. 
L.et I- denote the mapping Q --f K, extended by linearity to the algebra C of all differential 
forms on A4 with polynomial coeficients. 
Then r is an isomorphism of C(M) into Q(L), and dT = ra. 
It is evident that l32 = K is an m - Q-form if s1 is an m - C-form, and that r is a 
linear isomorphism. The values of Sz are polynomials on M (i.e. elements of E(M*)), which 
form a commutative algebra; using this observation, it follows that the restriction to I(C) 
of the present wedge product A is transformed by l7’ into the conventional exterior 
product. 
To show that l-8 = dI’, consider first the case in which R is a O-form. It is then a poly- 
nomial on M, and dQ(a/ax) = an/ax for any vector x E M. On the other hand, [I’SZ, r] = 0 
for arbitrary r E M*, since E(M*) is commutative, while [X& x] is readily computed to be 
(8/8x)$& as an element of E(M*); here a well-known result derived by induction from the 
commutation relation: [r, q] = r(q), which is tantamount o the special case of the com- 
puted result indicated in which Sz is homogeneous of (polynomial) degree one, is employed. 
It follows that 
when Q is a 0 - C-form. Now it is well known that d is uniquely determined by its values 
on the O-forms, together with the properties that d2 = 0, that d maps C,,, into C,,,, 1, and that 
~(A~\B)=~AAB+(-~)~“~~A~~B 
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for any homogeneous forms A and B. It suffices therefore to show that if a’ = X-r(C), 
then Id’l?’ has the same properties. This is evident for all the properties except the last, 
which is implied by the 
LEMMA 3.1. If K and L are any Q-forms of which K is homogeneous of degree m, then 
G) a(Kr\L)=aKr\L+(-l)“K/\aL. 
By the method used earlier, this lemma is readily reduced to the case in which L is 
finite-dimensional. It may then be proved by induction on the degree of K. If K is of 
degree 0, i.e. K E E, and L is an m - Q-form, then 
WA L)(zP . . . , zn,, z,+J = -4KW,, . . . ,z,), z,,,+,l, 
where A is the anti-symmetrization operation on multilinear functions of the m + 1 vectors 
Zl, ... , z,+1. Now 
Wh .*. 3 z,J, z,+J = K z,+&h . . . , zm> + K[W,, . . . , zm), zml; 
applying A to both sides of this equation, it follows that 
a(KAL)=aKAL+KA& 
Now suppose that equation ($) has been shown for K E Q,, and consider the case 
when K E Qmfl. 
SUBLEMMA 3.1.1. Q,+l isspannedby aL A Q,. 
For Q, is spanned, as a module over E, by the forms aei, A aei, A . . . A aei,, where 
the ei form a basis for L. Now if e, is arbitrary in L and u E E, then ae, A u aei, A .+. aeim 
=Uae,, A aei, A ... A ae,,, since [eO, z] is central for all z, showing that Qm+ 1 is spanned 
by L A Q, (as a complex vector space). 
SUBLEMMA 3.1.2. Equation (X) hoIds when K = aw, w E E. 
In this case, K(z) = [z, w] ; taking L as an m-form, 
(K A W,, . . . , zn,+d = 4z,, WI&~, a.. ,z,+d), 
where A denotes anti-symmetrization with respect o zl, . . . , z,,,+ 1. It follows that 
a(K A L)(%, ZI, . . . 3 %,+I) = &A([% &‘I WlL(Z,, ..a, %+I)], 
where A, denotes anti-symmetrization with respect o zO, zl, . . . , z,,,+~. But A, A = A, and 
[zcl , 1% wlJ% 3 . . . 9z,+1)1 = uz,, [Zl, WllUZz, **. ,&?I+,) + tz,, wlb,, w,, ..f, z,+1)1; 
on anti-symmetrization with respect o z0 and zl, [[z,, , [zl, w]] vanishes; it follows that 
a(KAL)(z,,z,, . . ..&.,+I) =~([z,,wl[z,,&,, . . ..z.+l)l); 
on re-ordering z0 and z1 in the last expression the sign changes, and it results finally that 
a(KAL)=-aWAL=-a&d.. 
Proof of Lemma 3.1. Since Q,,,+ 1 is spanned by t3L A Q, (Sublemma 3.1.1), it suffices 
to show that (z) holds when K has the form K = aw A H with w E L and HE Q, . In this 
case, K A L = aw A H A L; applying Sublemma 3.1.2, a(K A L) = -aW A~(H A L); now 
using the induction hypothesis, 
a(HAL)=aHAL+(-i)"HAaL; 
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combining these results, 
a(KAL)=-awAaHAL+(-l)“+‘awAHAa~. 
On the other hand, again using Sublemma 3.1.2, CX - - 8~ A aH; it results that 
a(KAL) =aKAh(-i)“+‘KA x. 
Thus (f) holds also for K E Qm+ i, and the proof is complete. 
$5. THE GENERALIZED POINCARI? LEMMA 
Defining a closed Q-form K as one such that aK = 0, and an exact form as one such 
that K = aH for some Q-form H, Lemma 1.2 may be reformulated as the analogue of the 
Poincart lemma for l-forms. The natural question of whether the same is true in the cases 
of forms of higher degree is treated by 
THEOREM 4. A closed Q-form is exact. 
For clarification of the idea of the proof, the case of a form K of degree 2 will first be 
considered. As earlier, the question reduces to the case when the underlying space L is 
finite-dimensional. Let ql, . . . , qn and rl, . . . , r, be a special basis for L of the type indicated 
in the proof of Lemma 1.2. K is then determined by its coefficients 
K(qi 2 qj) = aij G K(ri , r,) = bij; K(qi 3 rJ = Cij 3 
which satisfy the relations (among others): 
(a) [Oij 3 &I + hi 9 4jl + bjk 9 Sil = 0 
@I b ij 9 r.J - [Cik 3Sjl + Lcjk Y4il = O* 
In analogy with the method of proof of Lemma 1.2, we seek first a 1 - Q-form H such 
that 
(dH)(qi, Sj) = alj 3 (W(ql, rj) = Clj ; 
these equations mean that 
(i) [H(qi), qjl - [H(qj), 411 = alj 9 
(ii) Md rjl - [H@j), 411 = ~1~ . 
Formalizing a procedure employed in the proof of Lemma 1.2, let Jk denote the operator on 
E which carries an element u = A, + A,r, -!- A, rz + . . . , where the Aj are in the subalgebra 
generated by the qi and all the ri except for r, , which is excluded, into a’ = A, r, + (1/2)A1rjf 
+ (1/3)A,rz + . . . . Let Ik denote the analogous operator when r, is replaced by qk . 
Now let H, denote a 1 - Q-form such that 
Hi(qj) = -Jl(a,j) (j=1,2 )...) n). 
Then H,(a) = 0 and [IHI( q11,qJ = Ulj, SO that equation (i) is satisfied. If in addition 
Hi@,) = -J(Clj) (j=1,2, . . . . n), 
it follows similarly that equation (ii) is satisfied. These two conditions on H1 evidently 
uniquely determined a 1 - Q-form H1. Now setting K1 = K = aH,, it follows that 
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(aK,)(qi, qj) = 0 = (tJKr)(qr, pj) for all j, i.e. the problem is reduced to the case in which 
U,j = c,j = 0 for all j; we suppose henceforth that this is the case. 
Substituting i = 1 in equation (a), it results that [uj,, ql] = 0; it follows similarly 
from equation (b) that [Cjk, ql] = 0. Now let us seek a form H, which relates to q2 in the 
same fashion that HI relates to q1 ; this means that 
(i’) [Hz(qz), qjl - Iffz(qj), qzl = Qzj 
(ii’> [ffz(qd rjl - [ffz(rj), 921 = Czj. 
These equations may be satisfied by setting 
Hz(qj) = -Jz(a& Hz(~,) = -Jz(c,j)+ 
The essential point now is that the subtraction of aH, from K1 does not disturb the vanishing 
of the terms involving q1 previously achieved. This follows from the easily verified com- 
mutativity of ad qi and Ji when i # j, where ad qi(U) = [u, qi]: 
[H2(ql), qjl - [Hz?_(qJ, 411 = [Jz(~zJ), 411 = Jz([~z, 3411) = Jz(O) = 0 ; 
similarly, 
tHz(qi), Yjl - [ffz(rj), 411 = [Jz(Czj), 411 = Jz([Czj 9 411) = Jz(O) = 0. 
These equations mean that if K, is defined as K, - i?H,, then K,(q,, qj) and K,(qi, rj) 
vanish for all j, and for i = both 1 and 2. 
It is evident that by continuing in this same fashion, the problem will have been 
reduced, after n steps, to the case of a form K having the property that the K(q, , qj) and the 
K(q, , rj) vanish for all i and j. Now the closure of K implies the relations 
IKCri 9 rj)5 qkl + t%q/t 3 pi), rjl + IKCrj 9q/c), ril = 0 
for all i, i, and k; in the case at hand, these relations show that [K(ri , rj), qk] = 0; it follows 
from the maximal abelian character of E(M) in E(L) that all the K(r,, I;) are in E(M). 
This means that K is in the range of a trivial variant of the isomorphism I? described in 
Theorem 3. The proof may now be completed by an application of the classical Poincare 
lemma in conjunction with Theorem 3 ; it may be completed quite independently by con- 
tinuing the parallel with the proof of Lemma 1.2; i.e. by successive reduction of the problem 
from one case to another in which an additional coefficient of K vanishes, until ultimately, 
after at most n additional steps, K has been made to vanish identically. 
Now turning to the case of a form K of arbitrary degree e > 2, a parallel procedure 
may be employed. Specifically, let HI denote the (e - 1) - Q-form given by the equation 
H&z, . . . , 4 =(--Y2JdK(qi,z2, . . ..z.); 
then H,(z, , . . . , ze) = 0 if for some i, zi = q1 ; consequently there is only one non-vanishing 
term in the defining expression for dHl(q,, z2 , . . . , z,), yielding the equation 
dH,tq,, 372, . . . ,z3 = -(- VWdz2, z 1 411 = [JdK(q,> 272 3 . . . , zehd *.., e, 
=Khzz, . . ..d. 
Then, setting K, = K - dH1, Ki is closed, and K,(q,, z2, . . . , z,) = 0 for arbitrary z2, . . . , z, 
in L. 
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It then follows from the closure of KI as in the case e = 2 that 
K(z, > ~2 , . . . , z3,q1] =0 (z,, . . . , z, arbitrary in L). 
On defining 
ff2@2, *.a, 4 = C-V+72OW2,~~, . . . , .d>, 
it results as in the case e = 2 that 
dK(z,,q,, . . ..z.)=Kr(zz,qz, . . ..ze). 
and that in addition, by virtue of the commutativity of J, and ad ql, 
8H2(ql, z2, . . . , z,) = 0 (z,, . . . , z, arbitrary in L). 
Continuing in this fashion, after IZ steps a form K,, is obtained which is closed, and such 
that K,(zl, . . . , z,.) = 0 in case Zi = qi for some i, or equivalently, such that K,(zl, . . . , z,) = 0 
in case zi = qj for some i and j. Again it follows from the closure relations that each com- 
ponent K(zl, . . . , z,) commutes with every qi, and so is a polynomial in the qi . This means 
that K,, is in the range of a trivial modification of r, so that the problem has been reduced 
to an application of the classical Poincart lemma, in conjunction with Theorem 3 ; alterna- 
tively, n further steps of a similar but simpler nature will effect a reduction to the trivial 
case in which K vanishes identically. 
The proof shows additionally the 
COROLLARY 4.1. If K is a cIosed form each coejiicient of which has degree <m (as an 
element of E), then there exists a form H, each coeflicient of which has degree _<m + 1, such 
that K = dH. 
$6. RENORhtALIZATION IN THE CLIFFORD ALGEBRA 
In the case of the Clifford algebra over the pair (L, F), where F is a symmetric non- 
degenerate bilinear form on the real linear vector space L, there is a parity function p(u) 
partially defined on E : p(u) = + 1 according as Pu = rt u, where P is the automorphism 
of E which carries z + -z for z E L. Much use will be made here of the operation, previously 
used in the theory of Clifford algebras, 
(24, z} = UZ - (- 1)‘zu (U E E, z E L), 
where i the parity of U; the operation {u, z} is extended from the elements u of exact parity 
to all elements of E by linearity. Note that if u has exact parity, then {u, z> always has 
opposite parity to that of U, where 0 is defined as having both parities. Note also that 
deg {u, z} < deg u if u # 0. 
As in the case of the Weyl algebra, let E and E, be two given linear functionals on E, 
where F is now supposed to be symmetric, and assume that EJe) = 1. A renormalization 
map for Erelative to E0 is defined as a linear operator Non EL) such that for arbitrary z E L, 
(9 UW), 4 = N{u, 4), UEE(L); 
(ii) E(iV(u)) = E,(u) if u is even, u E E(L). 
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THEOREM 5. IfL is infinite-dimensional, and E and E0 are linear functionals on E(L) such 
that E(e) # 0, E,(e) # 0, then there exists a unique renormalization map for E relative to E,, , 
When F is symmetric, the projection of L onto a finite-dimensional subspace is defined 
in the conventional fashion analogous to that indicated earlier for the case in which F was 
anti-symmetric. 
LEMMA 5.1. In case L is injinite-dimensional there exists at most one renormalization 
map. 
Let N and N’ be renormalization maps for E relative to E,, , and set D = N - N’; 
suppose there exist elements u’ E E such that D(u) # 0; then there exist monomial such 
elements, i.e. elements of the form z1z2 . . . z, for some zi E Li; let u be such a monomial 
element of minimal degree. Then 
{Du, z> = D(@, z>), 
but {u, z} is easily seen to be a linear combination of monomial elements of lower degree 
than that of u; hence D({u, z}) = 0, so that {Du, z} = 0 for all z E L. 
To analyze the relations {v, z} = 0 for all z E L, v being a fixed element of E, write v in 
the form v = v,, + vr, where v0 and vr are the constituents of v of even and odd parity, 
respectively; then 
{% > 4 + {VI, 4 = 0, 
but {vO, z} and {vr, z} have opposite parity, so that both must vanish. Thus 
v~z-zv~=o=vlz+zvl, 
for all z E L. Now v. is in the subalgebra E(M) generated by some finite-dimensional 
subspace of L, and it is no essential loss of generality to assume that this subspace M is 
even-dimensional (by enlarging it if necessary) ; the relations [vc , z] = 0 for all z E M mean 
that v0 is central in E(M), but it is well known that only scalars 1e are such. 
Similarly, v1 is contained in E(M) for some M of finite even dimension. If w = 
e1e2 .. . e,, where the ei constitute a basis for M, it is easily verified that w anti-commutes 
with each e,, and hence with all elements of M. It follows that vrw commutes with each 
element of M, and so is central in E(M); it is therefore a scalar which implies that v1 = I’w 
for some scalar I’, since +v2 is a scalar; but since w is of even parity, this equation can hold 
only if ;1’ = 0. 
It follows that Du = le for some scalar 13. On the other hand, E(Du) = 0, implying 
that M(e) = 0, and hence that 1 = 0. 
As in the anti-symmetric ase, a function cp on L will be called tame in case there exists 
a finite-dimensional subspace N of L such that q(z) = &z’) whenever F(z, w) = F(z’, w) 
for all w in N; this is equivalent o the requirement hat q(z) = cp(Pz), where P is the pro- 
jection of L onto N. 
LEMMA 5.2. Let K be a tame linear map from L into E(L); then there exists an element 
u E E such that K(z) = {u, z} for all z E L if and onZy zf :(K(z), z’} + {K(z’), z} = 0, for alf 
z and z’ in L. 
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The “ only if ” part follows by straightforward reduction to the cases in which u is 
odd or even. 
To treat the “ if ” part, note first that there is no essential loss of generality in assuming 
that L is of finite even dimension. For if the conclusion is established in this case, then let 
M be a finite-dimensional subspace of L such that K(z) E E(M) for all z E L; such a subspace 
M exists by virtue of the tameness of K, which implies that there exists a finite set of elements 
of E(L) such that all K(z) are in the algebra generated by this finite set; each such element 
u in this finite set is contained in E(MJ for some finite-dimensional subspace MU, and the 
algebra they generate is contained in E(M), where M denotes the union of the MU, as u 
varies. By enlarging M, if necessary, it may be further assumed that K is based on M, 
i.e. K(z) = K(Pz), where P is the projection of L onto M; and by further enlargement, if
necessary, it may be assumed that M is even-dimensional. Assuming the validity of the 
lemma when L is of finite even dimension, it then follows that there exists an element 
u E E(M) such that K(z) = {u, z} for all z E M. On the other hand, K(z) = 0 if z is orthogonal 
to M, since K is based on M; but {v, z} = 0 if u E E(M) and z is orthogonal to M, so it 
follows that K(z) = {u, z} also when z is orthogonal to M. Since every vector z in L has 
the form (z - Pz) + Pz of the sum of vectors respectively orthogonal to and in M, the 
conclusion of Lemma 5.2 follows from the linearity of K. 
Nowlete,,e,,..., e, be a basis for the finite-dimensional space L. By an observation 
used in the proof of Lemma 5.1. the proof may be reduced to those for the cases in which 
the values of K are respectively all even or all odd. Setting K(e,) = ki, it must be shown 
that there exists an element u E E(L) such that 
ue, + eiu =ki (values of K even) 
uei-eiu=ki (values of K odd). 
Let u1 = (1/2)k1e, ; then u = u1 satisfies equation (*) in the case i = 1, for either parity, 
by virtue of the hypothesis of the lemma, according to which 
[ki 3 ejl = - [kj 3 eil (values of K even) 
[ki,ejl+ = [kj,eil+ (values of K odd), 
where [a, b], is defined as ab + ba. These relations imply, in the case i =j, the relations 
[ki, ei] = 0 (values of K even) 
]ki, eJ+ =O (values of K odd) ; 
from the latter relations, the indicated property of u1 follows readily. On defining now 
K,(z) = K(z) - {q, z}, the linear mapping Kl satisfies the same conditions as K, by virtue 
of the “ only if ” part of the lemma; has all its values of the same parity as K; and has in 
addition the property that Kl(e,) = 0. 
Thus the proof has been reduced to the case in which K(e,) = 0. Assuming now that 
this is the case, set uz = (1/2)kz e, ; then {u2, ez} = k, , by the same argument as in the 
preceding paragraph. In addition, {uz , cl} = 0, for (k, , el} = - {k,, e,} ; when the values 
of K are even, {u2, k,} = u2 e, -t elu2 = (1/2)k2 e2 e, + (1/2)e,k, e2, which vanishes by 
virtue of the commutativity of k, with e, and the anticommutativity of e2 with e, ; when the 
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values of K are odd, {u2, el} = u2 er - e1e2 = (l/2)& e2 e, - (1/2)e,k, e2, which vanishes 
by virtue of the anticommutativity of kz and e, with e,. This means that if K is further 
modified by the subtraction of the mapping z -+ {u2, z}, then K(e,) is made to vanish and 
the previously attained vanishing of K(e,) is unaffected. 
It is now evident that by continuing in the indicated fashion, after a series of at most 
n steps a reduction will have been achieved to the trivial case in which all ki vanish. 
LEMMA 5.3. In Lemma 5.2, if the values of K are all of one parity, then u may be chosen 
to have the opposite parity. 
This is clear from the construction. 
Proof of Theorem. For an element le of degree zero in E, let N be defined by the 
equation 
N(le) = k!$(e)E(e) - le. 
It is then easily verified that conditions (i) and (ii) in the definition of a renormalization 
map are satisfied for the elements u of degree 0; in addition, the following condition is 
satisfied : 
(iii) parity (N(U)) = parity (u). 
Now suppose that a mapping N with the indicated properties, and in addition property 
(iii), has been defined on the linear subspace of E consisting of the elements of degree cm, 
and let u be a given element of degree m. Let K(z) = N({u, z}) ; this is well defined since 
{u, z) has degree less than that of U, if u # 0. It is readily verified that K satisfies the condi- 
tion hypothesized in Lemma 5.2. Hence there exists an element v E E such that {u, z} = 
N({u, z}). If m is even, then {u, z} is odd, as is N({u, z}), by the induction hypothesis; 
by Lemma 5.3. v may be chosen to be even; it is then uniquely specified by the requirement 
that E(v) = E,,(U). On the other hand, if m is odd, then {u, z} is even, as is N({u, z}), and 
v may be chosen to be odd. It follows from the proof of Lemma 5.1 that v is unique. 
Now defining N(U) = a, then (i), (ii), and (iii) are easily verified within the subspace of 
elements u of degree sm. 
COROLLARY 5.1. The renormalization map N has the property that deg(N(u) - u) < 
deg u ifu # 0. 
The proof is parallel to that for Corollary 1.1. 
We note finally that there is no difficulty in adapting Theorem 5 to the case in which 
L is finite-dimensional, but the statement is more complicated, and not needed here. 
$7. QUANTIZED FORMS IN THE CLIFFORD ALGEBRA 
In view of the analogy between Theorems 5 and 1, and in the relevant underlying 
formalism, the question naturally arises of the possible existence of an analog in the Clifford 
algebra case to the Q-forms associated with the Weyl algebra. There is indeed, as shown in 
this section, a closely parallel theory. However, just as anticommutation rather than com- 
mutation relations are involved in the Clifford algebra, so will the corresponding forms be 
symmetric rather than anti-symmetric. 
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Dejinition. Let E denote the Clifford algebra over the pair (L, F), where L is a real 
linear vector space and F is a nondegenerate symmetric bilinear form on L. A quantized 
form over (L, F) of degree k (or a k - Q-form) is a k-linear symmetric mapping from L 
into E, which is tame. That is, a function K(zl, . . . , z,) defined for Zi E L, linear as a function 
of zi when the other variables are fixed, invariant under arbitrary permutations of zr, . . . , z, , 
and such that K(zl, . . . , z,) = K(P.q, . . . , Pz,), where P is the projection of L onto some 
finite-dimensional submanifold. 
A Q-form of degree 0 is defined as an element of E. If K and L are Q-forms of degrees 
i and j over (L, F), the product K A L is defined as the Q-form of degree i + j obtained by 
symmetrizing the ordinary product 
(KAL)(z,, . . . . zi+j) = [(i +j>!l-‘W(~t~~~ > **- 3Zt(ijUZt(i+,, 3 0.. 3 ztci+n>v 
where t ranges over the group of all permutations of the first i + j natural numbers. The 
full algebra of Q-forms is defined in the same way as in the case of the Weyl algebra. 
The derivative dK of a given m - Q-form K is defined as the form of degree (m + 1) 
given by the equation 
(m + 1) dK(-+ . . . , z,+A =&AZ,(I), K(z~(z), . . . , z,(,+~))l; 
where C is the cyclic group generated by the permutation (1,2, . . . , m + 1); and extended 
to non-homogeneous forms by linearity. 
THEOREM 6. If K is any Q-form (in the Clzyord case), then so also is dK, and d2K = 0. 
That dK is a quantized form is quite easily seen except for its symmetry. From its 
construction, it is invariant under both the group H of all permutations on the integers 
1,2, . ..) m, and under the cyclic subgroup generated by the permutation q = (I,& . . . , m, 
m + 1). Now H is a subgroup of index m + 1 in the symmetric group G on the integers 
1,2, . . . . m + 1; the elements q, q2, . . . q”‘+l are all distinct; and no two are conjugate with 
respect o H, since 
hq” = h’qz’(h, h’ E H) 
implies that qb-” E H, which can be the case only if b is congruent o a module the period 
of q (i.e. m + 1). It follows that q, q2, . . . , f+’ form a complete set of representatives in
the coset decomposition of G with respect o H, implying that G is generated by H and q. 
Hence dK is invariant under the full symmetric group on the integers 1,2, . . . , m + 1. 
To show that d2 = 0, we employ, for variety, a different method from that used in the 
case of the Weyl algebra; let K be an r - Q-form, and set K, for the (r - 1)-form: 
KJzl, . . . , z,+I) = K(w zi, . . . , &+I ). It follows from the definition of dK and the sym- 
metry of K as a function of its I variables that 
dK(z,, ~29 -.. 3 z,+,) = (dKdz2, a.. 9 z,+dlw+z, + (~1, K(z2, . . . , z,+J). 
Now set L = dK; then 
L,(z2,...,~,+1)=d~y(zz, . . . . z,+J+{w,K(z, ,..., zr+1}. 
166 IRVING SEGAL 
from which it follows that 
dL(z,, . . . , z,+z) = dL,(z, > . . . 3 z,+z)lw=z, + 1~1, L(z,, . . . , z,+z)>. 
Now 
dL,(z, , . . . ~zr+z)=d2Uz,~ . . ..~r+l.~~+2)f~Cq{~q(r+2),(~,~(~q(~),...,~~(r+~))} 
where q now varies over the group of all cyclic permutations of the integers 2, 3, . . . , r + 1, 
r + 2. 
If as the basis of an induction hypothesis it is assumed that dzM = 0 for any (r - l)- 
form M (as is clearly the case when r = l), it then follows, on noting that K, is of degree 
r - 1, that 
dL(z,, . . . , z,+d = T+.q(r+zp hWq,,,, a.. > z,~r+~~l~ + h, Lb,, . . . 3 z,+J>. 
Substituting L = dK and employing the definition of the derivative, the last term may be 
expressed as 
&{ziAzq(r+z~ K(ZW ..a 3 z,~+I,)>>; 
thus 
This last expression vanishes inasmuch as {z’, {z, u}} + (z, {z’, u}} = 0 for arbitrary ZJ E E 
and z and z’ in L. 
There is no apparent interpretation of a subclass of the Q-forms as C-forms in the 
Clifford algebra case. The differentiation operator nevertheless i connected with the wedge 
product in the same general fashion as in the case of C-forms. 
THEOREM 7. If K and L are symmetric Q-forms, and if K has an exact parity, then 
(5) d(KAL)=dKr\L+p(K)KAdL. 
LEMMA 7.1. Qmfl is spanned by dL A Q, . 
The argument is parallel to that given for the proof of Sublemma 3.1.1, except that the 
commutator [eO, z] is replaced by the anti-commutator. 
LEMMA 7.2. Equation (t) holds when K = dw, w E E. 
The argument is quite parallel to that given for the proof of Sublemma 3.1.2, with the 
replacement of the commutator by the generalized bracket { . , . } and the use of the relations 
(z, ab} = {z, a}b + p(a)a {z, b}, where p(a) is the parity of a. 
Proof of Theorem. It suffices, as earlier, to show that equation (f) holds when K has 
the form K = llw A H with w E L and HE Q, , H being either even or odd, on the assump- 
tion that ($) holds when K is an r - Q-form. In this case, K A L = dw A H A L; by Lemma 
7.2, a(K A L) = -p(w)dw A d(H A L), noting that dw has opposite parity to that of w; 
by the induction hypothesis this in turn equals -p(w) dw A (dH A L -I-p(H)H A dL). 
Combining these results, 
d(K A L) = -p(w) dw A dH A L -p(w)p(H) dw A dL. 
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On the other hand, dK = -p(w) dw A dH; it results that d(K A H) = dK A L +p(K) 
Kr\ dL. 
The generalized Poincare lemma is valid also for the symmetric forms associated with 
a Clifford algebra. 
THEOREM 8. A closed (symmetric) Q-form is exact. 
It suffices to consider the case of a homogeneous form of degree m, all of whose values 
are either even or odd, by arguments used earlier. In view of the restriction to tame forms 
and an earlier reduction, there is no essential loss of generality in assuming that the under- 
lying space L is finite-dimensional. Consider first the case of a 2-form, K, which is closed, 
and has either all odd or all even values. Let e,, e2 , . . . e,, be a basis for L; set K(ei, ej) = aij; 
then the closure of K means that 
{aij s 41 + {ski, ej> + {ajk, ei> = 0 
for all i, j, and k. At this point it is convenient o use the 
LEMMA 8.1. Let u and z be given elements of E and L, respectively. Then there 
exists an element vE E suclr that {v, z} = uz2 if and onZy if {u, z} or z2 = 0; and in the event 
that this condition is satisfied, vmay’be taken as (1/2)uz. 
The proof reduces easily to the two cases: (a) u is even; (b) u is odd. In either case, u 
may be written in the form u = a1 + u2 z, where the Ui are in the subalgebra E(z’-) generated 
by the subspace of L orthogonal to z. In case (a), the condition that {u, z} = 0 means that 
b,,zl+ [~,z,zl=o; 
on the other hand, u1 is even and so commutes with z, while a2 is odd and so anti-commutes 
with z, so that this equation implies that u2 z2 = 0. NOW v = (1/2)uz is odd; {v, z} = (l/2) 
[ulz, z]+ + ($)[a2 z2, z]+ = u1z2. While UZ’ = u1z2, so {v, z} = UZ’. In case (b) the con- 
dition that {u, z} = 0 means that 
hzl+ -I- [~2&4+ =o; 
on the other hand, u1 is odd and so anti-commutes with z, while u2 is even and so commutes 
with z, so that this equation again implies that u2 z2 = 0. It follows as earlier that 
(u, z} = UZ2. 
The necessity of the condition that {u, z} = 0 follows on forming {uz’, z}, which must 
vanish on the one hand (cf. the “only if ” part of Lemma 5.2) and on the other equals 
z’{u, z}. End of proof. 
Returning now to the proof of the theorem, note that in particular the closure of K 
implies that {aii , ei} = 0. On defining a l-form H by the conditions: H(el) = ($)alle, and 
H(q) = 0 for i > 1, it follows that dH(e,, e,) = a,,. Setting Kl = K - dH,, Kl is again 
closed, and Kl(e,, ei) = 0. The problem is thus reduced to the case in which alI = 0, and 
we suppose henceforth that this is the case. 
Substituting in the closure relations shows now that (a, i, el} = 0. Defining a l-form 
J by the conditions: J(e,) = 0, J(eJ = ($)a,ie,, it follows that dJ(el, ei) = ali. On sub- 
tracting dJ from the form in question, the problem is further reduced to the case in which 
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ali = 0 for all i. As in the treatment of anti-symmetric forms in the Weyl algebra, the next 
step is to reduce to the case in which azi = 0 for all i. This may naturally be done by con- 
tinuing the procedure just indicated; the only question is whether the vanishing of the a,, is 
unimpaired by the continuation of the procedure. 
To see that this is the case, consider first the effect of subtracting from K the form dR, 
where R is a l-form such that R(e,) = (+) a,,e,andR(ej)=Oforj#O;setK’=K-dR. 
Then K'(e, , e,) = 0 for the same reasons as in the case of Kl(el, el). In addition, 
2K’(el, 4 = {R(er), 4 + {R(Q cr> = {-(Z))a22e,, ed, 
where the closure of K is used, via the implication: {K(e,), e,} = -{K(el), e,}; on the 
other hand, for any j 
{a,j,ezl +{a,,,ej}+{ajz,e,}=O, 
showing that {ajz, e,> = 0 for all j; in particular, {azz , e,> = 0. It is readily concluded 
that {uz2 e2, e,> = 0, showing that K’(el, e2) = 0. NOW K(e,, ej) = 0 for j > 2 because of 
the vanishing of R(ej) for j > 2; thus the reduction to the case in which K(e, , e,) = 0 can 
be brought about without impairing the vanishing of the K(e,, ej) for all j. 
Now set K” = K’ - dS, where S is the l-form su&h that 
S(e,) = S(e,) = 0 ; s(ej> = (tb2 j e2 . 
Then for the same reasons as earlier, K “(e 2, ej) = 0 for all j. On the other hand, 
K”(ei, ej) = -dS(e,, ej) = -(#(iS(eJ, e,> + {S(ej), cl>) 
= -W%je29 ed. 
Now employing the condition 
Ialj, 4 + t.Q 217 ejl + {aj2y e,l = 0 
for the case in which the a,j = 0, it results that (aj2, e,} = 0 for all j. From this and the 
relation aj2 = a,j, it follows that {azjez, e,} = 0. 
Thus the reduction to the case in which the K(e, , ej) vanish does not impair the 
previously attained vanishing of the K(e,, ej). It is evident that by a continuation of the 
procedure involved, the problem of integrating the given form is reduced after at most II 
steps to the trivial case in which it vanishes. 
In the case of a form of degree r > 2, the procedure just employed may be extended in 
the following way. Obtain first a form H1 of degree r - 1 such that 
dH,(e,, . . . , er) = K(el, . . . , e,); 
from the closure relation {K(el, . . . , e,), er} = 0, it follows that H may be determined by 
the conditions :
H(e 1, . . . , el> = (!dK(el, . . . , ed; Hei,, . . . , ei,_,l = 0 if ij # 1 for some j. 
This permits a reduction to the case in which K(e,, . . . , e,) = 0. Assuming now that this 
is the case, and employing the corollary closure relations 
{K(ej, q, . . . , elk ed = 0 (j=1,2 ,..., n), 
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a form H, may be obtained which has the property that 
dH&,, el . . . , e, 2) = K(e,, e,, . . . , e, 2) (zeL); 
specifically, Hz may be taken as the form given by the conditions 
H&r, . . . , e,, ej) = (2(r - I))-‘K(e,, e,, . . . , ej)e,, j = 1,2, . . . , n, 
while H, vanishes on any sequence of basis elements not a transform under the symmetric 
group of the sequence ,, . . . , e,, ej , for somej. With the subtraction of dHz , the problem 
is reduced to the case in which K(e,, . . . , e, z) = 0 for all z. 
The next step is the further reduction to the case in which K(e,, . . . , e,, z, z’) = 0 for 
all z and z’. To this end, subtract from K the form dH, , where 
H&r, . . . , er, f?j, Z) = (2(r - 2))-‘K(e,, . . . , e,, f?j, z)eI. 
while H3 vanishes on sequences of basis vectors not a transform of one of the given type. 
In the computation of dH3(el, . . . , e,, ej , z) only one type of non-vanishing term is obtained, 
namely {e,, K(er, . . . , e,, cj , z)}, which occurs r - 2 times. As a consequence of the closure 
of K, the previously attained vanishing of K(e,, . . . , e,, z), and the symmetry of K, this term 
is readily computed to equal 2K(e,, . . . , rl, ej, z), which with the given multiplicity is 
exactly compensated by the given factor. 
Continuing in this fashion, it is evident that in a finite number of steps the problem is 
reduced to the case in which K(e,, z2, . . . , z,) = 0 for arbitrary zz , . . . , z, E L. Paralleling 
the procedure in the case r = 2, the entire procedure just indicated in connection with e, 
is repeated with er replaced by ez, the aim being a further reduction to the case in 
which K(ei, ~2, . . . , z,) = 0 for i = I,2 and arbitrary zj E L. The only new difficulty, as in 
the case r = 2, is the possible impairment of the previously obtained vanishing of 
the K(e,, z2, . . . , z,) by the modifications of K involved in obtaining the vanishing of the 
K(er, zz, .-. , z,). That indeed the vanishing of these coefficients is unimpaired follows by 
essentially the same argument as in the case r = 2. 
More specifically, the procedure involving e, consists at each stage of the subtraction 
from K of a form of the form dH, where H is determined by conditions of the form: 
H(ez ,*) = cK(ez , e2, *h , 
where c is a normalization constant, and all other H(**) = 0, for sequences ** of 
basis vectors which are not transforms of the indicated ones. In the computation of 
dH(e,, zz, . . . , z,.), all terms vanish except those of the form {H(z, , . . . , z,)er} ; now the 
vanishing of K(el, *) implies that 
dK(zl, z2, .-. , z, 4 = {K(z,, z2, . . . , .4, e,>>, 
which in conjunction with the closure of K implies that all {K(z,, . . . , zr), e,} vanish. This 
implies also the vanishing of {K(e, , ez , *)e z, e,}, from which it follows that the subtraction 
of dH leaves unaffected the vanishing of the K(e,, *). 
Continuing further to render K(e, , *) = 0, etc., it is evident that after at most r2 steps 
of the indicated types, K will be reduced to 0. End of proof. 
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$8. REMARKS ON EXTENSIONS 
Questions naturally arise concerning extensions in a variety of directions, among which 
are: (1) the case of the Palgebra over a given linear vector space L, where F is neither 
symmetric nor anti-symmetric; (2) the Q-form analogue of the differentiable forms on 
euclidean space whose coefficients are merely regular, and not necessarily polynomials; 
(3) the analogue for general, not necessarily linear manifolds, of Q-forms, and the cor- 
responding cohomology algebra. We shall not treat these questions technically at this time, 
but shall note very briefly the character of the problems to which they lead. 
(1): The case of an F-algebra over a given linear vector space L, such that F is the 
direct sum of a symmetric and an anti-symmetric form is to a large extent reducible to that 
already given. The corresponding algebra is a direct product of Clifford and Weyl algebras, 
which is amenable to treatment hrough the consideration of Q-forms over one of the al- 
gebras whose values are in a module relative to the other algebra. This mixed case is relevant 
to the treatment of one of the most interesting types of quantum fields, that representing the 
interaction of Bose-Einstein and Fermi-Dirac fields. 
In the case of a general (non-degenerate) form F, we are unaware of any non-trivial 
results concerning the associated algebra; quite possibly there do not exist simple analogues 
to the present developments for the general case. The question has some physical interest 
in relation to the question of the theoretically possible different varieties of quantum 
statistics. 
(2) : A notion of “ differentiable operator “, analogous to that of differentiable function, 
can be introduced along lines set forth in the thesis of Richard Lavine, M.I.T., 1965. More 
specifically, a differentiable operator on a euclidean space E,, is an operator T on L,(E,) 
which lies in the Hilbert space, say G, of all Hilbert-Schmidt operators on L,(E,), where 
the inner product on G has the form <A, B) = tr (B *A), and is in the domains of all powers 
of the self adjoint operators z”, for all z E L, where L = E,, + E,*, and Z is the infinitesimal 
generator of the one-parameter group on G, 
T + W(.sz)TW( -sz), -m<<x<co, 
where W(z) is the Weyl operator corresponding to z in the Schriidinger representation, 
(i.e. a translation operation if 2 E En, a multiplication operation if z E E,*, and a corre- 
sponding combination otherwise). (Such operators are necessarily bounded; unbounded 
ones could be introduced, but for local purposes, as in the case of differentiable functions, 
the bounded ones suffice.) “Analytic operators” could also be defined, essentially by 
specialization of the notion of analytic vector for a group representation. 
The differentiable (or analytic) operators form algebras, invariant under the trans- 
formations induced by the automorphisms of F, as well as under bracketing with the 
operators corresponding to elements of L, and there is no formal difficulty in adapting the 
basic concepts concerning Q-forms to forms having values in these algebras. However, 
the analogue of Theorem 4 requires further assumptions analogous to those required in the 
classical case, of integrability (in the sense of the trace), and of vanishing of various integrals 
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(in the same sense). In a suitable local formulation these conditions may well play no role, 
as in the classical case. The differentiable Q-forms, relative to the inner product derived 
from the trace inner product for operators, constitute a pre-Hilbert space analogous to the 
classical one for differentiable forms which are sufficiently small at infinity. 
(3): Let M now be a general manifold, assumed for simplicity to be finite-dimensional. 
In place of the space L, one may use the Lie algebra L’, of all operators of the form X f M, , 
where X is a C” vector field and M, is the operation of multiplication by the C” function 
f on M, acting on the space of all C” functions on M; however, the circumstance that the 
commutator of two elements of L is no longer central eads to additional requirements and 
terms in the treatment of Q-forms. A 0 - Q-form, for example, may be defined as an 
element u of the enveloping algebra E’ of L; its differential in turn is defined by the equation :
h(z) = [z, u], z E L’. If H is a given linear mapping from L’ into E’, it is straightforward 
to verify that in order that it have the form: H = au, it is necessary that 
(9 aH = 0, where 2aH(z, z’) = [z, H(z’)] - [z’, H(z)] - H([z, ~'1); 
(ii) H(uz) = H(u)z + vH(z) (u an arbitrary multiplication operator). 
This leads to the definition of a 1 - Q-form on M as a linear mapping from L’ into E’ 
satisfying the localization condition (ii), and to the definition of differentiation given in (i). 
There is no difficulty in extending the treatment o higher-order forms, in part along 
known lines for C-forms (cf. in particular [5]). The method of proof of Theorem 4 is 
adaptable to a local treatment of the corresponding result on a manifold. The concepts of 
differentiable and analytic Q-forms described in (2) may also be adapted to arbitrary mani- 
folds, as well as the notion of the inner product of two such forms on a Riemannian 
manifold. 
In the case of a compact manifold, there results a concept of Q-cohomology algebra, 
in which the conventional algebra is canonically imbedded as a subalgebra. There is how- 
ever some reason, connected with the quantization procedure mentioned earlier and the 
extensive generalization of it recently made by B. Kostant, to doubt that the Q-cohomology 
is materially richer than the C-cohomology. The adaptation of Riemannian manifolds of 
the algebra of symmetric (Clifford) Q-forms should lead to further interesting relations with 
classical topological or differential invariants. 
$9. REMARK IN RELATION TO HOMOLOGICAL ALGEBRA 
In part, the structures considered here provide instances of homological algebraic ones. 
The systematic use of the framework provided by the Cartan-Eilenberg Homological 
Algebra would quite possibly illuminate and perhaps simplify some of the present con- 
siderations. The direct approach employed is however relatively brief, as well as construc- 
tive, and in addition provides methods applicable to more general situations involving 
non-algebraic features. 
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