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Resumen En este artículo, se presenta una introducción no técnica a la familia de modelos
de clases jerárquicas (HICLAS, abreviados por sus siglas en inglés). El modelo HICLAS original,
propuesto por De Boeck y Rosenberg en 1988, permite analizar una matriz de datos binarios;
es decir, analiza una tabla con valores de 0 o 1. Contrario a otros métodos de clasiﬁcación,
HICLAS proporciona como resultado del análisis (a) dos clasiﬁcaciones jerárquicas, una de los
«objetos» (las ﬁlas de la tabla) y otra de los «atributos» (las columnas), y (b) una asociación de
dichas clasiﬁcaciones a partir de la cual se puede pronosticar (o reconstruir) el valor en cada
celda de la tabla. Se ilustran los beneﬁcios de los modelos HICLAS con ejemplos en el ámbito
de la educación médica, explicando los diversos pasos en la aplicación de este método y con
especial énfasis en la interpretación de los resultados.
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(HICLAS) models. The original HICLAS model, proposed by De Boeck and Rosenberg in 1988, is
suited for the analysis of a binary data matrix; that is, it analyses a two-way table with values
equal to 0 or 1. Unlike other classiﬁcation methods, the output of a HICLAS analysis includes
(a) two hierarchical classiﬁcations, one for the ‘‘objects’’ (the table’s rows) and another for
the ‘‘attributes’’ (the columns), and (b) an association of these classiﬁcations from which it is
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models are illustrated with examples in the ﬁeld of medical education, with an explanation
of the different steps in the application of the model, as well as special emphasis on the
interpretation of the results.
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BClasiﬁcar es una de las tareas básicas de cualquier dis-
ciplina cientíﬁca1; los ejemplos incluyen las clasiﬁcaciones
en la biología que han llevado a las taxonomías para el
reino animal y vegetal, el clustering de expresiones génicas
en la medicina2, y la agrupación de clientes en un contexto
de mercadotecnia3. Las últimas décadas han presenciado
un aumento exponencial en la popularidad de los métodos
de clasiﬁcación4, especialmente en las ciencias sociales,
donde sirven como modelo estructural para una amplia
gama de fenómenos psicológicos y educativos. Tanto el
desarrollo de nuevos métodos, con modelos que permiten
analizar los problemas de interés desde una perspectiva
distinta, como la optimización de algoritmos y las computa-
doras cada vez más potentes, son factores que se relacionan
con este incremento. Como nota al margen, es importante
resaltar que, a pesar de los esfuerzos para poner orden
en la jungla de los métodos de clasiﬁcación4,5, la falta de
un marco uniﬁcador sigue siendo un obstáculo signiﬁcativo
para los investigadores aplicados que buscan el método
de clasiﬁcación idóneo para el análisis de sus datos; en
particular, se encuentran con conceptos y modelos desarro-
llados en diferentes ámbitos sin contar con «puentes» que
permiten entender las relaciones entre estos numerosos
métodos y sus variantes. Para revisiones recientes del área
de clustering y clasiﬁcación véase Hennig et al.6 y Mirkin7.
El objetivo de un clustering generalmente es derivar
una clasiﬁcación de un conjunto de elementos según cier-
tos criterios de tal forma que cada uno de los grupos sea
(relativamente) homogéneo. Aunque se pueden comparar
los métodos de clasiﬁcación acorde con diferentes princi-
pios, el más común consiste en distinguir entre los siguientes
tres tipos de clustering5,8:
(a) Los que implican una partición de los elementos, es
decir, una clasiﬁcación en la cual cada elemento per-
tenece precisamente a un grupo; matemáticamente
hablando, en una partición los grupos son exhaustivos
y mutuamente excluyentes.
b) Los que llevan a un agrupamiento anidado, lo cual
quiere decir que se permite que los elementos per-
tenezcan a múltiples categorías; sin embargo, si la
intersección entre dos categorías no es vacía, enton-
ces una de ellas es un subconjunto de la otra. El
clustering jerárquico se puede interpretar como un
agrupamiento anidado, en el cual están presentes tanto
el conjunto completo de todos los elementos como todos
los conjuntos elementales (los que contienen solo un
elemento).(c) Los que resultan en categorías superpuestas, no anida-
das (en inglés conocido como overlapping clustering);
permiten que los grupos tengan elementos en común
sin que estén anidados.
e
l
d
pLa ﬁgura 1 ilustra los tres tipos de clustering utilizando
guras geométricas como elementos. Más adelante se pre-
entarán ejemplos propios del área de la educación médica.
De una forma u otra, los métodos de clasiﬁcación utili-
an (una cuantiﬁcación de) la (di)similitud entre pares de
os objetos que se desean clasiﬁcar. Varios métodos (como
DCLUS9 y el clustering jerárquico de Johnson)10 analizan
irectamente las similitudes entre los objetos, es decir, los
atos para estos métodos se organizan en una tabla en la
ual las ﬁlas y las columnas reﬁeren a los mismos objetos y
as celdas contienen, por ejemplo, las coocurrencias o con-
usiones entre pares de objetos11 o juicios directos de su
imilitud12. Sin embargo, raras veces los datos primarios de
n estudio toman la forma que se acaba de describir; es más
omún encontrarse con una tabla de datos donde las ﬁlas
eﬁeren a «observaciones» y las columnas a «variables». En
l contexto de modelos de clasiﬁcación, se suelen utilizar,
n vez de observaciones y variables, los nombres genéricos
e objetos y atributos, respectivamente. Si se desea aplicar
os métodos de clasiﬁcación anteriormente mencionados a
atos de este tipo, se requiere un preprocesamiento de la
abla original para derivar la tabla de similitudes (o, como
ambién se dice, las proximidades), por ejemplo, un análisis
e correlación entre los objetos. De forma más general, se
alcula para cada par de objetos la proximidad a través de
n procedimiento que compara los valores de los dos objetos
n los atributos8.
Debe ser claro que los métodos que operan de esta forma
olo llevan a una clasiﬁcación de los objetos. Si bien es cierto
ue se puede aplicar la misma estrategia para calcular y
nalizar las proximidades entre los atributos (por ejemplo,
alculando la correlación entre cada par de atributos) y, de
sta forma, se obtiene una clasiﬁcación de los atributos,
e trata de dos análisis separados, sin que los resultados
btenidos tengan una relación clara. En este artículo, pre-
ento una breve introducción a una familia de modelos,
enominados modelos de clases jerárquicas (HICLAS, por
us siglas en inglés), que permiten analizar directamente
a tabla de objetos por atributos (es decir, sin derivar medi-
as de la proximidad en un paso previo), y que proporcionan
na clasiﬁcación simultánea de los objetos y atributos. En
ste sentido, el modelo es similar al método descrito por
artigan13,14; sin embargo, como propiedad única, los mode-
os HICLAS, además de clasiﬁcar los objetos y atributos,
ambién incluyen una representación de las relaciones jerár-
uicas entre las clases.
El modelo HICLAS original fue propuesto por Paul De
oeck y Seymour Rosenberg en un artículo en Psychometrika
n 198815. A partir de este modelo seminal, se han desarro-
lado variantes y extensiones de tal forma que hoy se habla
e una familia de modelos HICLAS. En este artículo, se
resenta primero el modelo original a través de un ejemplo
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técnicas son equivalentes si los mismos profesores las consi-
deran adecuadas o, reﬁriéndonos a la tabla, si sus columnas
son idénticas. Por ejemplo, las técnicas LD y DG en la tabla 1
son equivalentes.
Tabla 1 Datos hipotéticos de ocho profesores sobre si apli-
carían (1) o no (0) siete técnicas didácticas
LM LD EC DG EP AC TG
Prof. Abraham 1 0 0 0 1 0 0
Prof. Bruno 1 0 1 0 1 1 1
Prof. Carlos 0 1 1 1 1 1 1
Prof. Daniel 0 1 0 1 1 1 1
Prof. Elio 1 1 1 1 1 1 1
Prof. Flavio 1 0 0 0 1 0 0
Prof. Giovanni 1 0 0 0 1 0 0
Prof. Hugo 0 1 1 1 1 1 1
AC : análisis de casos; DG : debates entre estudiantes;igura 1 Ilustración de diferentes tipos de clustering de ﬁgur
clustering jerárquico); derecho: agrupamiento no anidado (ove
n el contexto de educación; en particular, se introducen las
ropiedades más importantes del modelo, su representación
ráﬁca y el proceso de aplicar el modelo a datos empíricos.
omo variante del modelo original, el cual, por razones
ue se explican más abajo, se conoce como disyuntivo,
e propuso en 1995 el modelo conjuntivo16. En la segunda
ección, se ilustran las propiedades de esta variante y se
xplica en qué diﬁere del modelo original. En la tercera
ección, se describen brevemente algunos otros miembros
e la familia HICLAS, desarrollados más recientemente. Se
oncluye este artículo con unos comentarios ﬁnales.
l modelo HICLAS disyuntivo de De Boeck
Rosenberg
res tipos de relaciones deﬁnidos sobre la tabla
e datos
l modelo disyuntivo original analiza una tabla de objetos
ﬁlas) y atributos (columnas) cuyas celdas tienen valores
guales a 0 o 1. La tabla 1 muestra unos datos hipotéti-
os que servirán para ilustrar los conceptos en esta sección;
epresentan las técnicas didácticas que ocho profesores del
osgrado consideran adecuadas para utilizar en clase. En
ste ejercicio, se consideran las siguientes siete técnicas:
ección magistral (LM), lectura y discusión grupal de artícu-
os cientíﬁcos (LD), ensen˜anza asistida por la computadora
EC), debates entre grupos de estudiantes (DG), ejercicios y
roblemas prácticos (EP), análisis de casos (AC), y trabajos
n grupos pequen˜os (TG). Los profesores son los «objetos»,
as técnicas didácticas son los «atributos». Si un profesor
onsidera adecuada una técnica, entonces la celda corres-
ondiente muestra el valor de 1; en caso contrario, el valor
s 0.
En una tabla de datos de este tipo se pueden deﬁnir tres
ipos de relaciones: equivalencia, jerarquía y asociación.
stas relaciones se deﬁnen independientemente del modeloométricas. Izquierdo: partición; medio: agrupamiento anidado
ping clustering).
ICLAS (o cualquier otro modelo). Se trata de cualidades de
os datos. A continuación, se explican estas relaciones.
Para los datos de la tabla 1, se deﬁne la relación de equi-
alencia entre dos (o más) profesores y, de forma similar,
ntre dos (o más) técnicas didácticas (en general, se deﬁ-
en relaciones de equivalencia entre los objetos y entre los
tributos). Considerando dos profesores, existe una relación
e equivalencia entre ellos si sus opiniones sobre cada una
e las siete técnicas coinciden. En otras palabras, dos pro-
esores son equivalentes si tienen los mismos (valores en
os) atributos; es cuando sus ﬁlas en la tabla son idénti-
as. En nuestro ejemplo, los profesores Carlos y Hugo son
quivalentes ya que ambos consideran adecuadas todas las
écnicas excepto LM. De forma análoga, se deﬁne la rela-
ión de equivalencia entre las técnicas didácticas: dos o másEC : ensen˜anza asistida por la computadora; EP : resolución
de ejercicios y problemas prácticos; LD : lectura y discusión gru-
pal de artículos cientíﬁcos; LM : lección magistral; TG : trabajos
en grupos pequen˜os.
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Figura 2 Representación gráﬁca del modelo HICLAS disyun-
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También las relaciones de jerarquía se deﬁnen entre los
profesores (los objetos) y entre las técnicas didácticas (los
atributos). En particular, se dice que el profesor A es jerár-
quicamente superior al profesor B si se cumplen las siguiente
dos condiciones: (a) en el caso de que el profesor B consi-
dere adecuada una técnica didáctica, también el profesor
A la considera adecuada y (b) el profesor A considera más
técnicas como adecuadas que el profesor B. Por ejemplo,
en la tabla 1, el Prof. Bruno es jerárquicamente superior al
Prof. Abraham ya que (a) Bruno considera adecuadas todas
las técnicas didácticas que Abraham considera adecuadas
(LM y EP), y (b) hay técnicas (EC, AC, y TG) que Bruno con-
sidera adecuadas y Abraham no. Las relacionas jerárquicas
entre las técnicas didácticas se deﬁnen de forma similar. Por
ejemplo, en la tabla 1, la técnica AC es jerárquicamente
superior a la técnica LD debido a que todos los profesores
que encuentran adecuada LD también encuentran adecuada
AC, y además, hay un profesor (Bruno) que considera ade-
cuada la técnica AC, pero no la LD.
Es conveniente aclarar en este punto de la exposición tres
elementos. Primero, la relación de equivalencia es simé-
trica, mientras que la relación de jerarquía es asimétrica.
Por ejemplo, el Prof. Carlos es equivalente al Prof. Hugo,
y, por lo tanto, se sabe que Hugo también es equivalente
a Carlos. Por otro lado, el Prof. Bruno es jerárquicamente
superior al Prof. Abraham; sin embargo, el Prof. Abraham es
jerárquicamente inferior a el Prof. Bruno. Segundo, a par-
tir de las relaciones de equivalencia se deﬁnen clases de
profesores y clases de técnicas didácticas. Una clase es un
conjunto de profesores equivalentes o técnicas equivalen-
tes. Por ejemplo, los profesores Abraham, Flavio y Giovanni
forman una clase; asimismo, las técnicas didácticas AC y TG
forman una clase. Tercero, en el párrafo anterior se deﬁnió
la relación de jerarquía entre profesores o técnicas didácti-
cas individuales. Sin embargo, también es común hablar de
relaciones jerárquicas entre las clases. Se dice, por ejem-
plo, que la clase de profesores {Bruno} (que consiste de un
solo elemento) es jerárquicamente superior a la clase de
profesores {Abraham, Flavio, Giovanni}.
La tercera relación que se deﬁne a partir de la tabla
de datos es la relación de asociación. Contrario a las dos
relaciones previas, que se deﬁnen entre profesores o bien
entre técnicas didácticas, la relación de asociación conecta
los profesores (objetos) y técnicas didácticas (atributos). La
relación de asociación es la que naturalmente se lee en los
datos: un profesor está asociado con una técnica didáctica,
si la considera adecuada; es decir, si en la tabla la celda
correspondiente al profesor y la técnica contiene un valor
de 1. Aunque la relación de asociación se deﬁne para obje-
tos y atributos individuales, se puede considerar también la
asociación entre clases de objetos y atributos. Por ejemplo,
en la tabla 1, la clase de profesores {Carlos, Hugo} está aso-
ciada con la clase de técnicas didácticas {AC, TG}; y la clase
de profesores {Abraham, Flavio, Giovanni} no está asociada
con la clase {LD, DG}.
El modelo HICLAS y la representación de los
tres tipos de relacionesHasta el momento, todavía no hemos introducido el modelo
HICLAS; únicamente se deﬁnieron relaciones estructurales
en la tabla de datos. Sin embargo, lo típico del HICLAS es que
i
d
s
yivo para los datos de la tabla 1. Para las abreviaturas utilizadas
e las técnicas didácticas, véase la tabla.
epresenta claramente dichas relaciones de equivalencia,
erarquía, y asociación. Existen dos formas para represen-
ar un modelo HICLAS: la gráﬁca y la algebraica. Primero,
os enfocamos en la representación gráﬁca; se explicaría
ómo los tres tipos de relaciones se representan en la gráﬁca
sociada con el modelo HICLAS disyuntivo.
La ﬁgura 2 muestra el modelo HICLAS para los datos de la
abla 1. En la parte superior de la gráﬁca se encuentran los
rofesores (y, como se explicaría en un momento, las rela-
iones de equivalencia y jerarquía entre ellos); en la parte
nferior se observan las técnicas didácticas (y la represen-
ación de las relaciones de equivalencia y jerarquía entre
stas). Miremos primero la parte superior: las cajas (rec-
ángulos) representan las clases de profesores. Recuérdese
ue los profesores Abraham, Flavio y Giovanni formaban una
lase; en la gráﬁca se observa que se encuentran en la misma
aja.
De esta forma, el modelo HICLAS permite de manera fácil
erivar cuáles son los profesores con las mismas opiniones
obre las técnicas didácticas. Nótese que la ﬁgura también
ncluye una clase vacía (el rectángulo sombreado); al ﬁnal
e esta sección, se explicará su función. Además, si dos cla-
es están conectadas por una línea (siempre descendente
posiblemente pasando por la caja de otra clase), existe
246 I. Leenen
Tabla 2 Representación algebraica (matrices características) del modelo HICLAS disyuntivo para los datos de la tabla 1
Matriz característica de los
profesores
Matriz característica de las
técnicas didácticas
I II III I II III
Prof. Abraham 1 0 0 LM 1 0 0
Prof. Bruno 1 1 0 LD 0 0 1
Prof. Carlos 0 1 1 EC 0 1 0
Prof. Daniel 0 0 1 DG 0 0 1
Prof. Elio 1 1 1 EP 1 1 1
Prof. Flavio 1 0 0 AC 0 1 1
Prof. Giovanni 1 0 0 TG 0 1 1
Prof. Hugo 0 1 1
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fAC : análisis de casos; DG : debates entre estudiantes; EC : ensen˜anz
prácticos; LD : lectura y discusión grupal de artículos cientíﬁcos; L
na relación jerárquica entre ellas. Por ejemplo, la caja
on los profesores Carlos y Hugo está conectada con la
aja de Daniel, que se encuentra más abajo en la gráﬁca,
or lo cual derivamos que Carlos y Hugo son jerárquicamente
uperiores a Daniel. Recuérdese que esto signiﬁca que Carlos
Hugo consideran adecuadas todas las técnicas que Daniel
onsidera adecuadas, y alguna(s) más.
Las equivalencias y relaciones jerárquicas entre las téc-
icas didácticas se leen de forma análoga en la parte inferior
e la ﬁgura, con la importante diferencia de que la jerar-
uía se ha invertido. Es decir, las cajas representan las clases
e técnicas didácticas y dos cajas conectadas por una línea
ndican que la clase que se encuentra visualmente arriba es
erárquicamente inferior a la que se encuentra abajo. Por
jemplo, la clase de las técnicas AC y TG, que en la ﬁgura se
ncuentra debajo de la clase de LD y DG es jerárquicamente
uperior a esta.
También la relación de asociación se lee fácilmente de
a representación gráﬁca del modelo HICLAS: si existe un
amino (siempre descendente, pasando por las líneas y
as cajas) que permite llegar de (la clase de) un profesor
(la clase de) una técnica didáctica, entonces, están aso-
iadas (las clases de) el profesor y la técnica. Por ejemplo,
s posible llegar desde la caja del Prof. Bruno a la caja de
a técnica LM (bajando por el lado de la caja de [Abraham,
lavio, Giovanni]), y entonces este profesor y técnica están
sociados; asimismo, se lee que Bruno considera adecuadas
as técnicas AC y TG, ya que existe un camino que conecta las
espectivas cajas (bajando por la caja vacía y la de EC). Apli-
ando la misma estrategia, se deriva que el Prof. Bruno está
sociado con las técnicas LM, EC, EP, AC y TG, un resultado
ue se puede veriﬁcar en la tabla de datos (tabla 1).
Cabe sen˜alar que subyacen ciertas ecuaciones matemáti-
as a la ﬁgura 2. En particular, la representación algebraica
mplica una descomposición de la tabla de datos en dos
atrices características, una para los profesores (los obje-
os) y otra para las técnicas didácticas (los atributos).
La tabla 2 muestra las dos matrices características del
odelo para los datos de la tabla 1. Las columnas de las
atrices se llaman características*. Aún sin entrar en los
∗ Estas matrices se conocen como «bundle matrices» en la litera-
ura anglosajona original, y las columnas reﬁeren a «bundles».
I
s
m
t
l
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ostida por la computadora; EP : resolución de ejercicios y problemas
cción magistral; TG : trabajos en grupos pequen˜os.
etalles matemáticos, es fácil ver que los tres tipos de
elaciones introducidos anteriormente también están repre-
entados en las matrices características. Se observa que
os profesores (o las técnicas didácticas) equivalentes tie-
en el mismo patrón en las características. Por ejemplo,
os tres profesores equivalentes Abraham, Flavio, y Giovanni
cargan» únicamente en la primera característica. (Se dice
ue un objeto o un atributo carga en una característica, si
a celda correspondiente de la matriz característica tiene el
alor de 1).
Si dos profesores (o dos técnicas didácticas) están
erárquicamente relacionados, entonces, el que es jerár-
uicamente inferior carga en un subconjunto de las
aracterísticas en las que carga el jerárquicamente supe-
ior. Por ejemplo, Bruno, quien está debajo de Elio, carga
olo en las características I y II, mientras que Elio carga
n las tres. Similarmente, observamos que las técnicas
idácticas LD y DG cargan en la característica III y que
as técnicas AC y TG, que son jerárquicamente superiores,
ncluyen además de la característica III, también la II.
demás, la relación de asociación se deriva a través de la
iguiente regla: si un profesor y una técnica didáctica tienen
na (o más) características en común, están asociados. Por
jemplo, el profesor Abraham comparte la característica
con las técnicas LM y EP y, por consiguiente, considera
stas técnicas como adecuadas; Abraham no está asociado
on las otras técnicas, debido a que estas no cargan en la
aracterística I (la única con la que Abraham está asociado).
e puede veriﬁcar que estas y otras derivaciones coinciden
erfectamente con los datos de la tabla 1.
Las clases que cargan en una sola característica se
laman clases básicas; en la representación gráﬁca, se
ncuentran en el nivel más bajo de la jerarquía. En el
jemplo de la ﬁgura 2, las clases básicas son {LM}, {EC} y
LD, DG} (técnicas didácticas) y {Daniel}, Ø y {Abraham,
lavio, Giovanni} (profesores). Debido a que ningún pro-
esor está asociado de forma única con la característica
I, la clase básica correspondiente está vacía (Ø, repre-
entado por el rectángulo sombreado en la ﬁgura). Cabe
encionar que la gráﬁca de un modelo HICLAS disyun-ivo por lo general requiere que se representen todas
as clases básicas, aunque estén vacías, ya que las dos
erarquías se conectan a través de las clases básicas (por
tro lado, clases vacías en los niveles superiores de la
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jerarquía generalmente no se representan en la gráﬁca del
modelo).
Interpretación
La clasiﬁcación proporcionada por el modelo HICLAS se
puede valorar desde dos perspectivas distintas. Por un lado,
implica una partición del conjunto original tanto de los obje-
tos como de los atributos. Por ejemplo, los ocho profesores
se particionan en cinco clases, mutuamente excluyentes y
conjuntamente exhaustivas. Por otro lado, se puede consi-
derar la clasiﬁcación como un agrupamiento no anidado con
clases superpuestas. Desde esta perspectiva, la clase que
contiene el profesor Elio está anidada dentro de las otras
clases, aunque por ejemplo la clase del profesor Bruno está
superpuesta con la de los profesores Carlos y Hugo. Nótese
la similitud con las gráﬁcas en la ﬁgura 1.
Además del aspecto de clasiﬁcación (el cual el HICLAS
comparte con otros métodos de clustering), las relaciones
de jerarquía pueden ser de mucho interés en la práctica.
Suelen dar lugar a interpretaciones del tipo «si . . ., entonces
. . .». En nuestro ejemplo, se puede derivar que: si algún pro-
fesor considera adecuada la técnica didáctica EC, entonces
también las técnicas AC, TG, y EP (las cuales se encuen-
tran jerárquicamente superiores). Ejemplos notables en la
literatura donde estas interpretaciones son trascendentales
incluyen la teoría del espacio de conocimiento17, donde las
relaciones jerárquicas se interpretan como caminos que un
estudiante puede seguir durante un proceso de aprendizaje,
y ciertas teorías en la psicología de la personalidad18, donde
se investigan diferencias entre personas respecto de su perﬁl
situación-conducta (es decir, qué situaciones desencadenan
qué conductas en diferentes tipos de personas).
A pesar de que las características (es decir, las colum-
nas de las matrices características, véase la tabla 2) son
variables abstractas que no necesariamente corresponden
con ciertos aspectos de la realidad, en varias aplicacio-
nes ha resultado interesante una interpretación de las
mismas. En el ejemplo hipotético de los profesores y téc-
nicas didácticas, la siguiente interpretación aplica a las tres
características: la característica I corresponde con un estilo
didáctico más tradicional (nótese que la técnica LM carga
únicamente en esta característica); la característica II se
reﬁere más a un estilo didáctico que incorpora el uso de
herramientas de informática (la técnica EC carga exclusiva-
mente en esta), y (c) la característica III corresponde más
con un estilo de ensen˜anza moderno (con cargas de LD y
DG en esta característica). Algunas técnicas didácticas (las
que se encuentran en las clases superiores de la jerarquía)
combinan varias características; por ejemplo, AC y TG son
características tanto de un estilo didáctico moderno como
basado en herramientas informáticas, y la técnica de EP se
utiliza en cualquiera de los tres estilos didácticos. También
los profesores tienen una carga en las mismas característi-
cas, lo cual puede informar sobre los estilos de ensen˜anza
con los que se sienten cómodos o que consideran adecuados
para la ensen˜anza de su materia. Al interpretar la asociación
entre objetos y atributos en HICLAS en términos de las carac-
terísticas, el modelo indicará que un objeto y un atributo
están relacionados solo si existe por lo menos una caracte-
rística en la cual tanto el objeto como el atributo cargan.
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egún la lógica matemática, esta regla implica una disyun-
ión y es la que hace que el modelo original se caracteriza
omo disyuntivo. En nuestro ejemplo, esta regla quiere decir
ue un profesor considera una técnica didáctica adecuada si
xiste (por lo menos) un estilo de ensen˜anza (a) con el cual
l profesor se sienta cómodo y (b) que sea característica de
a técnica.
plicación del modelo a datos empíricos
ara cualquier tabla con valores 0/1 existe un modelo HICLAS
ue perfectamente representa las relaciones de equiva-
encia, jerarquía y asociación19. Sin embargo, en general,
on datos reales se requiere un modelo muy complejo
ara alcanzar la representación perfecta. La complejidad
e suele expresar en términos del rango del modelo, el cual
e deﬁne como el número de características (es decir, el
úmero de columnas en las matrices características, o bien
-lo cual resulta equivalente-- el número de clases básicas en
ada jerarquía). Para nuestro ejemplo hipotético, el rango
s 3. Para representar datos reales, no obstante, el rango
eneralmente es muy alto.
Por lo tanto, es común buscar un modelo HICLAS de un
ango bajo que provea una buena aproximación a los datos.
s decir, se permite que la tabla reconstruida con base en
a regla de asociación (como se explicó al ﬁnal de la sección
l modelo HICLAS y la representación de los tres tipos de
elaciones) muestre en algunas celdas un valor diferente al
alor observado en la tabla de datos (un 0 en vez de un 1, o
iceversa). En el lenguaje técnico de HICLAS, se llama a una
elda de este tipo una discrepancia; conforme el modelo da
ugar a menos discrepancias, se dice que tiene una mejor
ondad de ajuste a los datos.
La bondad de ajuste de un modelo HICLAS se suele
esumir a través de dos indicadores: el porcentaje de
iscrepancias y el índice de Jaccard. El porcentaje de dis-
repancias es el número de discrepancias relativo al número
otal de celdas en la tabla; se consideran valores aceptables
os menores del 15%. El índice de Jaccard, cuya fórmula es
lgo más compleja, siempre se encuentra entre 0 y 1 e indica
mayor valor un mejor ajuste; generalmente se considera
n índice de Jaccard superior a 0.70 como indicador de un
juste aceptable.
Para encontrar un modelo HICLAS con un buen ajuste a los
atos, se puede aplicar el algoritmo HICLAS original15 o una
ariante mejorada20; ambos tienen como objetivo encontrar,
ara un rango determinado, el modelo con mejor ajuste en
l sentido que tenga un porcentaje mínimo de discrepan-
ias. La salida de estos programas incluye las dos matrices
aracterísticas (a partir de las cuales se puede obtener la
epresentación gráﬁca), junto con información de la bondad
e ajuste.
Pocas veces se ﬁja el rango del modelo de antemano
excepto al utilizar estrategias conﬁrmatorias)21; en la prác-
ica, se ajustan modelos de diferentes rangos (por ejemplo,
e 1 a 8) y se estudia la bondad de ajuste en función del
ango del modelo, con el ﬁn de encontrar un modelo de
ajo rango y bondad de ajuste satisfactoria. En particular,
e elige el modelo de rango más bajo cuyo ajuste no sea sig-
iﬁcativamente peor en comparación con modelos de rango
ás alto.
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Tabla 3 Datos hipotéticos de diez estudiantes y su apro-
bación de las ocho materias del primer an˜o de la carrera de
Médico Cirujano
Ana Cel BQ Emb SP1 SM IB1 IBC
Andrea 0 1 0 1 0 0 0 0
Bianca 1 1 1 1 1 1 0 0
Carolina 1 0 0 0 0 0 0 0
Diana 0 1 0 1 1 1 1 0
Emma 0 1 0 1 1 1 1 0
Fernanda 0 0 0 0 1 1 0 0
Gabriela 1 1 1 1 1 1 1 1
Hilda 0 0 0 0 0 0 0 0
Isabel 0 0 0 0 1 1 0 0
Julia 0 1 0 1 1 1 1 0
Ana : Anatomía; BQ : Bioquímica; Cel : Biología Celu-
lar; Emb : Embriología; IB1 : Informática Biomédica I;
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Figura 3 Representación gráﬁca del modelo HICLAS conjun-
tivo para los datos de la tabla 3. Para las abreviaturas utilizadas
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Para los lectores familiarizados con el análisis de factorial
xploratorio (AFE), es interesante destacar el paralelismo
ntre la forma de escoger el rango de un modelo HICLAS y
a manera en que se suele escoger el número de factores en
FE. Similar al caso de HICLAS se sabe que, con un número
levado de factores, un análisis factorial puede explicar
asta el 100% de la varianza en los datos. Sin embargo, el
nvestigador comúnmente elige una solución factorial más
imple, con pocos factores que logran explicar la mayor
arte de la varianza en los datos. Similar al porcentaje de
iscrepancias en HICLAS, el porcentaje de varianza expli-
ada en AFE sirve como indicador de la bondad de ajuste.
ara ambos métodos, habitualmente se estudia cómo la
ondad de ajuste incrementa en función de la compleji-
ad del modelo, por ejemplo, a través de una gráﬁca de
edimentación22. Cabe mencionar que en el caso de HICLAS
o existe una indeterminación rotacional como en el caso
el AFE (aunque, bajo ciertas condiciones, el modelo HICLAS
ambién puede sufrir indeterminaciones)23.
l modelo HICLAS conjuntivo de
an Mechelen, De Boeck y Rosenberg
a variante conjuntiva de HICLAS16 se aplica al mismo tipo de
atos que el modelo disyuntivo, es decir, una tabla de obje-
os por atributos con valores 0 y 1 en las celdas. Además,
a variante conjuntiva representa las mismas relaciones de
quivalencia, jerarquía y asociación en los datos. La dife-
encia entre ambos modelos se sitúa en la forma en que se
epresentan dichas relaciones.
Para guiar el desarrollo en esta sección, se utilizarán los
atos en la tabla 3, que indica para cada una de diez estu-
iantes del primer an˜o de la carrera de Médico Cirujano de
a UNAM, cuáles de las ocho asignaturas aprobó (digamos, a
ravés de los exámenes parciales). Si la estudiante aprobó
a materia, entonces el valor en la celda correspondiente es
gual a 1; en caso contrario, se da el valor de 0.
Debido a que la variante conjuntiva representa las rela-
iones estructurales de una manera distinta al modelo
isyuntivo, la forma de construir y leer la representación
e
p
m
te las materias, véase la tabla.
ráﬁca diﬁere en algunos aspectos. En la ﬁgura 3, que mues-
ra la gráﬁca del modelo HICLAS conjuntivo para los datos de
a tabla 3, se observan pares de cajas, donde la caja superior
e cada par representa una clase de los objetos (estudian-
es) y la caja inferior una clase de los atributos (materias).
e deriva de esta ﬁgura que Diana, Emma y Julia forman
na clase de estudiantes equivalentes (es decir, aprobaron
as mismas materias, lo cual se puede veriﬁcar en la tabla
). Asimismo, las materias equivalentes Biología Celular y
mbriología se encuentran dentro de la misma caja en la
gura 3. Respecto de las relaciones jerárquicas, se observa
ue la clase de estudiantes {Diana, Emma, Julia} se encuen-
ra jerárquicamente superior a las estudiantes {Fernanda,
sabel}, lo cual signiﬁca que las primeras aprobaron todas
as materias que aprobaron Fernanda e Isabel (SP1 y SM)
además aprobaron otras (Cel, Emb y IB1). Las relacio-
es jerárquicas entre los atributos se leen de forma similar,
omando en cuenta que las (clases de) materias que se
ncuentran arriba en la representación gráﬁca, son jerárqui-
amente inferiores. Por ejemplo, IBC, que se representa en
a parte superior de la gráﬁca, es jerárquicamente inferior
todas las otras materias (es la materia menos aprobada de
odas). Finalmente, la relación de asociación entre estudian-
es y materias se lee fácilmente como sigue: la estudiante
stá asociada con todas las materias que se encuentran en
osiciones inferiores a ella en la gráﬁca (ya sea dentro de la
isma caja o en una caja inferior a la cual se puede bajar a
ravés de las líneas). Por ejemplo, se lee que Diana, Emma
(HICL
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y Julia aprueban las materias de Informática Biomédica I,
Salud Pública I, Salud Mental, Biología Celular y Embriología.
La tabla 4 muestra las matrices características corres-
pondientes al modelo HICLAS en la ﬁgura 3. Se observa que
se trata de un modelo de rango 3, ya que dichas matrices
tienen tres columnas. En cuanto a la representación de las
relaciones estructurales, se destaca lo siguiente: similar al
caso del modelo disyuntivo, los objetos y atributos equiva-
lentes tienen el mismo patrón en las tres características,
por ejemplo, las tres estudiantes equivalentes Diana, Emma
y Julia cargan en las características I y II. También la rela-
ción jerárquica para los objetos (estudiantes) se lee de la
misma forma que en el modelo disyuntivo: si la estudiante A
es jerárquicamente superior a la estudiante B, entonces las
características en las que B carga forman un subconjunto
de las características de A. Por ejemplo, Fernanda e Isa-
bel cargan solo en la característica I (un subconjunto de
las características de Diana, Emma y Julia). Sin embargo,
la representación de la relación jerárquica para los atribu-
tos en un modelo conjuntivo es distinta en comparación con
el modelo disyuntivo: en el contexto de nuestro ejemplo,
si la materia A es jerárquicamente superior a la materia B,
entonces las características en las que carga A son un sub-
conjunto de las características de B. Por ejemplo, la materia
de Anatomía, la cual es jerárquicamente superior a Bioquí-
mica (tabla 3), carga solo en la característica I, mientras que
Bioquímica carga tanto en la característica I como en la II.
Esta propiedad de la variante conjuntiva de representar
inversamente la jerarquía entre atributos es muy vinculada
a la forma en que se deriva la relación de asociación con
base en las matrices características y a la interpretación de
las características. A partir de la información en la tabla 4
se puede derivar la asociación entre estudiantes y materias
como sigue: una estudiante aprueba una materia solo si
la estudiante carga en todas las características en las que
carga la materia. Por ejemplo, Gabriela y Bianca son las
únicas estudiantes que aprueban Bioquímica ya que son
las únicas que cargan en las características II y III, las cuales
son las «requeridas» por esta materia. Efectivamente, las
características en un modelo conjuntivo a menudo reﬁeren
a ciertos requisitos de los atributos que los objetos deben
satisfacer. En nuestro ejemplo hipotético, las tres carac-
terísticas se pueden interpretar como ciertas habilidades
requeridas por las materias: la característica I reﬁere a
la capacidad de ver relaciones entre diferentes partes
del área de estudio; la II a ciertos conocimientos físico-
matemáticos y la III a una habilidad de poder memorizar
grandes cantidades de información. Retomando el ejemplo
anterior, podemos concluir ahora que Gabriela y Bianca
aprueban Bioquímica porque (a) dominan los aspectos
físico-matemáticos y además (b) son capaces de memorizar
grandes cantidades de información como se requiere para
esta materia. Nótese que el requerimiento de satisfacer
todas las características puestas por los atributos explica
por qué el modelo se llama conjuntivo.
Otros miembros de la familia HICLASDespués de la publicación de los modelos HICLAS disyun-
tivos y conjuntivos, se propusieron varias generalizaciones
y variantes de los mismos. En esta sección, se describen a
o
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uelo de pájaro algunos de estos nuevos miembros de la
amilia HICLAS.
odelos para datos que se organizan en una
structura tridimensional
upongamos que a los profesores del primer ejemplo se
ubiese preguntado su opinión sobre las técnicas didácti-
as en diferentes momentos de su carrera. En este caso, se
ispondría de múltiples tablas de objetos (profesores) por
tributos (técnicas didácticas). Los datos que se obtienen
e esta forma se podrían organizar en una tabla tridimensio-
al; se conocen en la literatura como datos de tres vías24. Los
odelos de INDCLAS y Tucker3-HICLAS25--27 son una extensión
el modelo HICLAS original para este tipo de datos: después
e una generalización de la deﬁnición de las relaciones de
quivalencia, jerarquía y asociación, dichos modelos repre-
entan las relaciones estructurales entre los elementos de
as tres vías a través de tres matrices características. Los
utores propusieron también una adaptación de la repre-
entación gráﬁca del modelo que capta adecuadamente la
nformación generada por el modelo.
odelos para datos con valores ordinales o reales
odos los modelos discutidos hasta ahora requieren que los
alores en la tabla de datos sean binarios. En caso de que
os datos asumiesen valores ordinales (por ejemplo, al apli-
ar un cuestionario utilizando el formato tipo Likert) o reales
cuando se registran variables continuas como el tiempo de
eacción o la intensidad de expresiones génicas), se apli-
aba, previo al análisis con los modelos originales, una
icotomización de los datos. Esta transformación implica
ue todos los valores iguales o mayores que cierto punto de
orte (escogido de forma más o menos arbitraria) se convier-
en a 1 y los valores inferiores a 0. Aunque hay numerosas
ublicaciones que han aplicado con éxito los modelos HICLAS
espués de una dicotomización, es claro que este proce-
imiento implica una pérdida de información. Los modelos
ás recientes desarrollados en el grupo de investigadores
e Van Mechelen resuelven este inconveniente28,29.
ariantes probabilísticas
asi todos los modelos de la familia HICLAS son determi-
ísticos. Esto quiere decir que se postula, a través de la
plicación de cierta fórmula a las matrices características,
n valor ﬁjo para cada celda en la tabla. Como vimos en las
ecciones anteriores, en los modelos disyuntivos y conjunti-
os originales se aplica una regla de asociación que resulta
n un valor 0 o 1 para cada celda. Aunque el análisis HICLAS
onsidera la posibilidad de que la tabla derivada a partir de
sta fórmula o regla muestre discrepancias con la tabla
e datos observados (con algoritmos que buscan minimizar
l porcentaje de discrepancias), al nivel del modelo no se
xplica cómo o por qué el valor en una celda diﬁera del valor
bservado. Este enfoque contrasta con los modelos probabi-
ísticos, los cuales en vez de especiﬁcar un único valor para
ada celda en la tabla de datos, consideran una distribución
e valores (por ejemplo, asignando una probabilidad de
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Tabla 4 Representación algebraica (matrices características) del modelo HICLAS conjuntivo para los datos de la tabla 3
Matriz característica de los
estudiantes
Matriz característica de las
materias
I II III I II III
Andrea 0 1 0 Ana 0 0 1
Bianca 0 1 1 Cel 0 1 0
Carolina 0 0 1 BQ 0 1 1
Diana 1 1 0 Emb 0 1 0
Emma 1 1 0 SP1 1 0 0
Fernanda 1 0 0 SM 1 0 0
Gabriela 1 1 1 IB1 1 1 0
Hilda 0 0 0 IBC 1 1 1
Isabel 1 0 0
Julia 1 1 0
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bservar valores 0 y 1). Probablemente, el inconveniente
ás importante de los modelos determinísticos es que
o proporcionen una base para llevar a cabo contrastes
stadísticos (por ejemplo, para comparar estadísticamente
a bondad de ajuste de diferentes modelos y decidir que un
odelo tenga o no un ajuste «signiﬁcativamente» mejor).
ara solucionar este conveniente, se propuso una variante
robabilística, la cual reconsidera el modelo original en un
arco bayesiano30, moviendo así los modelos HICLAS a la
stadística convencional con todas las ventajas que implica.
onsideraciones ﬁnales
n este artículo se presentó una breve introducción a los
odelos de la familia HICLAS. Lo que une a todos los miem-
ros de esta familia es que proporcionan una clasiﬁcación
erárquica, simultáneamente para los objetos y atributos de
na tabla, a través de la representación de las relaciones
e equivalencia, jerarquía y asociación presentes en los
atos.
Un inconveniente de los modelos HICLAS es que los algo-
itmos de estimación no se han incorporado en los paquetes
e software comunes como SAS, SPSS, STATA y R. Práctica-
ente, la única forma para conseguir los programas para
orrer (una variante especíﬁca de) un análisis HICLAS es
onerse en contacto con los autores originales. A pesar de
ue estos autores generalmente ponen los programas a la
isposición de los investigadores sin ningún costo, un obstá-
ulo adicional en algunos casos es que el software no es muy
migable y/o requiere una licencia de un software externo
por ejemplo, MATLAB). Afortunadamente, los autores sue-
en ser bastante benévolos para guiar a los investigadores
n la utilización del software; sin embargo, esta limitación
a sido una de las razones por las que el HICLAS no se ha
iseminado a gran escala.
Otro factor relevante al respecto ha sido la escasez
e publicaciones no técnicas, que introducen los modelos
ICLAS a investigadores no expertos en métodos estadís-
icos; especialmente en el ámbito espan˜ol casi no existe
iteratura sobre el HICLAS. En este sentido, se espera
ue este artículo contribuya a aumentar la accesibilidadía; IB1 : Informática Biomédica I; IBC : Integración Básico-Clínica;
e este método interesante para el análisis de datos y que los
nvestigadores se entusiasmen y exploren las posibilidades
e esta herramienta.
esponsabilidades éticas
rotección de personas y animales. Los autores declaran
ue para esta investigación no se han realizado experimen-
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