ABSTRACT In this paper, we consider the quantized consensus problem of multiple discrete-time integrator agents which suffer from additive noise. Due to the limited communication resources, each agent can only exchange quantized information of finite length with its neighbors through unreliable channels, where the transmitted signals may be delayed or even lost. Quantization errors, network delay, and packet loss result in quantization mismatch. To handle the additive noise and quantization mismatch, a quantized consensus protocol is proposed by implementing dynamic encoding and decoding policies at a finite bit rate. Particularly, the proposed consensus protocol introduces an internal saturation function into all the controllers of agents so that the control inputs of neighbor agents can be predicted locally by each agent even under distributed control law and quantization mismatch. Based on such shared control input information, the proposed consensus protocol can guarantee the achievement of the approximate consensus of all agents in the input-to-state sense, i.e., the consensus errors of agents are bounded from above by the sum of a class K ∞ function of the upper bound of the additive noise and a class KL function of the upper bound on the initial states of agents. It is shown that such approximate consensus in the input-to-state sense can be guaranteed at an as low bit rate as 1 bit per time step for each agent without requiring any global information, except an upper bound of the number of agents. Two specific situations, namely packet loss, and network delay, are further analyzed with the explicit expressions of quantization mismatch. The simulations are done to confirm the effectiveness of the proposed quantized consensus protocol.
the accurate state of another agent, it is hard to predict its state at the next time step.
Many researchers have made great efforts to solve this problem [10] [11] [12] [13] . The main idea of most existing results is to design some public references such that the received digital symbols of finite length can be decoded into some meaningful information. With a well-designed scaling function which depends on the topology of the inter-agent communication network, [10] proposed an encoding-decoding policy where agents quantized and transmitted their scaled states and the desired asymptotic consensus can be guaranteed at finite communication bit rates. That result was extended to more general discrete-time multi-agent systems with second-order integrator dynamics in [11] or with general discrete-time linear dynamics in [12] . However the methods proposed in the above mentioned results fail to guarantee consensus with some additional constraints, such as input saturation [6] , [19] . And the aforementioned references also ignored the effects of process noise and communication noise, which were investigated in [5] and [14] [15] [16] [17] [18] . Moreover, since the public communication networks in practical scenarios only possess limited bandwidth, the transmitted signals may be delayed or even lost due to congestion. This will greatly impact the regular communication, which results in quantization mismatch between the senders and the receivers. These weaknesses motive this paper.
In this paper, we propose a consensus protocol that can achieve the desired consensus in the input-to-state sense with bounded additive noise and quantization mismatch at a finite bit rate, which can be as low as 1 bit per time step. By introducing a time-varying internal saturation function into the local controller of each agent, we proactively program a feasible range of the control inputs instead of passive estimation. With this pre-defined public information, the proposed dynamic encoding-decoding policies can be successfully implemented. It is worth mentioning that our consensus protocol can be robustly implemented in the sense that the same set of parameters of the protocol can work for different inter-agent communication topologies as long as these topologies are connected and the number of agents is no larger than a given upper bound. Moreover, we investigate two specific situations, namely packet loss and network delay, that may introduce quantization mismatch. By analyzing the asynchronization between the sender and the receiver, we design compensation protocol against the packet loss and give explicit expressions of the quantization mismatch under each situations. Compared with our previous work in [5] and [6] , the proposed consensus protocol here is more general. Reference [6] does not consider additive noise and its method cannot be directly extended to the scenario in this paper. Reference [5] handles the additive noise through fixed saturation threshold and can only ensure bounded consensus error, even in the absence of additive noise. On the contrary, the current consensus protocol continuously adjusts the saturation threshold and obtains an ISS-type upper bound on the consensus error, which can reproduce the asymptotic consensus of [6] in the absence of additive noise and be much less conservative than the one of [5] . As [6] , this paper also dynamically adjusts the saturation threshold. This paper considers the effects of both the initial state and the additive noise on the saturation threshold adjustment while [6] only considers the initial state in the adjustment of the saturation threshold. So this paper yields more general results than [6] .
The remainder of this paper is organized as follows. Section II presents models of the communication network and agents' dynamics. Section III presents the concerned dynamic encoding and decoding policies for the quantization of states of agents. The time-varying control saturation function is constructed in Section IV. In Section V, we propose a quantized consensus protocol and show that it can robustly ensure the desired approximate consensus at any finite communication bit rate in the input-to-state sense. Two specific situations are analyzed in Section VI. Section VII verifies the achieved theoretical results through simulations. Some concluding remarks are placed in Section VIII. To improve readability, technical proofs are moved into the Appendix.
The following notations are adopted throughout this paper. 
II. MATHEMATICAL MODELS A. MODELS OF THE COMMUNICATION NETWORKS
In this paper, the topology of the networks to connect all agents is modeled as an undirected graph, whose related concepts and notations are briefly introduced below as [21] .
An undirected graph is denoted as G = {V, E, A} with V = {1, 2, · · · , N } is the index set of N agents, E ⊆ V × V is the edge set of paired agents and A = [a ij ] ∈ R N ×N with nonnegative elements a ij ∈ {0, 1} is the adjacency matrix of G. Note that A is a symmetric matrix. An edge (j, i) ∈ E if and only if a ij = 1, i.e., agent i and agent j can exchange information through a communication network. The neighborhood of the i-th agent is denoted as N i = {j ∈ V|(i, j) ∈ E}. Define D i = |N i |, which is referred to as the degree of agent i and grouped into 
B. MODELS OF THE AGENTS
We consider a group of N agents, which are governed by the following discrete-time integrator dynamics,
where x i (k) ∈ R represents the state of the i-th agent, u i (k) ∈ R denotes its control input and w i (k) ∈ R is the bounded additive process noise.
Define the consensus error as
Motivated by the concept of the input-to-state stability (ISS) [20] , the following approximate consensus in the inputto-state sense is pursued in this paper.
Definition 1: The approximate consensus of N agents governed by (1) is achieved if
where q(·, ·) is a class KL function and p(·) is a class K ∞ function.
Remark 1:
Intuitively it is required that the consensus error should remain bounded when the additive noise is bounded, and should tend to zero when there is no noise. These two requirements are combined in the definition of (3). More specifically, the above definition quantitatively measures the composite effects of the initial consensus error and bounded noise on the consensus error. In existence of additive noise, the consensus error ultimately converges to an bounded set that depends on the norm of the additive noise, which is identical to the definitions of approximate consensus in [14] , [15] , and [17] . In the noise-free situation, the above approximate consensus boils down to the conventional asymptotic consensus.
The following assumptions will be taken in the present paper.
The network topology is connected.
III. ENCODING AND DECODING POLICIES
Due to limitation of the communication resources, adjacent agents can only exchange finite-bit symbols at each time step. The encoder/transmitter agent quantizes and encodes its state into a R-bit symbol, and sends that symbol to its neighbors. In order to decode the received symbol and generate a correct estimate of the state of the transmitter agent, the receiver agent must know the range where the state of the transmitter agent lies in at all time instants. Now we present the details of encoding and decoding policies.
A. ENCODING POLICY
Suppose the i-th agent wants to encode its state
where i (k) and i (k) are lower and upper end points of
where
is the quantization resolution and a stands for the largest integer being no larger than a. By (5), we know that the output of the encoder, s i (k) ∈ {0, 1, · · · , 2 R −1}, can be easily represented by R bits.x i (k) is an estimate of x i (k) generated by the encoder. After sending out the generated s i (k), agent i evolves based on the dynamics (1) and also updates its quantization range as
where u i (k) is an upper bound of the control input of agent i at time step k, i.e. |u i (k)| ≤ u i (k), and W is the upper bound of the noise. Since the states of agents are finite, such u i (k) can always be found. It is not difficult to verify that under (1),
Therefore the encoding operation in (5) and (6) can be repeatedly performed.
B. DECODING POLICY
The symbol s i (k) will be transmitted through communication channels and received by neighbors of agent i. However since the channels are unreliable, s i (k) may be corrupted by disturbance, held up by network delay or even lost. Consider one of such receiver agents, named j (∈ N i ), receives s ij (k) where s ij (k) = ∅ if the data package is lost. Before receiving s ij (k), agent j knows that
and also updates the corresponding quantization range aŝ
, otherwisê
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Again we can verify that under the dynamics in (1),
As shown in (5) and (9) or (10), two estimates of x i (k), x i (k) andx ij (k), are produced by the encoder and decoder, respectively. Due to the disturbances during the transmission, s ij (k) may not be identical to s i (k), which results to difference between two estimations. Here we define the quantization mismatch as
Since the final goal of the whole multi-agent system is to drive states of all agents identical, the existence of quantization mismatch may mislead neighboring agents towards wrong directions and prevent the achievement of consensus.
IV. INTERNAL SATURATION FUNCTION DESIGN
As mentioned before, the estimation of the control inputs of neighboring agents are required to ensure that the same quantization range can be known in advance by both the encoder and decoder. However since the consensus protocols are commonly carried out in distributed ways, it is quite a challenge to estimate without any additional information.
To solve this problem, we introduce internal saturation into the controllers. More specifically,
where h is the control gain, ξ i (k) is the internal state of its controller and S i (k) > 0 represents the time-varying saturation value to be determined. Instead of passive estimation, here we proactively program a feasible range of the control inputs. With this pre-defined public information, the proposed encoding-decoding policies can be successfully implemented.
Due to the fact that as time goes by, the estimation errors about neighbors and control inputs required to reduce the differences between neighbors are expected to decrease, we choose the following internal saturation function,
where α is a parameter to be determined. By choosing appropriate α, the quantization resolution sequence {r i (k)} is expected to converge, which is presented in the following Lemma 1 and proven in Appendix A. Lemma 1: For given W and R, if α and the initial quantization resolution r i (0) satisfy
then r i (k) monotonically decreases with respect to k and
Without loss of generality, we assume that all agents have the same initial quantization range, i.e., i (0) = j (0) = (0), ∀i, j ∈ V, which can be guaranteed by the distributed zooming-out technique proposed in [6] . Thus r i (0) = r j (0), ∀i, j ∈ V and Lemma 1 can ensure r i (k) = r j (k), ∀i, j ∈ V, k = 0, 1, · · · , which together with definition of the saturation function (13) yields that S i (k) = S j (k) always holds. Then we can omit the redundant subscript i of r i (k) and S i (k). In this way, any agent in the network can know the upper bound of control inputs of its neighbors without asking them in advance and make correct decoding operations locally, which is fundamental to the achievement of the desired consensus in distributed way.
Remark 2: It is easy to satisfy (15) by choosing a wide enough initial state range (0). In the noise-free situation (W = 0), (16) guarantees that the quantization resolution r(k) converges to 0, which implies that the precise state x i (k) can be asymptotically known by the decoder and yields the conventional asymptotic consensus. This benefits from the introduction of the time-varying saturation threshold S i (k) in (13) . Actually the effects of the initial state on the quantization error and the consensus error gradually decay, which is reflected by the evolution of r i (k) in (37). By taking such decaying effects into the saturation threshold adjustment in (13) , this paper can reproduce the desired asymptotic consensus in the noise-free case, even under a very wide initial state range (0). On the contrary, [5] does not consider the decaying effects of the initial state and takes a fixed (constant) saturation threshold. In order to handle the strong effects of the initial state at the initial stage, [5] may choose a large saturation threshold, which is kept constant and becomes conservative (too large) as the effects of the initial state decay.
V. MAIN RESULTS
In this paper, we apply the following distributed control law,
where each agent utilizes the estimation of its own state, instead of the real state, in order to keep state information agreement with its neighboring agent as explained in [10] . The corresponding quantization error is
Based on the encoding policy in (5), we can directly place an upper bound on e i (k),
where r(k) is the quantization resolution at time k. Then (17) can be transformed into
To facilitate our subsequent analysis, we denotê
with a little abuse of mathematical symbols. Then the system in (1) and (20) can be rewritten into
where L is the Laplacian matrix of the inter-agent network topology and the quantization mismatch vector
Obviously it is impossible to achieve consensus under mismatch with infinite value. In the rest of this paper we consider that the quantization mismatches are upper bounded as
where M is a finite positive constant. Remark 3: As one can see, the success of the proposed dynamic encoding and decoding policies is based on the agreement on the dynamic quantization ranges of neighboring agents. If unfortunately some unpredictable and undetectable quantization mismatch occurs, such as shift of the central point of the quantization range, the receiver can never realize this mismatch and decodes incorrect information. Then as the process goes, this constant mismatch will not be eliminated and appears as additive noise in some sense, which will lead to approximate consensus. Therefore we include that kind of mismatch into the additive noise, which is independent on the characters of the system, and only investigate the quantization mismatch in the form of (22) that can be realized and compensated ultimately. Now we are ready to state our main result in Theorem 1, whose proof can be found in Appendix B.
Theorem 1: Consider the system in (21) . Choose the control gain h and the parameter α to satisfy
where R is the communication bit rate (R bits/time step), N is the upper bound of the agent number and
c(α) = N 2 , and
. Then with the initial quantization resolution r(0) in (15), the encoding and decoding policies in (5), (6), (9) and (10) and the control law in (20) can ensure the desired approximate consensus defined in (3).
Remark 4: Now we confirm that h and α to satisfy the requirements in (23)- (26) do exist. R represents the number of quantization bits which an agent needs at each time step so that R ≥ 1. For any connected network topology, we can choose small enough control gain h to satisfy (23) and ensure that the set,
, is non-empty. (24), we see that the left hand side of (26) tends to infinity while its right hand is finite, which ensures the satisfaction of the requirement in (26).
2 h , we see that
β(α) 2 → 0 and a(α) is finite, which guarantees that (25) holds. Therefore we can choose α = Remark 5: In Theorem 1, R represents the number of quantization bits which an agent uses to represent its state at each time step and is an integer being no less than 1. According to Theorem 1, any R ≥ 1 can ensure the desired approximate consensus by choosing appropriate h and α. Particularly, R = 1 is enough for that approximate consensus.
Remark 6: It is worth mentioning that the conditions proposed in Theorem 1 are almost independent on any global information, except an upper bound of the number of agents. In fact N cannot be seen as a global information since no restriction is set on the choice of N . Therefore we can simply choose a large enough N to make sure the scale of the agent network can never exceed this bound, which is conservative but valid. In this way, the proposed quantized consensus protocol can work in a thoroughly distributed manner.
VI. TWO SPECIFIC SITUATIONS
In this part, we focus on two specific situations, namely packet loss and network delay. Under each situation, an explicit expression of the quantization mismatch will be given.
A. CONSENSUS UNDER PACKET LOSS
As shown in (9) , when the data package is lost during the transmission, only rough estimation can be generated, which results in quantization mismatch. Here we design a VOLUME 7, 2019 compensation protocol to make sure the correct estimation can be recovered. Details are shown in the following steps.
(1) Consider two neighboring agents i and j. Suppose that the first packet loss occurs at k 1 ij and ij (0) = i (0), which
. Then according to (5) and (10), the quantization mismatch satisfies
At this time, agent j realizes that the information supposed to be received from i is lost, then it feedbacks a signal (with only 1 bit) to agent i for the purpose of notifying this bad news and requiring retransmission of s i (k 1 ij ). Due to lack of information, j updates the quantization range corresponding to i roughly according to (10) 
The above steps can be repeated if s ij (k 1 ij + 1) = ∅. Otherwise agent j can continue generating correct estimation x ij (k 1 ij + 1) with s ij (k 1 ij + 1) by following the policy (9) until the next time step when the package is lost. ♦ Remark 7: To guarantee the proposed compensation protocol is valid, it is required that the feedback signal and the retransmitted information cannot be lost again. This can be solved by assigning an appropriate communication channel for each pair of neighboring agents. For most of the time, agents communicate with the public network, whose bandwidth is large but data packets may be lost due to network congestion, and the reliable appropriate channels are only used for the special purpose of retransmission.
In (27) we have derived an upper bound of the quantization mismatch. Since the packet losses occur stochastically between neighboring agents, it can be generalized to the form as in (22),
B. CONSENSUS UNDER NETWORK DELAY
Next we consider that there may exist stochastic but upper bounded network delay. It is worth pointing out that under the situation where the network delays are smaller than one time step, the general upper bound of the quantization mismatch is exactly identical to (28), since the retransmissions in the above part are also one-step delayed. However when we consider network delay of multiple steps, the analysis will become quite complex under the disturbance of additive noise. In the following we analyze the noise-free situation with at most two-steps delay as an example to show the approach.
Consider two neighboring agents i and j. Assume that
. Since the signals sent from agent i are delayed, we consider the worst case where s ij (0) = s ij (1) = ∅ and s ij (2) = s i (0). By the encoding and decoding policies (6) and (10) we knoŵ
. Then the quantization mismatch satisfies
where we choose 1 + 2hα = 2 R − . With the signal s ij (2) = s i (0), agent j can partly recover the quantization range as
The analysis for k ≥ 3 is the same as (30). Compare (29) with (30), we derive a general upper bound as
VII. SIMULATIONS
This section will verify Theorem 1 under two specific situations stated in the above section through some multi-agent example systems. The configuration of the systems is chosen as
The initial states of agents, x i (0) (i = 1, · · · , n), lie within (0). We simulate the network topology shown in FIGURE 1, which consists of n = 5 agents. 
A. CONSENSUS WITH ADDITIVE NOISE
Consider that the additive noise have upper bound W = 0.1. Set the bit rate R = 1. We simulate the situations under packet loss and one-step network delay, where according to (28), the upper bound of quantization mismatch is |m ij (k)| ≤ 0.5 r(k).
According to Theorem 1, our quantized consensus protocol chooses the following parameters,
FIGURE 2 illustrates the trajectories of states without packet loss and network delay. One can see that due to the disturbance of additive noise, only approximate consensus can be achieved. Moreover, we compare the upper bounds predicted by (66) and [5] in FIGURE 3. It can be seen that the upper bound obtained here is much tighter than the one in [5] . The conservatism of [5] mainly comes from its fixed saturation threshold, which is appropriate at the initial stage and becomes conservative (too large) as time flies and the effects of the initial state decay. The situations with stochastic packet loss and one-step network delay are shown in FIGURE 4 and FIGURE 5 respectively. The desired approximate consensus can also be guaranteed, which verifies the result proposed in Theorem 1. By comparing these three figures, one can see that although the convergence rates are about the same, the trajectories in FIGURE 5 are more unstable than that in FIGURE 4, while the trajectories in FIGURE 2 are the smoothest. This difference reflects that more frequent quantization mismatch will cause more state oscillations.
B. CONSENSUS WITHOUT NOISE
We further simulate the noise-free cases, i.e. W = 0. Still choose the minimum bit rate R = 1. First we simulate the situations under packet loss and one-step network delay. According to Theorem 1, we choose the following parameters,
Simulation results are shown in FIGURE 6, FIGURE 7 and FIGURE 8. Under all three situations, the desired asymptotic consensus is achieved, i.e. lim k→∞ δ(k) = 0. This verifies that our proposed quantized consensus protocol can assure consensus in the Input-to-state sense. It is worth pointing out that the oscillations caused by the quantization mismatch are more obvious in the noise-free circumstances. Next we consider the situation with two-step network delay. Under a small constant = 0.05, the upper bound derived in (31) is |m ij (k)| ≤ 1.5025 r(k), and the parameters
can satisfy the conditions proposed in Theorem 1. The trajectories of states are shown in FIGURE 9, where asymptotic consensus can still be guaranteed. To overcome this longer network delay, the speed of the convergence slows down and the oscillations are more violent compared to that in FIGURE 8. 
VIII. CONCLUSION
This paper investigates the consensus problem of multiple discrete-time integrator agents at finite communication bit rates with additive noise and quantization mismatch. By introducing a time-varying internal saturation function into the local controllers of agents, we propose a robust quantized consensus protocol that consensus can be guaranteed in the Input-to-state sense. Except an upper bound on the number of agents, our protocol does not require any global information of the communication network topology of agents. The bit rate to achieve the desired consensus is only required to be finite and can be even as low as 1 bit/time step between adjacent agents. Moreover, two specific situations, namely packet loss and network delay, are considered. Under each situation, an expression of the quantization mismatch is derived, which are verified by simulation results. Note that this paper considers only undirected network topology of agents. The proposed consensus protocol may still work for the directed network topology of agents. Of course, the parameters in Theorem 1 may have to be modified for directed network topology. The extension of the proposed method to more general systems, e.g., systems with the communication noise considered in [16] and [18] , will also be included in our future work. And to further reduce the average communication bit rate required for consensus, the event-triggered strategies in [23] and [24] can be introduced to reduce the communication frequencies of multiple agents.
APPENDIX A PROOF OF LEMMA 1
According to the encoding policies (5) and (6) with u i (k) = S i (k), the evolution of r i (k) is governed by
where ρ(α) = 1+2hα 2 R . (14) implies ρ(α) < 1. Based on (36), we can derive that
where β(α) = We choose the following quadratic Lyapunov function,
where X (k) is the state vector in (21) and L is the Laplacian matrix. By Assumption (A2), we know that the smallest eigenvalue of L is 0 with the eigenvector 1 and other eigenvalues of L are positive. So V (k) ≥ 0, where the equality holds if and only if X (k) = c1 with c ∈ R. Note that δ(k) = (I − J N )X (k) according to (2) and LJ N = 0, then
For the purpose of designing a distributed consensus protocol, we try to relax the dependency of the parameters on some global information that are hard to get. Therefore we utilize the following bounds on λ 2 and λ N ,
where N is an upper bound of the number of agents and λ 2 corresponds to the smallest Algebraic Connectivity of network topologies consisting of N agents where nodes form a line. Then together with (39) we can directly get the following bounds,
B. PRELIMINARY LEMMAS
Here we first investigate the negativity of
, which is presented as the following lemma. In the following analysis, σ [ξ (k), S(k)] is shorten into σ ξ (k), and a variable x(k) may be abbreviated into x for notation brevity when no misunderstanding occurs. Lemma 2: Choose the control gain h and the parameter α according to (23) , (24) and (25). When
Proof of Lemma 2: By (21), we know
From the condition α >
4h in (24), we know hS(k) + W > 0 always hold, which yields ξ T (hσ ξ + w) ≥ σ T ξ (hσ ξ + w). And by considering the fact L = λ N ≤ N , (19) and (22) in the above equation, we obtain
where 
Then we can verify that when σ ξ (k) > S(k), f ( σ ξ ) is a monotonically decreasing function with respect to σ ξ , and
to always hold, which is formally presented by the following Lemma.
Lemma 3: For any given initial states X (0), choose the control gain h and the parameter α according to (23) , (24) , (25) and (26). Then there always exists a time instant K > 0 such that
Proof of Lemma 3:
We prove it by the contradiction method.
Due to x i (0) ∈ (0)(∀i ∈ V),X (0) ∈ (0), which implies
where | (0)| represents the length of the interval (0). By (39), we get
Suppose there is no K to satisfy (46), i.e., σ ξ (k) > S(k) holds for all k ≥ 0. By Lemma 2, V (k) remains to be negative all the time with the upper bound given in (45). Therefore V (k) decreases w.r.t. k. To further investigate the ultimate bound of V (k), we consider two cases, W = 0 and
While W = 0, we obtain from (26) that
Both (49) and (50) contradict with the fact that V (k) ≥ 0. Therefore there always exists a time step K to satisfy (46).♦ Lemma 3 guarantees that there exists at least one time instant for (46) to hold. The following Lemma extends its conclusion to guarantee that there exist infinite number of time instants to satisfy (46).
Lemma 4: For any given constant
Proof of Lemma 4: This proof is similar to that of Lemma 3. Since σ ξ (K 1 ) ∞ ≤ σ ξ (K 1 ) ≤ S(K 1 ), one can see that the control inputs of all agents are not saturated at time instant k = K 1 , i.e., σ ξ (K 1 ) = ξ (K 1 ). Due to such unsaturated character, V (K 1 ) can be bounded as
where ζ (α) = λ 
Both (55) and (56) contradict with the fact V (k) ≥ 0, ∀k ≥ 0. Therefore there must exist H 1 such that K = K 1 + H 1 and σ ξ (K ) ≤ S(K ). ♦ Lemma 5: For any given time constants K 2 > K 1 > 0, if
then the Lyapunov function V (k) can be bounded as 
By Lemma 5, we can obtain the following upper bounds,
Since the resolution converges as (38), for k ∈ [K i , K i+1 ) we have
