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ON SCATTERING FOR THE QUINTIC DEFOCUSING NONLINEAR
SCHRO¨DINGER EQUATION ON R× T2.
ZAHER HANI AND BENOIT PAUSADER
Abstract. We consider the problem of large data scattering for the quintic nonlinear Schro¨dinger
equation on R × T2. This equation is critical both at the level of energy and mass. Most notably,
we exhibit a new type of profile (a “large scale profile”) that controls the asymptotic behavior of the
solutions.
1. Introduction
The purpose of this manuscript is to study the asymptotic behavior of the defocusing quintic nonlinear
Schro¨dinger equation on R× T2 given by1:
(i∂t +∆R×T2)u = |u|4u, u(t = 0) = u0 ∈ H1(R× T2) (1.1)
Our main motivation is to better understand the broad question of the effect of the geometry of the
domain on the asymptotic behavior of large solutions to nonlinear dispersive equations. While scattering
holds for the quintic equation on R3, it is not expected to hold (apart from trivial cases) on T3 (cf.
Appendix to [19]). As we will argue below, the situation on R×T2 seems to be a borderline case for this
question.
The study of solutions of the nonlinear Schro¨dinger equation on compact or partially compact domains
has been the subject of many works, dating back at least to [11] and then systematically developed by
Bourgain [8, 9] on tori and Burq-Ge´rard-Tzvetkov [12, 13, 14] on compact manifolds, with recent key
developments in the energy-critical setting following the work of Herr-Tataru-Tzvetkov [31, 32, 30] and
extended to global existence in Ionescu-Pausader [34, 35]. We also refer to [6, 7, 24, 26, 29, 33, 49]
and especially to [4, 55] for previous works on the relation between scattering and geometry. Such
equations have also been extensively studied in applied sciences on various backgrounds. While we will
not attempt to make any fairly exhaustive list of those works, we should point out that their study on
“wave-guide” manifolds like R × T2 seems to be of particular interest especially in non-linear optics of
telecommunications [47, 43, 22].
The studies on global wellposedness for energy critical and subcritical equations2 so far seem to point
to the absence of any geometric obstruction to global existence. Indeed in the cases known so far, the
solutions to the defocusing problem all extend globally. In contrast, it is clear that the geometry influences
strongly the asymptotic dynamics of solutions but the precise relationship remains poorly understood.
The first author was supported in part by a Simons Postdoctoral Fellowship. The second author was supported in part
by NSF grant DMS-1069243.
1Since our main goal is to attack the large-data long-time theory, the regularity of our initial data is dictated by the
conservation laws. For large data global regularity and scattering, considering data in H1 or in any smoother space is
effectively equivalent.
2That is when the potential part of the energy can be bounded in terms of the kinetic part. We remark that the energy-
supercritical case (the complementary case which we do not discuss) is completely unknown, even on Euclidean spaces Rd,
except for some ill-posedness results [2, 13, 54], or some results on the “barely supercritical” case [46, 52].
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A first step in this direction is to explore when one can obtain the simplest asymptotic behavior, namely
scattering, which means that all nonlinear solutions asymptotically resemble linear solutions. From the
heuristic that linear solutions with frequency ∼ N initially localized around the origin will disperse at
time t in the ball of radius ∼ Nt, one can hope that scattering is partly determined by the asymptotic
volume growth of balls with respect to their radius. In fact, if
V (r) := inf
q∈Md
{VolMd(B(q, r))} ∼r→∞ rg,
then one would expect that linear solutions decay at a rate ∼ t−g/2 and based on the Euclidean theory
on Rg, the equation
(i∂t +∆Md)u = |u|p−1u, u(0) ∈ H1(Md) (1.2)
would scatter in the range 1 + 4/g ≤ p ≤ 1 + 4/(d− 2), while one might expect more exotic behavior, at
least when p ≤ 1 + 2/g. Note that this heuristics is consistent with the results in [4].
We don’t know whether such a simple picture is accurate but testing this hypothesis motivated us to
study the asymptotic behavior for (1.1) in the case g = 1 and d = 3, which seems to be the hardest case
that can be addressed in light of the recent developments in [31, 21]. Indeed, as we will argue later, this
problem is both mass-critical and energy-critical (1 + 4/g = 1 + 4/(d− 2) = 5).
Our two main results tend to confirm the picture above about scattering, at least in the case of quotients
of Euclidean spaces and insofar as one can parallel the case p = 1+ 4/g and the mass-critical problem in
Rg. The first result asserts that small initial data lead to solutions which are global and scatter.
Theorem 1.1. There exists δ > 0 such that any initial data u0 ∈ H1(R× T2) satisfying
‖u0‖H1(R×T2) ≤ δ
leads to a unique global solution u ∈ X1c (R) of (1.1) which scatters in the sense that there exists v± ∈
H1(R× T2) such that
‖u(t)− eit∆R×T2v±‖H1(R×T2) → 0 as t→ ±∞. (1.3)
The uniqueness space X1c ⊂ Ct(R : H1(R×T2)) was essentially introduced by Herr-Tataru-Tzvetkov [31].
The main novelty here is the scattering statement on a manifold with such little volume (and so many
trapped geodesics3). Using the time-reversal symmetry, a similar statement holds for negative times as
well. One key fact about Theorem 1.1 is that it requires only a control provided by the conserved mass
and energy of the solution defined respectively by
M(u) := ‖u(0)‖2L2(R×T2), E(u) :=
1
2
‖∇u(0)‖2L2(R×T2) +
1
6
‖u(0)‖6L6(R×T2). (1.4)
We will refer to the quantity L(u) := 12M(u) + E(u) as the “full energy” of u. We should mention the
work of Tzvetkov-Visciglia [55] for a previous scattering statement involving a norm which is not bounded
by the full energy. The main advantage of having a control at the level of a conserved quantity is that one
can then hope to extend a small data result to a global result. This is precisely the question we tackle in
the main part of this paper.
In order to extend our analysis to large data, we use a method formalized in Kenig-Merle [36] following
previous works on critical nonlinear dispersive equations [3, 10, 18, 38], see also [41, 20]. One key ingredient
is a linear and nonlinear profile decomposition for solutions with bounded energy. The so-called profiles
correpond to sequences of solutions exhibiting an extreme behavior (in fact a defect of compactness) and
3The presence of trapped geodesics is known to have nontrivial effects on the linear flow and could be expected to also
affect the asymptotic behavior of nonlinear solutions.
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possibly “leaving” the geometry. It is there that the “energy-critical” and “mass-critical” nature of our
equation become manifest.
In order to understand the appearance of the profiles, one can argue as follows: in view of the scaling
invariance of (1.1) under
Rx × T2y →Mλ := Rx × (λ−1T2)y , u→ u˜(x, y, t) = λ1/2u(λx, λy, λ2t),
a uniform control on the solutions on M1 in terms of their full energy yields a control on solutions on Mλ
uniformly in λ. Therefore, we would expect a solution initially at “scale one” on Mλ to remain so. We
then observe the two natural scaling limits:
i) Small-scale limit: when λ → 0, a “scale-one” solution on Mλ should not “sense” the distinction
between Mλ and R
3 and should therefore behave as a solution to the energy-critical NLS on R3. This
corresponds in M1 to solutions with initial data
uλ(x, y, 0) = λ−1/2φ(λ−1(x, y)), φ ∈ C∞c (R3), λ→ 0.
We call such profiles Euclidean profiles. Their appearance is a manifestation of the energy-critical nature
of the nonlinearity4.
ii) Large-scale limit: when λ → +∞ the manifold Mλ becomes thinner and thinner and “resembles
R”. It is then tempting to guess that scale-one solutions on Mλ will evolve, on time-scales of size λ
2, as
the solutions to the quintic (mass-critical) nonlinear Schro¨dinger equation on R:
(i∂t + ∂xx)u = |u|4u, u(0) ∈ H1(R) (1.5)
and this is indeed the case when the initial data is constant in the compact (y) variable. However, the
general situation is more complicated as different Fourier modes will interact in a nontrivial manner and
this “fast dynamics” has a profound effect on the slow dynamics coming from (1.5). Indeed the rigorous
analysis of this “multi-scale dynamics” is one of the main component of this paper.
These solutions on Mλ correspond to what we call the “large-scale profiles” on M1 which are initial data
given by:
uλ(x, y, 0) = λ−1/2φ(λ−1x, y), φ ∈ C∞c (R× T2), λ→ +∞
and their appearance seems to be a manifestation of the mass-critical nature of the equation. We will
argue below that these solutions should follow the flow associated to a more general flow than that of
(1.5), namely the one given by quintic resonant system on R that we now describe.
The quintic resonant system is given by
(i∂t + ∂xx)uj =
∑
R(j)
uj1uj2uj3uj4uj5 j ∈ Z2
R(j) ={(j1, j2, j3, j4, j5) ∈ (Z2)5 : j1 − j2 + j3 − j4 + j5 = j and
|j1|2 − |j2|2 + |j3|2 − |j4|2 + |j5|2 = |j|2}
(1.6)
with unknown ~u = {uj}j∈Z2 , where uj : Rx × Rt → C. In the special case when uj = 0 for j 6= 0,
we recover (1.5), but in general, this is a new equation. Similar finite or infinite systems of nonlinear
Schro¨dinger equations arise independently in the study of nonlinear optics in waveguides and are the
object of several previous studies5 (see e.g. [17, 25, 44], the books [1, 48] and references therein).
4In the sense that it corresponds to the critical exponent with respect to Sobolev embedding; in other words, with the
notations in (1.2), p = 1 + 4/(d − 2).
5They sometimes go by the name of “vector nonlinear Schro¨dinger equation” or VNLS.
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As we show in an appendix, the system (1.6) is Hamiltonian, has a nice local theory and retains many
properties of (1.5). In view of this and of the result of Dodson [21], it seems reasonable to formulate the
following conjecture:
Conjecture 1.2. Let E ∈ (0,∞). For any smooth initial data ~u0 satisfying:
Els(~u0) :=
1
2
∑
j∈Z
〈j〉2‖u0,j‖2L2(R) ≤ E
there exists a global solution of (1.6), ~u(t), ~u(t = 0) = ~u0 with conserved Els(~u(t)) = Els(~u0) satisfying:
‖~u‖2~W :=
∑
j∈Z
〈j〉2‖uj‖2L6x,t(Rx×Rt) ≤ Λls(Els(~u0)). (1.7)
for some finite non-decreasing function Λls(E).
We can now give the main result of this paper which asserts large data scattering for (1.1) conditioned
on Conjecture 1.2.
Theorem 1.3. Assume that Conjecture 1.2 holds for all E ≤ Elsmax, then any initial data u0 ∈ H1(R×T2)
satisfying
L(u0) =
∫
R×T2
{
1
2
|u0|2 + 1
2
|∇u0|2 + 1
6
|u0|6
}
dx ≤ Elsmax
leads to a solution u ∈ X1c (R) which is global, and scatters in the sense that there exists v± ∈ H1(R×T2)
such that (1.3) holds. In particular, if Elsmax = +∞, then all solutions of (1.1) with finite energy and
mass scatter.
Before we go into the details of the proof, a few remarks about the above theorem are in order. First, we
should point out that the global regularity part holds for all solutions of finite energy, unconditional on
Conjecture 1.2. Second, as a consequence of the local theory for the system (1.6), one has that Conjecture
1.2 holds below a nonzero threshold Elsmax > 0, so Theorem 1.3 is non-empty and actually strengthens
Theorem 1.1. Actually, by simple modifications of the proof, one can find regimes with large mass (for
example using the main result in [21]) where one can obtain nontrivial large data that scatter. Another
point worth mentioning is that while Theorem 1.3 is stated as an implication, it is actually an equivalence
as it is easy to see that one can reverse the analysis needed to understand the behavior of large-scale profile
initial data for (1.1) in order to control general solutions of (1.6) and prove Conjecture 1.2 assuming that
Theorem 1.3 holds (cf. Appendix). Finally, we note that the full resolution of Conjecture 1.2 seems to
require considerable additional work that is completely independent of the analysis on R × T2, so we
choose to leave it for a later work.
The proof of Theorem 1.3 has a fairly standard skeleton based on the Kenig-Merle machinery [36] on one
hand, and the recent works devoted to understanding inhomogeneous critical equations [33, 34, 35, 39, 40]
on the other. Nonetheless, the global geometry, the two levels of criticality (mass and energy), and the
emergence of large-scale profiles require some novel ideas and nonstandard adaptations. Most notably: i)
proving good global Strichartz estimates not only to prove Theorem 1.1 but also to obtain an L2−profile
decomposition suitable for the large data theory, ii) the analysis of the large-scale profile initial data
that appear in the profile decomposition, understanding their “two time-scale” behavior in terms of the
quintic system (1.6) via a normal form transformation, and iii) a final nonlinear profile recomposition
similar to that in [34] but with many more cases. We elaborate briefly on those three points:
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1.1. Global Strichartz estimates. While local-in-time Strichartz estimates are sufficient for the pur-
poses of local existence and even global regularity [34, 35], they are not useful to obtain information about
the asymptotic behavior, even for small data. On the other hand, in order to prove scattering with criti-
cal control (at the level of H1), one cannot afford to work with Strichartz estimates that lose too many
derivatives. These two limitations (good global-in-time integrability and derivative loss) encapsulate the
main difficulties at this level.
By using the Strichartz estimates on R and Sobolev embedding, one can obtain global-in-time bounds
with optimal scaling such as:
‖eit∆R×T2u0‖L6x,y,t(R×T2×R) . ‖〈∇〉
2
3 u0‖L2x,y(R×T2).
However, this derivative loss of 2/3 derivatives does not allow for a local theory at the level of H1,
which seems to require estimates with less than 1/2 derivatives lost. On the other hand, one can also
easily obtain local-in-time Strichartz estimates with satisfactory derivative loss from the corresponding
estimates on T2, but with no obvious way to extend them globally. In addition, application of the Hardy-
Littlewood circle method as in [8, 34] requires the use of the same Lp norms in x, y, t and no such p can
give both sufficiently good derivative loss and global-in-time integrability.
This suggests using norms that distinguish between local-in-time and global-in-time integrability. We are
thus lead to the following Strichartz estimates:
‖eit∆R×T2u0‖lqγLrx,y,t(R×T2×[γ,γ+1]) . ‖〈∇〉
3
2−
5
r u0‖L2x,y(R×T2),
2
q
+
1
r
=
1
2
, 4 < q, r < +∞,
where we take the lq sum in γ of the Lpx,y,t(R× T2 × [γ, γ + 1]) norm on the left hand side. Notice that
the condition on q is exactly the 1d Schro¨dinger admissibility condition on R whereas the derivative loss
of 3/2− 5/r is exactly that on T3 (or R3). The proof of this estimate follows a TT ∗ argument that allows
to decompose the relevant inner product into a diagonal part (the solution at time t interacting with
itself at a similar time) and a non-diagonal part (the solution at time t interacting with itself at time s
with |s− t| ≫ 1). The diagonal component leads to the loss of derivatives, but gives a contribution that
has better time-integrability (like l2γ). The non-diagonal part loses fewer derivatives but forces the above-
mentioned slower lqγ time-integrability and requires a nontrivial adaptation of the Hardy-Littlewood circle
method in a way that incorporates the decay in |s− t| coming from the R direction. The fact that we can
decouple those two difficulties (loss of derivatives and slow integrability) is crucial in obtaining a good
profile decomposition in this mass-critical context.
1.2. Large-scale profiles and the resonant quintic system. The treatment of the large-scale profiles
alluded to in our previous heuristic and formalized using the profile decomposition leads to the quintic
resonant system (1.6). This system is not completely unexpected as it can be derived from (1.1) by
removing all non-resonant interactions between the periodic Fourier modes of u. In general, one would
expect non-resonant interactions to have important large-time contributions especially for large data.
However, in the special limit given by those large-scale profile initial data, one can integrate out the
non-resonant dynamics by using a normal form transformation and this yields (1.6).
Among the three types of sequences appearing in the profile decomposition, the large-scale profiles cor-
respond to sequences of solutions of (1.1) with initial data roughly of the form:
ψk(x, y) =M
1/2
k ψ(Mkx, y), with ψ ∈ C∞c (R× T2), and Mk → 0.
Predicting that this scaling is conserved leads one to consider u(x, y, t) =M
1/2
k u˜(Mkx, y, t) where u˜ then
satisfies the equation:
(i∂t +∆T2)u˜ =M
2
k
(|u˜|4u˜− ∂xxu˜) , u˜(0) = ψ.
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This suggests conjugating with respect to the corresponding semigroup eit∆T2 and, after a rescaling, we
see that v satisfies an equation that is essentially:
(i∂t + ∂xx) v = N (v) = O(v5)
Since one would expect solutions of this equation to disperse after some large time T0 (thanks to the
dispersion of eit∆R), we only need to control the dynamics up to T0. But over this time interval, the
contribution of the non-resonant interactions is O(T0M
2
k ) and hence can be ignored in the limit as
Mk → 0. Doing this leads to the quintic resonant system (1.6). The main conclusion of this analysis is
that large-scale profiles admit the following “multi-scale” description6
u(x, y, t) = eit∆T2
[
M
1
2
k v(X, y, T )
]
, X =Mkx, T =M
2
k t,
where v solves (1.6).
1.3. Profile recomposition and end of the proof. To end the argument, one needs to be able to write
an approximate solution of (1.1) with initial data given as a sum of orthogonal profiles and dispersed
initial data (i.e. one whose linear development is small in the relevant norm). A first guess for this
approximate solution would be to sum the nonlinear profiles (solution of (1.1) with initial data given by
the profiles) and the linear propagation of the perturbation. As in [34], this doesn’t quite work because of
terms that are linear in the perturbation. We follow [34] and focus on the second iterate of the Duhamel
formula. While this does indeed give a good approximate solution it leaves us with proving that the
newly defined perturbation is still small in the appropriate norm.
The main problem we face comes from perturbations that are concentrated at high frequencies and
pointing only in the non-dispersive direction (near the zero frequency of Fx). These solutions are close
to concentrate on the trapped geodesics of R × T2 and they linger for a long time in compact regions
of the manifold before they disperse, thereby interacting with solutions at larger scales for a long time.
The redeeming features of such solutions are that i) their initial Fourier support makes them far from
saturating the Strichartz estimates, so at least their linear development is small in a weak norm which
makes their interaction with smaller scale profiles ineffective; ii) the qualitative fact that they are located
in a small angular sector is conserved when they interact with larger scale nonlinear profiles, so the output
of this interaction has similar properties. Implementing this requires introducing norms that are sensitive
to the special Fourier support properties of the initial data and obtaining a good well-posedness theory
to propagate the initial Fourier information effectively to later times7.
The paper is organized as follows: in Section 2 we fix our notations and recall the function spaces we
use; in Section 3 we prove the global Strichartz estimates we need for the rest of our work. Section
4 contains the local well-posedness and small-data scattering (Theorem 1.1) along with the associated
stability theory. In Section 6, we obtain a good linear profile decomposition that leads us to the types of
profiles we need to analyze, which is what we do in advance in Section 5 for the Euclidean and large-scale
profiles. In Section 7 we prove the contradiction argument leading to Theorem 1.3. Finally, we develop
the local existence theory for (1.6) in Section 8.
2. Notation and Function Spaces
2.1. Notations. We write A . B to signify that there is a constant C > 0 such that A ≤ CB. We write
A ≃ B when A . B . A. If the constant C involved has some explicit dependency, we emphasize it by
a subscript. Thus A .u B means that A ≤ C(u)B for some constant C(u) depending on u. For p ∈ Nn
6Indeed, this describes u in terms of two “times” t and T .
7Note that just putting the gradient of the highest frequency in L2 loses any such information.
QUINTIC NLS ON R× T2 7
a multi-index we denote by Op1,...,pn(a1, . . . , an) a |p|-linear expression which is a product of p1 terms
which are either equal to a1 or its complex conjugate a1 and similarly for pj, aj , 2 ≤ j ≤ n.
We label the coordinates on R× T2 as (x, y1, y2) ∈ R× T× T. We fix η1 ∈ C∞(R) such that η1(x) = 1
if |x| ≤ 1 and η1(x) = 0 when |x| ≥ 2. We also let η3(a, b, c) = η1(a)η1(b)η1(c), so that for x ∈ Rk and
k ∈ {1, 3}:
ηk≤N (x) = η
k(x/N), ηkN (x) = η
k
≤N (x)− ηk≤N/2(x), ηk≥N (x) = 1− ηk≤N/2(x).
For any dyadic number N ≥ 1, we define the Littlewood-Paley projectors:
P≤N := η
3
≤N (i∇), PN := P≤N − P≤N/2 for N ≥ 2, and P1 := P≤1.
Since we sometimes need to distinguish the regularity in the different directions, we similarly define
P x≤l to be the Fourier multiplier associated to η
1
≤M (i∂x) and P
y
≤N to be the multiplier associated to
η1≤N (i∂y1)η
1
≤N (i∂y2). We define P
x
M and P
y
M similarly as before. We will also need the following angular
frequency localization: for δ > 0, we define:
P˜ 1δ =
∑
N≥1
PNP
x
≥δN . (2.1)
In addition to the usual isotropic Sobolev spaces Hs(R × T2), we will need non-isotropic versions. For
s1, s2 ∈ R we define:
Hs1,s2(R× T2) = {u : R× T2 → C : 〈ξ〉s1 〈n〉s2 û(ξ, n) ∈ L2ξ,n(R× Z2)}.
We will be particularly interested in the space H0,1(R×T2). This is the set of functions ψ ∈ L2x,y(R×T2)
such that ∇yψ ∈ L2x,y(R× T2). We can also define a discrete analogue. For ~φ = {φp}p∈Z2 a sequence of
real-variable functions, we let
hs1Hs2 :=
~φ = {φp} : ‖~φ‖2hs1Hs2 = ∑
p∈Z2
〈p〉2s1‖φp‖2Hs2 < +∞
 . (2.2)
We can naturally identify H0,1(R×T2) and h1L2 by via the Fourier transform in the periodic variable y
as follows: for ψ ∈ H0,1(R× T2) we define the vector ~ψ = {ψp}p where
ψp(x) :=
1
(2π)2
∫
T2
ψ(x, y)e−i〈p,y〉dy (2.3)
is the sequence of periodic Fourier coefficients of ψ. Conversely, for any ~v ∈ h1L2, we define
~v(x, y) :=
∑
p∈Z2
vp(x)e
i〈y,p〉.
Clearly the two operations invert one another and are isometries8.
8Up to the normalizing constants in the definition of the Fourier transform.
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2.2. Function spaces. For C = [− 12 , 12 )3 ⊂ R3 and z ∈ R3, we denote by Cz = z+C the translate of C
by z and define the sharp projection operator PCz as follows:
F (PCzf) = χCz(ξ)F(f)(ξ).
We use the same modifications of the atomic and variation space norms that were employed in [31, 32, 34].
Namely, for s ∈ R, we define:
‖u‖2Xs0(R) =
∑
z∈Z3
〈z〉2s‖PCzu‖2U2∆(R;L2), ‖u‖
2
Y s(R) =
∑
z∈Z3
〈z〉2s‖PCzu‖2V 2∆(R;L2).
We refer to [28, 31, 32] for the description and properties of the spaces Up∆ and V
p
∆. The norms X
s
0 and
Y s are both stronger than the L∞(R;Hs) norm and weaker than the U2∆(R : H
s) norm. In fact, they
satisfy the following nesting property:
U2∆(R;H
s) →֒ Xs0(R) →֒ Y s(R) →֒ V 2∆(R;Hs) →֒ Up∆(R;Hs) →֒ L∞(R;Hs)
for any p > 2. For a compact interval I ⊂ R, we also need the restriction norms Xs(I) and Y s(I) defined
in the usual way:
‖u‖Xs(I) = inf{‖v‖Xs0(R) : v ∈ Xs0(R) satisfying v|I = u|I}
and similarly for Y s(I). Our main solution space is then
Xsc (R) := {u ∈ C(R : Hs(R× T2)) :φ−∞ := lim
t→−∞
e−it∆u(t) exists in Hs, and u(t)− eit∆φ−∞ ∈ Xs0(R)}
equipped with the norm:
‖u‖2Xs(R) := ‖φ‖2Hs(R×T2) + ‖u− eit∆φ−∞‖2Xs0 (R) ≃ supK⊂R,K compact‖u‖
2
Xs(K) (2.4)
and we can extend the second definition of the Xs-norm to arbitrary subintervals of R. We also consider
X1c,loc(I) to be the set of all functions in Cloc(I : H
1) whose X1(J)-norm is finite for every compact
subset J ⊂ I.
To control the nonlinearity on an interval I = (a, b) we use the norm:
‖h‖Ns(I) :=
∥∥∥∥∫ t
a
ei(t−s)∆h(s)ds
∥∥∥∥
Xs(I)
. (2.5)
We mostly use this norm for s = 1 and in this case, we omit the s in the notation.
In addition to the above norms, we need the following time-divisible norm:
‖u‖Z(I) =
∑
p0=9/2,18
∑
N≥1
N
p0(
5
p0
− 12 )‖1I(t)PNu‖p0
l
4p0
p0−2
γ L
p0
x,y,t(R×T
2×Iγ)
 1p0 . (2.6)
where Iγ = [2πγ, 2π(γ + 1)]. Z is a weaker norm than X
1. In fact, from Lemma 4.1 below,
‖u‖Z(I) . ‖u‖X1(I).
We will also need the following proposition which is the analogue of Poposition 2.11 of [31] or Proposition
2.10 of [32]:
Proposition 2.1 ([31, 32]). If f ∈ L1t (I,H1(R× T2)), then
‖f‖N(I) . sup
v∈Y −1(I)
‖v‖Y−1(I)≤1
∫
I×(R×T2)
f(x, t)v(x, t)dxdt
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In particular, the following estimate holds for any smooth function g on an interval I = [a, b]:
‖g‖X1(I) . ‖g(0)‖H1(R×T2) +
(∑
N
‖PN (i∂t +∆)g‖2L1t(I,H1x(R×T2))
)1/2
. (2.7)
3. Global Strichartz estimates
We recall the Strichartz estimates from [8]: for any p > 4, there holds that
‖eit∆T3PNf‖Lpx,t(T3x×Tt) . N(
3
2−
5
p)‖f‖L2(T3) (3.1)
This bound can of course be adapted to the case of R × T2. However, in order to prove scattering
estimates, we need to obtain global in time bounds. This is only possible by using the R component of
our manifold. But this only supports linear solutions that decay much slower than on R3. As a result,
we need to distinguish between the “local in time” integrability, similar to the one in R3 (or T3) and the
“global in time” integrability, similar to the one on R. This is done by decomposing
Rt =
⋃
γ∈Z
2π[γ, γ + 1).
In this section, we prove the following result:
Theorem 3.1. Let N ≥ 1 be dyadic, then
‖eit∆R×T2P≤Nu0‖lqγLpx,y,t(R×T2×[2πγ,2π(γ+1)]) . N(
3
2−
5
p )‖u0‖L2(R×T2). (3.2)
whenever
p > 4 and
2
q
+
1
p
=
1
2
. (3.3)
In the estimate above, we see that the loss in derivatives is dictated by the local (3d) geometry, while
the global integrability condition is dictated by the global (1d) geometry. Theorem 3.1 follows directly
by duality from the following more precise estimate
Lemma 3.2. For any h ∈ C∞c (Rx × T2y × Rt), there holds that∥∥∥∥∫
s∈R
e−is∆R×T2P≤Nh(x, y, s)ds
∥∥∥∥
L2x,y(R×T
2)
. N(
3
2−
5
p )‖h‖
l2γL
p′
x,y,t(R×T
2×[2πγ,2π(γ+1)])
+N(1−
3
p)‖h‖
lq
′
γ L
p′
x,y,t(R×T
2×[2πγ,2π(γ+1)])
(3.4)
for any (q, p) satisfying (3.3).
Proof of Lemma 3.1. In order to distinguish between the large and small time scales, we choose a smooth
partition of unity
1 =
∑
γ∈Z
χ(t− 2πγ)
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with χ supported in [−2π, 2π]. We also denote by hα(t) := χ(t)h(2πα+ t). Using the semigroup property
and the unitarity of eit∆R×T2 , we compute directly that
‖
∫
s∈R
e−is∆R×T2P≤Nh(x, y, s)ds‖2L2x,y(R×T2)
=
∫∫
s,t∈R
〈e−is∆R×T2P≤Nh(s), e−it∆R×T2P≤Nh(t)〉L2x,y×L2x,ydsdt
=
∑
α,β
∫∫
s,t∈R
〈χ(s− 2πα)e−is∆R×T2P≤Nh(s), χ(t− 2πβ)e−it∆R×T2P≤Nh(t)〉L2x,y×L2x,ydsdt
=
∑
α,β
∫∫
s,t∈[−2π,2π]
〈e−i(2π(α−β)+s)∆R×T2P≤Nhα(s), e−it∆R×T2P≤Nhβ(t)〉L2x,y×L2x,ydsdt
= σdiag + σnon-diag
where
σdiag =
∑
|α−β|≤9
∫∫
s,t
〈e−i(2π(α−β)+s)∆R×T2P≤Nhα(s), e−it∆R×T2P≤Nhβ(t)〉L2x,y×L2x,ydsdt
σnon-diag =
∑
α,γ∈Z,|γ|≥10
∫∫
s,t
〈e−i(s−2πγ)∆R×T2P≤Nhα(s), e−it∆R×T2P≤Nhα+γ(t)〉L2x,y×L2x,ydsdt.
The diagonal sum dictates the loss of derivative, while the non-diagonal sum dictates the decay.
Diagonal Estimates. Here, we use the following result from [8]: for any f ∈ L2(T2) and any p > 4,
there holds that
‖eit∆T2P y≤Nf‖Lp(T2y×Tt) . N(1−
4
p )‖f‖L2(T2y).
This implies that for p > 4,
‖eit∆R×T2P≤Nf‖Lpx,y,t(R×T2×[0,2π]) . N(
3
2−
5
p )‖f‖L2x,y(R×T2).
Indeed, using the Hausdorff-Young, Ho¨lder, Minkowski and Plancherel inequalities, we have that
‖eit∆R×T2P≤Nf‖Lpx,y,t(R×T2×[−2π,2π]) = ‖eit∆R×T2P≤Nf‖Lpx(R;Lpy,t(T2×[−2π,2π]))
. N(
1
2−
1
p )‖e−it|ξ|2Fξeit∆T2P≤Nf‖L2
ξ
(R;Lpy,t(T
2×[−2π,2π]))
. N(
1
2−
1
p )‖eit∆T2P y≤NFξf‖L2ξ(R;Lpy,t(T2×[−2π,2π]))
. N(
3
2−
5
p )‖Fξf‖L2ξL2y = N(
3
2−
5
p )‖f‖L2x,y(R×T2).
Again, by duality, this implies that
‖
∫
s∈R
e−is∆R×T2P≤Nh(s)ds‖L2x,y(R×T2) . N(
3
2−
5
p )‖h‖
Lp
′
x,y,t(R×T
2×[−2π,2π])
(3.5)
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whenever h is supported in [−2π, 2π]. And consequently,
σdiag =
∑
α∈Z,|γ|≤9
∫∫
s,t∈R
〈e−i(s−2πγ)∆R×T2P≤Nhα(s), e−it∆R×T2P≤Nhα+γ(t)〉L2x,y×L2x,ydsdt
≤
∑
α,|γ|≤9
∥∥∥∥∫
s∈R
e−is∆R×T2P≤Nhα(2πγ + s)ds
∥∥∥∥
L2x,y(R×T
2)
∥∥∥∥∫
s∈R
e−is∆R×T2P≤Nhα+γ(s)ds
∥∥∥∥
L2x,y(R×T
2)
. N2(
3
2−
5
p )
∑
α
‖hα‖2
Lp
′
x,y,t(R×T
2×[−2π,2π])
.
(3.6)
This is controlled by the first term in the righthand side of (3.4).
Nondiagonal Estimates. We can estimate the non diagonal sum as follows using (3.8) proved below:
σnon-diag =
∑
α,γ∈Z,|γ|≥10
∫
t
〈
∫
s
e−i(s−t−2πγ)∆R×T2P≤Nhα(s)ds, P≤Nhα+γ(t)〉L2x,y×L2x,ydt
. N(2−
6
p )
∑
α,γ∈Z,|γ|≥3
|γ| 1p− 12 ‖hα‖Lp′x,y,t‖hα+γ‖Lp′x,y,t
. N(2−
6
p )‖{hα}α‖2
lq
′
α L
p′
x,y,t(R×T
2×[−2π,2π])
, (
2
q
=
1
2
− 1
p
)
(3.7)
where we have used the discrete Hardy-Littlewood-Sobolev inequality in the last step. Together with
(3.6), this finishes the proof of (3.4) once we prove Lemma 3.3. 
Lemma 3.3. Suppose that γ ∈ Z satisfies |γ| ≥ 3 and that p > 4. For any h ∈ Lp′x,y,s(R×T2× [−2π, 2π]),
there holds that:
‖
∫
s∈R
χ(s)ei(t−s+2πγ)∆R×T2P≤Nh(s)ds‖Lpx,y,t(R×T2×[−2π,2π]) . |γ|
1
p−
1
2N(2−
6
p )‖h‖
Lp
′
x,y,s(R×T2×[−2π,2π])
.
(3.8)
Proof. Without loss of generality, we may assume that:
h = χ(s)P≤Nh, and ‖h‖Lp′x,y,t(R×T2×[−2π,2π]) = 1 (3.9)
and we define
g(x, y, t) =
∫
s∈R
ei(t−s+2πγ)∆R×T2h(x, y, s)ds.
We also define the Kernel
KN(x, y, t) =
∑
k∈Z2
∫
Rξ
[η1≤N (ξ)]
2[η1≤N (k1)η
1
≤N (k2)]
2ei[x·ξ+y·k+t(|k|
2+|ξ|2)]dξ
=
[∫
Rξ
[η1≤N (ξ)]
2ei(x·ξ+t|ξ|
2)dξ
]
·
[∑
k∈Z2
[η1≤N (k1)η
1
≤N (k2)]
2ei(y·k+t|k|
2)
]
= KRN (x, t)⊗KT
2
N (y, t).
(3.10)
and introduce KN,γ(x, y, t) := KN (x, y, 2πγ + t), so that g(x, y, t) = KN,γ ∗x,y,t h. We have the following
straightforward bounds:
‖KN,γ‖L∞x,y,t . |γ|−
1
2N2
‖Fx,y,tKN,γ‖L∞
ξ,k,τ
. 1.
(3.11)
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The first estimates follows from stationary phase estimates in x and direct counting in k (see also (3.16)).
The second estimate is direct.
For α a dyadic number, we define gα(x, y, t) = α−1g(x, y, t)1{α/2≤|g|<α} which has modulus in [1/2, 1].
We define9 hβ similarly for β ∈ 2Z. Clearly, g =∑α αgα. Besides,
‖g‖p
Lpx,y,t
= 〈|g|p−2g, g〉
=
∑
α,β
αp−1β〈|gα|p−2gα,KN,γ ∗ hβ〉
=
[∑
S1
+
∑
S2
+
∑
S3
]
αp−1β〈|gα|p−2gα,KN,γ ∗ hβ〉 = Σ1 +Σ2 +Σ3,
(3.12)
where
S1 = {(α, β) : C|γ|−1/2N2 ≤ αβp′−1},
S2 = {(α, β) : αβp′−1 ≤ CN |γ|−1/2},
S3 = {(α, β) : CN |γ|−1/2 ≤ αβp′−1 ≤ C|γ|−1/2N2}
for C a large constant to be fixed later. In each of the three cases defined above and for any fixed α, β,
we will decompose KN,γ = K
1
N,γ;α,β +K
2
N,γ;α,β and estimate the corresponding contributions as follows:
〈|gα|p−2gα,K1N,γ;α,β ∗ hβ〉 . ‖K1N,γ;α,β‖L∞x,y,t‖gα‖L1‖hβ‖L1 ,
〈|gα|p−2gα,K2N,γ;α,β ∗ hβ〉 . ‖Fx,y,tK2N,γ;α,β‖L∞ξ,k,τ‖gα‖L2‖hβ‖L2.
(3.13)
In what follows, we denote by Sα := supp(gα) and Eβ := supp(hβ). Then, by assumption
‖g‖p
Lpx,y,t
≃
∑
α
αp|Sα|,
∑
β
β
p
p−1 |Eβ | ≃ 1, ‖gα‖Lpx,y,t ≃ |Sα|
1
p .
We will bound Σ1,Σ2,Σ3 in (3.12) separately:
Σ1, the large levels: C|γ|−1/2N2 ≤ αβp′−1. In this case, we use the decomposition (3.13) with K2 = 0
and the bound (3.11). This gives
Σ1 ≤
∑
α,β;C|γ|−1/2N2≤αβp′−1
αp−1β‖KN,γ‖L∞x,y,t |Sα||Eβ | . C−1
∑
α,β
αp|Sα|βp′ |Eβ | . C−1‖g‖pLpx,y,t
Σ2, the small levels: αβ
p′−1 ≤ CN |γ|−1/2. In this case, we use the decomposition (3.13) with K1 = 0
and (3.11). This gives
Σ2 ≤
∑
(α,β)∈S2
αp−1β|Sα| 12 |Eβ | 12 ≤
∑
α,β;αβp′−1≤CN |γ|−1/2
[αp|Sα|]
1
2
[
βp
′ |Eβ |
] 1
2
[
αβp
′−1
] p−2
2
.
Using Schur’s test, we can sum in α, β and this gives
Σ2 . C
p−2
2 ‖g‖
p
2
Lpx,y,t
N
p−2
2 |γ|−p−24 .
9This is not be confused with hα defined previous to Lemma 3.3.
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Σ3, the medium levels: CN |γ|−1/2 ≤ αβp′−1 ≤ C|γ|−1/2N2. In this case, we will decompose the
kernel into two components as in (3.13) which satisfy
‖K1N,γ;α,β‖L∞x,y,t . C−1αβp
′−1
‖Ft,x,yK2N,γ;α,β‖L∞ξ,k,τ .ε NεC(αβp
′−1)−1|γ|−1/2.
(3.14)
Assuming this, we finish the proof as follows:
Σ3 . C
−1
∑
S3
αpβp
′ |Sα||Eβ |+NεC
∑
S3
αp−2β2−p
′ |Sα| 12 |Eβ | 12 |γ|−1/2
. C−1‖g‖p
Lpx,y,t
+NεC
∑
S3
[αp|Sα|]
1
2
[
βp
′ |Eβ |
] 1
2
[
αβp
′−1
] p−4
2 |γ|−1/2
. C−1‖g‖p
Lpx,y,t
+ ‖g‖
p
2
Lpx,y,t
C
p−2
2 N (p−4+ε)|γ|− p−24 .
As a result we finally obtain
‖g‖p
Lpx,y,t
= Σ1 +Σ2 +Σ3 . C
−1‖g‖p
Lpx,y,t
+ C
p−2
2 ‖g‖
p
2
Lpx,y,t
[
N
p−2
2 |γ|− p−24 +Np−4+ε|γ|− p−24
]
.
We now fix the universal constant C so that it is large enough to absorb the first term on the RHS in
the LHS and we get:
‖g‖p
Lpx,y,t
.C ‖g‖
p
2
Lpx,y,t
|γ|−p−24 max(N (p−4+ε), N p−22 ) . ‖g‖
p
2
Lpx,y,t
|γ|−p−24 Np−3 (3.15)
if p > 4. This finishes the proof of (3.8) once we justify the decomposition (3.14).
In order to get the decomposition (3.14), we need a minor/major arc decomposition of the Kernel KT
2
N .
We recall the following bound from [8, Lemma 3.18]: assume that 1 ≤ a ≤ q ≤ N , (a, q) = 1 and
|t/2π − a/q| ≤ 1/Nq, then
‖KT2N (·, t)‖L∞y (T2) .
N2
q(1 +N2|t/2π − a/q|) .
From (3.10) and the explicit formula in R, we directly get that, under the above conditions, the first
estimate in (3.11) can be further refined into:
‖KN,γ(t)‖L∞x,y(R×T2) . |γ|−1/2
N2
q(1 +N2|t/2π − a/q|) . (3.16)
For L ∈ 2Z, we will need the following fine-scale time-cutoff functions φ≥L(·) := η1(L·) and φL =
φ≥L − φ≥2L. Let n be such that N = 2n and for 0 ≤ k ≤ n− 10, j + k ≤ n, define the time projectors
pk,j(s) :=
∑
2k≤q≤2k+1
∑
(a,q)=1,1≤a≤q
φN2k+j+10(s/2π − a/q) for j ≤ n− k − 1,
pk,n−k(s) :=
∑
2k≤q≤2k+1
∑
(a,q)=1,1≤a≤q
φ≥210N2(s/2π − a/q)
(3.17)
and let e be such that
1 =
n−10∑
k=0
∑
j;j+k≤n
pk,j(t) + e(t).
We now define
K1N,γ;α,β(x, y, t) :=
[
e(t) +
∑
SM
pk,j(t) +
∑
Sm
ρj,kpk,0(t)
]
KN,γ(x, y, t). (3.18)
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where we used the following notations:
ρk,j := 2
−j if j < n− k and ρk,n−k := 2−n+k+1, (3.19)
SM := {(j, k) : 0 ≤ k ≤ n− 10, 0 ≤ j + k ≤ n; 2n+j ≤ C−1αβp′−1|γ|1/2}
Sm := {(j, k) : 0 ≤ k ≤ n− 10, 0 ≤ j + k ≤ n; 2n+j ≥ C−1αβp′−1|γ|1/2}
the defining sets of the major and minor arcs. The ρj,k are introduced to cancel the large zero frequency
mode of K2n,γ;α,β(x, y, t) (cf. (3.20) and (3.23)).
By direct inspection, we see that the major arcs are disjoint:
φN2k+j+10 (s/2π − a/q)φN2k′+j′+10(s/2π − a′/q′) 6= 0⇒ k = k′, (a, q) = (a′, q′), |j − j′| ≤ 3.
In particular,
0 ≤ pk,j ≤ 1 and pk,j(t)pk′,j′(t) 6= 0⇒ k = k′; |j − j′| ≤ 3.
If e(t) 6= 0, then either |t/2π − a/q| ≥ 2−n/q or q & 2n. In both cases, from (3.16), we see that
‖e(t)KN,γ‖L∞x,y,t . 2n|γ|−1/2.
Invoking (3.16) again, we deduce that
‖KN,γ(x, t)
∑
SM
pk,j(t)‖L∞x,y,t . sup
SM
‖pk,jKN,γ‖L∞x,y,t . C−1αβp
′−1.
Similarly using the fact that 2n|γ|−1/2 ≤ αβp′−1, we get that
‖KN,γ(x, t)
∑
Sm
2−jpk,0(t)‖L∞x,y,t . sup
k
∑
j:(j,k)∈Sm
2−j−k22n|γ|−1/2 . C−1αβp′−1.
This proves that K1n,γ;α,β satisfies the right bound in (3.14).
It remains to prove that
K2N,γ;α,β(x, y, t) = χ(t)
∑
Sm
[pk,j(t)− ρk,jpk,0(t)]KN,γ(x, y, t) (3.20)
satisfies the appropriate estimates in (3.14). Here we need the following lemma from [34]:
Lemma 3.4. Assume κ > 0, Q,M ∈ N∗, M ≥ 8Q, S ⊆ {1, . . . , Q}, and η : R → [0, 1] is a smooth
function supported in [−2, 2]. Then, for any t ∈ R,∑
q∈S, a∈Z (a,q)=1
η(MQ(t− a/q)) =
∑
m∈Z
(MQ)−1η̂(2πm/(MQ))cme
2πimt, (3.21)
and the coefficients cm have the properties
cm =
∑
q∈S, 0≤a≤q−1, (a,q)=1
e−2πim·a/q, sup
m∈Z
|cm| ≤ 4Q2, |cm| ≤ Cκd(m,Q)Q1+κ, (3.22)
where d(m,Q) denotes the number of divisors of m less than or equal to Q.
Using this lemma and because of our definition of ρk,j in (3.19), we can write
pk,j(t)− ρk,jpk,0(t) =
∑
m∈Z
cme
i2πmt2−j−k−n−10
[
φˆ1(2
−j−k−n−102πm)− φˆ1(2−k−n−102πm)
]
if k < n− k, and
pk,n−k(t)− ρk,n−kpk,0(t) =
∑
m∈Z
cme
i2πmt2−2n−10
[
φ̂≥1(2
−2n−102πm)− 2φˆ1(2−k−n−102πm)
]
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In either case, we have that for 0 ≤ k ≤ n− 10, 0 ≤ j ≤ n− k:
pk,j(t)− ρk,jpk,0(t) =
∑
m∈Z
bme
i2πmt
with
b0 = 0, |bm| ≤ Cεd(m, 2k+1)2−j−n+εk(1 + 2−j−k−n|m|)−10, (3.23)
where d(m,Q) denotes the number of divisors of m less than Q. We remark that ρk,j were specifically
introduced to make b0 = 0 (recall that φ̂≥1(0) = 2φ̂1(0)).
Using the fact that d(m,Q) . Cε|m|ε, we finally get
‖Fx,y,tK2N,γ;α,β‖L∞ξ,z,τ .
∑
(k,j)∈Sm
sup
ξ,z,τ
∣∣∣∣∫
R
χ(t)
(
pk,j(t)− 2−jpk,0(t)
)
eit[|ξ|
2+|z|2−τ−γ]dt
∣∣∣∣
≤
∑
(k,j)∈Sm
∑
m∈Z
|bm| . Cε
∑
(k,j)∈Sm
2εn2−j−n.
which gives second bound in (3.14). This finishes the proof. 
Remark 3.5. One can sharpen the estimate (3.2) to allow for different smoothness in both directions,
namely, when 1 ≤M ≤ N ,
‖P≤NP x≤Meit∆R×T2u0‖lqγLpx,y,t(R×T2×[2πγ,2π(γ+1)]) .
(
M
N
)θ
N(
3
2−
5
p )‖u0‖L2x,y(R×T2). (3.24)
where θ = 1/2− 2/p.
This follows directly from (3.4) after one refines the diagonal contribution (3.5) with
‖
∫
R
e−is∆R×T2P≤NP
x
≤Mh(s)ds‖L2x,y(R×T2) .
(
M
N
) 1
2−
1
p
N
3
2−
5
p ‖h‖
Lp
′
x,y,t(R×T
2×[−2π,2π])
.
The claim follows10.
4. Local well-posedness and small-data scattering
We start by translating the Strichartz estimate in Theorem 3.1 into an embedding theorem for Up∆ spaces:
Lemma 4.1. For p > 4 and q as in Theorem 3.1, the following estimate holds for any time interval
I ⊂ R and every cube Q ⊂ R3 of size N:
‖1I(t)PQu‖lqγLpx,y,t(R×T2×Iγ) . N
3
2−
5
p ‖u‖
U
min(p,q)
∆ (I;L
2
x,y(R×T
2))
(4.1)
The proof of this lemma is slightly tedious but straightforward. We omit the details.
10Taking into account the better derivative gain in the non-diagonal part (by optimizing the power of N in (3.15)), one
can improve θ in (3.24) into θ = 1− 4
p
if 4 < p < 6 and 1/2 − 1/p + ε if p ≥ 6.
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4.1. Contraction argument. The following quantity will be of use in the local existence theory:
‖u‖Z′(I) = ‖u‖1/4X1(I)‖u‖3/4Z(I) (4.2)
The local well-posedness theory will follow from the following two lemmas:
Lemma 4.2. Suppose that ui = PNiui for i = 1, 2, 3 satisfying N1 ≥ N2 ≥ N3. There exists δ > 0 such
that the following estimate holds for any interval I ⊂ R:
‖u1u2u3‖L2x,y,t(R×T2×I) .
(
N3
N1
+
1
N2
)δ
‖u1‖Y 0(I)‖u2‖Z′(I)‖u3‖Z′(I). (4.3)
Proof. It is sufficient to study the case I = R. The result is a consequence of the following two estimates:
‖u1u2u3‖L2x,y,t(R×T2×R) . N2N3
(
N3
N1
+
1
N2
)δ0
‖u1‖Y 0(R)‖u2‖Y 0(R)‖u3‖Y 0(R). (4.4)
and
‖u1u2u3‖L2x,y,t(R×T2×R) . ‖u1‖Y 0(R)‖u2‖Z(R)‖u3‖Z(R). (4.5)
Estimate (4.4) follows as in Proposition 3.5 of [31] or Proposition 2.8 of [32]. As for (4.5), we first notice
that, by orthogonality considerations, we may replace u1 by PCu1 where C is a cube of dimension N2.
This allows to estimate:
‖(PCu1)u2u3‖L2x,y,t(R×T2×R) .‖PCu1‖l 365γ L 92x,y,t
‖u2‖
l
36
5
γ L
9/2
x,y,t
‖u3‖
l
9
2
γ L18x,y,t
.N
7
18
2 ‖PCu1‖Y 0‖u2‖
l
36
5
γ L
9/2
x,y,t
‖u3‖
l
9
2
γ L18x,y,t
.(
N3
N2
)2/9‖PCu1‖Y 0‖u2‖Z(R)‖u3‖Z(R)
which is acceptable.

As a result of the above lemma, we have:
Lemma 4.3. For ui ∈ X1(I), i = 1, . . . , 5, there holds that
‖
∑
K≥1
PKu1
5∏
i=2
P≤CK u˜i‖N(I) .C ‖u1‖X1(I)
5∏
i=2
‖ui‖Z′(I). (4.6)
and in particular,
‖
5∏
i=1
u˜i‖N(I) .
5∑
j=1
‖uj‖X1(I)
∏
i6=j
‖ui‖Z′(I) (4.7)
where u˜i is either ui or ui.
Proof. The proof is a fairly standard consequence of Lemma 4.2 (cf. Lemma 3.2 of [34]). 
We are now ready to prove the local existence theory for large data and global existence and scattering
theory for small data. The proof of the following statement is very similar from the proofs in [34, Section
3] given Lemma 4.3 and is omitted.
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Proposition 4.4 (Local Well-posedness). Let E > 0 and suppose that ‖u0‖H1(R×T2) ≤ E. There exists
δ0 = δ0(E) ≈ min(1, E−1) such that if
‖eit∆R×T2u0‖Z(I) ≤ δ ≤ δ0
on some interval I ⊂ R containing 0, then there exists a unique strong solution u ∈ X1c (I) of (1.1)
satisfying u(0) = u0 and
‖u(t)− eit∆R×T2u0‖X1(I) . E2δ3. (4.8)
Moreover, the quantities E(u) and M(u) defined in (1.4) are conserved on I.
Observe that if u ∈ X1c (R), then u scatters as t → ±∞ as in (1.3). Also, if E is small enough, I can be
taken to be R which proves Theorem 1.1.
Lemma 4.5 (Controlling norm). Suppose that u ∈ X1c,loc(I) is a strong solution on an interval I ⊂ R
satisfying:
‖u‖Z(I) < +∞. (4.9)
(1) If I is finite, then u can be extended as a strong solution in X1c (I
′) on a strictly larger interval
I ′, I ( I ′ ⊂ R. In particular, if u blows up in finite time, then the Z norm of u has to blow up.
(2) If I is infinite, then u ∈ X1c (I).
Finally, we end this section with the following stability result:
Proposition 4.6. Let I ⊂ R be an interval, and let u˜ ∈ X1(I) solve the approximate equation:
(i∂t +∆R×T2)u˜ = ρ|u˜|4u˜+ e (4.10)
where ρ is a constant in [0, 1]. Assume that the following boundedness estimates holds:
‖u˜‖Z(I) + ‖u˜‖L∞t (I,H1(R×T2)) ≤M. (4.11)
There exists ǫ0 = ǫ0(M) ∈ (0, 1] such that if for some t0 ∈ I:
‖u˜(t0)− u0‖H1(R×T2) + ‖e‖N(I) ≤ ǫ < ǫ0, (4.12)
then there exists a solution u(t) to the exact equation:
(i∂t +∆R×T2)u = ρ|u|4u (4.13)
with initial data u0 which satisfies
‖u‖X1(I) + ‖u˜‖X1(I) ≤C(M)
‖u− u˜‖X1(I) ≤C(M)ǫ.
(4.14)
5. Nonlinear analysis of profiles
In this section, we describe and analyze the main profiles that appear in our linear and nonlinear profile
decomposition.
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5.1. Euclidean profiles. The Euclidean profiles define a regime where we can compare solutions of
quintic NLS on R3 with those on R×T2. Of course, this analysis is only possible in the small-scale limit,
i.e. for solutions that concentrate at a point. Our arguments below follow closely those in [33, 34].
We fix a spherically-symmetric function η ∈ C∞0 (R3) supported in the ball of radius 2 and equal to 1 in
the ball of radius 1. Given φ ∈ H˙1(R3) and a real number N ≥ 1 we define
φN ∈ H1(R3), φN (x) = N 12 η(N 12 x)φ(Nx),
fN ∈ H1(R× T2), fN(y) = φN (Ψ−1(y)),
(5.1)
where Ψ : {x ∈ R3 : |x| < 1} → O0 ⊆ R × T2, Ψ(x) = x. Thus φN is an H˙1-invariant rescaling of a
smooth compact truncation φ, and fN is the function obtained by transferring φN to a neighborhood of
0 in R× T2. Notice that
‖fN‖H1(R×T2) . ‖φ‖H˙1(R3).
We define also
ER3(φ) =
1
2
∫
R3
|∇R3φ|2 dx+ 1
6
∫
R3
|φ|6 dx.
We will use the main theorem of [18, Theorem 1.1] (see also [42]), in the following form.
Theorem 5.1. Assume ψ ∈ H˙1(R3). Then there is a unique global solution v ∈ C(R : H˙1(R3)) of the
initial-value problem
(i∂t +∆R3)v = v|v|4, v(0) = ψ, (5.2)
and
‖ |∇R3v| ‖(L∞t L2x∩L2tL6x)(R3×R) ≤ C˜(ER3(ψ)). (5.3)
Moreover this solution scatters in the sense that there exists ψ±∞ ∈ H˙1(R3) such that
‖v(t)− eit∆R3ψ±∞‖H˙1(R3) → 0 (5.4)
as t→ ±∞. Besides, if ψ ∈ H5(R3) then v ∈ C(R : H5(R3)) and
sup
t∈R
‖v(t)‖H5(R3) .‖ψ‖H5(R3) 1.
Our first result in this section is the following lemma:
Lemma 5.2. Assume φ ∈ H˙1(R3), T0 ∈ (0,∞), and ρ ∈ {0, 1} are given, and define fN as in (5.1).
Then the following conclusions hold:
(i) There is N0 = N0(φ, T0) sufficiently large such that for any N ≥ N0 there is a unique solution
UN ∈ C((−T0N−2, T0N−2);H1(R× T2)) of the initial-value problem
(i∂t +∆)UN = ρUN |UN |4, UN (0) = fN . (5.5)
Moreover, for any N ≥ N0,
‖UN‖X1(−T0N−2,T0N−2) .ER3(φ) 1. (5.6)
(ii) Assume ε1 ∈ (0, 1] is sufficiently small (depending only on ER3(φ)), φ′ ∈ H5(R3), and ‖φ−φ′‖H˙1(R3) ≤
ε1. Let v
′ ∈ C(R : H5) denote the solution of the initial-value problem
(i∂t +∆R3)v
′ = ρv′|v′|4, v′(0) = φ′.
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For R ≥ 1, and N ≥ 10R we define
v′R(x, t) = η(x/R)v
′(x, t), (x, t) ∈ R3 × (−T0, T0),
v′R,N (x, t) = N
1
2 v′R(Nx,N
2t), (x, t) ∈ R3 × (−T0N−2, T0N−2),
VR,N (y, t) = v
′
R,N (Ψ
−1(y), t) (y, t) ∈ R× T2 × (−T0N−2, T0N−2).
(5.7)
Then there is R0 ≥ 1 (depending on T0 and φ′ and ε1) such that, for any R ≥ R0 and N ≥ 10R,
lim sup
N→∞
‖UN − VR,N‖X1(−T0N−2,T0N−2) .ER3(φ) ε1. (5.8)
Proof. The proof of Lemma 5.2 is very similar to the proof of [33, Lemma 4.2].

To understand linear and nonlinear evolutions beyond the Euclidean window we need an additional
extinction lemma:
Lemma 5.3. Suppose that φ ∈ H˙1(R3), ǫ > 0, and I ⊂ R is an interval. Assume that
‖φ‖H˙1(R3) ≤ 1, ‖∇xeit∆φ‖L2tL6x(I×R3) ≤ ǫ. (5.9)
For N ≥ 1, we define as before:
QNφ = η(N
−1/2x)φ(x), φN = N
1/2QN (Nx) = N
1/2η(N1/2x)φ(Nx), fN (y) = φN (Ψ
−1(y)).
Then there exists N0 = N0(φ, ǫ) such that for any N ≥ N0,
‖eit∆fN‖Z(N−2I) . ǫ 16
Proof. The proof is fairly similar to that of Lemma of 4.3 [34], so we omit the details for brevity.

We are now ready to describe the nonlinear solutions of (1.1) corresponding to data concentrating at a
point. Let F˜e denote the set of renormalized Euclidean frames11
F˜e := {(Nk, tk, xk)k≥1 :Nk ∈ [1,∞), xk ∈ R× T2, Nk →∞,
and either tk = 0 for any k ≥ 1 or lim
k→∞
N2k |tk| =∞}.
(5.10)
Given f ∈ L2x,y(R× T2), t0 ∈ R, and x0 ∈ R× T2, we define:
πx0f = f(x− x0), Π(t0,x0)f = (e−it0∆R×T2f)(x− x0) = πx0e−it0∆R×T2f. (5.11)
Also for φ ∈ H˙1(R3) and N ≥ 1, we denote the function obtained in (5.1) by:
T eNφ := N
1/2φ˜(NΨ−1(x)) where φ˜(y) := η(y/N1/2)φ(y), (5.12)
and observe as before that T eN : H˙
1(R3)→ H1(R× T2) with ‖T eNφ‖H1(R×T2) . ‖φ‖H˙1(R3).
11We will later consider a slightly more general class of frames, called Euclidean frames, see Definition 6.1. However,
for all practical purposes (cf. Lemma 6.2), it suffices to prove Proposition 5.4 under the stronger assumption that O is a
renormalized Euclidean frame.
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Proposition 5.4. Assume that O = (Nk, tk, xk)k ∈ F˜e, φ ∈ H˙1(R3), and let Uk(0) = Πtk,xk(T eNkφ):
(i) For k large enough (depending only on φ, O), there is a nonlinear solution Uk ∈ X1c (R) of the equation
(1.1) satisfying:
‖Uk‖X1(R) .E
R3(φ)
1. (5.13)
(ii) There exists a Euclidean solution u ∈ C(R : H˙1(R3)) of
(i∂t +∆R3)u = |u|4u (5.14)
with scattering data φ±∞ defined as in (5.4) such that the following holds, up to a subsequence: for
any ε > 0, there exists T (φ, ε) such that for all T ≥ T (φ, ε) there exists R(φ, ε, T ) such that for all
R ≥ R(φ, ε, T ), there holds that
‖Uk − u˜k‖X1({|t−tk|≤TN−2k }) ≤ ε, (5.15)
for k large enough, where
(π−xk u˜k)(x, t) = N
1
2
k η(NkΨ
−1(x)/R)u(NkΨ
−1(x), N2k (t− tk)).
In addition, up to a subsequence,
‖Uk(t)−Πtk−t,xkT eNkφ±∞‖X1({(t−tk)≥TN−2k }) ≤ ε, (5.16)
for k large enough (depending on φ, ε, T,R).
Proof. cf. Proposition 4.4 of [34] for a similar argument. 
5.2. Large Scale Profiles. In this subsection, we analyze the large-scale profiles that appear in the
profile decomposition in Section 6. We need the following notation: given ψ ∈ H0,1(R×T2) and M ≤ 1,
we define the large-scale rescaling
T lsMψ(x, y) :=M
1
2 ψ˜∗(Mx, y) where ψ˜∗(x, y) = P x≤M−1/100ψ(x, y). (5.17)
It’s easy to see that,
T lsM : H
0,1(R× T2)→ H1(R× T2) is a linear operator with ‖T lsMψ‖H1(R×T2) . ‖ψ‖H0,1(R×T2).
The purpose of this section is to understand the behavior of nonlinear solutions uk of (1.1) with initial
data as above and variations thereof. As we will see these are tightly connected to solutions of the quintic
resonant system defined in (1.6) that we recall here for convenience.
5.2.1. The quintic resonant system. We consider the quintic resonant system
(i∂t + ∂xx) uj =
∑
(p1,p2,p3,p4,p5)∈R(j)
up1up2up3up4up5 , j ∈ Z2
R(j) ={~p := (p1, p2, p3, p4, p5) ∈ (Z2)5 : p1 − p2 + p3 − p4 + p5 − j = 0,
|p1|2 − |p2|2 + |p3|2 − |p4|2 + |p5|2 − |j|2 = 0}.
with initial data ~u(0) = {uj(0)}j∈Z2 ∈ h1L2, where h1L2 is defined in (2.2). In light of the conservation
laws (8.2) proved in the Appendix, the following energy:
Els[~u] :=
∑
p∈Z2
[1 + |p|2]‖up‖2L2x(R) (5.18)
is conserved and hence so is the h1L2 norm of any solution of (1.6).
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We remark that in the special case when only one component of the initial data is nontrivial: uj(0) =
0, j 6= 0, this is propagated by the nonlinear flow and (1.6) reduces to the scalar defocusing mass-critical
Schro¨dinger equation,
(i∂t + ∂xx)u0 = |u0|4u0, Els(u0) = ‖u0‖2L2x(R).
Based on the local and small data theory that we develop in the appendix and the large-data scattering
result in the scalar case [21], we conjecture the following global existence theorem about solutions to
(1.6):
Conjecture 5.5. Any initial data ~u0 of finite Els energy leads to a global solution of (1.6) satisfying
‖~u‖2~W :=
∑
p∈Z2
[
1 + |p|2] ‖up‖2L6x,t(Rx×Rt) ≤ Λls(Els(~u)) (5.19)
for some nondecreasing finite function Λls. In addition, this solution scatters in the sense that there
exists ~v±∞ ∈ h1L2 such that∑
p∈Z2
[
1 + |p|2] ‖up(t)− eit∂xxv±∞p ‖2L2x(R) → 0 as t→ ±∞. (5.20)
As we also show in the appendix, this conjecture is in fact implied by the conclusion of Theorem 1.3. In
addition, the local wellposedness theory for (1.6) (cf. Appendix) gives that this conjecture is true under
the smallness hypothesis Els(~u) < δ for some δ > 0. Finally, the result of Dodson [21] shows that this
conjecture is again true if one adds the additional assumption that ~u(0) is, in fact scalar.
A direct consequence of Conjecture 5.5 and the propagation of regularity part of the local well-posedness
proposition 8.1 is the following:
Proposition 5.6. Assume that Conjecture 5.5 holds true. Suppose that ~u0 ∈ h1L2 and that ~u ∈ C(R :
h1L2) is the solution of (1.6) with initial data ~u0 given by Conjecture 5.5. Suppose also that ~v0 ∈ h5H4
satisfies
‖~u0 − ~v0‖h1L2 . ε,
and that ~v(t) is the solution to (1.6) with initial data ~v(0) = ~v0. Then, it holds that:
‖(1− ∂xx)2{(1 + |p|4)vp}p‖L∞t (h1L2)∩ ~W (R) .‖~u0‖h1L2 ‖~v0‖h5H4
‖~u− ~v‖L∞t (h1L2)∩ ~W (R) .‖~u0‖h1L2 ε.
and there exists ~w± ∈ h5H4 such that∑
p∈Z2
[
1 + |p|2] ‖vp(t)− eit∂xxw±p ‖2L2x(R) → 0 as t→ ±∞.
5.2.2. Description of the large scale profiles. We are now in a position to describe the behavior of solutions
with initial data fM = T
ls
Mψ. We also define for
~ψ = {ψp}p as in (2.3),
~ψM := {ψMp }p, where ψMp (x) :=M
1
2ψp(Mx),
and, more generally, we similarly define ~uM from ~u for any ~u ∈ h1L2. Clearly, with fM as in (5.17),
‖~ψM‖h1L2 = ‖ψ‖H0,1(R×T2); ‖~ψM − ~fM‖h1L2 → 0 as M → 0.
Our first result in this direction is the following lemma:
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Lemma 5.7. Assume that Conjecture 5.5 holds true. Let ψ ∈ H0,1(R×T2), T0 ∈ (0,∞), and ρ ∈ {0, 1}
be given, and define fM = T
ls
Mψ(x, y) as in (5.17). The following conclusions hold:
(i) There is M0 = M0(φ, T0) sufficiently small such that for any M ≤ M0 there is a unique solution
UM ∈ C((−T0M−2, T0M−2);H1(R× T2)) of the initial-value problem
(i∂t +∆R×T2)UM = ρ|UM |4UM , UM (0) = fM . (5.21)
Moreover, for any M ≤M0,
‖UM‖X1(−T0M−2,T0M−2) .Els(ψ) 1. (5.22)
(ii) Assume ε1 ∈ (0, 1] is sufficiently small (depending only on Els(ψ)), ~v0 ∈ h5H4, and ‖~ψ−~v0‖h1L2 ≤ ε1.
Let ~v ∈ C(R : h5H4) denote the solution of the initial-value problem
(i∂t + ∂xx)vj = ρ
∑
(p1,p2,p3,p4,p5)∈R(j)
vp1vp2vp3vp4vp5 , vj(0) = v0,j , j ∈ Z2.
For M ≥ 1 we define
vj,M (x, t) =M
1
2 vj(Mx,M
2t), (x, t) ∈ R× (−T0M−2, T0M−2),
VM (x, y, t) =
∑
q∈Z2
e−it|q|
2
ei〈y,q〉vq,M (x, t), (x, y, t) ∈ R× T2 × (−T0M−2, T0M−2). (5.23)
Then
lim sup
M→0
‖UM − VM‖X1(−T0M−2,T0M−2) .Els(~ψ) ε1. (5.24)
The proof of Lemma 5.7 is the equivalent for large-scale profiles of the proof of [33, Lemma 4.2]. Here
we handle the error caused by neglecting the non resonant terms by using a normal form transformation.
This reduction to the analysis of the resonant part of the system seems to be relevant only for large scale
profiles (M → 0) or in very special regimes.
Proof. When ρ = 0, there is nothing to prove. It suffices to prove part (ii). All implicit constants are
allowed to depend on ‖ψ‖H0,1(R×T2).
First, we remark that by (5.19) and Stichartz estimates on R, we have that∑
q∈Z2
〈q〉2‖vq‖2L5tL10x . Els(~ψ),
∑
q∈Z2
〈q〉10‖vq‖2L5tW 4,10x .Els(~ψ) ‖~v‖
2
h5H4 . (5.25)
We now show that VM is an almost solution in the sense of Lemma 4.6.
(i∂t +∆R×T2)VM − |VM |4VM = −
∑
q∈Z2
e−it|q|
2
ei〈y,q〉
∑
~p∈NR(q)
vp1,Mvp2,Mvp3,Mvp4,Mvp5,Me
−itΦq,~p
= LHS
Φq,~p = |p1|2 − |p2|2 + |p3|2 − |p4|2 + |p5|2 − |q|2
where
NR(q) = {~p = (p1, p2, p3, p4, p5) : p1 − p2 + p3 − p4 + p5 − q = 0 ; Φq,~p 6= 0}.
We now claim that, for I = (−T0M−2, T0M−2),
‖LHS‖N1(I) .‖~v0‖h5H4 M. (5.26)
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We first decompose
LHS = P x≥2−10LHS + P
x
<2−10LHS = PhighLHS + PlowLHS.
Using Bernstein’s estimate, the definition of the N -norm and (2.7), we obtain that
‖P x≥2−10LHS‖2N1(0,S) . ‖P x≥2−10∂xLHS‖2N1(0,S) =
∑
q∈Z2
‖ei〈y,q〉P x≥2−10∂xFy(LHS)(q)‖2N1(0,S)
.
∑
q∈Z2
〈q〉−2
〈q〉2 ∑
~p∈NR(q)
‖∂x {vp1,Mvp2,Mvp3,Mvp4,Mvp5,M} ‖L1tH1x
2 .
Since q . max(p1, p2, p3, p4, p5), we see that, for any q,
〈q〉2
∑
~p∈NR(q)
‖∂x {vp1,Mvp2,Mvp3,Mvp4,Mvp5,M} ‖L1tH1x
.M
∑
~p∈NR(q)
〈p1〉2‖(∂xvp1)M‖L5tW 1,10x Π
5
j=2
{
〈pj〉2‖vpj ,M‖L5tW 1,10
}
Thus PhighLHS is acceptable once we sum in q.
The contribution of PlowLHS is bounded by recalling the definition of the N
1 norm in (2.5) and inte-
grating the time integral by parts as follows:∫ S
0
ei(S−σ)∆R×T2PlowLHS(σ)dσ
= −
∑
q∈Z2
∑
~p∈NR(q)
e−iS[|q|
2+Φq,~p]ei〈y,q〉
∫ S
0
ei(S−σ)[∂xx+Φq,~p]Plow(vp1,Mvp2,Mvp3,Mvp4,Mvp5,M )dσ
=
∑
q∈Z2
∑
~p∈NR(q)
e−iS[|q|
2+Φq,~p]ei〈y,q〉×
{[
iei(S−σ)[∂xx+Φq,~p] (∂xx +Φq,~p)
−1
Plow(vp1,Mvp2,Mvp3,Mvp4,Mvp5,M )
]S
0
− i
∫ S
0
ei(S−σ)[∂xx+Φq,~p] (∂xx +Φq,~p)
−1
Plow∂σ {vp1,Mvp2,Mvp3,Mvp4,Mvp5,M} dσ
}
.
We bound the S−boundary limit using (2.7) and the boundedness of (∂xx +Φq,~p)−1 Plow on L2x(R) along
with Lemma 8.2:
‖
∑
q∈Z2
∑
~p∈NR(q)
e−iS[|q|
2+Φq,~p]ei〈y,q〉 (∂xx +Φq,~p)
−1 Plow(vp1,Mvp2,Mvp3,Mvp4,Mvp5,M )‖2X1(I)
.
∑
q∈Z
〈q〉2‖
∑
~p∈NR(q)
vp1,M (0)vp2,M (0)vp3,M (0)vp4,M (0)vp5,M (0)‖2H1x(R)
+
∑
q∈Z
〈q〉2‖(i∂t + ∂xx)
∑
~p∈NR(q)
vp1,Mvp2,Mvp3,Mvp4,Mvp5,M‖2L1tH1x
.‖~v0‖h5H4 M
4.
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The 0−boundary limit is bounded more directly as follows:
‖
∑
q∈Z2
∑
~p∈NR(q)
eiS∆R×T2 ei〈y,q〉 (∂xx +Φq,~p)
−1
Plow [vp1,Mvp2,Mvp3,Mvp4,Mvp5,M ] (0)‖2X1(I)
.
∑
q∈Z2
〈q〉2‖
∑
~p∈NR(q)
(vp1,Mvp2,Mvp3,Mvp4,Mvp5,M )(0)‖2H1x(R) .‖~v0‖h5H4 M
4.
Finally, we also have that∥∥∥∥ ∑
q∈Z2
∑
~p∈NR(q)
e−iS[|q|
2+Φq,~p]ei〈y,q〉
∫ S
0
ei(S−σ)[∂xx+Φq,~p] (∂xx +Φq,~p)
−1 Plow∂σ {vp1,Mvp2,Mvp3,Mvp4,Mvp5,M} dσ
∥∥∥∥2
X1
.
∑
q∈Z2
〈q〉2‖
∑
~p∈NR(q)
∂σ {vp1,Mvp2,Mvp3,Mvp4,Mvp5,M} ‖2L1tH1x .‖~v0‖h5H4 M
4.
This finishes the proof of (5.26).
Independently, we also have that
‖VM‖2L∞t H1x,y(R×T2×I) ≤
∑
q∈Z2
〈q〉2‖vq,M‖2L∞t H1x ≤ 2‖~u(0)‖
2
h1L2 +M
2‖~v‖2h1H1
and that
‖VM‖X1(I) .‖~u‖h1L2 1 + C(‖~v‖h5H4)M. (5.27)
Indeed, using Lemma 8.2 in the third line,
‖ (i∂t +∆R×T2)VM‖2N1(I) .
∑
q∈Z2
〈q〉2‖
∑
~p∈R(q)
vp1,Mvp2,Mvp3,Mvp4,Mvp5,M‖2L1tH1x
.
∑
q∈Z2
 ∑
~p∈R(q)
Π5k=1〈pk〉‖vpk,M‖L5tW 1,10x × 〈q〉Π
5
k=1〈pk〉−1
2
.
∑
p∈Z2
〈p〉2‖vp,M‖2L5tW 1,10x
5
and appealing to (5.25), we can justify (5.27).
Using Proposition 4.6, we conclude that, forM small enough (depending on ~v0), the solution UM of (1.1)
with initial data VM (0) exists on I and that
‖UM − VM‖X1(I) . ε1 + C(‖~v0‖h5H4)M,
which ends the proof.

To understand linear and nonlinear evolutions beyond the large-scale window we need an additional
extinction lemma:
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Lemma 5.8. For any ψ ∈ H0,1(R × T2) and any ε > 0, there exists T0 = T (ψ, ε) and M0 = M0(ψ, ǫ)
such that for any T ≥ T0 and any M ≤M0,
‖eit∆R×T2T lsMψ‖Z({M2|t|≥T0}) . ε. (5.28)
Proof. By Strichartz estimates on R, and dominated convergence, there exists T0 = T0(ψ, ε) such that∑
p∈Z2
〈p〉2‖eit∂xxψp‖2L6x,t(R×{|t|≥T0}) ≤ ε
1000. (5.29)
Let I = {|t| ≥ T0} and IM = {M2|t| ≥ T0}. We have that
eit∆R×T2T lsMψ =
∑
q∈Z2
ei(〈q,y〉−t|q|
2)
(
M1/2eiM
2t∂xx ψ˜Mq (Mx)
)
, ψ˜M = P x≤M−1/100ψ
=
∑
q∈Z2
ei(〈q,y〉−|q|
2t)vq,M (t, x)
where we denoted by:
vp,M (x, t) =M
1/2eiM
2t∂xx ψ˜Mp (Mx).
Using the fact that ei〈q,y〉vp,M (x, t) is supported in Fourier space in the box centered at q of radius 2 and
Bernstein’s estimate in y, we can estimate on R× T2 × IM :
‖PNeit∆R×T2T lsMψ‖L6x,y,t . N2/3
∥∥∥∥∥∥∥
 ∑
|q|∼N
|vq,M (x, t)|2
1/2
∥∥∥∥∥∥∥
L6x,t
. N2/3
 ∑
|q|∼N
‖vq,M‖2L6x,t(Rx×Rt)
1/2 .
Consequently we see that∑
N≥1
N
2
3 ‖PNeit∆R×T2T lsMψ‖2L6x,y,t(R×T2×IM ) .
∑
N≥1
N2
∑
|q|∼N
‖vq,M‖2L6x,t(R×IM )
.
∑
q∈Z2
〈q〉2‖eit∂xx ψ˜Mq ‖2L6x,t(R×I) . ε
1000,
(5.30)
if M is chosen large enough depending on ψ and ε. On the other hand, by Strichartz estimates (3.2), we
also have that ∑
N≥1
N5−
p0
2 ‖PNeit∆R×T2T lsMψ‖p0
l
4p0
p0−2
γ L
p0
x,y,t
. ‖T lsMψ‖p0H1(R×T2) . ‖ψ‖p0H0,1(R×T2)
for p0 = 4.1, 1000. Interpolating this with (5.30) gives (5.28).

We are now ready to describe the nonlinear solutions of (1.1) corresponding to large-scale profiles. In
view of the profile analysis in the next section, we need to consider renormalized large-scale frames defined
by:
F˜ls :={(Mk, tk, pk, ξk)k :Mk ≤ 1, Mk → 0, tk ∈ R, pk = (xk, 0) ∈ R× T2 and ξk ∈ R, ξk → ξ∞ ∈ R
and such that either tk ≡ 0 or M2k tk → ±∞, and either ξk ≡ 0 or M−1k ξk → ±∞}.
(5.31)
We can then describe the solution of (1.1) with initial data given by a large-scale profile as follows:
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Proposition 5.9. Assume that Conjecture 5.5 holds true. Fix a renormalized large-scale frame, S =
(Mk, tk, (xk, 0), ξk)k ∈ F˜ls, ψ ∈ H0,1(R× T2), and let
Uk(0) = Πtk,xke
iξkxT lsMkψ.
(i) For k large enough (depending only on ψ, S), there is a nonlinear solution Uk ∈ X1c (R) of the equation
(1.1) satisfying:
‖Uk‖X1(R) .Els(ψ) 1. (5.32)
(ii) There exists a solution ~v ∈ C(R : h1L2) of (1.6) with scattering data ~v0±∞ such that the following
holds, up to a subsequence: for any ε > 0, there exists T (ψ, ε) such that for all T ≥ T (ψ, ε), there holds
that
‖Uk −Wk‖X1({|t−tk|≤TM−2k }) ≤ ε, (5.33)
for k large enough, where
Wk(x, t) = e
−iτ |ξk|
2
eixξkVMk(x− xk − 2ξkτ, y, τ), τ = t− tk
with VMk defined in terms of ~v as in (5.23). In addition, up to a subsequence,
‖Uk(t)−Πtk−t,xkeixξkT lsMk~v0±∞‖X1({±(t−tk)≥TM−2k }) ≤ ε, (5.34)
for k large enough (depending on ψ, ε, T ).
Proof. Without loss of generality we may assume that xk = 0. Using a Galilean transform and the fact
that ξk is bounded, we may assume that ξk = 0 for all k. We first consider the case when tk = 0 for all
k and we let ~v be the solution of (1.6) with initial data ~ψ. Then, by Proposition 5.6, we see that there
exists T0 = T0(ψ, ε) such that
sup
t≥T0
‖~u(t)− eit∂xx~v+∞0 ‖h1L2 + ‖eit∂xx~v+∞0 ‖ ~W(R×{t≥T0}) ≤ ε,
sup
t≤−T0
‖~u(t)− eit∂xx~v−∞0 ‖h1L2 + ‖eit∂xx~v−∞0 ‖ ~W (R×{t≤−T0}) ≤ ε,
(5.35)
Fix T ≥ T0. Applying Lemma 5.7, we see that, provided that k is large enough,
‖Uk − VMk‖X˜1({|t|≤TM−2
k
}) ≤ ε.
This and Strichartz estimates, together with (5.35), Lemma 5.8 imply that
‖eit∆R×T2Uk(±TM−2k )‖Z(±t≥M−2k T ) ≤ ε.
At this point, Proposition 4.4 shows that Uk extends to a global solution Uk ∈ X1c (R) satisfying (5.34).
We now turn to the case when M−2k |tk| → ∞. For definiteness, we assume that M−2k tk → +∞ and let ~v
be the solutions to (1.6) satisfying:
‖~v(t)− eit∂xx ~ψ‖h1L2 → 0
as t → −∞. Let ψ′ = ~v(0) ∈ H0,1(R × T2) and let Vk be the solution of (1.1) with initial data T lsMkψ′.
Applying the first case of the proof to the frame (Nk, 0, 0, 0) and the family Vk we conclude that:
‖Vk(−tk)−Πtk,0T lsMkψ‖H1(R×T2) → 0
as k →∞. The conclusion of the proof now follows from Proposition 4.6 and by inspecting the behavior
of Vk. 
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6. Profile Decomposition
Recall the definitions (5.11), (5.12) and (5.17). We consider three different kind of profiles corresponding
to different frames.
Definition 6.1 (Frames and Profiles). (1) We define a frame to be sequence (Nk, tk, pk, ξk)k in 2
Z×
R× (R× T2)× R. We distinguish the following three different types of frames:
(a) A Euclidean frame is a sequence Fe = (Nk, tk, pk, 0)k with Nk ≥ 1, Nk → +∞, tk ∈ R,
pk ∈ R× T2.
(b) A large-scale frame is a sequence Fls = (Mk, tk, pk, ξk)k with Mk ≤ 1, Mk → 0, tk ∈ R,
pk = (xk, 0) ∈ R× T2 and ξk ∈ R, ξk → ξ∞ ∈ R.
(c) A Scale-1 frame is a sequence F1 = (1, tk, pk, 0)k with tk ∈ R, pk ∈ R× T2.
(2) We say that two frames (Nk, tk, pk, ξk)k and (Mk, sk, qk, ηk)k are orthogonal if
lim
k→+∞
(∣∣∣∣ln NkMk
∣∣∣∣+N2k |tk − sk|+N−1k |ξk − ηk|+Nk |(pk − qk)− 2(tk − sk)ξk|) = +∞.
Two frames that are not orthogonal are called equivalent.
(3) Associated to each of the above three types of frames, we associate a profile defined as:
(a) If O = (Nk, tk, pk, 0)k is a Euclidean frame and if φ ∈ H˙1(R3), we define the Euclidean
profile associated to (φ,O) as the sequence φ˜O,k with
φ˜O,k(x, y) := Πtk,pk(T
e
Nkφ)(x, y).
(b) If O = (Mk, tk, pk, ξk)k is a large scale frame, if pk = (xk, 0) and if ψ ∈ H0,1(R × T2), we
define the large scale profile associated to (ψ,O) as the sequence ψ˜O,k with
ψ˜O,k(x, y) := Πtk,pk
[
eiξkxT lsMkψ(x, y)
]
.
(c) If O = (1, tk, pk, 0) is a scale-1 frame and W ∈ H1(R × T2), we define the Scale-1 profile
associated to (W,O) as W˜O,k with
W˜O,k = Πtk,pkW.
(4) Finally, we say that a sequence of functions {fk}k ⊂ H1(R×T2) is absent from a frame O if, up
to a subsequence:
〈fk, ψ˜O,k〉H1×H1 → 0
as k → +∞ for any profile ψ˜O,k associated with O.
6.1. Orthogonality of profiles. This section summarizes some orthogonality and equivalence properties
of frames. These are included in the following lemma:
Lemma 6.2 (Frame equivalences and orthogonality). (1) Suppose that O and O′ are equivalent Eu-
clidean (respectively large-scale, or scale-1) frames, then there exists an isometry L of H˙1(R3)
(resp. H0,1(R × T2), H1(R × T2)) such that, for any profile generator ψ ∈ H˙1(R3) (resp.
H0,1(R× T2), H1(R× T2)) it holds that, up to a subsequence:
lim sup
k→+∞
‖L˜ψO,k − ψ˜O′,k‖H1(R×T2) = 0 (6.1)
28 ZAHER HANI AND BENOIT PAUSADER
(2) Suppose that O and O′ are orthogonal frames and ψ˜O,k and φ˜O′,k are two profiles associated with
O and O′ respectively. Then
lim
k→+∞
〈ψ˜O,k, φ˜O′,k〉H1×H1(R×T2) =0,
lim
k→+∞
〈|ψ˜O,k|3, |φ˜O′,k|3〉 =0.
(3) If O is a Euclidean frame and ψ˜O,k, φ˜O,k are two profiles associated to O, then:
lim
k→+∞
‖ψ˜O,k‖L2 + ‖φ˜O,k‖L2 =0,
lim
k→+∞
〈ψ˜O,k, φ˜O,k〉H1×H1(R×T2) =〈ψ, φ〉H˙1×H˙1(R3).
(4) If O is a scale-1 frame and ψ˜O,k, φ˜O,k are two profiles associated to O, then:
lim
k→+∞
〈ψ˜O,k, φ˜O,k〉H1×H1(R×T2) = 〈ψ, φ〉H1×H1(R×T2)
(5) If O is a large-scale frame and ψ˜O,k, φ˜O,k are two profiles associated to O, then:
lim
k→+∞
‖ψ˜O,k‖L6x,y(R×T2) = 0,
lim
k→+∞
〈ψ˜O,k, φ˜O,k〉H1×H1(R×T2) = 〈ψ, φ〉H0,1×H0,1(R×T2) + |ξ∞|2〈ψ, φ〉L2×L2(R×T2) ≃ 〈ψ, φ〉H0,1×H0,1(R×T2)
where here ≃ means bounded above and below by C and C−1 respectively for some C ≥ 1.
Proof. The proof is tedious but straightforward, so we omit the details (cf. [33], [34]). 
6.2. Profile Decomposition. We are now in a position to perform a profile decomposition for bounded
sequences of functions in H1(R× T2).
Proposition 6.3. Assume that φk is a sequence satisfying
sup
k≥0
‖φk‖L2(R×T2) + ‖∇x,yφk‖L2(R×T2) ≤ E < +∞, (6.2)
then there exists a subsequence (which we also denote by φk), a family of Euclidean profiles ϕ˜
α
Oα,k, a
family of large scale profiles ψ˜β
Sβ ,k
, a family of scale 1 profiles W˜ γOγ ,k such that, for any A ≥ 1 and any
k ≥ 0 in the subsequence
φk(x, y) =
∑
1≤α≤A
ϕ˜αOα,k(x, y) +
∑
1≤β≤A
ψ˜β
Sβ ,k
(x, y) +
∑
1≤γ≤A
W˜ γOγ ,k(x, y) +R
A
k (x, y) (6.3)
with
lim
A→+∞
lim sup
k→+∞
‖eit∆R×T2RAk ‖Z(R) = 0. (6.4)
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In addition, all the frames are pairwise orthogonal and we have the following orthogonality property:
M(φk) =
∑
1≤β≤A
M(ψβ) +
∑
1≤γ≤A
M(W γ) +M(RAk ) + oA,k→+∞(1),
‖∇x,yφk‖2L2(R×T2) =
∑
1≤α≤A
‖ϕα‖2
H˙1(R3)
+
∑
1≤β≤A
[
|ξβ∞|2M(ψβ) + ‖∇yψβ‖2L2(R×T2)
]
+
∑
1≤γ≤A
‖∇x,yW γ‖2L2(R×T2) + ‖∇x,yRAk ‖2L2(R×T2) + oA,k→+∞(1),
‖φk‖6L6(R×T2) =
∑
1≤α≤A
‖ϕα‖6L6(R3) +
∑
1≤γ≤A
‖W γ‖6L6(R×T2) + oA→+∞,k→+∞(1),
(6.5)
where ξβ∞ = limk→+∞ ξ
β
k , oA,k→+∞(1) → 0 as k → +∞ for each fixed A, and oA→+∞,k→+∞(1) → 0 in
the ordered limit limA→+∞ limk→+∞.
As in [34], this follows from iteration of the following finitary statement:
Lemma 6.4. Let δ > 0. Assume that φk is a sequence satisfying
sup
k≥0
‖φk‖L2(R×T2) + ‖∇x,yφk‖L2(R×T2) ≤ E < +∞, (6.6)
then there exists a subsequence (which we also denote by φk), A = A(E, δ) Euclidean profiles ϕ˜
α
Oα,k, A
large scale profiles ψ˜β
Sβ ,k
, and A scale 1 profiles W˜ γOγ ,k such that, for any k ≥ 0 in the subsequence
φk(x, y) =
∑
1≤α≤A
ϕ˜αOα,k(x, y) +
∑
1≤β≤A
ψ˜β
Sβ ,k
(x, y) +
∑
1≤γ≤A
W˜ γOγ ,k(x, y) +R
A
k (x, y) (6.7)
with
lim sup
k→+∞
[
‖eit∆R×T2RAk ‖Z(R) + sup
t
‖eit∆R×T2RAk ‖L6x,y(R×T2)
]
≤ δ.
In addition, all the frames are pairwise orthogonal and we have the following orthogonality property:
M(φk) =
∑
1≤β≤A
M(ψβ) +
∑
1≤γ≤A
M(W γ) +M(RAk ) + ok→+∞(1),
‖∇x,yφk‖2L2(R×T2) =
∑
1≤α≤A
‖ϕα‖2
H˙1(R3)
+
∑
1≤β≤A
[
|ξβ∞|2M(ψβ) + ‖∇yψβ‖2L2(R×T2)
]
+
∑
1≤γ≤A
‖∇x,yW γ‖2L2(R×T2) + ‖∇x,yRAk ‖2L2(R×T2) + ok→+∞(1),
‖φk‖6L6(R×T2) =
∑
1≤α≤A
‖ϕα‖6L6(R3) +
∑
1≤γ≤A
‖W γ‖6L6(R×T2)
+ ‖RAk ‖6L6(R×T2) + ok→+∞(1),
where ok→+∞(1)→ 0 as k → +∞.
The proof of Lemma 6.4 will be completed in two steps: first we extract the Euclidean and Scale-1
profiles by studying the defects of compactness of a Besov-type Strichartz/Sobolev estimate (cf (6.8)).
This extraction leaves only sequences whose linear flow has small critical Besov norm (cf. (6.8), (6.10))
but large Z(R) norm, from which we extract the large-scale profiles and finish the proof.
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We start with the first step: For a sequence of functions {fk} in H1(R × T2), we consider the following
functional
Λ∞({fk}) = lim sup
k→+∞
‖eit∆fk‖
L∞t B
−
1
2
∞,∞
:= lim sup
k→+∞
sup
(N,t,x,y)
N−
1
2
∣∣(eit∆PNfk) (x, y)∣∣ , (6.8)
where the supremum is taken over all scales N ≥ 1, times t ∈ R and locations (x, y) ∈ R× T2.
Lemma 6.5 (Extraction of the Euclidean and Scale-1 profiles). Let ν > 0. Assume that φk is a sequence
satisfying (6.6), then there exists a subsequence of φk, A = O(ν
−2) Euclidean profiles ϕ˜αOα,k, and A scale
1 profiles W˜Oγ ,k such that, for any k ≥ 0 in the subsequence
φ′k(x, y) = φk(x, y)−
∑
1≤α≤A
ϕ˜αOα,k(x, y)−
∑
1≤γ≤A
W˜ γOγ ,k(x, y) (6.9)
satisfies
Λ∞({φ′k}) < ν. (6.10)
Besides, all the frames involved are pairwise orthogonal and φ′k is absent from all these frames.
Proof of Lemma 6.5. We first claim that if Λ∞({fk}) ≥ ν, then there exists a frame O and an associated
(Euclidean or Scale-1) profile ψ˜Ok satisfying
lim sup
k→+∞
‖ψ˜O,k‖H1 . 1 (6.11)
and
lim sup
k→+∞
∣∣∣〈fk, ψ˜O,k〉H1×H1 ∣∣∣ & ν. (6.12)
In addition, if fk was absent from a family of frames Oα, then O is orthogonal to all the previous frames
Oα.
Let us prove the claim above. By assumption, up to extracting a subsequence, there exists a sequence
(Nk, tk, (xk, yk))k such that, for all k
ν
2
≤ N− 12k
∣∣(eitk∆PNkfk) (xk, yk)∣∣ = ∣∣∣〈N− 12k eitk∆PNkfk, δ(xk,yk)〉D×D′∣∣∣
≤
∣∣∣〈fk, N− 12k e−itk∆PNkδ(xk,yk)〉H1×H−1 ∣∣∣ .
Now, first assume that Nk remains bounded, then, up to a subsequence, one may assume that Nk → N∞
and since Nk is dyadic, we may even assume that Nk = N∞ for all k. In this case, we define the scale-1
profile O = (1, tk, (xk, yk), 0)k and
ψ = (1 −∆)−1N− 12∞ PN∞δ(0,0).
Inequalities (6.12) is direct. The fact that ψ is bounded in H1 uniformly in N∞ follows from the limit
below and implies (6.11).
Now, we assume that Nk → +∞ and we define the Euclidean frame O = (Nk, tk, (xk, yk), 0)k and the
function
ψ = F−1
R3
(|ζ|−2[η3(ζ) − η3(2ζ)]) ∈ H1(R3), ζ = (ζ1, ζ2, ζ3) ∈ R3.
It is not hard to prove that
lim
k→+∞
‖(1−∆R×T2)TNkψ −N−
1
2
k PNkδ(0,0)‖L6/5(R×T2) = 0
lim sup
k→+∞
‖TNkψ‖H1(R×T2) . 1.
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Thus ‖(1−∆R×T2)TNkψ −N−
1
2
k PNkδ(0,0)‖H−1(R×T2) → 0 and we conclude that
ν
2
.
∣∣∣〈fk, N− 12k e−itk∆R×T2PNkδ(xk,yk)〉H1×H−1 ∣∣∣ . ∣∣∣〈fk, (1−∆R×T2)ψ˜O,k〉H1×H−1 ∣∣∣ .
This gives (6.12).
The last claim about orthogonality of O with Oα follows from Lemma 6.2 and the existence of a nonzero
scalar product in (6.12).
Now, continuing with the sequence {fk}k as above, if the frame selected in the previous step was a Scale-1
frame, O = (1, tk, pk, 0)k, we consider the sequence
gk(x, y) := e
itk∆fk((x, y) + pk) = Π−(tk,pk)fk.
This is a bounded sequence in H1(R × T2), thus, up to considering a subsequence, we can assume that
it converges weakly to ϕ ∈ H1(R × T2). We then define the profile corresponding to O as ϕ˜O,k. By its
definition and (6.6), ϕ has norm smaller than E. Besides, we also have that
ν
2
. lim
k→+∞
〈fk, ψ˜O,k〉H1×H1 . lim
k→+∞
〈gk, ψ〉H1×H1 = 〈ϕ, ψ〉H1×H1 .
Consequently, we get that
‖ϕ‖H1 & ν. (6.13)
We also observe that since gk − ϕ weakly converges to 0 in H1, there holds that
‖Afk‖2L2 = ‖Agk‖2L2 = ‖A(gk − ϕ)‖2L2 + ‖Aϕ‖2L2 + ok(1)
= ‖A(fk − ϕO,k)‖2L2 + ‖Aϕ‖2L2 + ok(1)
(6.14)
for A = 1 or A = ∇x,y.
The situation if O is a Euclidean frame is similar. In this case, for k large enough, we consider
ϕk(y) = N
− 12
k η
3(y/(10N
1
2
k ))
(
Π(−tk,−xk)fk
)
(Ψ(y/Nk)), y ∈ R3.
This is a sequence of functions bounded in H˙1(R3). We can thus extract a subsequence that converges
weakly to a function ϕ ∈ H˙1(R3) satisfying
‖ϕ‖H˙1(R3) . 1.
Now, let γ ∈ C∞0 (R3); for k large enough,
〈fk, γ˜O,k〉H1×H1(R×T2) = 〈Π−(tk,xk)fk, T eNkγ〉H1×H1(R×T2)
= 〈ϕ, γ〉H˙1×H˙1(R3) + ok(1).
Form this and (6.11), (6.12), we conclude that
‖ϕ‖H˙1(R3) & ν (6.15)
and that
hk = fk − ϕ˜O,k
is absent from the frame O. Now, similarly to (6.14) and using Lemma 6.2, we see that
‖hk‖2L2 = ‖fk‖2L2 + ok(1)
‖∇x,yhk‖2L2 = ‖∇x,yfk‖2L2 + ‖∇ϕ‖2L2(R3) − 2〈∇fk,∇ϕ˜O,k〉L2×L2
= ‖∇x,yfk‖2L2 − ‖∇ϕ‖2L2(R3) + ok(1).
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Defining f0k = φk and for each α, f
α+1
k = f
α
k −ψ˜Oα,k where ψ˜Oα,k is the profile given by the considerations
above; iterating this claim at most O(ν−2) times and replacing φk by
φ′k := φk −
∑
α
ψ˜Oα,k,
we obtain that {φ′k} satisfies
lim sup
k→+∞
‖φ′k‖H1 ≤ E < +∞ (6.16)
and
lim sup
k→+∞
sup
N≥1,t,x,y
N−
1
2
∣∣(eit∆PNφ′k) (x, y)∣∣ < ν. (6.17)
This proves our lemma. 
We can now finish the proof of Lemma 6.4.
Proof of Lemma 6.4. First, for ν = ν(δ, E) to be decided later, we run Lemma 6.5 and extract some
profiles. Then, we replace φk by φ
′
k, thus ensuring that (6.10) holds for the sequence {φ′k}k. We now
consider
Λ0({φ′k}) = lim sup
k→+∞
‖eit∆φ′k‖Z(R).
If Λ0({φ′k}) < δ, we may set RAk = φ′k for all k and we get Lemma 6.4. Assume otherwise.
We claim that if {φ′k}k satisfies Λ0({φ′k}) ≥ δ and {φ′k} is orthogonal to a family of frames Oα, 1 ≤ α ≤ A,
then there exists a frame O orthogonal to Oα, 1 ≤ α ≤ A and an associated profile ϕ˜O,k such that, after
passing to a subsequence, we have that
lim sup
k→+∞
‖ϕ˜O,k‖H1(R×T2) &δ 1, φ′k − ϕ˜O,k is absent from O. (6.18)
Once this claim is established, the end of the proof follows by iterating the extraction process as in
Lemma 6.5.
Since Λ0({φ′k}) ≥ δ, by Ho¨lder’s inequality and Strichartz estimates (3.2), we have that, for p0 ∈ {9/2, 18}
and q0 =
4p0
p0−2
,
ckN = N
5
p0
− 12
∥∥eit∆PNφ′k∥∥lq0γ Lp0x,y,t(R×T2×Iγ)
‖ckN‖lp0N ≤ ‖c
k
N‖
2
p0
l2N
‖ckN‖
p0−2
p0
l∞N
≤
∑
N≥1
N2‖PNφ′k‖2L2
 1p0 (sup
N
ckN
) p0−2
p0
.
Using (6.16), we obtain that there exists a sequence of scales Nk ≥ 1 such that, for some p0 in {9/2, 18},
(δ/2)
p0
p0−2 < Λ0({φ′k})
p0
p0−2 ≤ E 2p0−2N
5
p0
− 12
k
∥∥eit∆PNkφ′k∥∥lq0γ Lp0x,y,t(R×T2×Iγ) .
We conclude that there exists a sequence hk ∈ C∞c (Rx × T2y × Rt) such that
1 ≤ ‖hk‖
l
q0′
γ L
p′
0
x,y,t(R×T
2×Iγ)
≤ 2
(δ/2)
p0
p0−2E
− 2p0−2N
1
2−
5
p0
k ≤ 〈hk, eit∆PNkφ′k〉L2×L2x,y,t,γ .
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Now, for a given threshold B, we introduce the partition function
χB(γ) =
1 if ‖hk‖Lp′0x,y,t(R×T2×Iγ ) ≥ B0 otherwise
and we decompose
hk(x, y, t) = h
>B
k + h
<B
k = hk(x, y, t)χB([
t
2π
]) + hk(x, y, t)(1 − χB([ t
2π
]))
so that
‖hk‖
l
q′
0
γ L
p′
0
x,y,t(R×T
2×Iγ )
≤ ‖h>Bk ‖lq′0γ Lp′0x,y,t(R×T2×Iγ) + ‖h
<B
k ‖lq′0γ Lp′0x,y,t(R×T2×Iγ )
sup
γ
‖h<Bk ‖Lp′0x,y,t(R×T2×Iγ) ≤ B.
Using Strichartz estimates, we have that, for p1 = 17/4 < p0,
lim sup
k→+∞
N
5
p1
− 12
k
∥∥eit∆PNkφ′k∥∥
l
4p1
p1−2
γ L
p1
x,y,t(R×T
2×Iγ)
. lim sup
k→+∞
‖φ′k‖H1 . E.
Interpolating with (6.17), we obtain that
lim sup
k→+∞
N
5
p0
− 12
k
∥∥eit∆PNkφ′k∥∥
l
4p0
p1−2
γ L
p0
x,y,t(R×T
2×Iγ)
. E
p1
p0 ν
p0−p1
p0 .
We first observe that ∣∣suppγ(h>Bk )∣∣ ≤ (2/B)q′0 ,
and consequently, by Ho¨lder’s inequality in γ,
〈eit∆φ′k, h>Bk 〉 ≤ ‖eit∆φ′k‖
l
4p0
p1−2
γ L
p0
x,y,t(Iγ )
‖h>Bk ‖lq′0γ Lp′0x,y,t(Iγ)
[
(2/B)q
′
0
] p0−p1
4p0
. 2 [2/B]
p0−p1
3p0+2 E
p1
p0 ν
p0−p1
p0 N
1
2−
5
p0
k .
Consequently, for any fixed B > 0, we can choose ν = ν(B, δ) with
ν
1
18 = cE
− 2p0−2
−
p1
p0 δ
p0
p0−2B
p0−p1
3p0+2 ,
for c > 0 a universal constant sufficiently small so that,
(δ/2)
p0
p0−2E−
2
p0−2N
1
2−
5
p0
k ≤ 2〈h<Bk , eit∆PNkφ′k〉L2×L2x,y,t,γ
≤ 2EN−1k ‖
∫
R
e−is∆PNkh
<B
k (x, y, s)ds‖L2x,y(R×T2).
(6.19)
Using Strichartz estimates (3.4), we obtain that
‖
∫
R
e−is∆PNkh
<B
k (x, y, s)ds‖L2x,y . N
3
2−
5
p0
k ‖h<Bk ‖l2γLp′0x,y,t(Iγ ) +N
1− 3p0
k ‖h<Bk ‖lq′0γ Lp′0x,y,t(Iγ )
. N
3
2−
5
p0
k ‖h<Bk ‖
2p0
3p0+2
l
q′
0
γ L
p′
0
x,y,t(Iγ)
B
p0+2
3p0+2 +N
p0−3
p0
k ‖h<Bk ‖lq′0γ Lp′0x,y,t(Iγ )
. N
3
2−
5
p0
k B
p0+2
3p0+2 +N
p0−3
p0
k .
34 ZAHER HANI AND BENOIT PAUSADER
Choosing B such that
B
p0+2
3p0+2 = εE−
2
p0−2 δ
p0
p0−2
for some absolute constant ε > 0 small enough and plugging into (6.19), we obtain that
δ
p0
p0−2 . εδ
p0
p0−2 + E
2
p0−2N
2
p0
− 12
k .
If ε > 0 is small enough, we obtain a uniform bound
Nk .
[
E
2
p0−2 δ−
p0
p0−2
] 2p0
p0−4
. (6.20)
To sum up, we have proved that if Λ0({φ′k}) > δ, then there exists a sequence of scales {Nk} satisfying
(6.20) and such that
N
5
p0
− 12
k ‖PNkeit∆φ′k‖lq0γ Lp0x,y,t(Iγ) > δ
p0
p0−2E−
2
p0−2 .
Using again Strichartz estimates, we see that
N
5
p2
− 12
k ‖PNkeit∆φ′k‖
l
4p2
p2−2
γ L
p2
x,y,t(Iγ)
. E
for p2 ∈ {4.001, 1000} and using Ho¨lder’s estimate, we deduce that
‖PNkeit∆φ′k‖L6x,y,t(R×T2×R) > c(δ, E)
for some c(δ, E) > 0. Here and below, c(δ, E) denotes a small positive constant depending only on δ and
E which is allowed to change from line to line.
At this point, we write
PNke
it∆
R×T2φ′k(x, y) =
∑
z=(z1,z2)∈Z2; |zi|≤Nk
e−it|z|
2
ei〈z,y〉η2Nk(z)
[
eit∆Rφ′′z,k(x)
]
where
φ′′z,k(x) =
1
(2π)2
∫
T2
PNkφ
′
k(x, y)e
−i〈z,y〉dy
and, extracting a subsequence, we conclude that there exists z such that, for all k,
supp(Fxφ′′z,k) ⊂ [−3Nk, 3Nk]
‖eit∆Rφ′′z,k‖L6x,t(R×R) > c(δ, E)
‖φ′′z,k‖H1(R) ≤M.
(6.21)
To proceed, we borrow the following proposition from [5, 15, 51] (we use the version in [51]):
Proposition 6.6 ([5, 15, 51]). For any M, c(δ, E) > 0, there exists a finite set C ⊂ L2(R) of functions
satisfying,
‖v‖L2(R) = 1, ‖v‖L1(R) ≤ S(E,M, δ), ∀v ∈ C (6.22)
and κ(M, c(δ, E)) > 0 such that whenever u ∈ L2(R) obeys the bounds
‖u‖L2 ≤M, ‖eit∆Ru‖L6x,t(R×R) ≥ c(δ, E),
then there exists v ∈ C and (λ, ξ0, t0, x0) ∈ R+ × R× R× R such that
〈u, v′〉L2×L2(R) ≥ κ, v′(x) = λ 12 eixξ0
[
eit0∆Rv
]
(λ(x − x0)) .
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This proposition gives, after extraction, a function v ∈ L2(R) satisfying (6.22) and a sequence (λk, ξk, tk, xk) ∈
R+ × R× R× R such that
〈φ′′z,k, vk〉 ≥ κ, vk(x) = λ
1
2
k e
ixξk
[
eitk∆Rv
]
(λk(x − xk)) . (6.23)
We may assume that v has a compactly supported Fourier transform.
We now claim that λk and |ξk| remain bounded. Indeed, we compute that
FRvk(ξ) = eiξkxke−ixkξλ−
1
2
k
[FReitk∆Rv] (ξ − ξk
λk
)
‖〈ξ〉−1FRvk(ξ)‖L2([−4Nk,4Nk]) ≤
√
πλ
− 12
k S(M,E, δ)
‖vk‖2H−1(R) ∼
∫
R
[
1
1 + |ξk + λkη|
]2
|FRv|2 (η)dη.
The second line, together with (6.21) and (6.23) implies that
κ ≤ √πMS(M,E, δ)λ− 12k
which forces λk ≤ Cκ(E,M, δ) = πM2κ−2S(M,E, δ). Similarly, the third line, together with (6.21)
and (6.23), along with the uniform bound on λk and the compactness of the support of FRv, forces
|ξk| ≤ Cξ(E,M, δ).
Assume first that λk remains bounded from below. Then, up to extracting a subsequence, we may assume
that λk → λ∞ ∈ (0,∞). Similarly, we may assume that ξk → ξ∞. Then, setting
ψ˜(x, y) = ei〈z,y〉eixξ∞λ
1
2
∞v(λ∞x), t
′
k = −λ−2k tk, x′k = xk + 2t′kξk
and defining the frame O = {(1, t′k, (x′k, 0), 0)k}, we see from (6.23) that
κ ≤ 〈PNkφ′k, ei〈z,y〉eixξkλ
1
2
k
[
e−itk∆Rv
]
(λk(x− xk))〉
≤ 〈φ′k, ei(xkξ∞−t
′
k(|z|
2−|ξ∞|
2))PNke
−it′k∆R×T2 ψ˜(x− x′k)〉+ ok(1)
Since 1 ≤ Nk . 1 is dyadic, we may assume (up to a subsequence) that Nk = N∞. As a result, setting
ψ = PN∞ψ˜, we see that the Scale-1 profile ψ˜O,k satisfies both (6.11) and (6.12). We also conclude that
O is orthogonal to Oα, 1 ≤ α ≤ A. In addition, proceeding as in the proof of Lemma 6.4, we find ϕ
satisfying (6.18).
Assume now that λk → 0. Let Mk be a dyadic number such that 1 ≤ λ−1k Mk ≤ 2 and consider the
sequence
Φk(x, y) =M
− 12
k e
−itk∂xx
[
eiξkx/Mkφ′k(xk +
x
Mk
, y)
]
.
We have that
‖Φk‖2L2(R×T2) + ‖∇yΦk‖2L2(R×T2) ≤M2 + E2,
hence, up to extracting a subsequence, we may assume that Φk ⇀ Φ in H
0,1(R× T2). We define
t′k = −M−2k tk, ξ′k = −ξk, x′k = xk + 2t′kξ′k,
and O = (Mk, t′k, (x′k, 0), ξ′k). Then we obtain from the existence of a nonzero inner product (6.23) that
O is orthogonal to Oα, 1 ≤ α ≤ A and we see from the definition of Φk that (6.18) holds with ϕ = eiθ∞Φ
for some θ∞ ∈ R/Z. This finishes the proof.

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7. Induction on energy
7.1. Proof of Theorem 1.3. We are now ready to prove Theorem 1.3. We follow an induction on
energy method formalized in [36, 37]. Define
Λ(L) = sup{‖u‖2Z(I) : u ∈ X1loc(I), E(u) +
1
2
M(u) ≤ L}
where the supremum is taken over all strong solutions of full energy less than L. By the local well-
posedness theory in Theorem 1.1, this is sublinear in L and finite for L sufficiently small. In addition,
define
Lmax = sup{L : Λ(L) < +∞}.
Our goal is to prove that Lmax = +∞. As in [53], the key proposition is:
Proposition 7.1. Assume that Lmax < +∞ and that Conjecture 1.2 holds for Lmax. Let {tk}k, {ak}k,
{bk}k be arbitrary sequences of real numbers and {uk} be a sequence of solutions to (1.1) such that
uk ∈ X1c,loc(tk − ak, tk + bk) and satisfying
L(uk)→ Lmax, ‖uk‖Z(tk−ak,tk) → +∞, ‖uk‖Z(tk,tk+bk) → +∞. (7.1)
Then, passing to a subsequence, there exists a sequence xk ∈ R and w ∈ H1(R× T2) such that
wk(x, y) = uk(x− xk, y, tk)→ w (7.2)
strongly in H1(R× T2).
The proof of this key proposition is postponed to the end of this section.
Corollary 7.2. Assume that Lmax < +∞ and that Conjecture 1.2 holds for some Elsmax ≥ Lmax. Then,
there exists u ∈ X1loc(R) solving (1.1) and a Lipschitz function x : R→ R such that L(u) = Lmax and
sup
t∈R
|x′(t)| . 1
{u(x− x(t), y, t) : t ∈ R} is precompact in H1(R× T2).
(7.3)
Proof of Corollary 7.2. Assuming that Lmax < +∞, we can find a sequence of solutions of (1.1) uk
satisfying (7.1). Applying Proposition 7.1, we can extract a subsequence and obtain a sequence xk such
that (7.2) holds for some w ∈ H1(R × T2). Clearly L(w) = Lmax. Let U ∈ C(I : H1) be the (maximal)
strong solution of (1.1) with initial data w, defined on I = (−a∞, b∞). A consequence of the local
wellposedness theory and (7.1) is that
‖W‖Z(−a∞,0) = ‖W‖Z(0,b∞) = +∞. (7.4)
We first claim that there exists κ > 0 such that for all t in I,
‖U‖Z(t−2κ,t+2κ) ≤ 2. (7.5)
In particular, U is global, a∞ = b∞ =∞.
Assume (7.5) is not true. Then there exists a sequence tk ∈ I such that
‖U‖Z(tk− 1k ,tk+ 1k ) ≥ 2.
We can apply Proposition 7.1 to the sequence U(tk) and obtain that, up to a subsequence, there exists
xk such that Uk(x, y) := U(tk, x−xk, y)→ ω in H1. Let W be the nonlinear solution of (1.1) with initial
data ω. By the local wellposedness theory in Proposition 4.4, there exists κ∗ > 0 such that
‖W‖Z(−κ∗,κ∗) ≤ 1
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and still by the stability theory Proposition 4.6, we obtain that, for k large enough,
‖U‖Z(tk−κ∗,tk+κ∗) ≤ 2
which gives a contradiction for k large enough.
We now prove (7.3). We define the sequence of times {tk} = {kκ} and for each tk, we define xk and Rk
such that
1
2
∫
{|x−xk|≤Rk}
∫
T2
[
|u(tk, x, y)|2 + |∇u(tk, x, y)|2 + 1
3
|u(tk, x, y)|6
]
dxdy = 99/100Lmax (7.6)
and Rk is minimal with this property. While xk is not necessarily unique, we claim that there exists D
such that for all k,
Rk ≤ D, |xk − xk+1| ≤ D (7.7)
and that
{u(tk + s, x− xk), k ∈ Z, s ∈ (−κ, κ)} is precompact in H1(R× T2). (7.8)
The fact that the Rk are uniformly bounded is a direct consequence of compactness up to translation of
{u(tk)}k. Assume now that {vk(x, y) = u(x− xk, y, tk)}k was not precompact in H1(R× T2). Then, we
could find ε > 0 and a subsequence k′ such that for all k′1, k
′
2,
‖vk1′ − vk2′‖H1(R×T2) > ε. (7.9)
On the other hand, applying once again Proposition 7.1, we see that there exists a sequence xk and a
subsequence of k′ such that
vk′′ (x− xk′′ , y)→ w(x, y) strongly in H1(R× T2).
Necessarily, from (7.6), {xk}k remains bounded, so that the convergence of {vk′′}k contradicts (7.9).
Using (7.5) and the precompactness of {vk}k, we obtain (7.8). For the same reason as above, this implies
the second statement in (7.7). Choosing x(t) to be a Lipschitz function satisfying x(tk) = xk, we obtain
(7.3). This ends the proof. 
Now, we can finish the proof of our main theorem.
Proposition 7.3. Assume that u satisfies the conclusions of Corollary 7.2, then u = 0. In particular,
Lmax ≥ Elsmax.
Proof. Assume that u 6= 0. Then, from the compactness property (7.3), we see that there exists ρ > 0
such that
inf
t∈R
min(‖u(t)‖L6x,y(R×T2), ‖u(t)‖L2x,y(R×T2)) ≥ ρ. (7.10)
The proof we use is adapted from an argument of Duyckaerts-Holmer-Roudenko [23] (see also [45]). The
fundamental tool is a monotonicity formula derived from the conserved momentum
Mom(u) = Im
∫
R×T2
u(x, y, t)∇u(x, y, t)dxdy.
First, replacing u by12
v(z, t) = e−i|ξ0|
2t+i〈z,ξ0〉u(z − 2ξ0t, t), M(u)ξ0 = −Mom(u)
M(v) =M(u), E(u) = E(v) + |ξ0|2M(u)
12ξ0 is well defined since M(u) 6= 0 by (7.10).
38 ZAHER HANI AND BENOIT PAUSADER
we may assume that u satisfies
Mom(u) = 0 (7.11)
in addition to (7.3).
Define the Virial action by
AR(t) =
∫
R×T2
χR(x− x(t)) · (x− x(t)) · Im [u(x, y, t)∂xu(x, y, t)] dxdy
for χR(x) = χ(x/R) and χ satisfies χ(x) = 1 when |x| ≤ 1 and χ(x) = 0 when |x| ≥ 2. Clearly
sup
t
|AR(t)| . R. (7.12)
Independently, we compute that
d
dt
AR =− x′(t)Im
∫
R×T2
u(x, y, t)∂xu(x, y, t)dxdy
− x′(t)
∫
R×T2
{
(χ′)R(x− x(t))x− x(t)
R
− (1− χR(x− x))
}
Im [u(x, y, t)∂xu(x, y, t)] dxdy
+
∫
R×T2
χR(x− x(t))(x − x(t)) · ∂tIm [u(x, y, t)∂xu(x, y, t)] dxdy.
The first line vanishes thanks to assumption (7.11). The second line can be bounded by∫
{|x−x(t)|≥R}
∫
T2
[|u(x, y, t)|2 + |∇u(x, y, t)|2] dxdy = OR(t)
where, thanks to (7.3),
sup
t
OR(t)→ 0 as R→ +∞. (7.13)
Since
∂tIm [u(x, y, t)∂xu(x, y, t)] = ∂x∆
|u|2
2
− 2div {Re{∂xu∇u}} − 4
6
∂x|u|6,
we get that
d
dt
AR = 4
∫
R×T2
χR(x− x(t))
{
1
2
|∂xu(x, y, t)|2 + 1
6
|u(x, y, t)|6
}
dxdy
+ 4
∫
R×T2
(χ′)R (x− x(t))
x − x(t)
R
{
1
2
|∂xu(x, y, t)|2 + 1
6
|u(x, y, t)|6
}
dxdy
−
∫
R×T2
|u(x, y, t)|2
2
∂3x [(x− x(t))χR(x− x(t))] dxdy +OR(t)
= 4
∫
R×T2
{
1
2
|∂xu(x, y, t)|2 + 1
6
|u(x, y, t)|6
}
dxdy + O˜R(t)
where O˜R(t) satisfies the same bounds as OR(t) in (7.13). Integrating this equality, we obtain
|AR(t)−AR(0)| ≥ 4tρ− t sup
t
O˜R(t).
Taking R sufficiently large and using (7.13), we obtain, when t is sufficiently large a contradiction with
(7.12). This finishes the proof. 
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7.2. Proof of Proposition 7.1.
Proof. Without loss of generality, we may assume that tk = 0. We apply Proposition 6.3 to the sequence
{uk(0)}k which is indeed bounded in H1(R× T2). This way we obtain, for all J ,
uk(0) =
∑
1≤α≤J
ϕ˜αOα,k +
∑
1≤β≤J
ψ˜β
Sβ ,k
+
∑
1≤γ≤J
ω˜γOγ ,k +R
J
k .
Case I: There are no profiles. Then, taking J sufficiently large, we see from (6.4) that
‖eit∆uk(0)‖Z(R) = ‖eit∆RJk‖Z(R) ≤ δ0/2
for k sufficiently large, where δ0 = δ0(Lmax) is given in Proposition 4.4. Then we see from Proposition
4.4 that uk can be extended on R and that
lim
k→+∞
‖uk‖Z(R) ≤ δ0
which contradicts (7.1).
Hence, we see that there exists at least one profile. Using Lemma 6.2 and passing to a subsequence, we
may renormalize every Euclidean profile, that is, up to passing to an equivalent profile, we may assume
that every Euclidean frame Eα belongs to F˜e, every large-scale frame Sβ belongs to F˜ls, and that every
Scale-1 frame Oγ belong to F˜1, where F˜e was defined in (5.10), F˜ls was defined in (5.31), and
F˜1 := {(1, tk, pk, 0)k : either |tk| → +∞ or tk ≡ 0}. (7.14)
Besides, passing to a subsequence once again and applying Lemma 6.2, we may assume that for every
α 6= β, either Nαk /Nβk +Nβk /Nαk → +∞ as k → +∞ or Nαk = Nβk for all k and in this case, either tαk = tβk
as k → +∞ or (Nαk )2|tαk − tβk | → +∞ as k → +∞.
Now for every linear profile, we define the associated nonlinear profile as the maximal solution of (1.1)
with the same initial data. More precisely,
(1) If Eα is a Euclidean frame, this is given by Lemma 5.4. This nonlinear profile is noted UE,αk .
(2) If Sβ is a large-scale profile, this is given by Lemma 5.9. This nonlinear profile is noted U ls,βk .
(3) If Oγ = (1, tγ , xγk)k is a Scale-1 frame, then letting W γ be the maximal strong solution with
initial data ωγ ∈ H1(R× T2) if tγk ≡ 0, and W γ be the unique nonlinear solution which scatters
to eit∆R×T2ωγ as t→ ±∞ if tk → ∓∞, we have that
U1,γk (x, t) =W
γ(x− xγk , t− tγk).
From (6.14) and defining
LE(α) := lim
k→+∞
(
E(ϕ˜αEα,k) +
1
2
M(ϕ˜αEα,k)
)
= ER3(ϕ
α) ∈ (0, Lmax],
Lls(β) := lim
k→+∞
(
E(ψ˜β
Sβ ,k
) +
1
2
M(ψ˜β
Sβ ,k
)
)
= ‖ψβ‖2H0,1(R×T2) ∈ (0, Lmax],
L1(γ) := lim
k→+∞
(
E(ω˜γOγ ,k) +
1
2
M(ω˜γOγ ,k)
)
= E(W γ) +
1
2
M(W γ) ∈ (0, Lmax],
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we see that
lim
J→+∞
[ ∑
1≤α,β,γ≤J
[LE(α) + Lls(β) + L1(γ)] + lim
k→+∞
L(RJk )
] ≤ Lmax. (7.15)
The numbers LE(α), Lls(β), L1(γ) and limk→+∞ L(R
J
k ) are all well defined up to taking a subsequence.
Up to relabelling the profiles, we can assume that for all α, Lµ(1) ≥ Lµ(α), µ ∈ {E, ls, 1}.
Case IIa: LE(1) = Lmax, there is only one Euclidean profile, that is
uk(0) = ϕ˜E,k + ok(1)
in H1(R×T2) (see (7.15)), where E is a Euclidean frame. In this case, since from (5.13) the corresponding
nonlinear profile Uk satisfies
‖Uk‖Z(R) .E
R3(ϕ)
1 and lim
k→+∞
‖Uk(0)− uk(0)‖H1(R×T2) → 0
we may use Proposition 4.6 to deduce that
‖uk‖Z(R) . ‖uk‖X1(R) .Lmax 1
which contradicts (7.1).
Case IIb: Lls(1) = Lmax, there is only one large scale profile, that is
uk(0) = ψ˜S,k + ok(1)
in H1 (see (7.15)), where S is a large-scale frame. In this case, since from (5.32) the corresponding
nonlinear profile Uk satisfies
‖Uk‖Z(R) .‖ψ‖H0,1 1 and limk→+∞ ‖Uk(0)− uk(0)‖H1(R×T2) → 0
we may use Proposition 4.6 to deduce that
‖uk‖Z(R) . ‖uk‖X1(R) .Lmax 1
which contradicts (7.1).
Case IIc: L1(1) = Lmax and, using again (7.15), we have that
uk(0) = ω˜O,k + ok(1) in H
1(R× T2),
where O = {(1, tk, xk, 0)} is a Scale-1 frame. If tk ≡ 0, this is precisely conclusion (7.2). If tk → +∞,
then, we observe that
‖eit∆R×T2 ω˜Ok‖Z(ak,0) ≤ ‖eit∆R×T2 ω˜Ok‖Z(−∞,0) = ‖eit∆R×T2ω‖Z(−∞,−tk)
which goes to 0 as k → +∞. Using Proposition 4.4, we see that, for k large enough,
‖uk‖Z(−∞,0) ≤ δ0
which again contradicts (7.1). The case tk → +∞ is similar.
Case III: Lµ(1) < Lmax for all µ ∈ {E, ls, 1}. In this case, we construct an approximate finite-Z−norm
solution of (1.1) with initial data uk(0) and derive a contradiction by invoking Proposition 4.6. Since
there exists η > 0 such that for all α ≥ 1, µ ∈ {E, ls, 1}, Lµ(α) < Lmax − η, we have that all nonlinear
profiles are global and satisfy, for any k, α ≥ 1 and µ ∈ {E, ls, 1} (after extracting a subsequence)
‖Uµ,αk ‖Z(R) ≤ 2Λ(Lmax − η/2) . 1,
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where from now on all the implicit constants are allowed to depend on Λ(Lmax−η/2). Using Proposition
4.6 it follows that
‖Uµ,αk ‖X1(R) . 1. (7.16)
For J, k ≥ 1 we define
UJprof,k :=
J∑
α=1
∑
µ∈{E,ls,1}
Uµ,αk . (7.17)
We show first that there is a constant Q . 1 such that
‖UJprof,k‖2X1 +
∑
1≤α≤J
∑
µ∈{E,ls,1}
‖Uµ,αk ‖2X1 ≤ Q2, (7.18)
uniformly in J , for all k sufficiently large. Let δ0 = δ0(2Lmax) defined in Proposition 4.4. From (7.15),
we know that there are only finitely many profiles such that L(α) ≥ δ0/2. Without loss of generality, we
may assume that for all α ≥ A, L(α) ≤ δ0. Using (6.14), (7.16), and (4.8) we then see that
‖UJprof,k‖X1(R) = ‖
∑
1≤α≤J
∑
µ∈{E,ls,1}
Uµ,αk ‖X1(R)
≤ ‖
∑
1≤α≤A
∑
µ∈{E,ls,1}
Uµ,αk ‖X1(R) + ‖
∑
A≤α≤J
∑
µ∈{E,ls,1}
(Uµ,αk − eit∆Uµ,αk (0))‖X1(R)
+ ‖eit∆
∑
A≤α≤J
∑
µ∈{E,ls,1}
Uµ,αk (0)‖X1(R)
≤
∑
1≤α≤A
∑
µ∈{E,ls,1}
‖Uµ,αk ‖X1(R) +
∑
A≤α≤J
∑
µ∈{E,ls,1}
Lµ(α)
3
2
+ ‖
∑
A≤α≤J
∑
µ∈{E,ls,1}
Uµ,αk (0)‖H1(R×T2)
. A+
∑
A≤α≤J
∑
µ∈{E,ls,1}
Lµ(α)
3
2 + ‖
∑
A≤α≤J
∑
µ∈{E,ls,1}
Uµ,αk (0)‖H1(R×T2) . 1.
The bound on
∑J
α=1
∑
µ∈{E,ls,1} ‖Uµ,αk ‖2X1(R) is similar (in fact easier), which gives (7.18).
We are now ready to construct our approximate solution. Let F (z) = |z|4z and introduce the notation:
F ′(G)u := 3|G|4u+ 2G2|G|2u (7.19)
For each B and J , we define gB,Jk to be the solution of the initial value problem:
i∂tg +∆g − F ′(UBprof,k)g = 0, g(0) = RJk . (7.20)
The solution gB,Jk is well defined on R for k ≥ k0(J) and satisfies:
‖gB,Jk ‖X1(R) ≤ Q′. (7.21)
for some constant Q′ independent of J and B. This follows by splitting R into O(Q) intervals Ij over
which ‖UBprof,k‖Z(Ij) is small and applying the local theory in Section 4 (in particular Lemma 4.3) on
each subinterval.
We now define the approximate solution: for A to be chosen shortly, we let
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Uapp,Jk = U
A
prof,k + g
A,J
k + U
>A
prof,k where U
>A
prof,k =
∑
A<α≤J
∑
µ∈{E,ls,1}
Uµ,αk (7.22)
which has uk(0) as its initial data and satisfies, for any 1 ≤ A ≤ J , the bound:
‖Uapp,Jk ‖X1(R) ≤ 3(Q+Q′)
for all k ≥ k0(J). The stability result in Proposition 4.6 with M = 6(1 + Q + Q′) gives us an ǫ1 =
ǫ1(M) ≤ 1K(1+Q+Q′) for some K sufficiently large, such that if the error term defined below in (7.24)
satisfies ‖eJk‖N(R) ≤ ǫ1, then we can upgrade the uniform X1(R) bounds on Uapp,Jk into a uniform bound
on ‖uk‖Z(R) thus deriving a contradiction. To do this, we first choose A so that:
‖U>Aprof,k‖2X1(R) +
∑
A+1≤α≤J
∑
µ∈{E,ls,1}
‖Uµ,αk ‖2X1(R) ≤ ǫ101 for any J ≥ A and k sufficiently large, (7.23)
which is possible by arguing as in (7.18). With A fixed as above, the rest of the proof depends on
Lemma 7.4 and Lemma 7.5 proved in the next subsection to bound the error term eJk resulting from the
approximate solution Uapp,Jk as follows:
eJk =(i∂t +∆R×T2)U
app,J
k − F (Uapp,Jk ) (7.24)
= − F (UAprof,k + gA,Jk + U>Aprof,k) +
∑
1≤α≤J
µ∈{E,ls,1}
F (Uµ,αk ) + F
′(UAprof,k)g
A,J
k (7.25)
= − F (UAprof,k + gA,Jk + U>Aprof,k) + F (UAprof,k + gA,Jk ) + F (U>Aprof,k) (7.26)
− F (UAprof,k + gA,Jk ) + F (UAprof,k) + F ′(UAprof,k)gA,Jk (7.27)
− F (UAprof,k) +
∑
1≤α≤A
µ∈{E,ls,1}
F (Uµ,αk ) (7.28)
− F (U>Aprof,k) +
∑
A+1≤α≤J
µ∈{E,ls,1}
F (Uµ,αk ) (7.29)
By Lemma 4.3, (7.23), and (7.18), we estimate:
‖(7.26)‖N(R) .
(
‖UAprof,k + gA,Jk ‖X1(R) + ‖U>Aprof,k‖X1(R)
)4
‖U>Aprof,k‖X1(R) < ǫ1/4
for k large enough. By Lemma 4.3, Lemma 7.5 we bound:13
‖(7.27)‖N(R) .
(
‖UAprof,k‖X1(R) + ‖gA,Jk ‖X1(R)
)4
‖gA,Jk ‖Z′(R) . (Q+Q′)4‖gA,Jk ‖Z′(R) < ǫ1/4
if J is sufficiently large and k ≥ k0(J) for some k0(J). Turning to (7.28), by Lemma 7.4:
‖(7.28)‖N(R) .A
∑
(αj ,µj)∈{1,...,A}×{E,ls,1}, j=1,2
(α1,µ1) 6=(α2,µ2)
‖U˜µ1,α1k U˜µ2,α2k
5∏
i=3
U˜µi,αik ‖N(R) ≤ ǫ1/4
13The last term in (7.27) was introduced in (7.40) precisely to guarantee that only quadratic in gA,J
k
factors appear in
(7.27); otherwise one is left with terms like |Uµ,α|4gA,Jk that cannot be bounded using Lemmas 7.4 and 7.5.
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if k is large enough. Finally, by (7.23),
‖(7.29)‖N(R) .‖F (U>Aprof,k)‖N(R) +
∑
A<α≤J
µ∈{E,ls,1}
‖F (Uµ,αprof,k)‖N(R)
.‖U>Aprof,k‖5X1(R) +
∑
A<α≤J
µ∈{E,ls,1}
‖Uµ,αprof,k‖5X1(R) . ǫ1/4.
The upshot is that ‖eJk‖N(R) < ǫ1 if J is sufficiently large and k ≥ k0(J). Invoking the conclusion of
Proposition 4.6 we get that uk extends as a solution in X
1
c (R) satisfying:
‖uk‖Z(R) < +∞,
which is in contradiction with (7.1). 
We are thus left with proving the following two lemmas:
Lemma 7.4. Assume that Uαk , U
β
k , U
γ1
k , U
γ2
k , U
γ3
k are five nonlinear profiles from the set {Uµ,αk : 1 ≤ α ≤
A, µ ∈ {E, ls, 1}} such that Uαk and Uβk correspond to orthogonal frames. Then:
lim sup
k→+∞
‖U˜αk U˜βk
3∏
i=1
U˜γik ‖N(R) = 0 where, for δ ∈ {α, β, γ1, γ2, γ3}, U˜ δk ∈ {U δk , U δk} (7.30)
Lemma 7.5. For any fixed A, it holds that:
lim sup
J→+∞
lim sup
k→+∞
‖gA,Jk ‖Z(R) = 0.
7.3. Proof of Lemma 7.4. We start with some notational simplifications: We will often use the notation
Uαk , U
β
k instead of U˜
α
k , U˜
β
k due to the fact that all our estimates are invariant under complex conjugation
of any of the arguments.
Based on the analysis in Lemma 6.2, we only need to consider non-linear profiles generated by renormal-
ized frames. Recall that these were defined in (5.10), (5.31), (7.14) for Euclidean, large-scale, and scale-1
frames respectively. Note that any frame is equivalent to a re-normalized frame by Lemma 6.2.
Let θ > 0 be an arbitrary small parameter. If Oγ is a scale-1 profile, then the nonlinear profile Uγk = Us1,αk
associated to the linear profile ω˜γOγ ,k can be decomposed as follows: there exists parameters T
γ and Rγ
depending on θ such that:
Us1,γk (t, x) = Π(tγk ,p
γ
k
)
[
1t∈[Tγ ,+∞)e
it∆φγ+ + 1t∈(−∞,−Tγ)e
it∆φγ− + V
γ + ργ
]
= ωγ,+∞k + ω
γ,−∞
k + ω
γ
k + ρ
γ
k
‖ργ‖X1(R) + ‖eit∆φγ±‖Z′(±[Tγ ,+∞)) + ‖(1− P x≥(Rγ)−1P≤Rγ )V γ‖X1(R) ≤ θ
‖V γ‖X1(R) + ‖φγ±‖H1 . 1,
|Dmx,yV γ | . Rγ1Sγk for 0 ≤ m ≤ 3
SuppV γ ⊂ Sγk := {(x, y, t) ∈ R× T2 × R : |t| ≤ T γ , |x| ≤ Rγ}, φγ± = P≤Rγφγ±.
(7.31)
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If Eγ is a normalized Euclidean profile, then the analysis in Section 5.1 allows us to find Rγ and T γ
depending on θ such that
UE,γk (t, x) = Π(tγk ,p
γ
k)
[
1t∈[(Nγk )
−2Tγ ,+∞)e
it∆T eNγk
φγ+ + 1t∈(−∞,−(Nγk )
−2Tγ)e
it∆T eNγk
φγ− + V
γ
k + ρ
γ
k
]
= ωγ,+∞k + ω
γ,−∞
k + ω
γ
k + ρ
γ
k
‖ργk‖X1(R) + ‖ωγ,±∞k ‖Z′(R) + ‖(1− PNγk (Rγ )−1≤|∇|≤NγkRγ )V
γ
k ‖X1(R) ≤ θ
‖V γk ‖X1(R) + ‖φγ±‖H˙1(R3) . 1
|Dmx,yV γk | . Rγ(Nγk )1/2+m1Sγk for 0 ≤ k ≤ 3
SuppV γk ⊂ Sγk := {(x, y, t) ∈ R× T2 × R : |t| ≤ (Nγk )−2T γ , |(x, y)| ≤ (Nγk )−1Rγ}
φγ± = P(Rγ )−1≤·≤Rγ φ˜
γ
±, ‖φ˜γ±‖L1(R3) ≤ Rγ .
(7.32)
Finally if Lγ is a large-scale profile, then the analysis in Section 5.2 allows us to decompose:
U ls,γk (t, x) = Π(tγk ,(x
γ
k ,0))
[
1t∈[(Nγk )
−2Tγ ,+∞)e
it∆eiξk.xT lsNγk
φγ+ + 1t∈(−∞,−(Nγk )
−2Tγ )e
it∆eiξk.xT lsNγk
φγ−
+ ei(ξk.x−|ξk|
2t)V γk + ρ
γ
k
]
= ωγ,+∞k + ω
γ,−∞
k + ω
γ
k + ρ
γ
k
‖ργk‖X1(R) + ‖ωγ,±∞k ‖Z′(R) + ‖(1− PNγk (Rγ)−1≤|∂x|≤NγkRγP|∇y |≤Rγ )V
γ
k ‖X1(R) ≤ θ
‖V γk ‖X1(R) + ‖φ±‖H0,1(R×T2) . 1
|Dmx DkyV γk | . Rγ(Nγk )1/2+m1Sγk for 0 ≤ m, k ≤ 3
SuppV γk ⊂ Sγk := {(x, y, t) ∈ R× T2 × R : |t| ≤ (Nγk )−2T γ, |x− 2ξγk t| ≤ (Nγk )−1Rγ}
φγ± = P≤Rγφ
γ
±,
(7.33)
for some Rγ and T γ depending on θ.
The decomposition for Euclidean and large-scale profiles follow from Propositions 5.4 and 5.9. The further
frequency and space support properties are either consequences of the latter propositions or are obtained
a posteriori by truncating and incurring an error smaller than θ in X1(R) which is absorbed in ργk . In all
three cases above, we denote by Sγk the translate of Sγk by (tγk , pγk), so that suppωγk ⊂ Sγk .
Proof of Lemma 7.4. For each δ ∈ {α, β, γ1, γ2, γ3}, we decompose U δk as above with a smallness param-
eter θ. Expanding the product Uαk U
β
k
∏3
i=1 U
γi
k into its constituents, we directly notice that by Lemma
4.3 any monomial containing at least one factor of ρδk contributes . θ to (7.30), and similarly for any
monomial with more than one factor of type ωδ,±∞k .
There remains only two possibilities: either there are two different bulk terms ωαk and ω
β
k and we can use
Lemma 7.6 below, or there are four copies of the same, up to conjugation, bulk (say ωαk ) and a linear
term ωβ,±∞ and we can use Lemma 7.7 below. Since θ is arbitrary, we are thus only left with proving
Lemmas 7.6 and 7.7.

Lemma 7.6. With the notation as above, suppose that f1k , f
2
k , and f
3
k ∈ X1c (R) with unit X1 norm. For
any θ > 0 and 1 ≤ α, β ≤ A that correspond to orthogonal frames, there holds:
lim sup
k→+∞
‖ωαkωβk
3∏
j=1
f jk‖N(R) = 0. (7.34)
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Lemma 7.7. With the notation above, for any θ > 0, and any 1 ≤ α, β ≤ A that correspond to orthogonal
frames,
lim sup
k→+∞
‖O4,1(ωαk , ωβ,±∞k )‖N(R) = 0. (7.35)
Recall that O4,1(a, b) represents an expression which is 4-linear in {a, a} and linear in {b, b}.
Proof of Lemma 7.6. Recall that by Lemma 6.2 we may assume that either Nαk /N
β
k → +∞ or Nαk = Nβk .
In the latter case, either (Nαk )
2|tαk − tβk |+ (Nαk )−1|ξαk − ξβk | → +∞ or tαk = tβk and ξαk = ξβk .
We fix κ > 0. We start by assuming that Nαk /N
β
k → +∞ and let Iαk = (tαk −Tα(Nαk )−2, tαk +Tα(Nαk )−2).
Assume also that ωβk corresponds to a large scale profile or a scale-1 profile. In this case, there exists
D = D(κ) such that
‖P≥Dωβk‖X1(R) ≤ κ
and therefore,
‖ωαk (P≥Dωβk )f1kf2kf3k‖N(Iα) ≤ κ.
Independently, using (4.6) we also see that
‖ωαk (P≤Dωβk )f1kf2kf3k‖N(Iα) = ‖ωαk (1Iαk P≤Dω
β
k )f
1
kf
2
kf
3
k‖N(Iαk ) .θ,κ ‖1Iαk ω
β
k‖Z(R)
.θ,κ ok(1)
where the last line follows from the estimate in the fifth line in (7.31) and (7.33).
It remains to consider the case when both profiles are Euclidean profiles. In this case, there exists
D = D(κ) such that
‖P≤D−1Nαk ωαk ‖X1(R) . κ whereas ‖P≥DNβk ω
β
k‖X1(R) . κ (7.36)
and using (7.36) and (4.6):
‖ωαkωβk
3∏
j=1
f jk‖N(R) ≤ ‖(P≤D−1Nαk ωαk )ω
β
k
3∏
j=1
f jk‖N(R) + ‖(P≥D−1Nαk ωαk ) · (P≥DNβk ω
β
k )
3∏
j=1
f jk‖N(R)
+ ‖(P≥D−1Nαk ωαk ) · (P≤DNβk ω
β
k )
3∏
j=1
f jk‖N(R)
≤ 2κ+ ‖(P≥D−1Nα
k
ωαk ) · (1Iαk P≤DNβk ω
β
k )
3∏
j=1
f jk‖N(R),
and once again, since for k large enough, D−1Nαk >> DN
β
k , using (4.6) and the fifth line in (7.32),
‖(P≥D−1Nαk ωαk ) · (1Iαk P≤DNβk ω
β
k )
3∏
j=1
f jk‖N(R) .θ ‖1Iαk ωβk ‖Z(R) = ok(1).
This finishes the proof of the case Nαk /N
β
k → +∞.
Now assume that Nαk = N
β
k . If N
2
k |tαk − tβk | → +∞, then by inspecting the time supports, we get that
ωαkω
β
k = 0 for large enough k. As a result, to continue we may assume t
α
k ≡ tβk .
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Assume now that we have two large scale profiles and that (Nαk )
−1|ξαk − ξβk | → +∞. In this case, if
(x, y, s) ∈ Sαk ∩ Sβk , then
(Nαk )
−1Rα ≥ |x− 2ξαk s| = |x− 2ξβk s− 2(ξαk − ξβk )s| ≥ Nαk |s| ·
[
(Nαk )
−1|ξαk − ξβk |
]
− (Nαk )−1Rβk .
as a result, we see that there exists an interval Ik of length satisfying (N
α
k )
2|Ik| → 0 as k → +∞ such
that
ωαkω
β
k = (1Ikω
α
k ) · (1Ikωβk ),
and using the fifth line in (7.33), we have that
‖1Ikωαk ‖Z(R) + ‖1Ikωβk ‖Z(R) → 0 as k → +∞.
Using Lemma 4.6, we deduce that
‖ωαkωβkf1kf2kf3k‖N(R) → 0.
Finally, we are left with the case when Nαk ≡ Nβk , tαk ≡ tβk , and ξαk ≡ ξβk , but (Nαk )|xαk − xβk | → +∞.
Here, (7.34) follows directly since ωαkω
β
k = 0 for large enough k. Since κ > 0 was arbitrary, the proof is
complete. 
Proof of lemma 7.7. Using that
∇O4,1(ωαk , ωβ,±∞k ) = O3,1,1(ωαk ,∇ωαk , ωβ,±∞k ) +O4,1(ωαk ,∇ωβ,±∞k ),
we see that
‖O4,1(ωαk , ωβ,±∞k )‖L1t(Iαk ,H1)
.θ (N
α
k )
1
2
[
(1 +Nαk )‖O1,1(ωαk , ωβ,±∞k )‖L2x,y,t(Sαk ) + ‖O1,1(ω
α
k ,∇ωβ,±∞k )‖L2x,y,t(Sαk )
]
.
(7.37)
where Iαk = (t
α
k − Tα(Nαk )−2, tαk + Tα(Nαk )−2). Since we also have that
‖∂pωβ,±∞k ‖L∞x,y,t .θ (1 + (Nβk )|p|)(Nβk )
1
2 , ‖ωαk ‖L2x,y,t .θ
{
(Nαk )
−2 if Nαk ≥ 1
(Nαk )
−1 if Nαk → 0.
(7.38)
we get that when Nαk /N
β
k → +∞,
lim sup
k→+∞
‖O4,1(ωαk , ωβ,±∞k )‖L1tH1x,y = 0.
Assume now that Nαk ≡ Nβk . If (Nαk )2|tαk − tβk | → +∞, we may simply use the t−1/2 decay of the
propagator eit∆ and replace the first bound in (7.38) by
‖∂pωβ,±∞k ‖L∞t (Iαk :L∞x,y) .θ (1 + (Nαk )|p|)(Nαk )
1
2
[
(Nαk )
2|tαk − tβk |
]−1/2
and conclude similarly. If tαk ≡ tβk but (Nαk )−1|ξαk − ξβk |+Nαk |(xαk − xβk )− 2(ξαk − ξβk )tαk | → +∞, then, it
is easy to see that
1Sαk
O4,1(ω
α
k , ω
β,±∞
k )→ 0 in L1t (R, H1x,y(R× T2)).
It remains to consider the case Nβk /N
α
k → +∞. Fix κ > 0. There exists δ = δ(κ, θ) > 0 such that
‖P x
≤δNβk
ωβ,+∞k ‖X1(R) ≤ κ
so this gives an acceptable contribution. Similar considerations hold for (−∞, 0). Independently, esti-
mating ωαk in L
∞
x,y,t in (7.37) and using that
‖P x
≥δNβk
∇ωβ,±∞k ‖L∞x L2y,t . δ−1/2(N
β
k )
−1/2,
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which follows from:
‖P≥Keit∆φ‖L∞x L2t,y . K−1/2‖φ‖L2(R×T2) (7.39)
(Plancherel in (y, t) and change variables, cf. (2.13) in [34]), we also find
‖O4,1(ωαk , P x≥δNβk ω
β,±∞
k )‖L1t (Iαk ,H1) .κ,θ δ
−3/2(Nαk /N
β
k )
1
2
Since κ > 0 is arbitrary, this finishes the proof. 
7.4. Proof of Lemma 7.5.
Proof. We would like to show that for any fixed A the solution gA,Jk of:
(i∂t +∆R×T2)g
J,A
k − F ′(UAprof,k)gA,Jk = 0, gA,Jk (0) = RJk (7.40)
with F (G)u being defined in (7.19) and UAprof,k in (7.17), satisfies:
lim sup
J→+∞
lim sup
k→+∞
‖gA,Jk ‖Z(R) = 0. (7.41)
The key point here is that RJk satisfies the following:
sup
J,k
‖RJk‖H1(R×T2) . 1 and lim sup
J→+∞
lim sup
k→+∞
‖eit∆R×T2RJk‖Z(R) = 0. (7.42)
Throughout this proof we will keep using the following claim that follows easily from a simple analysis
similar to that in Proposition 4.4:
Claim: Suppose that for each 1 ≤ i ≤ 4, ui, u′i satisfy:
4∑
i=1
‖ui‖X1(R) + ‖u′i‖X1(R) ≤ C, ‖h‖N(R) < +∞
then for any g0 ∈ H1(R× T2), the solution g(t) of the initial value problem:
(i∂t +∆)g +
(
4∏
i=1
ui
)
g +
(
4∏
i=1
u′i
)
g = h, g(0) = g0
exists for all time in X1c (R) and satisfies:
‖g‖X1(R) .C ‖g0‖H1(R×T2) + ‖h‖N(R). (7.43)
As a result of this and the fact that Uαk are uniformly bounded in X
1
c (R), we obtain that g
A,J
k is well-
defined on R and satisfies:
sup
J,k∈N
‖gA,Jk ‖X1(R) . 1. (7.44)
Let θ > 0 be given. We will prove the lemma by showing that the left-hand side of (7.41) is .
√
θ. This
will be accomplished in three steps:
Step 1: (Reduction to profile cores) With θ fixed as above, we decompose each profile Uαk for
1 ≤ α ≤ A as (7.31), (7.32), or (7.33) with smallness parameter θ. Let hJk be the solution of the initial
value problem:
(i∂t +∆R×T2)h
J
k −
∑
1≤α≤A
F ′(ωαk )h
J
k = 0, h(0) = R
J
k . (7.45)
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By the above claim we have that hJk ∈ X1c (R) and satisfies:
sup
J,k
‖hJk‖X1(R) . 1.
We will reduce our problem to proving:
lim sup
J→+∞
lim sup
k→∞
‖hJk‖Z(R) . θ. (7.46)
In fact, assuming (7.46), we show that:
lim sup
J→+∞
lim sup
k→+∞
‖gA,Jk − hJk‖X1(R) . θ1/2. (7.47)
To see this, define ζk = g
A,J
k − hJk which satisfies the following equation:
(i∂t +∆R×T2)ζk =F
′(UAprof,k)ζk +
F ′(UAprof,k)hJk − ∑
1≤α≤A
F ′(Uαk )h
J
k

+
∑
1≤α≤A
(
F ′(Uαk )h
J
k − F ′(ωαk )hJk
)
Estimate (7.47) would follow directly (for k large enough) using (7.43) once we show that:
lim sup
k→+∞
∥∥∥∥∥∥F ′(UAprof,k)hJk −
∑
1≤α≤A
F ′(Uαk )h
J
k
∥∥∥∥∥∥
N(R)
. θ (7.48)
lim sup
J→+∞
lim sup
k→+∞
∥∥∥∥∥∥
∑
1≤α≤A
(
F ′(Uαk )h
J
k − F ′(ωαk )hJk
)∥∥∥∥∥∥
N(R)
. θ. (7.49)
To prove (7.48), expand
F ′(UAprof,k)h
J
k −
∑
1≤α≤A
F ′(Uαk )h
J
k =
∑
1≤α,β,γ,δ≤A
U˜αk U˜
β
k U˜
γ
k U˜
δ
kh
J
k ,
where the first two profiles differ by more than complex conjugation, then expand each profile as in (7.31),
(7.32), (7.33) with smallness parameter θ. The term involving ωαkω
β
k is then controlled using Lemma 7.6,
while the bound for the other terms follows from (4.7) since there are at least two terms which are small in
Z ′. Similarly, (7.49) follows from (4.7) and the Z ′-norm smallness of the asymptotic components ωα,±∞k
which give: ∑
1≤α≤A
∥∥F ′(Uαk )hJk − F ′(ωαk )hJk∥∥N(R) . θ + ‖hJk‖Z′(R)
which is . θ1/2 once we prove (7.46).
Step 2 (Contribution of low frequencies and high-frequency smoothing directions)
Let κ > 0 be a small dyadic number to be chosen later in terms of θ. We will decompose RJk into three
components: a low frequency part, a high frequency smoothing part, and a high frequency non-smoothing
part:
RJk = P≤κ−1R
J
k + P˜
1
κP>κ−1R
J
k + (1− P˜ 1κ )P>κ−1RJk
where P˜ 1κ was defined in (2.1). In this step we will estimate the contribution of first two terms above:
Let σJ,κk be the solution to the initial value problem:
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(i∂t +∆R×T2)σ
J,κ
k +
∑
1≤α≤A
F ′(ωαk )σ
J,κ
k = 0, σ
J,κ
k (0) = R
J,0
k := P≤κ−1R
J
k + P˜
1
κP>κ−1R
J
k . (7.50)
As in (7.43), we have that σJ,κk is well-defined and satisfies ‖σJ,κk ‖X1(R) . 1. Applying (7.43) to the
difference equation between (7.50) and the linear homogeneous Schro¨dinger equation, we get:
‖σJ,κk − eit∆RJ,0k ‖X1(R) .
∑
1≤α≤A
‖F ′(ωαk )eit∆
(
P≤κ−1〈Nαk 〉R
J,0
k + P>κ−1〈Nαk 〉R
J,0
k
)
‖N(R). (7.51)
Using (4.6), we directly see that for any 1 ≤ α ≤ A,
lim sup
J→+∞
lim sup
k→+∞
‖F ′(ωαk )eit∆P≤κ−1〈Nαk 〉R
J,0
k ‖N(R) .κ lim sup
J→+∞
lim sup
k→+∞
‖eit∆P≤κ−1〈Nαk 〉R
J,0
k ‖Z′(R)
= 0.
(7.52)
We now bound the contribution of P>κ−1〈Nαk 〉R
J,0
k = P˜
1
κP>κ−1〈Nαk 〉R
J
k : Using the convention that ∇1h :=
|h|+ |∇h|, we estimate:
‖F ′(ωαk )eit∆P>κ−1〈Nαk 〉R
J,0
k ‖N(R) . ‖(ωαk )4∇1
(
eit∆P>κ−1〈Nαk 〉R
J,0
k
)
‖L1tL2x,y
+ ‖(ωαk )3∇ωαk eit∆P>κ−1〈Nαk 〉R
J,0
k ‖L1tL2x,y
. ‖(ωαk )4‖L2tL∞x,y‖1Sαk∇1
(
eit∆P 1κP>κ−1〈Nαk 〉R
J
k
)
‖L2x,y,t(Sαk )
+ κ〈Nαk 〉−1‖(ωαk )3∇ωαk ‖L2tL∞x,y‖∇1
(
eit∆P 1κP>κ−1〈Nαk 〉R
J
k
)
‖L2x,y,t(Sαk )
.θ N
α
k ‖1Sαk∇1
(
eit∆P 1κP>κ−1〈Nαk 〉R
J
k
)
‖L2x,y,t .θ κ
1
100 ,
(7.53)
which follows from Lemma 7.9 at the end of this section. Using again (7.42) we conclude after combining
(7.51), (7.52) and (7.53) that, whenever κ ≤ κ1(θ),
‖σJ,κk ‖Z(R) ≤ C(θ, A)κ
1
100 ≤ θ. (7.54)
Step 3: (Contribution of high-frequency non-smoothing directions) Let fJ,κk denote the solution
of the initial value problem:
(i∂t +∆R×T2)f
J,κ
k −
A∑
α=1
F ′(ωαk )f
J,κ
k = 0, f
J,κ
k (0) = R
J,1
k := (1− P˜ 1κ )P≥κ−1RJk (7.55)
We would like to show that if k is large enough and J ≥ A:
‖fJ,κk ‖Z(R) . θ (7.56)
whenever κ ≤ κ2(θ). This combined with (7.54) and the fact that hJk = σJ,κk + fJ,κk gives (7.46) thus
finishing the proof.
The idea behind the proof of (7.56) is to exploit the narrowness of the angular aperture of the Fourier
support of the initial data RJ,1k represented by the smallness of κ. The key observation is that the
smallness of κ implies that of ‖eit∆RJ,1k ‖Z(R), which essentially follows from (3.24). Translating this
information from the homogeneous linear Schro¨dinger equation to the inhomogeneous one (7.55) is done
via a slightly delicate perturbative argument using an appropriately modified X1-type norm that-unlike
X1- captures the gain reflected in (3.24). We now move to the details:
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For dyadic numbers 1 ≤M ≤ N , we define:
pN,M (ξ) =
[
η3(ξ/2N)− η3(ξ/N)] [η1(ξ1/2M)− η1(ξ1/M)] if M ≥ 2
pN,1(ξ) =
[
η3(ξ/N)− η3(ξ/2N)] η1(ξ1/2)
and the corresponding operators:
FPN,Mf = pN,MFf, PN,≤K =
∑
1≤M≤min(K,N)
PN,M .
Given ρ ∈ (0, 1], we define the weights:
cρ,N,M :=
[
M/N + ρ+ (1 + ρN)−1
]δ0/100
, cρ,N,M ≃

1 if N ≤ ρ−1
max(M/N, 1/(Nρ))
δ0
100 if ρ−1 ≤ N ≤ ρ−2
max(M/N, ρ)
δ0
100 if N ≥ ρ−2.
(7.57)
where δ0 is the same constant as in (4.4). For functions f ∈ X1(I) on intervals I ⊂ R and g ∈ H1(R×T2),
we defined the norms:
‖f‖2
X˜1ρ(I)
:=
∑
N≥1
∑
1≤M≤N
c2ρ,N,M ‖PN,Mf‖2X1(I)
‖g‖2
H˜1ρ(R×T
2)
:=
∑
N≥1
∑
1≤M≤N
c2ρ,N,M ‖PN,Mg‖2H1(R×T2)
(7.58)
From (7.57), we see that
ρδ0/100‖f‖X1(I) .‖f‖X˜1ρ(I) . ‖f‖X1(I)
ρδ0/100‖g‖H1(R×T2) .‖g‖H˜1ρ(R×T2) . ‖g‖H1(R×T2)
(7.59)
It is obvious that the X˜1ρ satisfies:
‖eit∆R×T2φ‖X˜1ρ (I) . ‖φ‖H˜1ρ(R×T2)
for any interval I, from which follows the smallness of ‖eit∆(1− P˜ 1κ )P≥κ−1φ‖X˜1ρ for any κ ≤ ρ. This will
be particularly useful since X˜1ρ controls the Z norm: for any ρ ∈ (0, 1]:
‖f‖Z(I) . ‖f‖X˜1ρ(I). (7.60)
In fact, (3.24) and Lemma 4.1 imply that for p0 ∈ { 92 , 18}:
N
5
p0
− 12 ‖PN,Mf‖
l
4p0
p0−2
γ L
p0
x,y,t(R×T
2×I)
.
(
M
M +N
)1/20
N‖PN,Mf‖U9/2∆ (I), (7.61)
which gives:
‖f‖Z(I) ≤
∑
p0∈{9/2,18}
∑
N≥1
N
10
p0
−1
 ∑
1≤M≤N
‖PN,Mf‖
l
4p0
p0−2
γ L
p0
x,y,t(R×T
2×I)
2

1/2
.
∑
N≥1
 ∑
1≤M≤N
(
M
N
)1/20
‖PN,Mf‖X1(I)
2

1/2
.
∑
N≥1
∑
1≤M≤N
(
M
N
)1/20
‖PN,Mf‖2X1(I)
1/2
.‖f‖X˜1ρ(I)
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which proves (7.60). We will prove the following lemma:
Lemma 7.8. Let D ≥ 1 be dyadic, θ ∈ (0, 1], and fk ∈ X1c (R) be a solution to the linear equation:
(i∂t +∆R×T2)fk −
∑
1≤α≤A
F ′(ωαk,D)fk = 0
where ωαk,D is P≤Dω
α
k if N
α
k ≤ 1 and (P≤DNαk − P≥D−1Nαk )ωαk if Nαk → +∞. Then there exists ρ0 =
ρ0(θ,D) such that for all ρ ≤ ρ0 and k ≥ k(ρ) sufficiently large, it holds that:
‖fk‖X˜1ρ(R) .D,θ ‖fk(0)‖H˜1ρ(R×T2). (7.62)
With this lemma in hand, we can finish the proof as follows: by the decompositions in (7.31), (7.32), and
(7.33), there exists a dyadic D ≥ 1 such that ‖ωαk − ωαk,D‖X1(R) ≤ θ. Denoting by f˜J,κk the solution to
the initial value problem:
(i∂t +∆R×T2)f˜
J,κ
k − F ′(ωαk,D)f˜J,κk = 0, f˜J,κk (0) = RJ,1k := (1− P˜ 1κ )P≥κ−1RJk
It follows from (7.43) that:
‖fJ,κk − f˜J,κk ‖X1(R) . θ
for k large enough, whereas it follows from Lemma 7.8 and (7.60) above that for ρ ≤ ρ(θ,D):
‖f˜J,κk ‖Z(R) . ‖f˜J,κk ‖X˜1ρ(R) .D,θ ‖R
J,1
k ‖H˜1ρ
for k large enough. Choosing κ = ρ100, we have that ‖RJ,1k ‖H˜1ρ . κ
δ0 and (7.56) now follows by combining
the above two inequalities. We are left with proving Lemma 7.8.
7.5. Proof of Lemma 7.8. As before, we denote for any interval I ⊂ R:
‖f‖N˜ρ(I) =
∥∥∥∥∫ t
0
ei(t−s)∆f(s)ds
∥∥∥∥
X˜1ρ(I)
.
Using the time-divisibility of the Z−norm and the nature of the decomposition in (7.31), (7.32), and
(7.33), we can split R for each µ > 0 into Oθ,µ(1) intervals I for which:∑
1≤α≤A
‖ωαk,D‖Z′(I) ≤ µ. (7.63)
We will eventually choose µ = µ(θ,D,A,Q) independent of ρ, κ, which means that it would be enough
to prove that the analogue of (7.62) for each interval I (with fk(0) replaced by the initial value of fk on
that interval). By (7.43), this would follow if we prove that for each interval I and for every 1 ≤ α ≤ A,
‖F ′(ωαk,D)f‖N˜ρ(I) ≤
1
2A
‖f‖X˜1ρ (7.64)
if k ≥ k(ρ) is large enough. To prove this we will need the following refinement of (4.4): suppose that
1 ≤M1 ≤ N1, 1 ≤M2 ≤ N2 ≤ N1, and N3 ≤ N2 are all dyadic. Then:
‖PN1,M1u1PN2,≤M2u2PN3u3‖L2x,y,t(R×T2×I)
.
[(
N2
N1
+
1
N2
)
M2
N2
M1
M1 +N2
]δ0/2
‖PN1,M1u1‖Y 0(I)
(
N2‖PN2,≤M2u2‖Y 0(I)
) (
N3‖PN3u3‖Y 0(I)
)
.
(7.65)
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This follows by interpolating (4.4) and the following refinement of (4.5) obtained by using (7.61): if C is
any cube in R3 with side-length ∼ N2:
‖PCPN1,M1u1PN2,≤M2u2PN3u3‖L2x,y,t(R×T2×I)
. ‖PCPN1,M1u1‖
l
36
5
γ L
9
2
x,y,t
‖PN2,≤M2u2‖
l
36
5
γ L
9/2
x,y,t
‖PN3u3‖
l
9
2
γ L18x,y,t
. N
7
18
2
(
M1
M1 +N2
)1/20
‖PCPN1,M1u1‖Y 0‖PN2,≤M2u2‖
l
36
5
γ L
9/2
x,y,t
‖PN3u3‖
l
9
2
γ L18x,y,t
. N2N3
(
M2
N2
M1
M1 +N2
)1/20
‖PCu1‖Y 0‖u2‖Y 0‖u3‖Y 0 .
To continue we split into two cases:
Case 1: Nk ≤ 1 for all k. In this case, we have that ωαk,D = P≤Dωαk . Writing f = P≤ρ−1f + P≥ρ−1f ,
we estimate using (4.6):
‖F ′(ωαk,D)P≤ρ−1f‖N(I) . µ3‖P≤ρ−1f‖X1(I) . µ3‖f‖X˜1ρ(I)
since cρ,N,M ∼ 1 if N . ρ−1. On the other hand, for N ≥ ρ−1,
PN,M [F
′(ωαk,D)P≥ρ−1f ] =
∑
N ′∼DN,M ′∼DM
PN,M [F
′(ωαk,D)PN ′,M ′P≥ρ−1f ]
and as a result, we can estimate:
‖F ′(ωαk,D)P≥ρ−1f‖2N˜ρ(I) .
∑
N,M
c2ρ,N,M‖PN,M [F ′(ωαk,D)P≥ρ−1f ]‖2N(I)
.
∑
N,M
∑
N ′∼DN,M ′∼DM
c2ρ,N,M‖F ′(ωαk,D)PN ′,M ′P≥ρ−1f‖2N(I)
.
∑
N,M
∑
N ′∼DN,M ′∼DM
c2ρ,N ′,M ′µ
3‖PN ′,M ′P≥ρ−1f‖2X1(I) .D µ3‖f‖2X˜1ρ(I),
which gives (7.64) in this case provided µ is chosen small enough depending on A,D, θ.
Case 2: Nk → +∞: The analysis in this case is more delicate. We will assume throughout that
Nαk ≥ ρ−2. The contribution of low frequencies P≤210DNαk is easily estimated using (4.6) as follows:
‖F ′(ωk,D)P≤210DNαk f‖N(I) .D µ3‖P≤210DNαk f‖Z(I) . µ3‖f‖X˜1ρ(I). (7.66)
We now turn to the contribution of P≥210DNαk f : by inspecting the Fourier supports, we notice that:
PN,M [F
′(ωαk,D)P≥210DNαk f ] =
∑
N ′∼N,M ′∼M
PN,M [F
′(ωαk,D)PN ′,M ′P≥210DNαk f ] (7.67)
if M ≥ 25DNαk , and
PN,≤25DNαk [F
′(ωαk,D)P≥210DNαk f ] =
∑
N ′∼N,M ′≤25DNαk
PN,≤25DNαk [F
′(ωαk,D)PN ′,M ′P≥210DNαk f ]. (7.68)
In the case when M ≥ 25DNαk , we can proceed as in Case 1 to get:
‖
∑
N≥1
∑
M>25DNαk
PN,M
[
F ′(ωαk,D)P≥210DNαk f
]
‖N˜ρ(I) . µ3‖f‖X˜1ρ(I). (7.69)
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Moving on to the case when M ≤ 25DNαk , we first denote f˜ ∈ {P≥210DNαk f, P≥210DNαk f}, ω˜αk,D ∈
{ωαk,D, ωαk,D} and estimate, for N ′ ≥ 25DNαk , M ′ ≤ 25DNαk , using Proposition 2.1, and (7.65):
‖O4,1(ωαk,D, PN ′,M ′f)‖N(I) = sup
‖h‖Y−1(I)=1
∣∣∣∣∫
R×T2×I
h ·O4,1(ωαk,D, PN ′,M ′f) dxdydt
∣∣∣∣
.‖O2,1(ωαk,D, PN ′,M ′f)‖L2x,y,t sup
‖h‖Y−1(I)=1
‖O2,1(ωαk , (P≤2N ′ − P≤N ′/2)h)‖L2x,y,t
.D,θ µ
4
[(
Nαk
N ′
+
1
Nαk
)
M ′
M ′ +Nαk
]δ0/2
‖PN ′,M ′ f˜‖Y 0(I).
Note that14:[(
Nαk
N ′
+
1
Nαk
)
M ′
M ′ +Nαk
]δ0/4
.
(
M ′
N ′
)δ0/4
. cρ,N ′,M ′ if N
′ ≤ (Nαk )2,
.
(
M ′
(Nαk )
2
)δ0/4
.D ρ
δ0/2 . cρ,N ′,M ′ if N
′ ≥ (Nαk )2 ≥ ρ−4.
As a result we get that:∑
1≤M ′≤25DNαk
‖O4,1(ωαk,D, PN ′,M ′f)‖N(I) . µ4
(
Nαk
N ′
+
1
Nαk
)δ0/4
‖PN ′ f˜‖X˜1ρ(I)
which gives by (7.68) combined with (7.69) that the contribution of P≥210DNαk f is
‖F ′(ωαk,D)P≥DNαk f‖N(I) .D,θ µ3‖f‖X˜1ρ(I).
This and (7.66) give the desired bound if µ ≤ µ0(D, θ), which finishes the proof of Lemma 7.8. 
We end this section by proving the following smoothing lemma:
Lemma 7.9. Suppose that ψ ∈ H1(R× T2) satisfies the following:
‖ψ‖H1(R×T2) . 1 ‖eit∆ψ‖Z(R) ≤ δ2 (7.70)
for some 0 < δ < 1. Then for any R > 0, there exists C(R) ≥ 1 such that:
N‖∇1
(
eit∆P˜ 1δ ψ
)
‖L2x,y,t({|p−p0|≤RN−1}×{|t−t0|≤RN−2}) ≤ C(R)δ
1
100 . (7.71)
for any dyadic integer N ≥ 1 and t0 ∈ R and any p0 ∈ R× T2.
Proof. Without any loss of generality, we may assume that R = 1, p0 = 0, and t0 = 0 thanks to space
and time translation invariance. From the definition of the Z−norm and (7.70), we have:
‖eit∆PKψ‖L18x,y,t({|p|≤N−1}×{|t|≤N−2}) . δ2K
2
9 ,
from which it follows by Ho¨lder’s inequality that:
N‖∇1(eit∆PK P˜ 1δ ψ)‖L2x,y,t({|p|≤N−1}×{|t|≤N−2}) . δ2N−
11
9 K
11
9 . (7.72)
On the other hand, estimating differently, we have from the smoothing estimate (7.39) that:
N‖∇1(eit∆PKP 1δ ψ)‖L2x,y,t({|p|≤N−1}×{|t|≤N−2}) . N1/2‖∇1(eit∆PKP 1δ ψ)‖L∞x L2y,t({|p|≤N−1}×{|t|≤N−2})
. N1/2(δK)−1/2.
(7.73)
14Notice that here, we use crucially the gain from [31, Proposition 3.5].
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Combining (7.72) and (7.73) and summing in K yields (7.71). 
8. Appendix: Local Theory of the Resonant System
In this appendix, we collect some facts about resonant quintic system (1.6). This system is the Hamil-
tonian flow of the positive definite Hamiltonian:
H [~u] =
1
2
∑
q∈Z2
∫
R
|∂xuq|2dx+ 1
6
∑
q∈Z2,n∈N
∫
R
|
∑
p1−p2+p3=q
|p1|
2−|p2|
2+|p3|
2=n
up1up2up3 |2dx. (8.1)
In addition, (1.6) enjoys the following conservation laws: for weights g(p) = ga,b,c(p) = a+ bp+ c|p|2, the
solutions of (1.6) have formally conserved g-energy where,
Eg(~u) =
∑
p∈Z2
g(p)‖up‖2L2(R). (8.2)
Indeed,
d
dt
Eg(~u) =
∑
p0+p2+p4=p1+p3+p5
|p0|
2+|p2|
2+|p4|
2=|p1|
2+|p3|
2+|p5|
2
g(p0)Im
{∫
R
up0up2up4up1up3up5dx
}
=
1
3
∑
p0+p2+p4=p1+p3+p5
|p0|
2+|p2|
2+|p4|
2=|p1|
2+|p3|
2+|p5|
2
[g(p0) + g(p2) + g(p4)] Im
{∫
R
up0up2up4up1up3up5dx
}
= 0.
The following proposition proves the local well-posedness and small-data scattering for the quintic system
(1.6). We recall that the norm ~W (I) is defined as:
‖~u‖2~W(I) :=
∑
p∈Z2
[
1 + |p|2] ‖up‖2L6x,t(Rx×I).
Proposition 8.1 (Local well-posedness and small-data scattering for (1.6)). Let ~u(0) = {up(0)}p ∈ h1L2
satisfy ‖~u0‖h1L2 ≤ E, then:
(1) there exists an open interval 0 ∈ I and a unique solution ~u(t) of (1.6) in C0t (I : h1L2) ∩ ~W (I).
(2) there exists E0 such that if E ≤ E0, ~u(t) is global and scatters in positive and negative infinite
time.
(3) propagation of regularity: if ~u(0) ∈ hσHk for some σ ≥ 1 and k ≥ 0, then ~u ∈ C0t (I : hσHk).
Proof. The proof follows from a simple fixed point theorem (and classical arguments) once we have
established the fundamental nonlinear estimate. By the scalar Strichartz estimates, we see that
‖uj‖L6x,t(R×I) . ‖uj(0)‖L2 +
∑
R(j)
‖up1up2up3up4up5‖
L
6
5
x,t(R×I)
,
where R(j) was defined in (1.6). Multiplying by 〈j〉 and square-summing, the first term on the right-hand
side is bounded by the square of the h1L2x-norm. For the second term, we compute using Lemma 8.2
QUINTIC NLS ON R× T2 55
below that
∑
j∈Z2
〈j〉2
∑
R(j)
‖up1up2up3up4up5‖
L
6
5
x,t(R×I)
2
.
∑
j∈Z2
〈j〉2
∑
R(j)
Π5k=1‖upk‖L6x,t(R×I)
2
.
∑
j∈Z2
{∑
R(j)
Π5k=1〈pk〉2‖upk‖2L6x,t(R×I) × 〈j〉
2
∑
R(j)
〈p1〉−2〈p2〉−2〈p3〉−2〈p4〉−2〈p5〉−2
}
.
∑
j∈Z2
∑
R(j)
Π5k=1〈pk〉2‖upk‖2L6x,t(R×I) . ‖~u‖
10
~W (I)
.
Consequently, we obtain
‖~u‖ ~W (I) . ‖eit∂xx~u0‖ ~W (I) + ‖~u‖5~W (I).
This and the Strichatz estimate:
‖eit∂xx~u0‖ ~W (R) . ‖~u0‖h1L2 . E
allows one to run a classical fixed-point argument in ~W (I)∩Ct(I : h1L2) provided I or E is small enough.
The rest of the proposition follows from standard arguments. 
Lemma 8.2. There holds that
sup
j∈Z2
〈j〉2 ∑
(p1,p2,p3,p4,p5)∈R(j)
〈p1〉−2〈p2〉−2〈p3〉−2〈p4〉−2〈p5〉−2
 . 1.
Proof. Without loss of generality, we may assume that
|p1| ≤ |p3| ≤ |p5|, |p2| ≤ |p4|, max(|j|, |p4|) ∼ |p5|. (8.3)
The first equation in the resonant condition specifies
p5 = p2 + p4 + j − p1 − p3,
while the second condition specifies that p3 lies on a specific circle C, namely∣∣∣∣p3 − p2 + p4 + j − p12
∣∣∣∣2 = 2
[|p2|2 + |p4|2 + |j|2 − |p1|2]− 3|p2 + p4 + j − p1|2
4
.
We can use Lemma 8.3 below to bound the number of possible p3:∑
p3;|p3|≥max(|p1|,|p2|,|p4|); p3∈C
〈p3〉−2 . 〈max(|p1|, |p2|, |p4|)〉−1.
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Using this, we obtain that
S1 =
∑
(p1,p2,p3,p4,p5)∈R(j);
|p2|≤|p4|≤|p3|;|p1|≤|p3|≤|p5|
〈p1〉−2〈p2〉−2〈p3〉−2〈p4〉−2 〈j〉
2
〈p5〉2
.
∑
p1,p2,p4
〈p1〉−2〈p2〉−2〈p4〉−2
∑
p3:(p1,p2,p3,p4,p2+p4+j−p1−p3)∈R(j),
|p3|≥max(|p1|,|p2|,|p4|)
〈p3〉−2
.
∑
p1,p2,p4
〈p1〉−2〈p2〉−2〈p4〉−2〈|p1|+ |p2|+ |p4|〉−1 . 1.
The sum when |p3| ≤ |p4| is bounded similarly, using Lemma 8.3 to bound the sum over p4 instead of
the bound over p3. 
We are left with
Lemma 8.3. For any P ∈ R2, R > 0 and A > 1 there holds that:∑
|p|≥A
p∈Z2∩C(P,R)
1
〈p〉2 . A
−1, (8.4)
where C(P,R) denotes the circle of radius R centered at P .
Proof. Indeed, it suffices to prove that for any k ≥ 0,∣∣{p : |p| ∈ [2kA, 2k+1A]; p ∈ C(P,R)}∣∣ . 2kA.
When R ≤ 2k+10A, this follows directly from the fact that the integer points are 1-separated and hence
there can be at most 2πR points on a circle of radius R. When R ≥ 2k+10A, we have that∣∣D(0, 2k+1A) ∩ C(P,R)∣∣ . 2kA,
where D(0,K) denotes the disc centered at the origin of radius K. To see this, let α be the angle of the
above arc in C(P,R). This arc has length Rα while from the fact that the chord has to fit into the disc,
we also obtain that R tanα ≤ 2k+2A which gives the result. 
One can also prove by standard arguments a stability result for (1.6) similar to Lemma 4.6, which will
allow to prove:
Lemma 8.4. Assume the conclusion of Theorem 1.3 holds for all initial data u0 ∈ H1(R × T2) with
full energy L(u0) < Emax. Then Conjecture 1.2 holds true for all initial data ~v0 ∈ h1L2 satisfying
Els(~v0) < Emax. In particular, if all finite full-energy (i.e. H
1) solutions scatter for (1.1), then the same
holds for finite Els-energy solutions of (1.6).
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