This article studies the solutions in L 2 of a steady transport equation with a divergence-free driving velocity that is H 1 , in a Lipschitz domain of IR d . Since the velocity is assumed fully non-homogeneous on the boundary, existence and uniqueness of solution require a boundary condition. A new Green's formula allows us to define the normal component of zu on the boundary, where z denotes the stress and u the velocity. A substantial part of the article is devoted to properties of a truncature operator in the space where z and u . ∇z are L 2 . By means of these properties, which allows us to prove density results, and using in addition a non-bounded linear operator from L 2 to L 2 , we establish existence and uniqueness of the solution for the transport equation with a boundary condition on the open part where the normal component of u is strictly negative.
Introduction
Transport equations are studied in many frameworks. Some articles impose strong conditions on the fluid velocity u, which indicates the direction of the transport, while the stress z, i.e., the transported quantity, is not assumed regular [3, 8, 12] . This approach is justified when transport equations appear as part of models for non-Newtonian fluids. Indeed, in this case, the stress z is related to the strain, which is based on derivatives of the fluid velocity u. Thus the stress z is often less regular than the velocity u. Here we consider that the stress z is only square-integrable. Concerning the velocity u, we suppose that its gradient is square-integrable. Since we are involved in incompressible fluids, we assume that the divergence of u is zero. There exist different assumptions on the regularity of the domain Ω as, for example, Lipschitz-continuous or C 1,1 . Here, we suppose that the domain Ω is Lipschitz-continuous, which includes geometries with corners.
In other papers, at the opposite, the velocity only has bounded variation, at least provided that div u is integrable, but the stress z is assumed bounded as in [2] , so that the transport equation will have a meaning, or continuous as in [5] to prove uniqueness. In fact, we have to choose the regularity of z and u for the product u . ∇z to be well defined in some distributional sense.
All these approaches of transport equations assume that the normal component of the fluid velocity u vanishes on the boundary of the domain [2, 5, 8, 12] . Indeed, in the contrary case, the problem is no longer well-posed and the uniqueness seems to require a boundary condition. However, it is not possible to define the trace on the boundary of the stress z, when this one is not regular but only square-integrable for example. Nevertheless, such transport equation with u . n = 0, where n denotes the unit exterior normal to the boundary, arises in the problem of fully non-homogeneous second grade fluid [8] : multiple solutions imply that additional boundary conditions should be imposed.
This article studies the steady transport equation :
where Ω is a Lipschitz-continuous domain of IR d , u is given in H 1 (Ω) d such that div u = 0, l is given in L 2 (Ω) and W is a given real parameter different from 0. This transport equation was studied in [8 ] , with the additional assumption that the normal component of the velocity vanish on the boundary, by using the essential technique of Puel and Roptin [10] and the renormalizing argument of DiPerna and Lions [6] . One of the major contributions here is to provide existence and uniqueness results, without assumptions for u on the boundary, by requiring a condition for zu on a portion of the boundary there are limited regularity requirements on the domain, which we only assume to be Lipschitz. More precisely, we show that is possible to define the normal component of zu on the boundary and to prove that the problem is well-posed by requiring a condition for the normal component of zu on the part of the boundary where u . n < 0.
The essential tool used here is the truncature operator T n defined by (2.1). We shall see that the space X u , defined by (1.1), and its subspaces are stable by this operator. Moreover, there are basic convergence properties as (2.17). Its operator allows us to prove crucial Green's formulas ( Proposition 2.4 and Theorem 2.8), with, as a consequence, essential density results in X u and its subspaces (see Theorem 2.5 and Corollary 2.11). These proofs are the most important part of this article. Another important idea is the introduction of the non-bounded linear operator A : z → z + Wu . ∇z from L 2 (Ω) to L 2 (Ω) and its dual operator A * . Finally, with both tools, which are the operators T n and A, and with, in addition, the general properties of the non-bounded operator, existence and uniqueness of the solution for the transport equation are rather straightforward.
After this introduction, this article is organized as follows. In section 1, we establish a new Green's formula, which allows us to define the normal component of zu on the boundary. Section 2 is devoted to the properties of the truncature operator in X u with, as an application, Green's formulas and density theorems. These results are applied in Section 3 to prove existence and uniquenesss for the transport equation with fully non-homogeneous velocity on the boundary, by means of the non-bounded linear operator A.
We end this introduction by studying an elementary transport problem, which will allow us to set the problem of the boundary conditions and to justify our framework in the general case. Let Ω be the square ]0, 1
2 (see figure 0.1), let u = (x, −y) and let f be given in L 2 (Ω). Note that div u = 0 in Ω. Consider the following transport equation: Find z ∈ L 2 (Ω) satisfying, in the sense of distribution,
Since Ω ⊂ IR×]0, +∞[, we can set
Setting Ω = {(X, Y ) ∈ IR 2 , (Xe −Y , e Y ) ∈ Ω} and Z(X, Y ) = z(x, y), we derive the following equivalent problem : Find Z ∈ L 2 (Ω ) satisfying, in the sense of distribution,
Hence, we find the general solution of (0.1):
, we have (see [4, page 123] or [11, page 158 
. Hence, we derive that Z belongs to L 2 (Ω ), which implies that z belongs to L 2 (Ω). Thus, we have an infinity of solutions and the reason why is that u . n does not vanish everywhere on the boundary (see [8] ). In order to obtain a well-posed problem, it seems necessary to require a boundary condition. If we suppose f continuous on Ω and C continuous on [0, 2], then the solutions z are continuous on Ω. We set
where Γ i is an open segment for i=1,2,3,4. Let h be a continuous function on ∂Ω and let us denote by h i the function h |Γ i , for i = 1, 2, 3, 4. Note that we have u . n = 1 on Γ 1 ∪ Γ 2 , u . n = −2 on Γ 3 and u . n = 0 on Γ 4 . Thus, we denote Γ 3 by Γ − , Γ 1 ∪ Γ 2 by Γ + and Γ 4 by Γ 0 . First, we require the following boundary condition :
Then, the problem (0.1),(0.2) is well-posed and the unique solution is
.
In particular, the unique solution of the problem
Second, we set the following boundary condition :
Then, the problem (0.1),(0.5) has no solution, except if h 4 = 0 and
In conclusion, we obtain an infinity of solutions if we don't require a boundary condition. When the data are continuous, we obtain a unique solution, if we require a boundary condition on Γ − , that is to say on the portion of the boundary where u . n < 0, and we have in general no solution if we require a boundary condition on the whole boundary ∂Ω. However, in many applications, it is essential to allow z to be discontinuous. But, if we don't assume that f is continuous, then z is not defined on the boundary and the problem (0.3) is not defined. As we shall see further, we can define the normal component of zu on the boundary and we shall obtain uniqueness by requiring a boundary condition on Γ − .
A new Green's formula
Let Ω be a Lipschitz-continuous domain of IR d . In d dimensions, we denote
For fixed u in H 1 (Ω) d , let us introduce the space:
which is a Hilbert space equipped with the norm 
where
where d(., .) is the euclidian distance in IR d . Below, we choose α such that 
ii) There exist Lipschitz-continuous functions Φ ] − a x,j , a x,j [ of constants, respectively, L 1,x and L 2,x such that
(1.7)
In order to establish a new Green's formula, we define the following space which contains X u (Ω): for fixed u in 8) equipped with the norm
We recall a density result established in [8, Theorem 3.4] .
The next theorem concern the normal component of boundary values of (zu) where z belongs to Y u (Ω). Proof. Let z ∈ D(Ω) and ϕ ∈ W 1,r (Ω), with r > d. The following Green's formula holds:
Since r > d ≥ 2, from the Sobolev imbeddings, we derive that there exist constants C r and K r such that
Therefore, we obtain:
Now, let µ be any element of W 1−1/r,r (∂Ω). Then there exists an element ϕ of W 1,r (Ω) such that ϕ |∂Ω = µ. Hence, the above inequality implies that
Yu . Therefore, the linear mapping γ n : z → (zu) . n |∂Ω defined on D(Ω) is continuous for the norm of Y u (Ω). Since, owing to Theorem 1.1, D(Ω) is dense in Y u (Ω), γ n can be extended by continuity to a mapping still called γ n ∈ L(Y u (Ω); W −1/r ,r (∂Ω)), where r is defined in Theorem 1.2, such that:
♦ By extension, γ n z is called the normal component of zu on ∂Ω and is denoted simply by (zu) . n.
From Theorems 1.1 and 1.2, we derive the following Green's formula: let r > d be a real number and let u be in 
and we denote < . , . > Γ 0 the duality pairing between these two spaces. Note that if z ∈ Y u (Ω), then (zu) . n |Γ 0 ∈ W −1/r ,r (Γ 0 ) and, in the same way as previously, we have the Green's formula :
(1.12)
Then, we can define the following space :
2. Results of density 2.1 The truncature T n and the set X u (Ω)
Let us define the map T n on IR for n ∈ IN * by
We begin to prove results concerning the operator T n and the set X u (Ω). To simplify the notation, we denote X u instead of X u (Ω) in this subsection.
Proposition 2.1
Let Ω be a Lipschitz-continuous domain of IR d and let u be given in
where c is a real number. Then T n (z) belongs to X u . Moreover, we have
Proof. In view of Theorem 1.1, there exists a sequence (z p ) such that z p ∈ D(Ω) and
with lim
Let us define the continuous function γ ε n , representated in Figure 2 .1 below, and the function T ε n of class C 1 on IR by , for n ∈ IN * and for any real number 0 < ε < 1,
(2.7) Note that γ ε n and T ε n are regularized functions of respectively T n and T n and we have Considering that ∀t ∈ IR, |T ε n (t)| ≤ |t| + 1 and that Ω is bounded, owing to the continuity of T ε n on IR, Caratheodory's theorem proves that T ε n is continuous from
On the one hand, in view of (2.6) and of the continuity of γ ε n , we obtain
On the other hand, we have
Hence, we derive
Then, the uniqueness of the limit implies that T ε n (z) belongs to X u and
In view of (2.8), we have
Considering that
we obtain lim
Therefore T n (z) belongs to X u and we have
In the same way as previously, we define the functions δ ε n , representated in Figure 2 .2, and S ε n by 
Thus, by an analogous method as for γ ε n and T ε n , we obtain
Then, owing to (2.13), we derive
Applying this result in E(−n) and E(n), in view of the values of γ n (±n) and δ n (±n), (2.3) and (2.4) follow. ♦
We prove a second property, which gives results of continuity, convergence and stability.
Proposition 2.2
Then the following properties hold. 1) T n is strongly continuous from X u to X u . 2) Let z be in X u . Then, we have
Proof. Note that we shall use here an extension of T n to IR instead of T n : we shall extend by zero in n and −n. To simplify the notation, this extension will be still denoted T n . First, since T n is continuous on IR with ∀t ∈ IR, |T n (t)| ≤ |t|, Caratheodory's theorem proves that T n is strongly continuous from L 2 (Ω) to L 2 (Ω). Second, let z ∈ X u and let (z p ) be a sequence such that ∀p ∈ IN, z p ∈ X u and lim p→+∞ z p = z strongly in X u . Let us denote χ A the characteristic set of the set A and, to simplify the notation, E p = {x ∈ Ω, z p (x) = −n or n}, E = E(−n) ∪ E(n), where E(c) is defined by (2.2). Owing to Proposition 2.1, we can write
On the one hand, we have
and, therefore, lim
On the other hand, considering the first term of the right hand of (2.18), Proposition 2.1 implies
First, we have
Second, for almost every x ∈ Ω \ E, lim p→+∞ z p (x) = z(x) with z(x) = −n and z(x) = n.
Then, for almost every x ∈ Ω \ E, we obtain that there exists p x such that, for p ≥ p x we have z p (x) = −n and z p (x) = n, that is to say χ Ω\Ep (x) = 1. But T n is continuous on IR \ {−n, n}. Thus, we have
With (2.20), this implies
Since
Hence, with (2.19), we obtain
and the first part of the proposition follows.
On the one hand, we have |z| < +∞ almost every where, since z ∈ L 2 (Ω). For almost every x ∈ Ω, if n ≥ ([|z(x)|] + 1), where [t] denotes the integral part of the real t, T n (z(x)) = z(x). Then, we derive
On the other hand, Proposition 2.1 yields that, for almost every
This implies
which gives the convergence of T n (z) to z strongly in X u . In order to prove the last property of the proposition, we begin to prove an extension lemma.
where the wide tilde denotes extension of the product by zero.
since div u = 0 in Ω. Applying the Green's formula (1.10) yields
Then, since (zu) . n |∂Ω = 0, we have
which means exactly (2.22) and, therefore,ū . ∇z belongs to
End of the proof of Proposition 2.2.
and let O be a regular open set containing the support of ϕ and Ω. Let us note that T n (z) = T n (z), where the tilde and the wide tilde denote extensions by zero outside Ω. Sincez belongs to Xū(O), in view of Proposition 2.1, T n (z) belongs to Xū(O). This imply thatū T n (z) belongs to H(div , O). Applying a Green's formula in O (see [7] , page 28) yields
Considering that D(Ω) is dense in W 1,r (Ω) with any r > d and owing to the Green's formula (1.10), we derive the last property of the proposition. ♦ 2.2 Density in X u (Ω) and characterisation of X 0 u (Ω)
Let us define the set
Thanks to the properties of T n in X u , we prove the following proposition, which is a basic Green's formula in X u Proposition 2.4 Let Ω be a Lipschitz-continuous domain of IR d and let u be given in U . Then for all (w, z) in (X u ) 2 such that (zu) . n |∂Ω = 0, we have:
. In view of Theorem 1.1, there exists a sequence (ϕ p ) such that ϕ p ∈ D(Ω) and
From Proposition 2.2, we derive (T n (z) u) . n |∂Ω = 0. Let ψ be in D(Ω). Applying the Green's formula 1.10 with T n (z) and ϕ p ψ yields
In view of (2.27), we can pass to the limit with respect to p and we obtain
Applying this result with h = T n (w), we obtain T n (z) T n (w)u belongs to H 0 (div , Ω), which implies < (T n (z) T n (w) u) . n, 1 > ∂Ω = 0 and, in view of a Green's formula (see [7] , page 28), we derive
Finally, Proposition 2.2 allows us to pass to the limit with respect to n and the proposition follows. ♦
The previous proposition have the following crucial density results, that improve and generalize the results of density of Theorem 1.1 and Theorem 3.12 page 999 of [8] , since we shall not assume that u . n |∂Ω = 0 in the following theorem.
Theorem 2.5
Let Ω be a Lipschitz-continuous domain of IR d and let u be given in U .Then D(Ω) is dense in X u , D(Ω) is dense in {z ∈ X u , (zu) . n |∂Ω = 0} and we have the following characterization: X 0 u = Ker(γ n ) = {z ∈ X u , (zu) . n |∂Ω = 0}, where X 0 u is defined by (1.3) .
Proof. The proof is analogous to that of [8, Theorem 3.12] . Since X u is a Hilbert space, we shall establish this density by proving that if z in X u satisfies
then necessarily z = 0. Thus, let z be a solution of (2.28) and set w = u . ∇z. Since w ∈ L 2 (Ω), we obtain
Therefore, we have u . ∇w = z ∈ L 2 (Ω), which implies that w belongs to X u . We can write (2.28) as:
Since D(Ω) is dense in W 1,r (Ω), for all real r > d, Green's formula (1.10) implies that w verifies (wu) . n |∂Ω = 0. Then, from Proposition 2.4, we derive :
Thus z u = 0, and z = 0, which proves the first result of density.
In view of Green's formula (1.10), we note that Ker(γ n ) is a Hilbert space equipped with the scalar product of X u . The second result of density is established in the same way as previously, with z ∈ Ker(γ n ) in place of z ∈ X u . ♦
Density in
Let Ω be a Lipschitz-continuous domain of IR d and let u be given in U . Let X u (Γ 0 ) be defined by (1.13) and z be in X u (Γ 0 ). Then T n (z) belongs to X u (Γ 0 ).
Let η > 0 be a real number. Let us define the set Γ 0,η and the function θ η ∈ D(Ω) by
We choose the real number η small enough for the set Γ 0,η to be non-empty set. Let us begin to establish the following lemma.
Lemma 2.7 Let Γ 0,η defined by (2.29). Let z belongs to X u (Γ 0 ). Then, T n (z) belongs to X u (Γ 0,η ), where T n is defined by (2.1).
Proof. Let ψ ∈ D(Ω) and, owing to Theorem 2.5, z p ∈ D(Ω) such that lim p→+∞ z p = z strongly in X u . First, we have
Therefore, since z ∈ X u (Γ 0 ) and (θ η ψ) |Γ 1 = 0, we derive
Second, considering that, in view of (1.10),
Hence, owing to (2.31), we obtain < (θ η zu) . n, ψ > ∂Ω = 0, which proves that
Let ϕ ∈ D(Ω) such that ϕ = 0 on ∂Ω \ Γ 0,η . In the same way as in the proof of Proposition 2.1, but it is a classic result because T n is Lipschitz, piecewise of class C 1 and z p θ eta belongs to H 1 (Ω), we prove that T n (z p θ η ) belongs to H 1 (Ω). Then, we can write
and Proposition 2.2 allows us to pass to the limit with respect to p. So, we derive
In view of (2.32) and Theorem 2.5, there exists a sequence (ψ p ), with ψ p ∈ D(Ω), such that lim p→+∞ ψ p = θ η z strongly in X u . Note that T n (ψ p ) = 0 on ∂Ω, so we have
From Green's formula (1.12), we derive
Using again proposition 2.2 and owing to (2.33), we obtain
Finally, owing to (2.34), we derive < (T n (z)u) . n, ϕ > Γ 0,η = 0 and the lemma follows. ♦
Proof of Theorem 2.6.
Let us recall the following definition : 
which implies with (1.12),
Passing to the limit with respect to p, we obtain
that is to say T n (z) belongs to X u (Γ 0 ). ♦ Now, we can prove the following crucial Green's formula. (1.7) . Let u be given in U , let z be in X u (Γ 0 ) and w in X u (Γ 1 ). Then, we have
(2.37)
Let us begin to prove two lemmas. First, we shall need an estimate of the volume of the set G k,α , which is given by the following technical lemma. In [3, page 202] , an analogous result is used.
Lemma 2.9 Let the sets G k,α , k = 1, . . . , q, be defined by (1.5). There exist real numbers α 0 > 0 and M > 0 such that, for every 0 < α ≤ α 0 verifying (1.6) and for every k = 1, . . . , q,
Proof. In order to alleviate the notations, we drop the index k. So, we shall prove an estimate for the volume of
where m l ∈ K, for l = 1 . . . l 0 , and where C x is defined by (1.7). Let us denote
and
Let us define a covering of
] − a m l ,j , a m l ,j [ with closed sets from the previous type. For every l = 1 . . . l 0 , there exist an integer
and a subsequence (y i,l ) 1≤i≤pα , with
In view of (1.7), we have
Then, we have
Finally, owing to (2.39), setting a = max 1≤l≤l 0 (a l ) and considering 0 < α ≤ 1, we obtain
and the lemma follows. ♦ Second, we shall prove a lemma that seems obvious, but that is not trivial, because, in the general case, these normal components are not defined as functions defined almost everywhere. 
For example, we can choose ϕ defined on [ 9 16
, with A = 4π. Let us recall (see [7] ) that, for k = 1, . . . , q and i = 1 . .
Then, for every α verifying (1.6), we set 
In the same way as previously, we construct the functions
Let us recall that D(Ω) is dense in H(div , Ω) and, therefore, let the sequence (v p ), with
Passing to the limit and owing to the assumption on v, we obtain
It remains to pass to the limit with respect to α. First, we have
Second, considering the estimate (2.43), we derive,
Then, the estimate (2.38) yields
Finally, from (2.46) and Green's formula, we derive
and the weak convergence in H 1 of τ α allows us to pass to the limit and to obtain
which gives < v . n, ϕ > |∂Ω = 0 and the lemma follows. ♦ Proof of Theorem 2.8. Let us apply the previous lemma with v = T n (z)T n (w)u, where z ∈ X u (Γ 0 ) and w ∈ X u (Γ 1 ). To this aim, let us show that this function belongs to H(div , Ω) and that its normal component vanishes on Γ 0 and Γ 1 .
First, let us note that, in view of Proposition 2.1, T n (z) and T n (w) belong to X u ∩L ∞ (Ω) and, since we can write
Second, in view of the density of D(Ω) in X u , let (z n p ) be a sequence such that
with z n p ∈ D(Ω). Let ψ belong to D(Ω) with ψ |Γ 0 = 0. Then, since w ∈ X u (Γ 1 ), Theorem 2.6 implies that T n (w) belongs to X u (Γ 1 ) and we have
Passing to the limit with respect to p yields
Next, in the same way, we prove (T n (z)T n (w)u) . n |Γ 0 = 0. Then, Lemma 2.10 yields
In view of Proposition 2.2, we pass to the limit with respect to n and we obtain
and the theorem follows. ♦
As an application of the previous theorem, we can prove a density result, which is basic to study the steady transport equation. Proof. Since X u (Γ 0 ) is a Hilbert space, we shall establish this density by proving that if
then necessarily z = 0. Thus, let z be a solution of (2.47) and set w = u . ∇z. Since w ∈ L 2 (Ω), we obtain
Therefore, we have u . ∇w = z ∈ L 2 (Ω), which implies that w belongs to X u . We can write (2.47) as:
We again recall the following result :
for all real number r > d and, therefore, the previous equality implies that w belongs to X u (Γ 1 ).Then, from Theorem 2.8, we derive:
Thus z Xu = 0, and z = 0, which proves the corollary. ♦
Transport equations with non-homogeneous normal velocity on the boundary
Let us study the steady transport equation in arbitrary dimension:
where Ω is a Lipschitz-continuous domain of IR d , u is given in U defined by (2.24), l is given in L 2 (Ω) and W is a given real parameter different from 0. If u .n = 0, this transport equation has a unique solution in X u (see [8] ), but, if u . n = 0, which is not the standard case, we shall prove existence and uniqueness of solution by requiring a boundary condition on z, on the portion of ∂Ω where W u . n < 0. In order to prove these results, let us introduce a non-bounded operator.
A non-bounded operator
Let us define the non-bounded linear operator A from 
where Γ 0 and Γ 1 are defined by (1.4).
proof. First, we note that
. Second, let us show that the operator A is closed. Let us consider a sequence (z n ) in
, the product u . ∇z is well-defined as a distribution. Indeed, we have
Moreover, for all ϕ ∈ D(Ω),
Then, we derive that
The uniqueness of the limit implies g = Az.
In view of (3.3), we obtain that the sequence (z n ) converge in X u to z and, since X u (Γ 0 ) is a closed subspace of X u , z belongs to X u (Γ 0 ). Thus, the operator A is closed. Let us prove that the dual operator A * of A is defined by (3.2) . From the basic Corollary 2.8, we derive
,
where . u is defined by (1.2), which implies that
As previously, since v belongs to L 2 (Ω), the product u . ∇v is well-defined as a distribution and we have
and, therefore, A z) , and, therefore,
Choosing z ∈ W 1,r (Γ 0 ), with r > d, yields that v belongs to X u (Γ 1 ), which implies, with
Application to the transport equations
Let us denote by Γ − and Γ 0,+ the following open portions of ∂Ω 6) where the sequence (ω i ) i∈I represents the set of the open sets ω i of ∂Ω such that Wu . n < 0 almost everywhere in ω i . In the same way,
where the open sets ω j of ∂Ω are such that Wu . n ≥ 0 almost everywhere in ω j . Let us note that these definitions imply
We suppose, in addition, that Γ − and Γ 0,+ verifies (1.4) and (1.7), where Γ 0 = Γ − and Γ 1 = Γ 0,+ . By definition, we have
In view of Corollary 2.11, we prove the following result.
Proposition 3.2
Let Ω be a Lipschitz-continuous domain of IR d , let u be given in U and let Γ − and Γ 0,+ be defined by (3.6) and (3.7), verifying, (1.4) and (1.7). Let z belong to X u (Γ − ) and w to X u (Γ 0,+ ) . Then, z and w verify the following inequalities
Proof of Theorem 3.3. Let A be defined by (3.1), with Γ 0 = Γ − . We set Let (l p ) be a sequence such that lim
Therefore, for all p ∈ IN, there exists z p ∈ X u (Γ − ), such that: A z p = l p . Taking the scalar product of both sides of this equation with z p and using again (3.10) yield
(Ω) and also the sequence (u . ∇z p ), in view of A z p = l p . Therefore, owing to the weak convergence in X u of a subsequence of (z p ), still denoted (z p ), there exists a function z in X u such that
Since X u (Γ − ) is a closed subspace of X u , z belongs to X u (Γ − ) and passing to the limit in A z p = l p yields A z = l, which implies that l belongs to R(A) and, therefore,
Next, considering the equation
with w ∈ X u (Γ 0,+ ). Taking the scalar product of both sides of the previous equation with w, and owing to (3.10), we obtain w 2 L 2 (Ω) ≤ 0, that is to say w = 0. Thus, we have (3.15 ) and (3.16), we can apply Theorem II.18. page 29 [4] , which implies that
Hence, we obtain the existence of solution for the problem (3.11), (3.12), while the uniqueness follows from Ker(A) = { 0 }. ♦ Let us set
where r is defined in the Theorem 1.2. Considering the problem: for u in U defined by (2.24), l in L 2 (Ω), W in IR * and ψ in Ψ u , find z in L 2 (Ω) such that: Proof. On the one hand, the uniqueness derive from (3.14). On the other hand, let ψ ∈ Ψ u and let z ψ be defined in (3.17). Let us set Z = z − z ψ . Then we have the equivalence z solution of (3.18), (3.19) ⇔ Z solution of Z + Wu . ∇Z = l − z ψ − Wu . ∇z ψ (Zu) . n = 0 on Γ − .
In view of Theorem 3.3, the previous equivalence implies the existence of a solution of the problem (3.18), (3.19) . ♦ Remark 3.6 Let the space Φ u be defined by Φ u = {ψ ∈ L 1 (Γ − ), ψ u . n ∈ W 1−1/r,r (Γ − ), for r > 2 and r ≥ d}.
Then Φ u is a subset of Ψ u . Indeed, there exists a function z ψ ∈ W 1,r (Ω) ⊂ X u , such that z ψ = ψ u . n almost everywhere on Γ − , that is to say (z ψ u) . n = ψ almost everywhere on Γ − .
Note that we cannot define directly the functions of X u on the boundary or on the open part of the boundary. But, as we saw previously, we can define the normal component of functions of X u multiplied by the velocity u. Thus, we cannot have a boundary condition as: z = g on Γ − . But, owing to the previous remark, Theorem 3.5 gives the following result :
For u in U defined by (2.24), l in L 2 (Ω), W in IR * and g in W 1−1/r,r (Γ − ), with r > 2 and r ≥ d , where Γ − and Γ 0,+ , defined by (3.6) and (3.7), verify (1.4) and (1.7), there exists an unique z in L 2 (Ω) such that:
z + Wu . ∇z = l in Ω, (zu) . n = (gu) . n on Γ − .
In conclusion, we can show that, for any Lipschitz-continuous domain Ω of IR d , with portions of boundary Γ − and Γ 0,+ verifying (1.4) and (1.7), we have several solutions if we don't require a boundary condition. Indeed, let l be defined by l = d(., Γ 0,+ ) + u . ∇d(., Γ 0,+ ), where d(., .) is the euclidian distance in IR d . Note that d(., Γ 0,+ ) belongs to W 1,∞ (Ω) (see [7] ). Then, the problem z + u . ∇z = l has, at least, two solutions: z 1 = d(., Γ 0,+ ) that verifies (z 1 u) . n |Γ − = 0 and z 2 , which is the solution of Theorem 3.3 that verify (z 2 u) . n |Γ − = 0. Conversely, requiring a boundary condition on the whole boundary ∂Ω, we can construct a problem of transport without solution. We set l = d(., Γ − ) + u . ∇d(., Γ − ) and we consider the problem :
in Ω, (zu) . n = 0 on ∂Ω.
This problem has no solution, because if z 0 is a solution of this problem, then Problem Then, we obtain Ω z(u . ∇ϕ) dx + Ω ϕ(u . ∇z) dx = 0 for all ϕ ∈ W 1,r (Ω) verifying ϕ |Γ + ∪Γ 0 = 0, which implies (zu) . n = 0 on Γ − and thus z given by (0.4) is the unique solution of the problem (3.20) in the case where f belongs to L 2 (Ω).
