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Resumen
El incesante cambio y evolucio´n de las te´cnicas de ataques a los sis-
temas informa´ticos representan un problema mayor en el a´rea de la ciber
seguridad. Dada la inmensa cantidad de datos que se debe analizar,
es necesario contar con herramientas que detecten si una determinada
peticio´n de servicios u operacio´n en la red es un ataque o no. Adema´s,
existen restricciones al momento de disen˜ar estos Sistemas de Deteccio´n
de Intrusiones (IDS-Intrusion Detection System) pues una tasa de falsa
alarma elevada hara´ que los administradores de la red reciban un nu´mero
grande de alarmas para su ana´lisis, haciendo lenta la revisio´n de los mis-
mos y generando una ralentizacio´n de los servicios demandados por los
usuarios de dicho sistema. Dentro de las te´cnicas modernas que existen
para poder realizar tareas de clasificacio´n se encuentran aquellas basadas
en redes neuronales de varias capas o redes profundas entrenadas con
te´cnicas tales como Autoencoders o Dropout. Por ello, este trabajo de
Tesis presenta un estudio sobre la aplicabilidad y utilizacio´n de algorit-
mos de aprendizaje profundo en este tipo de entornos para disen˜ar IDSs.
Tambie´n se estudia modificaciones en la funcio´n de coste que permitan
contrarestrar el desbalanceo propio de este tipo de entornos (nu´mero de
ataques es muy inferior al nu´mero de datos normales). Se presentara´n y
discutira´n los experimentos realizados utilizando base de datos esta´ndares,
en particular basados en la base de datos DARPA1999.
Palabras Clave: Ciber seguridad, deteccio´n, redes neuronales, dropout.
Abstract
The incessant change and evolution of techniques of attacks on com-
puter systems represent a major problem in the area of cyber security.
Given the immense amount of data to be analyzed, it is necessary to
have tools that detect whether a particular service request or operation
on the network is an attack or not. In addition, there are restrictions
when designing these Intrusion Detection Systems (IDS) because a high
false alarm rate will cause the network administrators to receive a large
number of alarms to be analyzed, slowing the revision of the same and
generating a slowdown of the services demanded by users of the given
system.
Among the modern techniques available to perform classification tasks
are those based on neural networks of several layers or deep networks
trained with techniques such as Autoencoders or Dropout. Therefore,
this Thesis presents a study on the applicability and use of deep learning
algorithms in this type of environment to design IDSs. We also study
changes in the cost function that allow counterbalancing the importance
given to each class in the data set (number of attacks is much lower
than the number of normal data). Experiments using standard databases,
particularly based on the DARPA1999 database, will be presented and
discussed.
Keywords: Cyber security, detection, neural networks, dropout.
1 Aspectos Generales
En la actualidad, millones de personas accedemos a internet con
el fin de utilizar diversos servicios ofrecidos en l´ınea, con ello pode-
mos acceder a redes sociales, servicios de correo electro´nico, acceso
a noticias, etc. Adema´s, no solo los servicios son de ocio sino que
las empresas tambie´n utilizan servicios que permiten a sus traba-
jadores una amplia movilidad. As´ı por ejemplo, utilizando el acceso
a internet, un ingeniero puede continuar supervisando los procesos
a su cargo en tiempo real y sin que la distancia sea un impedi-
mento. Sin embargo, este amplio abanico de servicios –gracias a la
alta conectividad– trae consigo eventos que podr´ıan suponer ries-
gos para dicha empresa ya que personal no autorizado podr´ıa des-
cubrir vulnerabilidades y realizar ataques exitosos causando dan˜os
posiblemente irreparables. Podemos sen˜alar muchos casos en donde
las empresas prestadoras de estos servicios han recibido mu´ltiples
ataques. Por ejemplo, un resumen breve de u´ltimos acontecimientos
nos permite listar algunos:
• El pasado 21 de octubre del 2016 se produjo uno de los ciber-
ataques ma´s poderosos de los u´ltimos an˜os, dirigido contra
la empresa Dyn [1] provocando ca´ıdas y un comportamiento
lento en servicios como Twitter, Spotify, Amazon; junto con
medios de comunicacio´n como New York Times y Financial
Times; y plataformas como Imgur, PayPal, Playstation Net-
work, pasando por Netflix y HBO Now.
El ataque utilizado fue el de Denegacio´n de Servicio (DoS, por
sus siglas en ingle´s Denial of Service). La estrate´gia fue infec-
tar con un co´digo malware [2] –difundido online semanas antes–
equipos inteligentes conectados a internet: routers, impresoras,
televisores, entre otros; conviertiendo a estos equipos infecta-
dos en una especie de ”eje´rcito robot que lanzan los ataques
DoS en simulta´neo. Durante aproximadamente 11 horas, los
atacantes inundaron con una cantidad enorme de solicitudes
que saturaron con datos inservibles a los servidores de Dyn,
impidiendo a los usuarios reales acceder a las pa´ginas por la
sobrecarga del ancho de banda provocada.
• A finales de setiembre del 2016, Yahoo decide realizar una in-
vestigacio´n interna descubriendo que en el 2014 se produjo el
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robo de 500 millones de cuentas [3]. Con este ataque fueron
afectados los centros de datos en la cual se robaron: nom-
bres de usuarios, direcciones de correo electro´nico, fechas de
nacimiento, contrasen˜as, preguntas y respuesta de seguridad
que sirven para verificar la identidad de los usuarios. Hoy en
d´ıa, yahoo asegura que se han tomado medidas para asegu-
rar las cuentas afectadas y que el peligro ya esta´ fuera de los
sistemas.
• En Agosto del 2012 un empleado fue v´ıctima de la usurpacio´n
de sus credenciales y con ello algunos delincuentes se hicieron
de 60 millones de cuentas de la plataforma Dropbox [4]. En
un primer momento, Dropbox minimizo´ este hecho argumen-
tando que u´nicamente se hab´ıan filtrado direcciones de correo
electro´nico. Sin embargo en la actualidad tenemos certeza de
que los delincuentes tambie´n obtuvieron las respectivas con-
trasen˜as.
• La versio´n gratuita de Spotify tambie´n tubo problemas cuando
empezaron a aparecer sitios web poco fiables en su navegador.
Los encargados de investigar este hecho aseguran que el in-
truso que ataco´ este sistema utilizo´ una mezcla entre malware
y publicidad que toma el control de algunas funciones de la
computadora [5]. Spotify culpo´ de todo esto a un solo anuncio
y dijo que fue superado, pero que se continuara´ vigilando y se
mantendra´ en estado de alerta.
• Segu´n LeakedSource [6], Twitter fue v´ıctima del robo de con-
trasen˜as de 32 millones de cuentas, esto se llevo´ a cabo uti-
lizando un malware dirigido a infectar navegadores como Fire-
fox o Chrome.
Cabe indicar que LeakedSource es una plataforma que recopila
bases de datos que se filtran en la red con nombres de usuarios
y contrasen˜as robadas, haciendo posible que cualquier usuario
pueda realizar una busqueda para saber si sus datos esta´n
disponibles en la red tras un robo de datos y, de estarlo, de que´
pa´ginas han sido robados as´ı como la informacio´n disponible
(correo, direccio´n IP, contrasen˜a, nombre, tele´fono, etc).
• MySpace confirmo´ el robo de 360 millones de cuentas [7, 8], que
incluyen nombre, contrasen˜a y correo electro´nico de usuarios
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que crearon sus cuentas antes del 11 de junio del 2013.
• Otro suceso que tambie´n podemos enumerar es la confirmacio´n
de un robo´ de 100 millones de cuentas a LinkedIn. Esto se
produjo en el 2012 [9]. La compan˜´ıa afirmo´ que se tomaron
medidas para invalidar contrasen˜as de las cuentas afectadas.
Todos estos eventos soportan sucintamente la necesidad de con-
tinuar con el permanente estudio y desarrollo de sistemas que de-
tecten dichos ataques o intrusiones; adema´s de –y principalmente–
continuar investigando nuevos enfoques de disen˜o de tales herramien-
tas. Es ma´s, la mutabilidad de los ataques –por ende la variabilidad
de los mismos–, la cantidad de datos que se deben analizar, la rapi-
dez con que se debe tomar acciones, etc. han abierto la puerta para
la aplicacio´n de los algoritmos de aprendizaje ma´quina o automa´tico
[10, 11] y contar con los beneficios que estos me´todos ofrecen, ya sea
como pieza fundamental de estos sistemas o como complementos de
los mismos.
Una gran cantidad de me´todos basan su funcionamiento en me-
didas eur´ısticas. Estos –aunque han demostrado cierto grado de
eficacia, sin embargo– se ven cada vez ma´s desbordados desde dis-
tintos a´ngulos; siendo un talo´n de aquiles el nu´mero de muestras a
analizar para as´ı definir reglas que permitan la deteccio´n de ataques
[12]. Por otro lado, varias empresas han optado por incluir algorit-
mos de aprendizaje automa´tico con el objetivo primario de aprender
patrones de dichos ataques y la posterior deteccio´n de los mismos o
variaciones de ellos [13, 14, 15, 16], permitiendo as´ı descubrir rela-
ciones dentro de las caracter´ısticas de los datos que no son fa´ciles
de descubrir por una persona humana.
La sofisticacio´n de los ataques naturalmente llevan al estudio
de algoritmos ma´s potentes para ayudar en la deteccio´n de ciber-
ataques. Un grupo de estos algoritmos son aquellos que residen bajo
el paraguas conocido como aprendizaje profundo (DL, del ingle´s
Deep Learning) [17, 18, 19]. Estos permiten estimar de mejor man-
era las relaciones que existen entre los datos y as´ı realizar tareas
como la de clasificacio´n. Debido a que nuestro objetivo principal
es el estudio de algoritmos que permitan contruir modelos multi-
capa para aprender informacio´n dentro de los datos (que contienen
muestras tanto de ataques como tra´fico normal) y de esta manera
analizar sus posibles ventajas para que puedan ser incluidas dentro
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de los sistemas que permiten detectar ataques. Nos centraremos a
continuacio´n en listar trabajos previos en esta a´rea de investigacio´n
y las propuestas previas, resaltando las desventajas que estas mues-
tran y que pretendemos cubrir con este trabajo.
1.1 Estado del arte
El primer IDS fue propuesto en 1980 [20], y a partir de ello y
hasta fines de los 80’s, estos sistemas utilizaron me´todos meramente
eur´ısticos basados en reglas de comportamiento de los datos. Los
primeros IDSs que integraron ma´quinas de tipo Red Neuronal [21]
(NN, del ingle´s Neural Nets o Neural Networks) son [22, 23, 24],
en donde los autores entrenaron redes neuronales para que estas
puedan aprender la distribucio´n de los datos normales o compor-
tamiento normal del usuario, y clasificar como ataque todo evento
que no se encuentre dentro de los l´ımites de esta distribucio´n (de-
teccio´n de anomal´ıas). En [25] se presenta una modificacio´n a las
propuestas anteriores, incorporando frecuencias de palabras claves
como caracter´ısticas. Adema´s, una segunda NN es entrenada para
distinguir entre los distintos tipos de ataques.
En [26] se presenta un IDS ma´s complejo y que tiene una primera
etapa de agrupamiento de los datos utilizando una red SOM (del
ingle´s Self-Organizing Map) y que son un tipo especial de red neu-
ronal que se entrena de manera no supervisada. La salida de esta
red es un vector de datos binarios –cumple la funcio´n de un ex-
tractor de caracter´ısticas– y que se utiliza para entrenar una red
neuronal discriminativa. Tambie´n podemos indicar que esta pro-
puesta usa los nu´meros de los puertos TCP/IP y usaron la base de
datos DARPA 1999 [27, 28] y que a diferencia de propuestas ante-
riores –como en [24]– el sistema usa varias muestras dentro de una
ventana temporal, mostrando por ello mayor efectividad para detec-
tar comportamientos sospechosos que se desarrollan en periodos de
tiempo ma´s largos.
Un a´rea importante de estudio son los que caen dentro del campo
de las reglas de asociacio´n y sistemas Fuzzy. Pero estando este tra-
bajo centrado en ma´quinas de tipo Red Neuronal, dejamos que el
lector pueda revisar los siguientes art´ıculos para una mayor profun-
dizacio´n de estos algoritmos en entornos de ciber seguridad [29, 30].
Otro grupo importante son las llamadas redes Bayesianas [31].
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Estas redes son modelos probabil´ısticos [32] que asumen ciertas
interacciones existentes entre las caracter´ısticas de los datos. Es
importante indicar que como en todos los modelos Bayesianos, el
disen˜ador debe indicar todas las interacciones que existen en los
datos [33]. En [34], se presenta un disen˜o de un IDS basado en este
tipo de red utilizando un u´nico nodo o variable oculta que indica si
la muestra es o no ataque.
Los a´rboles de decisio´n definen otro campo de estudio. Ba´sicamente,
estos me´todos utilizan una a una cada caracter´ıstica y van disen˜ando
reglas de decisio´n (nodos) para etiquetar los datos [35, 36]. Ejem-
plos de estos me´todos son [13, 37, 38, 39]. Sin profundizar, podemos
indicar que estos me´todos, aunque han demostrado efectividad en
muchos campos, tienen el inconveniente de que aprenden sobre el
espacio de entrada y no aprenden relaciones complejas que existen
entre las caracter´ısticas de los datos.
Adema´s, dada la gran popularidad que han tenido en an˜os anteri-
ores, las ma´quinas de vectores soporte (SVM, del ingle´s Support Vec-
tor Machines) [40] han recibido mucha atencio´n por su gran perfor-
mance en comparacio´n a las redes neuronales [41, 42, 43, 44]. Estas
sin embargo tienen la desventaja de que el entrenamiento escala de
forma O(n2) en memoria y (On3) en tiempo de ejecucio´n, siendo n el
nu´mero de muestras. Y aunque hay versiones para grandes nu´meros
de datos [45], estos presentan ciertas limitaciones para aprender no
linealidades ya que no utilizan kernels.
Un grupo ma´s robusto de me´todos son los que entrenan con-
juntos de ma´quinas, usualmente ma´quinas inestables, explotando el
hecho de que estas ma´quinas de forma individual aprenden distintos
a´ngulos de los datos [46, 47, 48, 49, 50, 51]. La principal ventaja es
que las tasas de clasificacio´n pueden mejorar pero tiene un inconve-
niente muy grande: tiempo de entrenamiento y tiempo de operacio´n
elevados.
1.2 Descripcio´n del problema
Los ataques de ciberseguridad esta´n evolucionando constante-
mente adema´s de incrementarse. Los atacantes van desarrollando
nuevas te´cnicas para poder simular tra´fico normal y perpetrar di-
chos ataques. Por ello, es importante mejorar los IDSs existentes
para cubrir estos nuevos escenarios. Siempre manteniendo la tasa
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de deteccio´n alta y el nu´mero de falsas alarmas lo ma´s bajo posible1.
Por otro lado, el resurgimiento de las estructuras tipo NN desde
[52] y [53], han permitido avances impresionantes en muchos cam-
pos, desde visio´n artificial, medicina, etc. Su amplia capacidad
de aprender jerarqu´ıas de carater´ısticas utilizando te´cnicas de pre-
entrenamiento como Autoencoders [53], atenuacio´n de problemas de
sobre ajuste con nu´meros de datos grandes y regularizaciones tipo
Dropout [54], hacen que sea un candidato fuerte para ser aplicado
en el a´mbito de la ciberseguridad.
Podemos sen˜alar que dentro de sus ventajas esta´n que son ma´s
profundas que las SVMs (que a pesar de usar kernels su estructura es
lineal) y escalan linealmente con el nu´mero de muestras. Aprenden
funciones altamente no lineales a diferencia de los a´rboles. Tambie´n,
debido a su gran performance es posible reemplazar un conjunto de
ma´quinas por una so´la ma´quina profunda pues es posible alcanzar
resultados iguales y normalmente mejores.
Por todo lo anterior, se plantea el estudio de algoritmos de DL
para la deteccio´n de ataques en entornos propios de la ciberseguri-
dad.
1.3 Hipo´tesis
El uso de aprendices profundos, gracias a la alta capacidad que
estas poseen para modelar funciones altamente no lineales, mejora
el rendimiento en te´rminos de tasa de pe´rdida y falsa alarma cuando
son utilizadas para la deteccio´n de ataques en entornos de seguridad
informa´tica.
1.4 Objetivos de la Tesis
Este trabajo tiene como objetivo fundamental el disen˜ar, imple-
mentar y optimizar un clasificador para detectar intrusiones en re-
des informa´ticas utilizando algoritmos de deep learning y as´ı obtener
ma´quinas altamente no lineales que puedan desarrollar dicha tarea,
y as´ı ser parte o elemento u´nico de un IDS. Con el fin de alcanzar
esta meta, el presente trabajo traza un camino para el entrenamiento
de tales ma´quinas con datos propios de redes informa´ticas.
1En general, el nu´mero de falsas alarmas depende de la cantidad de personas que conforman
el grupo te´cnico que decide finalmente si la muestra es o no un ataque, como tambie´n el nu´mero
ma´ximo de muestras que cada persona puede analizar.
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Se define dos grupos de objetivos cuyos alcances son de gran
importancia tanto para la realizacio´n y culminacio´n del presente
trabajo como para la complementacio´n del mismo. Estos son:
1.4.1 Objetivo principal
• Disen˜ar e implementar un IDS utilizando clasificadores de ma´quinas
profundas.
1.4.2 Objetivos secundarios
• Estudiar te´cnicas avanzadas de aprendizaje ma´quina y su desen-
volvimiento en escenarios de ciberseguridad.
• Definir un conjunto de bases de datos que sean representativos
del problema.
• Seleccionar un me´todo adecuado para codificar caracter´ısticas
de los datos propios de estos entornos.
1.5 Factores Involucrados en la Tesis
Durante el planteamiento de este trabajo, se han definido los
factores que inciden a su desarrollo de forma directa (factores depen-
dientes) o indirectamente (factores independientes). As´ı procedemos
a detallarlos a continuacio´n.
1. Factores dependientes:
• Bases de datos: Este factor es de suma importancia ya
que permite el correcto desarrollo de este trabajo. Permi-
tira´ a los algoritmos de Aprendizaje Ma´quina descubrir y
aprender la informacio´n necesaria para detectar posibles
ataques.
• Seleccio´n de algoritmos: Internet permite acceder a una
vasta cantidad de informacio´n, entre ellos, acceso a un con-
junto de art´ıculos de investigacio´n, revistas especilizadas y
libros. Estas bases de informacio´n permiten estudiar y se-
leccionar algoritmos del estado del arte para desarrollar la
presente Tesis.
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• Tecnolog´ıas escogidas: existen en la actualidad diversas
plataformas (Matlab [55], Python [56], R [57], etc.). Se se-
lecciona Python como la plataforma a utilizar en esta Tesis
ya que es de libre distribucio´n; y sobre todo, porque se esta´
convirtiendo en el estandar de facto en el a´rea del apren-
dizaje ma´quina y muchos otros campos de la ingenier´ıa.
• Herramientas de trabajo: ba´sicamente, es necesario el uso
de un computador para realizar este trabajo. Sin em-
bargo, en la actualidad existen centros de co´mputo de alto
rendimiento en el que es posible realizar experimentos en
paralelo (sobre todo para la bu´squeda de hiper-para´metros).
2. Factores independientes:
• Factores legales: estos, aunque inciden de forma directa
en el trabajo por el tipo de bases de datos que se conside-
ran, no son manejables pues dependen de las legislaciones
de cada pa´ıs. Un ana´lisis sobre ello permite resaltar que
existe una barrera legal muy fuerte al momento de contar
con datos de usuarios para su ana´lisis y uso en el desarrollo
de nuevos algor´ıtmos para prevenir y detectar ataques in-
forma´ticos. As´ı, las bases de datos seleccionadas son el re-
sultado de extensas simulaciones de redes de computacio´n;
y, por ello, podemos afirmar que cuentan con muestras
anonimizadas.
• Tipos de ataque a detectar: en relacio´n a los tipos de
ataques a dectectar, estos vienen definidos por la base
de datos a utilizar. Esta restriccio´n no invalida el pre-
sente estudio pues –como claramente detalla el apartado
de objetivos– este trabajo busca analizar la capacidad de
las redes profundas de extraer informacio´n de dichas bases
de datos para realizar la clasificacio´n entre ataque y tra´fico
normal.
• Factores econo´micos: debido a la importancia que la se-
guridad informa´tica tiene, en la actualidad existe una in-
versio´n de recursos econo´micos cada vez ma´s creciente para
el desarrollo de nuevas tecnolog´ıas de prevencio´n y de-
teccio´n de ataques a redes informa´ticas. Por ello rescata-
mos el hecho de que los algoritmos de Aprendizaje Ma´quina
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son capaces de abaratar dichos costos, ya sea por el he-
cho del nu´mero de personas que se dedica a extraer reglas
eur´ısticas o porque estos algoritmos pueden extraer infor-
macio´n relevante de una base de datos grande y en menos
tiempo.
• Red informa´tica: dada la inmensa variedad de tipos, ar-
quitecturas y componentes de redes de computadores (sis-
temas operativos, servicios, etc.), el disen˜o de algoritmos
para detectar todos los tipos de ataques para distintos tipos
de redes escapa del a´mbito de este trabajo. Por este mo-
tivo, las bases de datos que aqu´ı se listan delimitan el a´rea
de aplicacio´n. Sin embargo, debemos indicar que este tra-
bajo es de investigacio´n y los pasos tomados para su desar-
rollo son los que esta´n definidos por el me´todo cient´ıfico.
Gracias a lo anterior, los resultados y conclusiones son rel-
evantes para el a´rea en cuestio´n.
1.6 Metodolog´ıa
Siguiendo la Hipo´tesis planteada l´ıneas arriba, el objetivo es in-
vestigar si las ma´quinas profundas tienen la capacidad de modelar
correctamente la funcio´n que relaciona los datos disponibles con sus
etiquetas (e.g. ataque o tra´fico normal). Para ello, se debe indicar
que se siguen mecanismos estrictos de validacio´n de resultados ha-
ciendo que los modelos obtenidos sean reproducibles. Debido a esto,
el me´todo cient´ıfico define la filosof´ıa sobre el que se desarrolla este
trabajo de Tesis.
Debemos indicar que se siguieron las siguientes pautas:
1. Experimentacio´n
2. Discusio´n de resultados
3. Validacio´n de resultados
4. Comprobacio´n de la Hipo´tesis
1.7 Relevancia social y actores involucrados
Gracias a este trabajo, avizoramos los siguientes beneficiarios:
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• Empresas: podr´ıan incrementar beneficios al estar estas menos
susceptibles a ataques de ciertos tipos cuyos patrones fueron
aprendidos
• Usuarios: aumenta las capacidades de herramientas ya exis-
tentes para estos fines, o las complementa.
• Universidades: cumplen su rol como generador de conocimiento
y nuevas tecnolog´ıas.
• Desarrolladores de software: nuevas herramientas a tomar en
cuenta.
1.8 Implicaciones pra´cticas
• Una primera aproximacio´n a las implicaciones que conlleva este
trabajo de Tesis es la ampliacio´n de la teor´ıa relacionada a las
potenciales aplicaciones de tecnolog´ıas de tipo red neuronal,
especialmente a aquellas que permiten la aproximacio´n de redes
profundas.
• Segundo, refuerza la idea de que el Aprendizaje Ma´quina es
cada vez ma´s un a´rea de estudios herramienta transversal a
todos los campos. En este caso, al campo de la ciberseguridad.
• Tercero, extiende las herramientas del equipo te´cnico encargado
de la decisio´n final para determinar la presencia o no de un
ataque, cumpliendo un rol importante en la toma de decisiones
sobre el tra´fico que ingresa a una determinada red.
1.9 Delimitacio´n
En la misma l´ınea de lo sen˜alado anteriormente, los alcances de
este trabajo de Tesis estara´ delimitado por la informacio´n que po-
damos extraer de las bases de datos a utilizar.
Sin embargo, no existe impedimento para que los modelos resul-
tantes del presente trabajo sean utilizados en otras estructuras. Un
potencial usuario deber´ıa recopilar datos propios de su red y modi-
ficar los modelos que aqu´ı se presentan para ajustarlas a su propia
arquitectura.
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1.10 Estructura del documento
El presente trabajo de Tesis se estructura de la siguiente manera:
• En la Seccio´n 2 se presenta el marco teo´rico sobre ciberseguri-
dad en el que se suscribe el trabajo.
• La Seccio´n 3 presenta en detalle las bases de datos a utilizar
as´ı como sus caracter´ısticas.
• En la Seccio´n 4 se presenta la teor´ıa sobre el Aprendizaje Ma´quina,
as´ı como la descripcio´n de los algoritmos que permiten el en-
trenamiento de ma´quinas profundas.
• En la Seccio´n 5 se describen los me´todos utilizados para acondi-
cionar las caracter´ısticas de tal modo que sean u´tiles para nues-
tros propo´sitos, se definen los modelos de ma´quinas a entrenar
y se detallan los experimentos realizados. Adema´s, esta seccio´n
discutira´ los resultados obtenidos as´ı como su ana´lisis. Presenta
las ventajas y desventajas, basado en los resultados obtenidos,
que estos me´todos ofrecen.
• Finalmente, la Seccio´n 6 presenta las conclusiones, as´ı como
l´ıneas futuras de investigacio´n a seguir.
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2 Seguridad Informa´tica
Cuando hablamos de Seguridad Informa´tica nos referimos a la
capacidad del sistema para proteger la informacio´n de riesgos que
puedan afectarla. En este trabajo de Tesis se define la seguridad
informa´tica como un conjunto de normas, procedimientos y her-
ramientas, que tienen como objetivo garantizar la disponibilidad,
integridad, confidencialidad y buen uso de la informacio´n que existe
en un determinado sistema.
El motivo fundamental para implementar la seguridad en los sis-
temas es la proteccio´n de los datos de usuarios y as´ı evitar el hurto
de informacio´n, suplantacio´n y ca´ıda de los sistemas y servicios.
Ba´sicamente, podemos indicar que la red informa´tica se tiene que
cuidar de dos causas, una de ellas activa y la otra pasiva.
• Activas: El usuario no conoce las funciones del sistema y muchas
aplicaciones pueden ser perjudiciales, por ejemplo no desactivar
los servicios de red que el usuario no necesita, permitiendo que
otro usuario o atacante puede explotar las vulnerabilidades.
• Pasivos: El no conocer las medidas de seguridad disponibles.
2.1 Medidas de seguridad
Las medidas de seguridad que todo sistema debe tener para pro-
teger sus redes se dividen en tres partes: Prevencio´n/Proteccio´n,
Deteccio´n y Respuesta.
• Prevencio´n/Proteccio´n: Consiste en utilizar mecanismos que
protegen a las redes informa´ticas frente a ataques que puedan
producirse; luego, se definen las reglas eur´ısticas a adoptar uti-
lizando firewalls.
• Deteccio´n de ataques: Se desarrollan actividades para medir el
nivel de riesgo analizando y detectando cua´ndo las medidas de
proteccio´n no han sido efectivas, por ejemplo podemos utilizar
IDSs.
• Reaccio´n: Cuando se detecta un ataque se efectu´an actividades
de respuesta, de manera automa´tica o de forma manual. Son
las actividades re-activas, por ejemplo utilizar los Sistemas de
Proteccio´n de Intrusos los IPS, como un sistema de respuesta
automatizada.
12
A continuacio´n se procede a desarrollar cada uno de los sistemas de
deteccio´n que debemos tener presente para evitar cualquier tipo de
ataque:
• Firewall
• Sistema de Deteccio´n de Intrusos
• Sistema de Prevencio´n de Intrusos
• Filtro de Contenidos
2.1.1 Firewall
Los Firewall son sistemas que protegen a una red de las intru-
siones provenientes del exterior encarga´ndose de filtrar el tra´fico de
red. El firewall es un sistema de control de comunicaciones dentro
de una red, mantiene monitorizada la red y brinda datos clave al ad-
ministrador del sistema tales como: tipo de tra´fico que pasa a trave´s
de e´l, volumen de datos, nu´mero de intentos de conexio´n desde el
exterior, etc.
Firewall se pueden clasificar segu´n el a´mbito de uso en:
• Firewall Personales: Es una aplicacio´n software que filtra el
tra´fico que entra o sale de un ordenador.
• Firewall de Red: Es un equipo instalado entre dos o ma´s
redes (hace puente entre las redes). El firewall puede ejecutarse
en un dispositivo de red especializado o sobre un ordenador.
En referencia a la capa TCP/IP donde el tra´fico puede ser
interceptado, existen dos categor´ıas de firewall:
– Firewall a nivel de red: El control de tra´fico a nivel
de red consiste en analizar todos los paquetes que llegan a
un interfaz de red, y decidir si se deja pasar o no en base
a la informacio´n de sus cabeceras: protocolo, direccio´n de
origen y direccio´n de destino.
– Firewall a nivel de aplicacio´n: El control se hace anali-
zando las comunicaciones a nivel de su contenido. El fire-
wall es por tanto mucho ma´s inteligente y posee un control
ma´s fino de la comunicacio´n, suponiendo una mayor carga
de trabajo. Por ejemplo, si se filtra el protocolo SMTP,
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se puede configurar para que impida todos los correos des-
tinados a servidores de correos pu´blicos como hotmail o
gmail. No puede analizar comunicaciones cifradas, como
las comunicaciones HTTPS.
2.1.2 Sistema de Deteccio´n de Intrusos
Un Sistema de Deteccio´n de Intrusiones (IDS), es un sistema
hardware o software encargado de detectar la intrusio´n o intento de
intrusio´n en un sistema informa´tico o red de comunicaciones.
Lo que buscan son sen˜ales de rastreos a puertos abiertos o paque-
tes malformados. Cuando se detecta una intrusio´n, el IDS env´ıa una
alerta a los administradores de la red y recoge la informacio´n ma´s
relevante sobre la intrusio´n. El funcionamiento de los IDS se basa
en el ana´lisis del tra´fico de red. Los IDS se componen de sensores
virtuales, como sniffers que capturan tra´fico que luego es analizado
y de este modo comprobar el tipo de tra´fico, su contenido y su
comportamiento. Para detectar las intrusiones suelen disponer de
una base de datos o muestras debidamente etiquetadas de ataques
conocidos. Dichas firmas permiten al IDS distinguir entre el tra´fico
normal de la red y el tra´fico que puede ser resultado de un ataque
o intento del mismo. Existen tres tipos de sistemas de deteccio´n de
intrusos:
• HIDS (HostIDS): Un HIDS analiza diferentes a´reas para de-
tectar y prevenir actividades maliciosas o intrusiones en la red.
Analiza diferentes tipos de registros de kernels, sistemas, servi-
dores, cortafuegos, y los compara contra una base de datos
interna sobre ataques conocidos.
• NIDS (NetworkIDS): Es un IDS conectado a una red o seg-
mento de red. Su interfaz debe funcionar en modo multitarea
capturando as´ı todo el tra´fico de la red. Puede estar instalado
en uno de los equipos del segmento de red o en un equipo de
la red como un hub o switch.
• DIDS (DistributedIDS): Sistema basado en la arquitectura
cliente-servidor compuesto por una serie de NIDS que actu´an
como sensores que env´ıan la informacio´n de posibles ataques
en una unidad central que controla toda la red de forma cen-
tralizada. La ventaja es que en cada NIDS se puede fijar reglas
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de control especializadas para determinados segmentos de red.
Pueden vigilar toda una red LAN compleja de forma central-
izada. Segu´n su reaccio´n ante la deteccio´n de una intrusio´n los
IDSs se clasifican en dos tipos:
– Reactivos: En un sistema reactivo, el IDS responde a la
actividad sospechosa reprogramando el firewall para que
bloquee tra´fico que proviene del atacante. Actualmente,
los fabricantes suelen denominar a los IDSs reactivos como
IPSs.
– Pasivos: Los IDSs pasivos, al detectar una intrusio´n, guarda
la informacio´n y manda una sen˜al de alerta. Segu´n el tipo
de amenaza, se informa a los administradores de la red.
El IDS no puede detener los ataques por s´ı solo, excepto los que
trabajan junto con un firewall. Los IDSs guardan informacio´n de
las intrusiones detectadas y copia de los paquetes afectados. Esto
permite a los administradores de la red realizar un ana´lisis forense
del ataque. La implementacio´n de un IDS puede ser hardware, soft-
ware o una combinacio´n de ambas. Los IDS hardware son equipos
especializados conectados a la red, capaces de controlar una red con
mucho tra´fico. Los IDS software son aplicaciones ejecutadas en un
equipo de la red. Es una solucio´n barata, pero tiene el inconveniente
de que si tienen que analizar mucho tra´fico, pueden sobrecargar el
equipo donde se ejecutan.
Un IDS conocido es la aplicacio´n Snort (Software GPL) y consiste
en un NIDS e incluye un sniffer para la captura de los paquetes de
las comunicaciones, adema´s de ser capaz de analizar los paquetes
buscando patrones de intrusiones.
2.1.3 Sistema de Prevencio´n de Intrusos IPS
Los sistemas de prevencio´n de intrusos IPS son una evolucio´n de
los IDSs, tienen un desempen˜o mas proactivo. Los IPSs, adema´s
de detectar y prevenir analizan el comportamiento de las comuni-
caciones ajustando las reglas eur´ısticas y filtros de los sistemas
de seguridad; es decir son capaces de detectar las acciones de toma
de informacio´n y reaccionar para prevenir el ataque. Trabajan a
nivel multicapa de red y aplicacio´n, realizan un ana´lisis detallado de
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las comunicaciones, identifican el tipo de servicio al que acceden las
comunicaciones y supervisan que estas sigan sus normas.
Un IPS pueden combinar las funciones de seguridad preventiva,
IDS, antivirus y filtrado de contenido. Dentro de sus funciones pode-
mos listar los siguientes:
• Ser sistemas pro-activos, detectar ataques antes de que se pro-
duzcan.
• Actuar cuando se detecte una intrusio´n de dos formas:
– Enviando alertas a los administradores de la red.
– Modificar las reglas para detectar ataques.
Uno de los principales inconvenientes de los IPSs es que con-
funden el tra´fico inofensivo con el tra´fico de riesgo, por este
motivo es importante reducir las tasas de falsa alarma
manteniendo la capacidad de deteccio´n alta. Como en
el caso de los IDSs, podemos encontrar dos tipos de IPS segu´n
su localizacio´n en la red:
– Host IPS: IPS software localizado en los servidores, proveen
una proteccio´n ma´s espec´ıfica y son capaces de analizar las
comunicaciones cifradas.
– Network IPS e IPS distribuidos: Equipos hardware con
funciones de IPS. Analizan el tra´fico que circula por la red.
Tiene problemas para analizar las comunicaciones cifradas.
Al igual que los IDS tambie´n hay IPSs distribuidos que
permiten una administracio´n centralizada.
2.1.4 Filtro de contenidos
Este software de control de contenidos, es el ma´s especializado
en monitorizar y filtrar la informacio´n transmitida a trave´s de la
red, utilizando el servicio web. Este filtro determina que´ contenido
estara´ disponible para una determinada ma´quina o red. La finali-
dad es prevenir la visualizacio´n de contenidos que el propietario del
ordenador considera prohibidos. Puede estar localizado en:
• Ordenador Personal: Filtra los contenidos que se visualizan en
ese ordenador.
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• En el servidor de Internet (router o proxy): Filtra los con-
tenidos para toda la red. La capacidad de personalizar los
filtros es menor, pero en cambio su mantenimiento es ma´s sen-
cillo. No puede analizar los contenidos encriptados.
2.2 Tipos de ataques
Existe una inmensa cantidad de tipos de ataques que mutan con
mucha velocidad. Sin embargo, en este documento analizaremos
so´lo cuatro de ellos pues son los que existen en las bases de datos
con los que se desarrollaron los experimentos. Estos son:
• Denial of Service (DoS)
• Probe
• Remote to local (R2L)
• User to Remote (U2R)
A continuacio´n se explicara´ brevemente de que´ trata cada uno de
ellos:
2.2.1 DoS
El ataque de denegacio´n de servicio es un tipo de ataque que
consiste en que un servidor recibe de golpe muchas peticiones que
acaban saturando el computador o el servidor, afectando as´ı a los
servicios que deber´ıan prestarse. Por ejemplo, esto puede originarse
cuando miles de usuarios empiezan a enviar solicitudes de ingreso
a una cuenta de correo con informacio´n basura (con contrasen˜as
incorrectas), provocando en muchos casos la ca´ıda del sistema de
correos electro´nicos.
2.2.2 Probe
Este tipo de ataque busca encontrar vulnerabilidades escaneando




En este tipo de ataque, el atacante busca tener acceso a un servi-
cio o computador filtrando archivos y modificando datos que existen
en ellos.
2.2.4 U2R
Los ataques U2R son aquellos en los que un usuario local in-
tenta obtener informacio´n que le permita tener mayores privilegios
o incluso privilegios de administrador.
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3 Bases de Datos en Ciberseguridad
3.1 DARPA 1999
Las bases de datos DARPA 1999 fueron simulados en los labora-
torios Lincoln del MIT [58] han aportado en las investigaciones de
deteccio´n de ataques y son usadas para disen˜ar IDS y hacer pruebas
para detectar intrusiones. Estas bases de datos fueron almacenadas
en formato tcpdump 2
Con el ana´lisis de los datos se busca detectar las anomal´ıas pre-
sentes en esta base de datos. El conjunto de datos DARPA 1999
contiene 190 casos de 57 ataques que incluyen 37 Probes, 63 ataques
DoS, 53 ataques R2L, 37 U2R. Los tipos de ataques y su agrupacio´n
en clases de ataques se muestran en la Tabla 1
Clase de Ataques Tipo de ataques
Probe portsweep, ipsweep, cheese, satan, msscan, ntinfoscan,
lsdomain, illegal-sniffer
DoS apache2, smurf, neptune, dosnuke, land, pod, back,
teardrop, tcpreset, syslogd, crashiis, arppoison,
mailbomb, selfping, processtable, udpstorm,
warezclient
R2L dict, netcat, sendmail, imap, ncftp, xlock, xsnoop,
sshtrojan, framespoof, ppmacro, guest, netbus,
snmpget, ftpwrite, httptunnel, phf, named
U2R sechole, xterm, eject, ps, nukepw, secret, perl, yaga,
fdformat, ffbconfig, casesen, ntfsdos, ppmacro,
loadmodule, sqlattack
Table 1: Ataques presentes en el conjunto de datos DARPA 1999.
3.1.1 Cr´ıticas a la base de datos DARPA 1999
La principal cr´ıtica contra el conjunto de datos de evaluacio´n
DARPA 1999 es que el software de generacio´n de tra´fico de la
plataforma de prueba no esta´ disponible pu´blicamente y, por lo
tanto, no es posible determinar la exactitud del tra´fico de fondo
insertado en la evaluacio´n.
Los criterios de evaluacio´n no tienen en cuenta los recursos del
sistema utilizados, la facilidad de uso, o que´ tipo de sistema es.
2tcpdump es una manera de capturar los datos y los guarda de la siguiente manera: tiempo
de llegada del paquete, nombre del protocolo y direcciones de origen y destino
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McHugh [27] presenta sus cr´ıticas sobre los procedimientos uti-
lizados en la construccio´n del conjunto de datos y en la realizacio´n
de la evaluacio´n.
Los conjuntos de datos de entrenamiento y pruebas no esta´n co-
rrelacionados para los ataques R2L y U2R y por lo tanto la mayor´ıa
de los algoritmos de reconocimiento de patrones –excepto los de-
tectores de anomal´ıas que aprenden solo de los datos normales– se
desempen˜ara´n muy mal en la deteccio´n de los ataques R2L y U2R.
El tra´fico normal en las redes informa´ticas reales y en el con-
junto de datos no esta´n correlacionados; causando que los algoritmos
generen una gran cantidad de falsas alarmas cuando son probadas
con datos reales.
Los datos de los ataques DoS y R2L tienen una varianza muy
baja haciendo que sea dif´ıcil de detectar nuevos ataques de este tipo
en un conjunto de prueba.
3.2 KDD-DARPA
La base de datos DARPA 1999 se utilizo´ como base para desa-
rrollar la competicio´n 1999 KDD cup [59]. Y, a pesar de que arrastra
algunos problemas de la base de datos original DARPA 1998, au´n
es utilizada para probar los me´todos de deteccio´n de muestras.
En [60], McHugh critica algunos aspectos de esta base de datos
recogidos de tra´fico, taxonomı´a de ataque y criterios de evaluacio´n.
Con respecto a los datos de tra´fico recogidos, critica la falta de evi-
dencia estad´ıstica de la similitud con el tra´fico t´ıpico de la red, las
bajas tasas de tra´fico y la topolog´ıa de red plana. En particular
algunos ataques son fa´cilmente detectados debido a los errores de
simulacio´n, ejemplo de esto es que muchos paquetes IP son detecta-
dos como ataques pues tienen el valor TTL de la trama IP en valores
inferiores a los del tra´fico simulado como normal, posiblemente este
efecto se debe a que los ataques y el tra´fico normal fueron sintetiza-
dos en diferentes computadoras.
Ataques a servidores DNS, servidores web y de correo electro´nico,
esta´n correlados con direcciones no vistas, sin embargo esta deber´ıa
ser la norma en este tipo de servicios.
Varios ataques son detectados por el taman˜o incorrecto de ven-
tana TCP.
En general las investigaciones sugieren que muchos atributos del
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tra´fico de red que parecen ser discriminadores en esta base de datos
no lo son en el tra´fico real. Como resultado, reglas de deteccio´n de
ataques, anomal´ıas, entre otros, basadas en uno de estos atributos
generara´n ma´s falsas alarmas en el tra´fico real.
En que´ medida lo anterior conduce a una menor cantidad de de-
teccio´n de ataques dependera´ de si estos atributos permiten discrimi-
nar los ataques del tra´fico normal. Podemos describir los siguientes
ejemplos:
3.2.1 Detecciones enmascaradas en tra´fico real
Los ataques dotnuke, neptuno, netbus, netcat, nt infoscan y
cheese tienen valores TTL de 253 o 126 en el conjunto de prueba
o test, pero estos valores nunca aparecen en el conjunto de entre-
namiento. En el tra´fico real, es probable que estos y muchos otros
valores aparezcan.
3.2.2 Deteccio´n de falsas alarmas
Los ataques a servicios pu´blicos como HTTP (apache2, back,
crashiis, phf), SMTP (mailbomb, sendmail) o DNS no deber´ıan ser
detectables por anomal´ıas de direcciones de origen en tra´fico real.
Sin embargo, todos estos ataques tienen direcciones IP de origen que
nunca aparecen en los datos de entrenamiento. Si bien esto puede
ser cierto en ataques reales, este hecho es poco u´til.
3.2.3 Ataques simulados incorrectamente
El ataque DoS llamado smurf puede ser detectado por errores de
suma de comprobacio´n ICMP en esta base de datos. Se trata de
una inundacio´n de paquetes ECHO REQUEST, con una direccio´n
fuente falsificada o copiada de alguna v´ıctima. En una red real,
estos ataques se originan en hosts neutrales que no generan errores
de suma de comprobacio´n. Se debe indicar que este ataque es uno
completamente simulado y su co´digo no fue publicado.
3.3 NSL-KDD
Una de las deficiencias ma´s importantes en el conjunto de datos
KDD es el gran nu´mero de registros redundantes, lo que hace que los
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algoritmos de aprendizaje este´n sesgados hacia estos registros fre-
cuentes, y as´ı evitar que aprendan registros poco frecuentes que son
usualmente ma´s perjudiciales como los ataques U2R y R2L. Adema´s,
la existencia de estos registros repetidos en el conjunto de pruebas
hara´ que los resultados de evaluacio´n sean sesgados y me´todos que
clasifiquen bien estos registros tendra´n tasas de deteccio´n ma´s altas.
El conjunto de datos NSL-KDD tiene las siguientes ventajas sobre
el conjunto de datos KDD original:
• No incluye registros redundantes en el conjunto de entrenamiento,
por lo que los clasificadores no estara´n sesgados hacia registros
ma´s frecuentes.
• No hay registros duplicados en los conjuntos de prueba pro-
puestos; por lo tanto, el rendimiento del aprendizaje no esta´
sesgado por los me´todos que tienen mejores tasas de deteccio´n
en los registros frecuentes.
• El nu´mero de registros seleccionados de grupos con diferente di-
ficultad es inversamente proporcional al porcentaje de registros
en el conjunto de datos KDD original. Como resultado, las
tasas de clasificacio´n de distintos me´todos var´ıan en un rango
ma´s amplio facilitando la evaluacio´n de diferentes te´cnicas de
deteccio´n de ataques.
• El nu´mero de registros de entrenamiento y prueba son razo-
nables, lo que hace que sea ma´s asequible ejecutar los ex-
perimentos sin necesidad de seleccionar al azar una pequen˜a
porcio´n. En consecuencia, los resultados de las evaluaciones de
los diferentes trabajos de investigacio´n sera´n comparables.
En general, las bases de datos en este campo de estudios siempre
tendra´n cr´ıticas en relacio´n a la diferencia existente entre datos simu-
lados y reales, o que los ataques cambian o aparecen nuevos tipos,
entre muchos otros aspectos discutibles. A pesar de esta cr´ıtica fun-
damentada, dichas bases de datos se utilizan en todas las investiga-
ciones que proponen nuevos sistemas de deteccio´n de intrusos pues
las regulaciones de confidencialidad de datos junto con la reticencia
de empresas e instituciones para divulgar datos reales imposibilitan
simulaciones y pruebas sobre tra´fico real. Sin embargo, es va´lido
indicar que el camino para adecuar estos sistemas entrenados con
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estas bases de datos es directo si se respetan los pasos del me´todo
cient´ıfico al realizar las experimentaciones.
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4 Aprendizaje Ma´quina
Aprendizaje Ma´quina es el a´rea de estudio que pretende desarro-
llar algoritmos para que las computadoras realicen tareas por medio
de ejemplos anteriores. Se ha dividido principalmente en dos a´reas
denominadas aprendizaje supervisado y no supervisado (Fig. 1).
El objetivo principal en el aprendizaje no supervisado es encontrar
relaciones entre datos sin contar con informacio´n alguna de clase,
ejemplo de este tipo de aprendizaje es el agrupamiento automa´tico
o clustering ; en donde se busca dividir los datos en grupos que
compartan caracter´ısticas s´ımiles.
El aprendizaje supervisado, por el contrario, consiste en encon-
trar relaciones entre datos (x ∈ X ) y etiquetas (y ∈ Y). Ma´s exac-
tamente, consiste en estimar una funcio´n que relacione las muestras
con sus respectivas etiquetas (Ec. 1).
y = f(x) (1)
Principalmente, dos problemas destacan y son los problemas de
regresio´n y de clasificacio´n. En el primer caso la tarea es estimar las
etiquetas y ∈ R de cada dato x ∈ R; en el segundo caso, las etiquetas
tienen un nu´mero finito de posibles valores llamadas clases y el ob-
jetivo es asignar cada muestra o ejemplo x a una clase determinada
yˆ.
Si el nu´mero de clases es igual a dos, entonces decimos que se trata
de una clasificacio´n binaria (y ∈ ±1); en caso contrario cuando K >
2 se llama clasificacio´n multiclase (y ∈ 1, 2, 3, ..., K). Tambie´n, en el
caso en que el nu´mero de muestras en cada clase es aproximadamente
igual se dice que el problema es balanceado y si por el contrario
el nu´mero de muestras perteneciente a cada clase es muy distinto
entonces decimos que se trata de un problema desbalanceado. Existe
en la literatura diversos me´todos para disen˜ar y optimizar o entrenar
ma´quinas. Adema´s, es necesario indicar que la comparacio´n de estos












































































































































































































































4.1 Funciones de coste
Las funciones de coste miden las discrepancias entre las etiquetas
verdaderas y aquellas estimadas yˆ por una determinada ma´quina.
Tienen la propiedad de ser convexas y poseer un mı´nimo global.
Dentro de las funciones de coste ma´s utilizadas en el a´rea del apren-
dizaje ma´quina se encuentran la de Error Cuadra´tico Medio (MSE,
de ingle´s Mean Squared Error) y la de Cross-Entrop´ıa (CE).
4.1.1 Mean Squared Error - MSE
Esta funcio´n de coste asume que el error sigue una distribucio´n






((yn − yˆn)2) (2)
En forma vectorial
MSE = E([y¯ − yˆ]T[y¯ − yˆ]) (3)
donde y¯ y yˆ ∈ RN×1 son los vectores que contienen las etiquetas
de las N muestras y sus valores estimados, respectivamente.
4.1.2 Cross Entrop´ıa - CE
Esta funcio´n de coste es ma´s u´til en tareas de clasifcacio´n y se
inspira en la teor´ıa de informacio´n mide el valor de entrop´ıa entre
dos distribuciones p y q. La entrop´ıa es la esperanza matema´tica de
la informacio´n q o log(1/q) a la vista de p. La ecuacio´n 4 muestra
la entrop´ıa entre p y q cuando estas son discretas. Regresando a
nuestro caso de clasificacio´n, para el caso binario, si y ∈ [0, 1] e
yˆ ∈ [0, 1], entonces decimos que las etiquetas siguen una distribucio´n
binomial. As´ı, la entrop´ıa es
H = ∑iPilog(− 1qi ) (4)
Esta funcio´n de coste es ma´s u´til en tareas de clasificacio´n, para
utilizarla es necesario que las salidas se limiten entre valores 0 y 1.
En el caso la etiqueta k de la n-e´sima muestra sea igual a 1, i.e.














; ∀yk = 1 (5)









; ∀yk = 0 (6)
Combinando ambas ecuaciones, tenemos que la CE es definida de la
siguiente manera:



















; ∀yk = 1
(7)
En clasificacio´n, una medida de mucha utilidad es la tasa de acierto
(Acc, del ingle´s accuracy) y de error (Err) ambas medidas permiten












I(y(n) 6= yˆ(n)) (9)
Siendo I(·) la funcio´n indicadora y dˆ(n) es la decisio´n a partir de
yˆ(n) i.e dˆ = yˆ(n) ≥ η siendo η una frontera de desicio´n, e.g si la
funcio´n de activacio´n es la tangente hiperbo´lica entonces un valor
apropiado para η es 0 o, si la funcio´n de activacio´n es una sigmoide
entonces η = 0.5.
4.1.3 Funciones de coste sensitivas al desbalanceo
En el caso de bases de datos balanceadas, una red neuronal puede
ser entrenada para optimizar una basta cantidad de funciones de







donde l(·) es una funcio´n que mide la discrepancia entre la eti-
queta verdadera y la estimada para la muestra n. Un ejemplo de
esto es el MSE (o cuando se trata de datos binarios la Cross Entrop´ıa
o Semicross Entrop´ıa).
Sin embargo, la expresio´n de la Ec. 10 no toma en cuenta el dese-
quilibrio en las proporciones de los datos en cada clase. Por ello,
y dentro del amplio abanico de opciones disponibles que la litera-
tura ofrece para atacar este problema, optaremos por una mejor es-
trateg´ıa de entrenar ma´quinas para que tomen en cuenta esta sobre-
y sub-representacio´n de las clases y utilizaremos una funcio´n de coste
sensitivo (Cost Sensitive Functions) al desbalanceo. Esto implica
disen˜ar una matriz de costes cuyos elementos indican la penalidad
en la que se incurre cuando se hacen decisiones. La matriz de costes







donde cij indica el coste en el que se incurre cuando se decide
que una muestra dada pertenece a la clase i cuando la correcta es j.
Naturalmente, podemos considerar que no se incurre en coste alguno
cuando se decide correctamente, i.e. c00 = c11 = 0. En cuanto a los
te´rminos c01 y c10 podemos hacer que incluyan informacio´n sobre las










donde P0 y P1 representan las probabilidades a priori de la clase
mayoritar´ıa y minoritaria, respectivamente. Una ventaja clara de
esta formulacio´n es que los valores para cij queda representado por
un u´nico hiperpara´metro α.




























Finalmente, incorporando la informacio´n a priori del porcentaje
de desbalanceo se obtiene:
J = (1− α)
N0∑
n=1




As´ı, variando α es posible hacer que el clasificador sea entrenado
para poder trabajar en distintos puntos de operacio´n de la curva
ROC. Es correcto indicar que el punto correcto de operacio´n al que
deber´ıa finalmente trabajar el clasificador esta´ principalmente limi-
tado por el taman˜o del equipo te´cnico y de la respectiva habilidad de
dicho equipo de tratar con e´xito en nu´mero determinado de alarmas
generada por el IDS tanto decisiones correctas como falsas alarmas.
4.2 Medidas de Bondad en Bases de Datos desbalanceadas
4.2.1 ROC
Consideremos el caso en que una ma´quina fue entrenada con
datos cuyas etiquetas se muestran en la Tabla 2 bajo el nombre de
y, y las etiquetas estimadas por un clasificador los que se muestran
la columna bajo yˆ. El clasificador tiene una taza de error de solo el
10% (o taza de acierto de Acc = 1− Err = 0.90 o Acc(%) = 90%);
sin embargo, claramente el clasificador es uno que es inservible ya
que todas las etiquetas estimadas son de la clase ”0”.
n y yˆ I(y(n) 6= yˆ(n))
1 1 0 0
2 0 0 1
3 0 0 1
4 0 0 1
5 0 0 1
6 0 0 1
7 0 0 1
8 0 0 1
9 0 0 1
10 0 0 1
Err 110
Table 2: Tasa de error para un problema de clasificacio´n con clases desba-
lanceadas.
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Una medida ma´s o´ptima es encontrar la matriz de confusio´n
mostrada en la Tabla 3 y representa el ratio de muestras clasifi-
cadas correcta e incorrectamente en cada clase. Si el nu´mero de
muestras de la clase positiva se designa como N1 y el de las mues-
tras negativas N0. Entonces, podemos definir los elementos de la
matriz de confusio´n como:
• TPR es el ratio de verdaderos positivos (del ingle´s True Pos-
itive Rate), y representa la relacio´n entre el nu´mero de mues-




n=1 I(yˆ(n) = 1 ∧ y(n) = 1)∑N1
n=1 I(y(n) = 1)
(16)
• FPR es el ratio de falsos positivos (del ingle´s False Positve
Rate). El nu´mero de muestras clasificadas como positivas pero
que cuya clase verdadera es la negativa.
FPR =
∑N0
n=1 I(yˆ(n) = 1 ∧ y(n) = 0)∑N0
n=1 I(y(n) = 0)
(17)




n=1 I(yˆ(n) = 0 ∧ y(n) = 0)∑N0
n=1 I(y(n) = 0)
(18)




n=1 I(yˆ(n) = 0 ∧ y(n) = 1)∑N1

























Table 3: Matriz de confusio´n a)Definicio´n y b) Para el ejemplo de la Tabla 2.
La matriz de confusio´n para el ejemplo de la Tabla 2 se muestran
en la Tabla 3b e indica que –evidentemente– la tasa de aciertos de
las muestras positivas es 0.
4.3 Espacio ROC
La Caracter´ıstica de Operacio´n del Receptor (ROC, del ingle´s Re-
ceiver Operating Characteristics) es una medida que toma relevancia
sobre todo en el caso de los problemas desbalanceados –aunque no
se limita a ello–.
Define un espacio de dos dimensiones en cuyo eje de las abcisas se
encuentra la tasa de falsos positivos (tambie´n denominada probabili-
dad de falsa alarma PFA), y en el eje de ordenadas la probabilidad
de verdaderos positivos TPR (tambie´n denominada probabilidad de
deteccio´n PD).
En el caso de que un clasificador brinde salidas duras –como
en el ejemplo de la Tabla 2– entonces solo es posible obtener un
punto en el espacio ROC. Sin embargo, si el modelo del clasificador
genera salidas de valores reales o tambie´n llamadas salidas blandas
(limitadas o no a cierto rango de valores) entonces es posible variar
la frontera de decisio´n η para obtener distintos valores de PFA y PD.
Por ejemplo, la Tabla 4 muestra estimaciones blandas obtenidas
con un clasificador cuyas salidas esta´n limitadas al rango de valores
[0; 1] . Para diferentes valores η podemos obtener distintas decisiones
sobre la pertenencia de clase de la n-e´sima muestra n.
Los puntos triviales (PFA, PD) = (1, 1) y (PFA, PD) = (0, 0) se
encuentran cuando η = −∞ y η = +∞, respectivamente.
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dˆ = I (yˆ > η)
n y yˆ η = +∞ η = 0.85 η = 0.75 η = 0.35 η = −∞
1 1 0.90 0 1 1 1 1
2 1 0.80 0 0 1 1 1
3 1 0.50 0 0 0 1 1
4 1 0.70 0 0 0 1 1
5 1 0.50 0 0 0 1 1
6 0 0.40 0 0 0 1 1
7 0 0.60 0 0 0 1 1
8 0 0.30 0 0 0 0 1
9 0 0.20 0 0 0 0 1
10 0 0.10 0 0 0 0 1
PD 0 1/5 2/5 1 1
PFA 0 0 0 2/5 1
Table 4: Puntos del espacio ROC para distintos valores del nivel de decisio´n η.
Debemos resaltar por lo tanto que el espacio ROC mide la habil-
idad del clasificador para separar las clases. El clasificador perfecto
tendra´ como parte del espacio ROC el punto formado por PD = 1 y
PFA = 0.
4.4 AUC
La curva ROC es una herramienta objetiva para comparar clasifi-
cadores en cuanto a su capacidad de separar muestras de dos clases,
sin embargo no es una me´trica para poder comparar dichos clasifi-
cadores; adema´s en algunos casos es dif´ıcil decidir cua´l clasificador
es mejor que otro, un ejemplo de ello es la comparacio´n de dos clasi-
ficadores A y B a trave´s de sus curvas ROC, Fig. 2 en donde a
simple vista no es fa´cil observar que el AUC para el clasificador A
AUC = 0.85 es mayor que el AUC para el clasificador B AUC = 0.80
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Figure 2: Espacio ROC para dos clasificadores A y B. Visualmente, no es fa´cil
observar que el clasificador A es mejor que el clasificador B. El AUC es el valor




Como se menciono´, un clasificador es una funcio´n que tiene como
argumento a los datos x y realiza una estima yˆ de las etiquetas y.
yˆ = f (x) (20)
Este trabajo de Tesis se centra en los clasificadores tipo red neuronal,
por ello, pondremos ma´s e´nfasis al desarrollo de estas ma´quinas
tanto redes neuronales estandard como a los algoritmos del estado
del arte que permiten obtener redes profundas (DNN, del ingle´s
Deep Neural Net). Tambie´n, al final de esta Seccio´n se menciona
escuetamente otros clasificadores muy utilizados pero que no son
parte de este trabajo.
4.6 Redes Neuronales
Las NNs son modelos matema´ticos no lineales que poseen en su
estructura muchas unidades simples llamadas neuronas. Las NNs
esta´n inspiradas en las neuronas biolo´gicas. Y aunque fueron rele-
gados por otro tipo de algoritmos no profundos, su importancia ha
resurgido debido a los u´ltimos avances que permiten obtener resul-
tados muy superiores a los alcanzados por otros algoritmos.
Es necesario destacar que siendo las NNs el tema central de este
trabajo de Tesis, pasaremos a presentarlas con mayor detalle, in-
cluyendo un resumen breve de su desarrollo a trave´s de los an˜os.
4.6.1 Historia
Los primeros modelos de redes neuronales comenzaron a ser pro-
puestos en el an˜o 1943. El neurofisio´logo W. McCulloch y el matema´tico
W. Pitts [61] proponen una teor´ıa de co´mo podr´ıan trabajar las neu-
ronas, escriben un modelo matema´tico que define formalmente la
neurona como una ma´quina que adema´s de binaria estaba dotada
de mu´ltiples entradas y salidas (modelo conexionista). Dicho mod-
elo se construyo´ en base a circuitos ele´ctricos.
An˜os despue´s, en 1949, Donald Hebb [62] definio´ dos conceptos
importantes:
• El aprendizaje se localiza en las sina´psis o conexiones entre las
neuronas.
34
• La informacio´n se representa en el cerebro mediante un con-
junto de neuronas activas o inactivas.
Estos dos conceptos fundamentales se reflejan en la regla de Hebb
que indica que los pesos de las sina´psis esta´n en funcio´n de la inter-
accio´n entre las neuronas pre- y post-sina´pticas.
La primera conferencia sobre inteligencia artificial (1956) puso
e´nfasis en la capacidad de las ma´quinas para simular el aprendizaje y
propuestas de diferentes tipos de redes neuronales. Seguido de estos
primeros pasos, continu´an los avances resumidos a continuacio´n:
• En 1959 se dio´ la primera aplicacio´n de las redes a problemas
reales, por ejemplo, filtros adaptativos para eliminar ecos en
las l´ıneas telefo´nicas. Otro hito importante se debio´ gracias a
B. Widrow quie´n propuso la teor´ıa sobre la adaptacio´n neu-
ronal y formulo´ el Adaline (Adaptative Linear Neuron) [63] y
el Madaline (Multiple Adaline) [64].
• Rosemblatt en 1962 definio´ al Perceptro´n [65] como un identifi-
cador de patrones binarios y tambie´n salida binaria. Dio´ lugar
a la regla de aprendizaje delta, que permit´ıa emplear sen˜ales
continuas de entrada y salida.
• Posteriormente en 1969, Minsky y Papert [66] dieron una seria
cr´ıtica del Perceptro´n. Dicha cr´ıtica se fundamentaba en la
naturaleza lineal y sus limitaciones para aprender funciones no
lineales, esto provoco´ una ca´ıda en picada de las investigaciones
en el a´rea de las redes neuronales.
• En 1977, Anderson investiga el autoasociador lineal brain state
in a box y los modelos de memorias asociativas [67].
• En los an˜os 80, Rumelhart, McClelland y Hinton proponen
diferentes modelos basados en la aseveracio´n de que la mente
aprende no de forma secuencial sino en paralelo (Parallel Dis-
tributed Processing) [68] .
• Para el an˜o de 1982, Hopfield elabora un modelo de red que,
a diferencia del cla´sico Perceptron unidireccional, tiene propa-
gaciones en ambas direcciones de la red: hacia adelante (del
ingle´s fordward) y hacia atra´s (del ingle´s backward) [69].
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• Kohonen en 1984 desarrollo´ los mapas de Kohonen [70] basadas
en la observacio´n biolo´gica de que las neuronas adyacentes
(tanto de capas inferiores y superiores o de salida) aprenden
a representar patrones similares.
• Hinton y Sejnowski en 1986 desarrollaron la ma´quina de Boltz-
mann [71], una red probabil´ıstica cuya funcio´n de coste es mod-
elada como una interconeccio´n entre todas las unidades de en-
trada y salida, as´ı como conecciones entre unidades de la misma
capa.
• Otro avance importante se da en 1987 cuando Grossberg analiza
la inestabilidad de varios modelos presentados por Rumelhart
y presenta su modelo ART Adaptative Resonance Theory [72].
Hoy en d´ıa gracias a los grupos de investigacio´n de distintas
universidades, compan˜´ıas, entre otros, las redes neuronales se es-
tan aplicando en distintos a´mbitos de la industria, tecnolog´ıa, in-
forma´tica, seguridad y telecomunicaciones.
4.6.2 Neurona biolo´gica
Increiblemente, el cerebro humano esta´ compuesto por aproxi-
madamente cien mil millones de neuronas; y un estimado de ma´s de
1000 sina´psis tanto a la entrada y salida de cada neurona. Y aunque
el tiempo de conmutacio´n de la neurona es casi un millo´n de veces
mayor que el de las actuales computadoras, ellas tienen una conec-
tividad miles de veces superior que las actuales supercomputadoras;
siendo las neuronas y las conexiones entre ellas –sina´psis– las que
constituyen la clave para el procesado de la informacio´n.
La neurona biolo´gica es la ce´lula fundamental del sistema nervioso,
es una ce´lula alargada, especializada en conducir impulsos nerviosos.
En las neuronas se pueden distinguir tres partes fundamentales, que
son:
• Soma o cuerpo celular: Se encuentra en el citoplasma. Es la
parte ma´s voluminosa de la neurona. Tiene una estructura
esfe´rica llamada nu´cleo. E´ste contiene la informacio´n que dirige
la actividad de la neurona.
• Dendritas: son prolongaciones cortas que se originan del soma
neural. Su funcio´n es recibir impulsos de otras neuronas y
enviarlas hasta el soma de la neurona.
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• Axo´n: es una prolongacio´n u´nica y larga. En algunas ocasiones,
puede medir hasta un metro de longitud. Su funcio´n es sacar el
impulso desde el soma neuronal y conducirlo hasta otro lugar
del sistema.
4.6.3 Neurona artificial
La neurona artificial se comporta como la neurona biolo´gica pero
de una forma muy simplificada. La Fig. 3 muestra el modelo simple
inspirado en la biolo´gica.
• Las entradas que reciben los datos de otras neuronas. En una
neurona biolo´gica corresponder´ıan a las dendritas.
• Los pesos sina´pticos wij: al igual que en una neurona biolo´gica,
se establecen sina´psis entre las dendritas de una neurona y el
axo´n de otra, en la neurona artificial a las entradas que vienen
de otras neuronas se les asigna un peso, (un factor de impor-
tancia). Este peso, que es un nu´mero, se modifica durante el
entrenamiento de la red neuronal, y es aqu´ı por tanto donde
se almacena la infomacio´n que hara´ que la red sirva para un
propo´sito u otro.
• Cuerpo: el cuerpo de la neurona realiza operaciones en funcio´n
a la informacio´n aportados por las dendritas. En la neurona
artificial esta operacio´n es la sumatoria.
• Cuello de axo´n: conecta el cuerpo con el axo´n. En la NN esta´
representada por la funcio´n no lineal f(z).
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Figure 3: Modelo gra´fico de la neurona artificial inspirada en las neuronas
biolo´gicas.
4.6.4 Funciones de activacio´n
Las distintas funciones de activacio´n f(z) son utilizadas para res-
tringir el rango de valores de la respuesta de la neurona z. General-
mente los rangos de valores se limitan a [0; 1] o [−1; 1], sin embargo
otros rangos son posibles, por ejemplo limitar valores en el rango
[0; +∞[
La utilizacio´n de una determinada funcion de activacio´n es de-
pendiente del problema, es decir, unas funciones se adaptan de mejor
o peor manera al problema a resolver. Sin embargo, dentro de la
amplia gama de dichas funciones existen algunas que han mostrado
resultados satisfactorios en diversas aplicaciones. Estas son:
• Sigmoide: Esta funcio´n asigna a cada valor de entrada u ∈ R





1 + exp(−βu) ; ∀u ∈ R, β > 0 (21)
• Tangente hiperbo´lica: Esta funcio´n de activacio´n restringe
los valores en el rango entre [−1; +1] y esta´ definida como:
tanh(u) =
1− exp(−βu)
1 + exp(−βu) ; ∀u ∈ R, β > 0 (22)
• Unidades Rectificadoras Lineales: (ReLU, del ingle´s Rec-
tifier Linear Units) es una activacio´n que satura los valores
negativos a cero pero no los positivos (estos u´ltimos tienen una
relacio´n lineal) (Ec. 23)










Figure 4: Funciones de activacio´n f(u): sigmoide σ(u), tangente hiperbo´lica
tanh(u) y Rectificador Lineal ReLU(u).
4.6.5 Perceptro´n multicapa
A partir de la neurona artificial, Rosenblatt (1952-1962) desar-
rollo´ el modelo del perceptro´n que consiste en una capa de neuronas
con pesos y umbral ajustables.
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La capa inferior es alimentada por los datos sensoriales x (Fig.
5) y esta informacio´n es pasada a una capa superior inmediata por
medio de una funcio´n de activacio´n aplicada a la salida de cada
neurona (Ec. 24)
A su vez, los valores obtenidos a la salida de una capa intermedia
h son utilizados para activar neuronas en capas superiores utilizando
el mismo mecanismo (Fig. 5 y la Ec. 25).




































Do´nde fl(), siendo l el nu´mero de capa, es una funcio´n de acti-
vacio´n como las representadas en la Seccio´n 4.6.4.
4.6.6 Entrenamiento en NNs
El algoritmo de entrenamiento del perceptro´n consiste en deter-
minar el ajuste o cambio ∆wij que se debe realizar a cada peso wij
de tal manera que el error de generalizacio´n o funcio´n de coste J
sea minimizado.
1. Descenso por gradiente El me´todo de descenso por gradien-
te consiste encontrar el mı´nimo –o un mı´nimo local– de una
funcio´n de coste derivable dado unos para´metros. Sea Θ una
variable que representa al conjunto de para´metros que deseamos
aprender (Θ = W1,W2 en la Fig. 5), entonces dado un punto
inicial Θτ podremos ir hacia un mı´nimo si seguimos la direccio´n
contraria al gradiente [11]. El aprendizaje se regula gracias al
para´metro η conocido como taza de aprendizaje (Ec. 26).





La inicializacio´n de los pesos puede ser de forma aleatoria, sin
embargo, existen diversos mecanismos para inicializar dichos
pesos de tal manera que favorezcan el entrenamiento y estos
lleven a la ma´quina a converger a un mejor mı´nimo local como
se detalla en apartado 4.7.1.
2. BackPropagation (BP) La te´cnica de BackPropagation per-
mite propagar el gradiente de la funcio´n de coste capa a capa
desde la superior a la inferior. Ba´sicamente, esta te´cnica sigue
la siguiente regla [73].
• Dada una funcio´n de coste J , y siendo hl = f(WTl hl−1)
la salida de la l-e´sima capa con para´metros Wl con hl−1
como entrada (h0 = x y y = f(W
T
L+1hL) con L el nu´mero
de capas ocultas).
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• Luego, de forma iterativa a trave´s de las capas se modifica
























Una interminable cantidad de problemas reales necesitan fun-
ciones altamente no lineales que nos permitan relacionar los datos
disponibles y sus determinadas clases. Y aunque las redes neuronales
tradicionales permitieron avances para resolver tareas de muchos
dominios de aplicacio´n; sin embargo dados los problemas citados
anteriormente en la pra´ctica no es posible entrenar estructuras ma´s
profundas que contengan ma´s de una capa oculta.
Deep Learning o aprendizaje profundo es un conjunto de algo-
ritmos que permiten optimizar modelos con estructuras que con-
tengan varias capas ocultas. Estos algoritmos han permitido exten-
der el rango de aplicaciones de las NNs a muchos otros dominios
con resultados muy notables. Por ejemplo, las redes convolucionales
(CNN, del ingle´s Convolutional Neural Networks) son las ma´quinas
utilizadas por defecto en aplicaciones de visio´n artificial, audio, etc.
En general, las redes neuronales profundas (DNN, del ingle´s Deep
NN) permiten obtener mu´ltiples niveles de abstraccio´n a partir de
los datos en bruto, e.g. con redes entrenadas con datos que consis-
ten en ima´genes, por ejemplo autos, las primeras capas aprendera´n
simples estructuras parecidas a los filtros de Gabor (Fig. GABOR),
la capa siguiente utiliza esta primera extraccio´n de caracter´ısticas
para formar relaciones ma´s complejas. As´ı, cada capa superior rela-
cionara´ conceptos ma´s complejos. Sobre la capa superior es posible
incluir algu´n clasificador y as´ı permitir tareas de clasificacio´n.
El uso de uno u otro algoritmo depende de la base de datos, sin
embargo, dentro de la basta cantidad de algoritmos [18, 74] nosotros
destacamos dos grupos: aquellos que inicializan la red en un punto
cercano a un buen mı´nimo local y aquellos que permiten entrenar
tales redes profundas utilizando mecanismos de regularizacio´n.
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1. Algoritmos que utilizan pre-entrenamiento: Estos algoritmos
permiten extraer caracter´ısticas de los datos de forma no su-
pervisada. Podemos anotar dos algoritmos bastante utilizados:
• Auto-Encoders (AE)
• Restricted Boltzmann Machines (RBM)
2. Algoritmos que utilizan regularizacio´n:
• DropOut
• Drop Connect
4.7.1 Algoritmos que utilizan pre-entrenamiento
1. AE estas ma´quinas en su forma ba´sica tienen la estructura
de una red neuronal de una so´la capa oculta –pero pueden in-
cluir ma´s de una–. Consiste en dos etapas muy bien definidas:
una primera etapa conocida como el codificador (o enconder) y
una segunda etapa llamada decodificador (o decoder). A groso
modo, la idea es que la primera etapa extraiga caracter´ısticas
de las muestras, codifica´ndolas a trave´s de las unidades ocul-
tas y luego decodifique o reconstruya las muestras desde dicho
co´digo. Por esto, la funcio´n de coste ma´s comu´n para medir el
nivel de reconstruccio´n de las muestras es la funcio´n MSE. Pero
cuando los datos son binarios, como en el caso de ima´genes, es
posible utilizar la funcio´n de Cross-Entrop´ıa.
Histo´ricamente, estos algor´ıtmos tuvieron un uso limitado de-
bido a que so´lo pod´ıan tener un nu´mero de unidades ocultas in-
ferior al nu´mero de dimensiones –pues de otro modo la funcio´n
que aprend´ıan era la matriz identidad–o ser entrenados uti-
lizando algu´n mecanismo de regularizacio´n.
El procedimiento para romper esta limitacio´n fue dado en [53]
y consiste en an˜adir ruido a los datos para luego tratar de
reconstruirlos, evita´ndo aprender la funcio´n identidad (adema´s,
es posible demostrar que el ruido an˜adido forma un tipo de
regularizacio´n de Liapunov). Tambie´n, el hecho de contaminar
los datos con ruido independiente y que este cambie en cada
iteracio´n del aprendizaje, se puede ver como si se aumentara
un dato distinto cada vez –me´todo que tambie´n es visto como
una regularizacio´n de la red–.
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2. RBM Estas redes son generativas. El objetivo es aprender la
distribucio´n de datos utilizando mecanismos de descenso por
gradiente. Su estrutuctura consiste en dos capas, una primera
capa que recibe los datos de entrada (capa visible), y una se-
gunda capa latente u oculta h que aprende interacciones de los
datos de entrada. Las relaciones dentro de la red son todas
probabil´ısticas. Por ejemplo, para datos binarios y unidades
ocultas binarias, la ecuacio´n de energ´ıa es la siguiente:
E (x,h,Θ) = −aTx− bTh− xTWh (29)
donde Θ = (a,b,W) es el conjunto de para´metros que se debe
optimizar.






Podemos marginalizar y encontrar las probabilidades condi-
cionadas de x dado h y viceversa, de tal manera que se permite
analizar mejor las relaciones entre las capas visibles y ocultas.
Estas relaciones vienen dadas por:
P (x|h) = σ (Wh) (31)
P (h|x) = σ (WTv) (32)
donde σ(·) es la funcio´n sigmoidal. El aprendizaje utiliza una
te´cnica llamada Contrastive Divergence (CD) [52].
4.7.2 Algoritmos que utilizan regularizacio´n
1. Dropout
La dificultad de las redes neuronales de aprender niveles altos
de no-linealidad por motivos de sobreajuste, o desvanecimiento del
gradiente propagado desde la parte superior hasta la entrada de la
red, entre otros. Existen muchos me´todos que se han desarrollado
para contrarestrar dicho efecto, dentro de ellos los ma´s utilizados
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son las regularizaciones en norma L1 o L2 –o variaciones de ellas–,
combinaciones de las estimaciones de varias redes, entre otros.
Y aunque la media de las salidas de varias ma´quinas usualmente
mejora el resultado ligeramente, el coste computacional en el que
se incurre es en muchos casos imposible de asumir a no ser que
se cuente con equipo especializado para dichas tareas, como por
ejemplo utilizar Unidades de Procesado Gra´fico (GPU).
Otro punto que juega en contra es que la combinacio´n de un
conjunto de ma´quinas brinda resultados mejores que ma´quinas sim-
ples cuando los elementos que forman el conjunto son diversos, esto
es que aprenden diferentes versiones del problema. Esta diversidad
es dif´ıcil de conseguir. Una forma de diversidad es aplicar distor-
siones a los datos para formar bases de datos distintas a la original
y hacer que cada ma´quina aprenda de cada nueva base de datos
creada [74]. En algunos casos es relativamente fa´cil determinar el
tipo de distorsio´n que nos permitira´ encontrar una versio´n distinta
de los datos y que sea u´til para entrenar las ma´quinas buscando
diversidad. Por ejemplo, cuando las bases de datos son ima´genes
las distorsiones va´lidas ser´ıan rotaciones de las ima´genes, amplia-
ciones, reducciones, operaciones ela´sticas tales como elongaciones,
entre muchos otros. Sin embargo, en problemas en donde no es fa´cil
intuir el tipo de distorsio´n apropiado para generar nuevas bases de
datos, como es el caso de los datos propios del entorno de ciberse-
guridad, las distorsiones comunes son la adicio´n de ruido Gaussiano
o ruido uniforme, as´ı la diversidad producida en las ma´quinas re-
sultantes no ayudar´ıan a mejorar el error en clasificaio´n. Es ma´s,
algunas ma´quinas tienen el efecto de reducir el ruido Gausiano, elim-
inando as´ı una posible diversidad inducida por estas bases de datos.
Dropout por otro lado, regulariza la red haciendo que solo algunas
unidades participen en el entrenamiento en un momento determi-
nado. Para realizar esto, las unidades de una capa se desactivan, es
decir, que los valores de dichas unidades se ponen a cero con proba-
bilidad p. Gra´ficamente, el resultado de esta operacio´n equivaldr´ıa a
entrenar una red reducida en cada instante del entrenamiento (Fig.
6). Dado que existe un total de Nh unidades ocultas entonces es
posible obtener un total de 2Nh combinaciones distintas en cada una
de las Nl capas ocultas. Desde este punto de vista, dropout equiv-
aldr´ıa a promediar el resultado de un nu´mero exponencial de redes
angostas con pNh unidades activas, aproximadamente.
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En el caso del dropout, el hecho de eliminar ciertas unidades de
forma aleatoria evita que las unidades de la red se coadapten entre
ellas, i.e. las unidades aprenden versiones distintas de datos en cada
iteracio´n.
Debido a que en entrenamiento solo esta´n activas una pequen˜a
porcio´n de unidades y en test esta´n activas todas las unidades (Fig.
6), entonces es necesario realizar un escalado por p de los pesos que
conectan a las unidades de capas inferiores con las superiores. No
realizar dicho escalado producir´ıa una saturacio´n en las unidades de
salida de cada capa.
El modelo matema´tico para una red dropout es el siguiente:
Sea l una determinada capa de las L capas ocultas que tiene
la red, i.e l ∈ {0, 1, ..., L}, y zl el vector de valores previo a la
activacio´n, el vector que contiene las unidades luego de realizar el
dropout se puede expresar de la siguiente manera:
h˜l = r h (33)





y luego de realizar la activacio´n fl(.)
hl+1 = fl(zl+1) (35)
En la Fig. 6 se muestra el esquema de una red neuronal sin

















Figure 6: Red neuronal bajo ambos enfoques: a) estandar (sin dropout), en
donde todas las neuronas ocultas esta´n activas durante el entrenamiento y b)
con dropout, en donde so´lo pNl unidades esta´n activas en cada capa oculta
durante el entrenamiento.
4.7.3 Regresor Log´ıstico
La regresio´n log´ıstica es una te´cnica sencilla que nos permite
evaluar la relacio´n existente entre las muestras x y sus etiquetas y.
El modelo matema´tico es el siguiente:
y = f(WTx) (36)
4.7.4 SVM
Las Ma´quinas de vectores Soporte (SVMs, del ingle´s Support
Vector Machine) se crearon con la finalidad de resolver problemas
de clasificacio´n binaria, pero actualmente utilizadas para resolver
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problemas de regresio´n, agrupamiento, y clasificacio´n multiclase.
Los campos en los que se ha utilizado han sido varios como re-
conocimiento de caracteres, visio´n artificial, categorizacio´n de textos
e hipertextos.
4.7.5 A´rboles de Desicio´n
Un a´rbol de decisio´n esta´ formado por un conjunto de nodos de
decisio´n (interiores) y de nodos-respuesta (hojas):
• Nodo de decisio´n: El nodo de decisio´n es la parte fundamental
de los a´rboles de decisio´n. Cada nodo tiene asociado uno de
los atributos y tiene dos o ma´s ramas que salen de e´l, cada una
de ellas representando los posibles valores que puede tomar el
atributo asociado.
• Nodo respuesta: nos devuelve la decisio´n del a´rbol con respecto
al ejemplo de entrada.
4.7.6 Clasificador Bayesiano
El problema de clasificacio´n supervisada consiste en asignar a una
muestra descrita por un conjunto de caracter´ısticas x = [x1, x2, ...xD]
T
a una de las K clases posibles, c1, c2, ..., cK , tal que la probabilidad
de la clase dados las caracter´ısticas se maximiza:
i∗ = arg max
ci
P (ci |x1, x2, ..., xD ) (37)
En general, estos algoritmos tienen el problema de no profun-
didad de sus arquitecturas, por ello es limitada la capacidad de
aproximar relaciones complejas, como las existentes entre la mayor
cantidad de datos y sus clases a las que pertenecen. Au´n cuando es
posible utilizar kernels, como en el caso de las SVMs, la ma´quina
final es un estimador lineal. Por ello es necesario recalcar que los al-
goritmos propios del DL ayudan a construir ma´quinas ma´s potentes




Esta seccio´n detalla la configuracio´n experimental y los pasos a
seguir para poder entrenar clasificadores de tipo DNN con dropout
como me´todo de regularizacio´n, empleando la base de datos DARPA
KDD 1999, y as´ı poder utilizarlas ya sea como un IDS o como parte
de un IDS.
Tambie´n, y con el objetivo de poder hacer comparaciones en
cuanto a la mejora en el performance de las DNNs, primeramente
se realiza el entrenamiento de NNs esta´ndares, esto es, con una so´la
capa oculta y BP para optimizar sus pesos.
Resumimos a continuacio´n los pasos para poder obtener las ma´quinas
que realicen la clasificacio´n de los registros –o muestras–:
• Codificacio´n de variables de la base de datos KDD DARPA
1999 en variables propicias para ser utilizadas en el entrenamiento
de las redes neuronales.
• Validacio´n de hiperpara´metros: se hara´ la comparacio´n de dos
tipos de estructuras neuronales NN estandar y profunda, por
ello, en cada caso, los hiperpara´metros a ser evaluados son los
siguientes:
– NN: se validara´ el nu´mero de neuronas en la capa oculta
– DNN: para este caso se validara´ porcentaje de dropout as´ı
como nu´mero de de capas ocultas. En cuanto al nu´mero de
capas neuronas en la capa oculta, se fija al mismo nu´mero
de neuronas en la capa oculta. Esto permitir´ıa la com-
paracio´n de dos estructuras con el mismo nu´mero de de
unidades en la primera capa de abstraccio´n de la ma´quina.
Adema´s, para seleccio´n de hiperpara´metros se utilizara´ la te´cnica
10-fold cross validation.
• Una vez, los hiperpara´metros en cada caso han sido selecciona-
dos, se procede a entrenar ma´quinas tanto NNs como DNNs.
La comparacin se realiza en te´rminos de sus AUC en media
sobre 10 simulaciones.
Para este trabajo se ha implementado el co´digo en Phyton uti-
lizando la libreria Keras, adema´s de funciones propias y se muestran
en mayor detalle en el Ape´ndice X.
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5.1 Codificacio´n de variables catego´ricas
Las variables catego´ricas se codifican utilizando la te´cnica de
“one-hot-encoding”, esto es, se genera un vector de longitud igual al
nu´mero de variables catego´ricas de puros ceros excepto en la posicio´n
correspondiente a la variable catego´rica de una instancia. Las lon-
gitudes de los vectores resutantes se muestran en la Tabla 5
5.2 Seleccio´n de hiperpara´metros
Los hiperpara´metros son seleccionados utilizando la te´cnica de
validacio´n cruzada KFold. Esta te´cnica divide el conjunto de en-
trenamiento en K subconjuntos de forma aleatoria, luego se uti-
liza K − 1 conjuntos de entrenamiento y el K-e´simo conjunto se
utiliza como conjunto de validacio´n, este procedimiento se repite
cambiando en cada caso el conjunto de validacio´n. Finalmente, se
promedia los resultados sobre el conjunto de validacio´n. La combi-
nacio´n de hiperpara´metros que mejor medida de bondad ofrece se
seleccionan como hiperpara´metros de disen˜o. Para este trabajo, se
ha utilizado 5 fold y como ya se menciono´ arriba, se utiliza el AUC
como medida de bondad.
5.2.1 Seleccio´n de hiperpara´metros de la red neuronal
En este primer caso, se valida el nu´mero de neuronas Nh en la
capa oculta. El resultado del proceso de validacio´n se muestra en
la Tabla 6 y Fig. 7. Se debe destacar que el valor de AUC al-
canza un ma´ximo desde Nh = 50. Seleccionaremos este valor ya que
las diferencias con las redes con Nh mayores presentan solo ligeras
diferencias.
Como podemos observar en la Tabla 6 y Figuras 7 a-e, las curvas
ROC tanto en entrenamiento como en validacio´n van de la mano
llegando en todos los casos a valores AUC cercanos a 1 y a simple
vista son imperceptibles detalles que se muestran en las curvas ROC.
Por ejemplo, si observamos con mayor detenimiento la curva ROC
cuando el conjunto de validacio´n es el fold 4 (Fig. 7d) veremos
irregularidades en la curva ROC, esto puede observarse en la Fig.
8a que muestra este detalle haciedo un acercamiento en el a´rea de
intere´s. Esta no convexidad en la curva ROC se debe a que la red
neuronal se ve atrapada en algunos mı´nimos locales. Estos efectos se
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Caracter´ısticas





2 protocol type catego´rica 3
3 sevice catego´rica 70
4 src bytes catego´rica 11
5 dst bytes real 1
6 flag real 1
7 land binaria 1
8 wrong fragment real 1




11 num failed logins real 1
12 logged in binaria 1
13 num compromised real 1
14 root shell real 1
15 su attempted real 1
16 num root real 1
17 num file creations real 1
18 num shells real 1
19 num access files real 1
20 num outboun d cmds real 1
21 is hot login binaria 1




24 serror rate real 1
25 rerror rate real 1
26 same srv rate real 1
27 diff srv r ate real 1
28 srv count real 1
29 srv serror rate real 1
30 srv rerror rate real 1
31 srv diff h ost rate real 1
32
Host
dst host count real 1
33 dst host srv co unt real 1
34 dst host same srv rate real 1
35 dst host diff sr v rate real 1
36 dst host same src port rate real 1
37 dst host srv di ff host rate real 1
38 dst host serror rate real 1
39 dst host srv se rror rate real 1
40 dst host rerror rate real 1
41 dst host srv re rror rate real 1
Total 122
Table 5: Caracter´ısticas de la base de datos DARPA. Se dividen en 4 grupos:
Ba´sicas, de Contenido, de Tra´fico y de Host, adema´s se indica el formato de
atributo (real, binaria, catego´rica) y su respectiva codificacio´n (real o bits).51
ven contrarestados al promediar curvas ROC de todos los folds, tal
y como se muestra en la Fig. 8b (dicha figura tambie´n muestra una
versio´n aumentada cerca al punto de intere´s (PFA, PD) = (0, 1)).
Adema´s se ha incluido la desviacio´n estandard de los resultados
tanto para PFA como para PD y distintos valores de x.
AUC(%)
Nh Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Media Tr.
10 98.506 98.525 99.233 98.489 99.221 98.795
20 99.688 99.674 99.615 99.675 99.669 99.664
30 99.631 98.877 98.881 99.696 98.886 99.194
50 99.808 99.735 99.652 99.756 99.818 99.754
70 99.804 99.709 99.835 99.776 99.734 99.772
90 99.766 99.792 99.843 99.781 99.753 99.787
(a)
AUC(%)
Nh Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Media Val.
10 98.430 98.424 99.223 98.525 99.261 98.773
20 99.617 99.654 99.569 99.680 99.660 99.636
30 99.582 98.788 98.916 99.672 98.858 99.164
50 99.734 99.692 99.595 99.747 99.854 99.724
70 99.741 99.644 99.777 99.779 99.720 99.732
90 99.696 99.734 99.772 99.753 99.769 99.745
(b)
Table 6: Resultado para la red neuronal de una capa oculta en trminos AUC
para los 5 folds y la media respectiva sobre todos los folds: a) Para entrenamiento
y b) para validacin.
52




























































Figure 7: Curvas ROC para los 5 folds: a-e) ROC para los conjuntos de en-
trenamiento (l´ınea so´lida) y sus respectivos conjuntos de validacio´n (l´ınea en-
trecortada).
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Figure 8: Detalle de las curvas ROC para el conjunto de validacio´n del Fold 4 y
la media de todas las curvas ROC de los conjuntos de validacio´n. (a) El Fold 4
presenta una irregularidad en esquina superior izquierda, y b) La irregularidad
se ve atenuada al promedias las curvas ROC de los 5 folds. Adema´s, se presenta

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.2.2 Seleccio´n de hiperpara´metros de la red neuronal utilizando
dropout
En este segundo caso, se valida el nu´mero de capas ocultas Nl =
{1; 2; 3} y el porcentaje de dropout d = {0.25; 0.50; 0.75}. El nu´mero
de neuronas ocultas se fija al valor determinado en la etapa anterior,
es decir se ha utilizado el mismo valor de neuronas ocultas que la
red neuronal entrenada por me´todos convencionales Nh = 50. De
esta manera, adema´s de evitar la validacio´n de este para´metro que
de por s´ı es muy costoso computacionalmente, es posible comparar
los dos tipos de arquitecturas en te´rminos de la misma capacidad de
extraccio´n de caracter´ısticas en la capa inferior.
Los resultados de la validacio´n se muestran en la Tabla 7. El
mejor valor en te´rminos de AUC esta´ dado por la combinacio´n de
dropout d = 0.25 y Nl = 2 capas ocultas.
AUC
Nl d Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Media Val.
1
0.25 99.603 99.617 99.632 99.600 99.69 99.628
0.50 99.688 99.688 99.620 99.731 99.691 99.684
0.75 99.267 99.506 98.680 99.534 99.385 99.274
2
0.25 99.679 99.766 99.639 99.723 99.854 99.732
0.50 99.662 99.742 99.698 99.773 99.568 99.689
0.75 99.424 99.536 99.638 99.576 99.561 99.547
3
0.25 99.558 99.709 99.700 99.833 99.736 99.707
0.50 99.719 99.668 99.530 99.763 99.665 99.669
0.75 99.458 99.439 99.442 99.518 99.558 99.483
Table 7: Resultado para la red neuronal regularizada con dropout a una taza
d y Nl capas ocultas. Los resultados se presentan el AUC para los 5 folds y
la media respectiva sobre todos los folds para validacio´n. El mejor valor en
validacio´n esta´ resaltado en negrita y corresponde a la combinacio´n de d = 0.25
con Nl = 2
5.3 Control de entrenamiento
Las Figuras 14 - 18 muestra la evolucio´n de la funcio´n de coste
tanto para entrenamiento como para validacio´n. Es posible observar
que la red en general converge a una buena solucio´n y en ningu´n caso
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existe sobreajuste sobre el conjunto de validacio´n. Esto tambie´n











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Una vez finalizada la etapa de validacio´n, ya podemos entrenar
las ma´quinas con un adecuado conjunto de hiperpara´metros. Los
resultados en media sobre 10 simulaciones tanto para la red neuronal
como para la red profunda se presentan en la Tabla 8 en te´rminos de
AUC tanto para el conjunto de entrenamiento, validacio´n as´ı como
el de test. Para esto, se ha separado en cada simulacio´n un 10%
de muestras de forma aleatoria de tal manera que este pueda ser
utilizado como cojunto de validacio´n y as´ı utilizar el algoritmo de
Early Stopping como criterio de parada.
La Tabla 8 muestra que a pesar de que los resultados para en-
trenamiento y validacio´n de la NN estandar (una so´la capa oculta y
BackPropagation), los resultados en test son inferiores a los obtenidos
por la DNN con dropout como te´cnica de regularizacio´n, obteniendo
esta u´ltima red un 2.58% ma´s de AUC. Es plausible indicar que de-
bido a que la NN esta´ndar obtiene un mejor desenvolvimiento en
el conjunto de entrenamiento e inferior en test, la NN estandard
sobreajusta sobre este conjunto, i.e. sobre-aprende el conjunto de
entrenamiento llegando incluso a aprender ruido dentro de este con-
junto, por ello decimos que la DNN generaliza de mejor manera
sobre todo el problema.
AUC(%)
Nl Nh d Train Val. Test
1 50 - 99.76 99.74 84.00
2 50 0.25 98.17 98.11 86.58
Table 8: Resultados sobre el conjunto de entrenamiento validacio´n y test uti-
lizando los para´metros seleccionados en la Seccio´n 5.2.
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6 Conclusiones
En este trabajo de Tesis se ha atacado el problema de la deteccio´n
de ataques en redes informa´ticas utilizando me´todos propios del a´rea
de la Aprendizaje Ma´quina. Para ello, primero se ha efectuado una
revisio´n de los elementos que componen los sistemas de prevensio´n
y deteccio´n de posibles ataques, centra´ndo el punto de intere´s sobre
todo en los IDSs; y entre estos, se ha enfocado el estudio en aquellos
que utilizan una base de datos con tra´fico normal y ataques cono-
cidos para poder clasificar nuevos registros o muestras en ataques
o no. A diferencia de IDSs cla´sicos que basan su funcionamiento
en reglas eur´ıstias, en este trabajo se ha utilizado redes neuronales
tanto esta´ndares como profundas. Con tal fin, se ha procedido a
realizar una codificacio´n apropiada, de las caracter´ısticas en la base
de datos KDD DARPA 1999, y as´ı transformar las caracter´ısticas en
otras ma´s apropiadas para entrenar las NNs. Esto posibilita el di-
mensionamiento de las redes neuronales y se procedio´ a disen˜ar los
clasificadores validando los hiper-para´metros utilizando la te´cnica
de validacio´n cruzada (nu´mero de neuronas ocultas en el caso de las
NNs esta´ndares adema´s de el porcentaje de dropout y el nu´mero de
capas ocultas para el caso de las DNNs).
Adema´s, se ha presentado un me´todo para evaluar los clasifi-
cadores utilizando la AUC formada al variar un para´metro de la
funcio´n de coste modificada para sopesar de forma distinta el coste
–al estimar erroneamente los valores de las etiquetas– de una clase y
los costes de la otra clase . Esto permite entrenar los clasificadores
en distintos puntos de la ROC, que a diferencia de los me´todos tradi-
cionales que var´ıan el umbral de decisio´n a la salida del clasificador,
trae ventajas adicionales ya que es posible utilizar clasificadores que
trabajen en distintos puntos de la ROC y as´ı seleccionar la PD y PFA
acorde a los l´ımites impuestos por el equipo te´cnico que revisara´ las
muestras clasificadas como ataques.
Una vez se ha seleccionado los hiper-para´metros, se ha proce-
dido a entrenar clasificadores y medir su performance tambie´n en
te´rminos de AUC. Un ana´lisis de los resultados muestra que se ob-
tienen ventajas cuando se utiliza casificadores basados en ma´quinas
profundas. Ma´s concretamente, las DNNs obtienen un 2.58% de
margen de ganancia con respecto a las NNs esta´ndares, en media.
As´ı, este resultado permite afirmar que es posible tener venta-
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jas utilizando algoritmos propios del Deep Learning y el IDS resul-
tante es una herramienta ma´s dentro de las muchas que los equipos
te´cnicos pueden utiizar para detectar posibles intrusiones a las redes
informa´ticas.
Adema´s, los resultados en validacio´n y test parecen indicar que
los datos en ambos conjuntos provienen de distribuciones distintas.
Esto es, las curvas de la evolucio´n de los costes en entrenamiento y
validacio´n son similares pero el performance en AUC del conjunto
de test es muy inferior en comparacio´n a dichos conjuntos. Esto es
entendible si se toma en cuenta que los ataques en test son posi-
blemente distintos a los que se encuentran en el conjunto de entre-
namiento (una evolucio´n o mutacio´n del ataque, o uno nuevo). Esto
hace notar la dificultad de obtener IDSs basados en algoritmos de
Aprendizaje Ma´quina y refuerza el objetivo de seguir investigando
co´mo se desempen˜an esta´s ma´quinas en estos entornos.
6.1 Trabajos Futuros
Un paso siguiente es el de entrenar clasificadores que se especiali-
cen en cada tipo de ataque, esto es, entrenar los clasificadores bajo el
enfoque uno contra todos. Esta nueva arquitectura de IDS sera´ ma´s
costosa pero es un complemento a tomar en cuenta. Sera´ necesario
analizar si la ganancia en AUC justifica el coste computacional en el
que se incurre para entrenar las ma´quinas que formara´n esta nueva
arquitectura.
El uso del dropout como te´cnica de regularizacio´n abre la puerta
a la utilizacio´n de otros algoritmos que mejoren el aprendizaje sobre
la base de datos utilizada en esta Tesis. Podemos indicar que el
siguiente paso es analizar el problema de Shift Covariance en las
capas ocultas de la red (carater´ısticas reales no esta´n normalizadas
en media y/o varianza en las capas ocultas).
Estad´ısticamente, el hecho de que las muestras de entrenamiento
y test tengan comportamientos diferentes se debe a que pertenecen
a distribuciones diferentes, por ejemplo podr´ıa ser el caso en que
la media y varianza es distinta en cada caso. Este problema es
conocido como Concept Drift Learning y por ello amerita extender
el estudio utilizando te´cnicas propias de este campo de estudio.
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El procedimiento de normalizacio´n consiste en escalar los datos
reales a una distribucio´n con media cero y varianza unidad. Para
ello:
• Se estima la media µ y desviacio´n esta´ndar σ muestral de la
caracter´ıstica en cuestio´n utilizando solo los datos de entre-
namiento.
• Luego se procede a escalar los datos utilizando la Ec. 38.
• Para escalar las caracter´ısticas de los conjuntos de validacio´n
y test se utiliza las medias y desviacio´n esta´ndar muestral del









xmax − xmin (39)
donde xmax y xmin representa al valor ma´ximo y mı´nimo de x.
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B. Regresor Lineal
En cuanto al regresor lineal
y = WTX (40)
donde W son los para´metros del modelo y X es la matriz de
disen˜o cuyas columnas representan a los datos de entrenamiento.
Es posible optimizar los pesos W de las siguientes manera:
• Solucio´n exacta: cuando el nu´mero de dimensiones o carac-
ter´ısticas de x es D < 10000:
W = X∓trytr (41)
donde (·)∓ representa la pseudo inversa de Moore-Penrose.
• Descenso por gradiente: cuando el nu´mero de dimensiones o
caracter´ısticas de x es D > 10000
(Θ)(τ+1) ← (Θ)(τ) − η∂J (Θ)
∂Θ
(42)
donde Θ = W representa los para´metros del modelo, η representa
la tasa de aprendizaje, y J (Θ) es la funcio´n de coste a minimizar.
J (Θ)−η ∂J (Θ)∂Θ
Θ
Figure 19: Descenso por gradiente para optimizar los para´metros Θ = W que
minimicen la funcio´n de coste J (Θ).
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C. Tutorial y listado de los co´digos implemen-
tados en Python
El siguiente tutorial presenta el procedimiento utilizado para lle-
var a cabo el presente trabajo de Tesis. Adema´s, detalla la funcio´n
de cada programa implementado.
Diagrama de bloques
En la Fig. 20 muestra el diagrama de bloques de manera general
los pasos tomados en el trabajo de Tesis. En general, se procede a:
1. Cargar datos de entrenamiento y encontrar la media y varianza
de las variables reales.
2. Se procede a normalizar los datos para que estas tengan media
nula y varianza unidad.
3. Se codifica las variabes catego´ricas utilizando la te´cnica de
“one-hot encodigng”
4. Se procede a entrenar distintos clasificadores con diferentes
combinaciones de hiperpara´metros (nu´mero de capas ocultas,
nu´mero de neuronas ocultas, etc) segu´n sea el caso (red neu-
ronal esta´ndar or regularizada con dropout).
5. Una vez se han escogido una buena combinacio´n de hiper-
para´metros, se procede a entrenar el clasificador final.
6. Por u´ltimo, se estima las etiquetas utilizando el clasificador
final sobre el conjunto de datos de prueba o test.
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Normalizacio´n de varaibles reales
Codificacio´n de variables catego´ricas
Seleccio´n de hiperpara´metros
Optimizacio´n de clasificador final
Evalacio´n final en conjunto de prueba
Inicio
Fin
Figure 20: Diagram de bloques de los pasos tomados en cuenta para entrenar
redes neuronales, tanto esta´ndares como regularizadas con dropout.
Programas en python
Para realizar las tareas, se han escrito los siguientes archivos:
1. main class weigths mlp cros entrop validacion.py: Este
archivo procede a realizar la validacio´n del nu´mero de neuronas
en la capa oculta de una red neuronal simple.
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2. main class weigths mlp cros entrop clasificador final NN.py:
Este archivo entrena una red neuronal standand utilizando el
nu´mero de neuronas ocultas validadas en la etapa anterior.
Tambie´n realiza la clasificacio´n en el conjunto de prueba para
saber el performance de la red neuronal esta´ndar final.
3. main class weigths dnn cros entrop validacion.py: Este
archivo implementa los pasos para validar los hiperpara´metros
de las ma´quinas profundas (nu´mero de capas ocultas y por-
centaje de dropout).
4. main class weigths dnn cros entrop clasificador final NN.py:
Entrena el clasificador final utilizando los hiperpara´metros en-
contrados en la Seccio´n 2.3. Tambie´n realiza la estimacio´n de
etiquetas del conjunto de prueba para saber el performance de
estas redes.
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1. Archivo “main_class_weigths_mlp_cros_entrop_validacion.py” 
 
# cargar librerias 
from __future__ import absolute_import 
from __future__ import print_function 
#forma de displayar en pantalla 
from __future__ import division #division 
con decimales 
import numpy as np #manejo de matrices 
from scipy.io import loadmat #libreria 
cientifica, abrir archivos.mat  
from keras.models import Sequential # 
haer el modelo en keras y el sequential 
empezar a realizar el modelo 
from keras.layers.core import Dense, 
Activation #, Dropout, Dense conecion de 
neuronas una a una, activacion tipo de 
funcion a activar 
from keras.optimizers  import RMSprop 
#SGD #Adam # SGD #, #RMSprop desenso 
por gradiente, forma automatica tasa de 
aprendizaje 
from keras.callbacks   import 
EarlyStopping #para cuando converge el 
conj de validacion 
import matplotlib.pyplot as plt  #de la 
libreria matplot importa pyplot como plt 
from functools import partial #aepte 
variables que no estan en el programa 
np.random.seed(1337)  # for reproducibility 
#%% Funciones propias en extrafunctions y 
bayesian_cost_functions 
from extrafunctions import 
calcula_tabla,calcula_auc_ps 
#from extrafunctions import 
preprocess_data 
#%% 
nb_classes = 2  #numero de clases 
#%% 
NN = 50 #numero de neuronas en la capa 
oculta NNs = np.array([10,20,30,50,70,90]) 
nb_epoch = 500 
 
#%% Cargar Datos 
Kfolds = np.arange(5) 
auc_5fold=np.zeros((1,5)) 
auc_5fold_tr=np.zeros((1,5)) 
alphas = np.linspace(0.1, 0.9, 9) 
idx_05=alphas==0.5 
n_alphas = len(alphas) 
PFA_kfolds_val = np.zeros((n_alphas + 2,5)) 
PFA_kfolds_val[0,:] = 1; 
PD_kfolds_val  = np.zeros((n_alphas + 2,5)) 
PD_kfolds_val[0,:] = 1; 
PFA_kfolds_tr = np.zeros((n_alphas + 2,5)) 
PFA_kfolds_tr[0,:] = 1; 
PD_kfolds_tr  = np.zeros((n_alphas + 2,5)) 
PD_kfolds_tr[0,:] = 1; 
 
#%% 
acc = np.zeros((n_alphas,1)) 
costes_matrix_tr = np.zeros((n_alphas,5)) 
costes_matrix = np.zeros((n_alphas,5)) 
PFA = np.zeros((n_alphas + 2,1)) 
PFA[0] = 1; 
PD  = np.zeros((n_alphas + 2,1)) 
PD[0] = 1; 
PFA_tr = np.zeros((n_alphas + 2,1)) 
PFA_tr[0] = 1; 
PD_tr  = np.zeros((n_alphas + 2,1)) 
PD_tr[0] = 1; 
#%% 
 
for ik in Kfolds: 
    k = ik + 1 
    print('Normalized vals. Num. de Fold = 
', k) 
    Datos_all = 
loadmat('D:\TesisMel\datos\KDD_norm_tr_fol
d_' + str(k) + '.mat') 
     
    #%% Formato adecuado "float32" 
    X = Datos_all['x_tr'].astype("float32") 
    Y = Datos_all['y_tr'].astype("float32") 
     
    Xtst = 
Datos_all['x_val'].astype("float32") 
    Ytst = 
Datos_all['y_val'].astype("float32") 
     
    D = X.shape[1] 
    N = len(X) 
    Ntst = len(Xtst) 
     
    #%% 
    #print('All samples: ', N) 
    #print('Test samples: ', Ntst) 
    N_pos = len(Y[Y==+1]) 
    N_neg = len(Y[Y==-1]) 
    Ntst_pos = len(Ytst[Ytst==+1]) 
    Ntst_neg = len(Ytst[Ytst==-1]) 
    IR     = N_neg/N_pos 
    IR_tst = Ntst_neg/Ntst_pos 
    #print('N_pos: ', N_pos,' - N_neg: 
',N_neg, ' - IR : ', IR)     
    #print('Ntst_pos: ', Ntst_pos,' - 
Ntst_neg: ', Ntst_neg, ' - IR_tst: ', IR_tst)   
     
    #%% normalization 
     
    #X, scaler    = preprocess_data(X) 
    #Xtst,scaler  = 
preprocess_data(Xtst,scaler) 
    #%% Parametros Bayes 
 
 
    #%% 
    f = k; 
    #acc = np.zeros((f,1))            
#array para guardar el resultado en 
validacion  
    print('---'*10,'Fold ',f,'---'*10)   
#para simular separacion en pantalla 
    xtr = X 
    ytr = Y 
    xval= Xtst 
    yval= Ytst 
     
    Ntr_pos  = len(ytr[ytr==+1])    
    Ntr_neg  = len(ytr[ytr==-1]) 
     
    Nval_pos = len(yval[yval==+1]) 
    Nval_neg = len(yval[yval==-1]) 
     
    Ntr = len(xtr) 
     
    P0 =  Ntr_neg/Ntr   #probabilidad de 
la clase 0 
    P1 =  Ntr_pos/Ntr   #probabilidad de 
la clase 1 
     
 
    #%% 
    alphas_idxs =  np.arange(0,n_alphas) 
    optzer = RMSprop() 
    earlyStopping = 
EarlyStopping(monitor='val_loss', 
patience=10, verbose=0, mode='min') 
 
    t_tr = ytr > 0.5 
    y_tr = t_tr.astype('float32') 
    t_val = yval > 0.5 
    y_val = t_val.astype('float32') 
    t_tst = Ytst > 0.5 
    y_tst = t_tst.astype('float32') 
     
     
     
    for ialpha in alphas_idxs: 
        np.random.seed(1337)  # for 
reproducibility 
        alpha_num = alphas[ialpha];    
        print('alpha = ', alpha_num) 
        C10 = alpha_num/P0        
#penalizacion cuando se falla en la clase 
"0" 
        C01 = (1 - alpha_num)/P1  
#penalizacion cuando se falla en la clase 
"1" 
        class_weight = {0:C10, 1:C01} 
#[C01,C10] 
        #print(class_weight) 
        model = Sequential() 
        model.add(Dense(output_dim = NN 
, input_dim = D)) 
        model.add(Activation('tanh')) 
        model.add(Dense(output_dim = 1 , 
input_dim = NN)) 
        model.add(Activation('sigmoid')) 
        model.compile(loss = 
'binary_crossentropy', optimizer = optzer) 
        coste = model.fit(xtr, y_tr, 
batch_size=Ntr, nb_epoch=nb_epoch, 
verbose=0, callbacks=[earlyStopping], 
validation_data=(xval, y_val), class_weight = 
class_weight) 
        #score = model.evaluate( xval, 
y_val, show_accuracy = True, verbose = 0 
) 
        score = model.evaluate( xval, 
y_val, verbose = 0 ) 
        print('Test score en fold    ' , k 
,' = ', score) 
        acc[ialpha] = score  
        print('---fin fold---') 
        #%%     
        coste1 =  coste.history 
        plt.figure(10+k) 
        plt.subplot(3,3,ialpha+1) 
        plt.plot(coste1['loss'])      # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
        plt.plot(coste1['val_loss'],'--')  # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
        plt.xlabel('epochs') 
        plt.ylabel('H') 
        plt.legend(('Tr','Val')) 
        plt.title( r'$\alpha $') 
        plt.title( alpha_num, loc='right') 
        #%% 
        ye_tr = model.predict(xtr, 
batch_size=Ntr) 
        te_tr = ye_tr > 0.5 
        Ye_tr = 2.0*(te_tr.astype('float32')) 
- 1.0 
        w00, w10, w01, w11 = 
calcula_tabla(ytr,Ye_tr) 
        costes_matrix_tr[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01]) 
         
         
        ye_tst = model.predict(Xtst, 
batch_size=Ntst) 
        te_tst = ye_tst > 0.5 
        Ye_tst = 
2.0*(te_tst.astype('float32')) - 1.0 
        w00, w10, w01, w11 = 
calcula_tabla(Ytst,Ye_tst) 
        costes_matrix[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01]) 
    #%% 
     
    PFA[1:n_alphas+1] = 
np.reshape(costes_matrix[:,1],(n_alphas,1)) 
    PD[1:n_alphas+1]  = 
np.reshape(costes_matrix[:,3],(n_alphas,1)) 
    auc,ps = calcula_auc_ps(PFA,PD,idx_05) 
    auc_5fold[0,ik]=auc 
     
    PFA_tr[1:n_alphas+1] = 
np.reshape(costes_matrix_tr[:,1],(n_alphas,1
)) 
    PD_tr[1:n_alphas+1]  = 
np.reshape(costes_matrix_tr[:,3],(n_alphas,1
)) 
    auc_tr,ps_tr = 
calcula_auc_ps(PFA_tr,PD_tr,idx_05) 
    auc_5fold_tr[0,ik]=auc_tr 
 
    PFA_kfolds_val[:,ik] = PFA[:,0]; 
    PD_kfolds_val[:,ik] = PD[:,0]; 
    PFA_kfolds_tr[:,ik] = PFA_tr[:,0]; 
    PD_kfolds_tr[:,ik] = PD_tr[:,0]; 
     
    #%% 
    plt.figure(k) 
    plt.plot(PFA_tr,PD_tr) 
    plt.plot(PFA,PD,'--')      # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
    plt.legend(('Tr.','Val.')) 
    plt.xlabel('PFA') 
    plt.ylabel('PD') 
    #%% 
auc_sim_tr = np.mean(auc_5fold_tr[0]) 
print('Normalized vals.') 
print('auc tr. para los 5 folds: ', 
auc_5fold_tr)     
print('auc tr. media de los 5 folds: ', 
auc_sim_tr, 'para NN = ' , NN)   
     
auc_sim = np.mean(auc_5fold[0]) 
print('auc val. para los 5 folds: ', 
auc_5fold)     
print('auc val. media de los 5 folds: ', 
auc_sim, 'para NN = ' , NN)    
 
#%%  
file_name = 'resultados_mats/NN_' + 
str(NN) + '_epochs_'+ str(nb_epoch)+ 
'_validacion_norm.npz' 
np.savez(file_name, auc_sim_tr = 
auc_sim_tr, auc_sim = auc_sim, 
auc_5fold_tr=auc_5fold_tr, 
auc_5fold=auc_5fold, 
         PFA_kfolds_val= PFA_kfolds_val, 
         PD_kfolds_val = PD_kfolds_val, 
         PFA_kfolds_tr = PFA_kfolds_tr, 
         PD_kfolds_tr  = PD_kfolds_tr) 
    

































































NNs = np.array([10,20,30,50,70,90]) 
auc_means_tr = np.array([98.6406,99.6384, 
99.6454, 99.7176, 99.7127, 99.7368 ]) 
auc_means_tst = np.array([98.6406,99.6384, 






#plt.axis([np.min(NNs), np.max(NNs), 98, 
100]) 
  
2. Archivo “main_class_weigths_mlp_cros_entrop_clasificador_final_NN,py” 
 
# cargar librerias 
from __future__ import absolute_import 
from __future__ import print_function 
#forma de displayar en pantalla 
from __future__ import division #division 
con decimales 
import numpy as np #manejo de matrices 
from scipy.io import loadmat #libreria 
cientifica, abrir archivos.mat  
from keras.models import Sequential # 
haer el modelo en keras y el sequential 
empezar a realizar el modelo 
from keras.layers.core import Dense, 
Activation #, Dropout, Dense conecion de 
neuronas una a una, activacion tipo de 
funcion a activar 
from keras.optimizers  import RMSprop 
#SGD #Adam # SGD #, #RMSprop desenso 
por gradiente, forma automatica tasa de 
aprendizaje 
from keras.callbacks   import 
EarlyStopping #para cuando converge el 
conj de validacion 
import matplotlib.pyplot as plt  #de la 
libreria matplot importa pyplot como plt 
#from functools import partial #aepte 
variables que no estan en el programa 
 
#%% Funciones propias en extrafunctions y 
bayesian_cost_functions 
from extrafunctions import 
calcula_tabla,calcula_auc_ps 
#from extrafunctions import 
preprocess_data 
#%% 
nb_classes = 2  #numero de clases 
#%% 
NN = 50 #numero de neuronas en la capa 
oculta 
#d  = 0.5 #porcentaje de dropout 
 
#%% Cargar Datos 
Datos_all = 
loadmat('D:\TesisMel\datos\KDD_norm_tr_fin
al' + '.mat') 
#%% Formato adecuado "float32" 
xtr = Datos_all['x_tr'].astype("float32") 
ytr = Datos_all['y_tr'].astype("float32") 
xval = Datos_all['x_val'].astype("float32") 
yval = Datos_all['y_val'].astype("float32") 
Datos_all = 
loadmat('D:\TesisMel\datos\KDD_norm_tst_fi
nal' + '.mat') 
xtst = Datos_all['x_tst'].astype("float32") 
ytst = Datos_all['y_tst'].astype("float32") 
 
D = xtr.shape[1] 
N = len(xtr) 
Nval = len(xval) 
Ntst = len(xtst) 
 
#%% 
#print('All samples: ', N) 
#print('Test samples: ', Ntst) 
N_pos = len(ytr[ytr==+1]) 
N_neg = len(ytr[ytr==-1]) 
Ntst_pos = len(ytst[ytst==+1]) 
Ntst_neg = len(ytst[ytst==-1]) 
IR     = N_neg/N_pos 
IR_tst = Ntst_neg/Ntst_pos 
#print('N_pos: ', N_pos,' - N_neg: ',N_neg, 
' - IR : ', IR)     
#print('Ntst_pos: ', Ntst_pos,' - Ntst_neg: ', 




#X, scaler    = preprocess_data(X) 
#xtst,scaler  = preprocess_data(xtst,scaler) 
 
  #%% Parametros Bayes 
     
alphas = np.linspace(0.1, 0.9, 9) 
idx_05=alphas==0.5 
n_alphas = len(alphas) 
R = 5 






PFA_tr = np.zeros((n_alphas + 2,1)) 
PFA_tr[0] = 1; 
 
PD_tr  = np.zeros((n_alphas + 2,1)) 
PD_tr[0] = 1; 
 
PFAs_tr = np.zeros((n_alphas+2,R)) 
PFAs_tr[0,:] =1  




PFA_val = np.zeros((n_alphas + 2,1)) 
PFA_val[0] = 1; 
 
PD_val  = np.zeros((n_alphas + 2,1)) 
PD_val[0] = 1; 
 
PFAs_val = np.zeros((n_alphas+2,R)) 
PFAs_val[0,:] =1  




PFA_tst = np.zeros((n_alphas + 2,1)) 
PFA_tst[0] = 1; 
 
PD_tst  = np.zeros((n_alphas + 2,1)) 
PD_tst[0] = 1; 
 
PFAs_tst = np.zeros((n_alphas+2,R)) 
PFAs_tst[0,:] =1  





Ntr_pos  = len(ytr[ytr==+1])    
Ntr_neg  = len(ytr[ytr==-1]) 
 
Nval_pos = len(ytst[ytst==+1]) 
Nval_neg = len(ytst[ytst==-1]) 
 
Ntr = len(xtr) 
 
P0 =  Ntr_neg/Ntr   #probabilidad de la 
clase 0 
P1 =  Ntr_pos/Ntr   #probabilidad de la 
clase 1 
 acc = np.zeros((n_alphas,1)) 
 
costes_matrix_tr = np.zeros((n_alphas,5)) 
costes_matrix_val = np.zeros((n_alphas,5)) 
costes_matrix_tst = np.zeros((n_alphas,5)) 
#%% 
alphas_idxs =  np.arange(0,n_alphas) 
optzer = RMSprop() 
earlyStopping = 
EarlyStopping(monitor='val_loss', 
patience=200, verbose=0, mode='min') 
nb_epoch = 20 
t_tr = ytr > 0.5 
y_tr = t_tr.astype('float32') 
t_val = yval > 0.5 
y_val = t_val.astype('float32') 
t_tst = ytst > 0.5 
y_tst = t_tst.astype('float32') 
 
 
for ik in repetitions: 
    k = ik + 1 
    print('Num. de Repeticion = ', k)  
 
    #%% 
    acc = np.zeros((n_alphas,1))            
#array para guardar el resultado en 
repet.  
    print('---'*10,'Rept.  ',k,'---'*10)   
#para simular separacion en pantalla 
    
    for ialpha in alphas_idxs: 
        #%% 
        np.random.seed(ik)  # for 
reproducibility 
        alpha_num = alphas[ialpha];    
        print('alpha = ', alpha_num) 
        C10 = alpha_num/P0        
#penalizacion cuando se falla en la clase 
"0" 
        C01 = (1 - alpha_num)/P1  
#penalizacion cuando se falla en la clase 
"1" 
        class_weight = {0:C10, 1:C01} 
#[C01,C10] 
        #print(class_weight) 
        model = Sequential() 
        model.add(Dense(output_dim = NN 
, input_dim = D)) 
        model.add(Activation('tanh')) 
        model.add(Dense(output_dim = 1 , 
input_dim = NN)) 
        model.add(Activation('sigmoid')) 
        model.compile(loss = 
'binary_crossentropy', optimizer = optzer) 
        coste = model.fit(xtr, y_tr, 
batch_size=Ntr, nb_epoch=nb_epoch, 
verbose=0, callbacks=[earlyStopping], 
validation_data=(xval, y_val), class_weight = 
class_weight) 
        #score = model.evaluate( xval, 
y_val, show_accuracy = True, verbose = 0 
) 
        score = model.evaluate( xtst, 
y_tst, verbose = 0 ) 
        print('Test score en rept.    ' , k 
,' = ', score) 
        acc[ialpha] = score  
        print('---fin rept.---') 
        #%%     
        coste1 =  coste.history 
        plt.figure(10+k) 
        plt.subplot(3,3,ialpha+1) 
        plt.plot(coste1['loss'])      # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
        plt.plot(coste1['val_loss'])  # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
        plt.xlabel('epochs') 
        plt.ylabel('R') 
        plt.legend(('Tr','Val')) 
        plt.title( r'$\alpha $') 
        plt.title( alpha_num, loc='right') 
 
        #%% 
        ye_tr = model.predict(xtr, 
batch_size=Ntr) 
        te_tr = ye_tr > 0.5 
        Ye_tr = 2.0*(te_tr.astype('float32')) 
- 1.0 
        # 
        w00, w10, w01, w11 = 
calcula_tabla(ytr,Ye_tr) 
        costes_matrix_tr[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01])         
        #%% 
        ye_val = model.predict(xval, 
batch_size=Nval) 
        te_val = ye_val > 0.5 
        Ye_val = 
2.0*(te_val.astype('float32')) - 1.0 
        # 
        w00, w10, w01, w11 = 
calcula_tabla(yval,Ye_val) 
        costes_matrix_val[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01])         
        #%% 
        ye_tst = model.predict(xtst, 
batch_size=Ntst) 
        te_tst = ye_tst > 0.5 
        Ye_tst = 
2.0*(te_tst.astype('float32')) - 1.0 
        # 
        w00, w10, w01, w11 = 
calcula_tabla(ytst,Ye_tst) 
        costes_matrix_tst[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01]) 
    #%% 
    PFA_tr[1:n_alphas+1] = 
np.reshape(costes_matrix_tr[:,1],(n_alphas,1
)) 
    PD_tr[1:n_alphas+1]  = 
np.reshape(costes_matrix_tr[:,3],(n_alphas,1
)) 
    auc_tr,ps_tr = 
calcula_auc_ps(PFA_tr,PD_tr,idx_05) 
    auc_tr_repts[0,ik]=auc_tr 
        
    PFAs_tr[:,ik] = np.reshape(PFA_tr[:],11); 
    PDs_tr[:,ik]  = np.reshape(PD_tr[:],11); 
             
    PFA_val[1:n_alphas+1] = 
np.reshape(costes_matrix_val[:,1],(n_alphas,1
)) 
    PD_val[1:n_alphas+1]  = 
np.reshape(costes_matrix_val[:,3],(n_alphas,1
)) 
    auc_val,ps_val = 
calcula_auc_ps(PFA_val,PD_val,idx_05) 
    auc_val_repts[0,ik]=auc_val 
        
    PFAs_val[:,ik] = 
np.reshape(PFA_val[:],11); 
    PDs_val[:,ik]  = 
np.reshape(PD_val[:],11);     
     
    PFA_tst[1:n_alphas+1] = 
np.reshape(costes_matrix_tst[:,1],(n_alphas,1
)) 
    PD_tst[1:n_alphas+1]  = 
np.reshape(costes_matrix_tst[:,3],(n_alphas,1
)) 
    auc_tst,ps_tst = 
calcula_auc_ps(PFA_tst,PD_tst,idx_05) 
    auc_tst_repts[0,ik]=auc_tst 
        
    PFAs_tst[:,ik] = 
np.reshape(PFA_tst[:],11); 
    PDs_tst[:,ik]  = 
np.reshape(PD_tst[:],11); 
     
     
    #%% 
    plt.figure(k) 
    plt.plot(PFA_tr,PD_tr)      # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
    plt.plot(PFA_val,PD_val,'r') 
    plt.plot(PFA_tst,PD_tst,'g')     
    plt.xlabel('PFA') 
    plt.ylabel('PD') 
    #%% 
auc_tr_rep = np.mean(auc_tr_repts[0]) 
auc_val_rep = np.mean(auc_val_repts[0]) 
auc_tst_rep = np.mean(auc_tst_repts[0]) 
print('auc tr para los s repeticiones: ', 
auc_tr_repts)     
print('auc tr media de s repeticiones: ', 
auc_tr_rep, 'para NN = ' , NN)  
 
print('auc val para los s repeticiones: ', 
auc_val_repts)     
print('auc val media de s repeticiones: ', 
auc_val_rep, 'para NN = ' , NN)  
 
 
print('auc tst para los s repeticiones: ', 
auc_tst_repts)     
print('auc tst media de s repeticiones: ', 
auc_tst_rep, 'para NN = ' , NN)     
#%%     
 
PFA_tr_mean = np.mean(PFAs_tr,axis=1) 





PFA_val_mean = np.mean(PFAs_val,axis=1) 






PFA_tst_mean = np.mean(PFAs_tst,axis=1) 





auc_tr_mean_str = str(auc_tr_mean); 
auc_val_mean_str = str(auc_val_mean); 
auc_tst_mean_str = str(auc_tst_mean); 
 
legends=('Tr: ' + auc_tr_mean_str[0:5] 






plt.xlabel('P_{FA}'), plt.ylabel('P_{D}'), # 





         
PFAs_val=PFAs_val,PDs_val=PDs_val, 
         PFAs_tst=PFAs_tst,PDs_tst=PDs_tst, 
         PFA_tr_mean = 
PFA_tr_mean,PD_tr_mean=PD_tr_mean, 
         PFA_val_mean=PFA_val_mean, 
PD_val_mean=PD_val_mean, 
         PFA_tst_mean = PFA_tst_mean, 
PD_tst_mean=PD_tst_mean, 
         
auc_tr_mean_str=auc_tr_mean_str, 
         
auc_val_mean_str=auc_val_mean_str, 
         
auc_tst_mean_str=auc_tst_mean_str 
         )  
3. Archivo “main_class_weigths_dnn_cros_entrop_validacion.py” 
 
# cargar librerias 
from __future__ import absolute_import 
from __future__ import print_function 
#forma de displayar en pantalla 
from __future__ import division #division 
con decimales 
import numpy as np #manejo de matrices 
from scipy.io import loadmat #libreria 
cientifica, abrir archivos.mat  
from keras.models import Sequential # 
haer el modelo en keras y el sequential 
empezar a realizar el modelo 
from keras.layers.core import Dense, 
Activation, Dropout#, Dense conecion de 
neuronas una a una, activacion tipo de 
funcion a activar 
from keras.optimizers  import RMSprop 
#SGD #Adam # SGD #, #RMSprop desenso 
por gradiente, forma automatica tasa de 
aprendizaje 
from keras.callbacks   import 
EarlyStopping #para cuando converge el 
conj de validacion 
import matplotlib.pyplot as plt  #de la 
libreria matplot importa pyplot como plt 
from functools import partial #aepte 
variables que no estan en el programa 
np.random.seed(1337)  # for reproducibility 
#%% Funciones propias en extrafunctions y 
bayesian_cost_functions 
from extrafunctions import 
calcula_tabla,calcula_auc_ps 
#from extrafunctions import 
preprocess_data 
#%% 
nb_classes = 2  #numero de clases 
#%% 
NN = 50   #numero de neuronas en la 
capa oculta 
d  = 0.25 #porcentaje de dropout [0.25 
0.50 0.75] 
nH = 2   #num. de capas ocultas [1 2 3] 
nb_epoch = 100 
#%% 
alphas = np.linspace(0.1, 0.9, 9) 
idx_05=alphas==0.5 
n_alphas = len(alphas) 
PFA_kfolds_val = np.zeros((n_alphas + 2,5)) 
PFA_kfolds_val[0,:] = 1; 
PD_kfolds_val  = np.zeros((n_alphas + 2,5)) 
PD_kfolds_val[0,:] = 1; 
PFA_kfolds_tr = np.zeros((n_alphas + 2,5)) 
PFA_kfolds_tr[0,:] = 1; 
PD_kfolds_tr  = np.zeros((n_alphas + 2,5)) 
PD_kfolds_tr[0,:] = 1; 
 
 
acc = np.zeros((n_alphas,1)) 
costes_matrix_tr = np.zeros((n_alphas,5)) 
costes_matrix = np.zeros((n_alphas,5)) 
 
PFA = np.zeros((n_alphas + 2,1)) 
PFA[0] = 1; 
 
PD  = np.zeros((n_alphas + 2,1)) 
PD[0] = 1; 
 
 
PFA_tr = np.zeros((n_alphas + 2,1)) 
PFA_tr[0] = 1; 
 
PD_tr  = np.zeros((n_alphas + 2,1)) 
PD_tr[0] = 1; 
#%% Cargar Datos 





for ik in Kfolds: 
    k = ik + 1 
    print('Num. de Fold = ', k) 
    Datos_all = 
loadmat('D:\TesisMel\datos\KDD_norm_tr_fol
d_' + str(k) + '.mat') 
     
    #%% Formato adecuado "float32" 
    X = Datos_all['x_tr'].astype("float32") 
    Y = Datos_all['y_tr'].astype("float32") 
     
    Xtst = 
Datos_all['x_val'].astype("float32") 
    Ytst = 
Datos_all['y_val'].astype("float32") 
     
    D = X.shape[1] 
    N = len(X) 
    Ntst = len(Xtst) 
     
    #%% 
    #print('All samples: ', N) 
    #print('Test samples: ', Ntst) 
    N_pos = len(Y[Y==+1]) 
    N_neg = len(Y[Y==-1]) 
    Ntst_pos = len(Ytst[Ytst==+1]) 
    Ntst_neg = len(Ytst[Ytst==-1]) 
    IR     = N_neg/N_pos 
    IR_tst = Ntst_neg/Ntst_pos 
    #print('N_pos: ', N_pos,' - N_neg: 
',N_neg, ' - IR : ', IR)     
    #print('Ntst_pos: ', Ntst_pos,' - 
Ntst_neg: ', Ntst_neg, ' - IR_tst: ', IR_tst)   
     
    #%% normalization 
     
    #X, scaler    = preprocess_data(X) 
    #Xtst,scaler  = 
preprocess_data(Xtst,scaler) 
    #%% Parametros Bayes 
     
 
    #%% 
    f = k; 
    print('---'*10,'Fold ',f,'---'*10)   
#para simular separacion en pantalla 
    xtr = X 
    ytr = Y 
    xval= Xtst 
    yval= Ytst 
     
    Ntr_pos  = len(ytr[ytr==+1])    
    Ntr_neg  = len(ytr[ytr==-1]) 
     
    Nval_pos = len(yval[yval==+1]) 
    Nval_neg = len(yval[yval==-1]) 
     
    Ntr = len(xtr) 
     
    P0 =  Ntr_neg/Ntr   #probabilidad de 
la clase 0 
    P1 =  Ntr_pos/Ntr   #probabilidad de 
la clase 1 
     
    #%% 
    alphas_idxs =  np.arange(0,n_alphas) 
    optzer = RMSprop() 
    earlyStopping = 
EarlyStopping(monitor='val_loss', 
patience=10, verbose=0, mode='min') 
    t_tr = ytr > 0.5 
    y_tr = t_tr.astype('float32') 
    t_val = yval > 0.5 
    y_val = t_val.astype('float32') 
    t_tst = Ytst > 0.5 
    y_tst = t_tst.astype('float32') 
     
     
     
    for ialpha in alphas_idxs: 
        np.random.seed(1337)  # for 
reproducibility 
        alpha_num = alphas[ialpha];    
        print('alpha = ', alpha_num) 
        C10 = alpha_num/P0        
#penalizacion cuando se falla en la clase 
"0" 
        C01 = (1 - alpha_num)/P1  
#penalizacion cuando se falla en la clase 
"1" 
        class_weight = {0:C10, 1:C01} 
#[C01,C10] 
        #print(class_weight) 
        model = Sequential() 
        model.add(Dense(output_dim = NN 
, input_dim = D)) 
        model.add(Activation('tanh')) 
        model.add(Dropout(d)) 
        if nH>1: 
            model.add(Dense(output_dim = 
NN , input_dim = NN)) 
            model.add(Activation('tanh')) 
            model.add(Dropout(d)) 
        if nH>2: 
            model.add(Dense(output_dim = 
NN , input_dim = NN)) 
            model.add(Activation('tanh')) 
            model.add(Dropout(d)) 
             
        model.add(Dense(output_dim = 1 , 
input_dim = NN)) 
        model.add(Activation('sigmoid')) 
        model.compile(loss = 
'binary_crossentropy', optimizer = optzer) 
        coste = model.fit(xtr, y_tr, 
batch_size=Ntr, nb_epoch=nb_epoch, 
verbose=0, callbacks=[earlyStopping], 
validation_data=(xval, y_val), class_weight = 
class_weight) 
        score = model.evaluate( xval, 
y_val, verbose = 0 ) 
        print('Test score en fold    ' , f 
,' = ', score) 
        acc[ialpha] = score  
        print('---fin fold---') 
        #%%     
        coste1 =  coste.history         
        plt.figure(10+k) 
        plt.subplot(3,3,ialpha+1) 
        plt.plot(coste1['loss'])      # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
        plt.plot(coste1['val_loss'],'--')  # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
        plt.xlabel('epochs') 
        plt.ylabel('H') 
        plt.legend(('Tr','Val')) 
        plt.title( r'$\alpha $') 
        plt.title( alpha_num, loc='right') 
        #%% 
        ye_tst = model.predict(Xtst, 
batch_size=Ntst) 
        te_tst = ye_tst > 0.5 
        Ye_tst = 
2.0*(te_tst.astype('float32')) - 1.0 
        #%% 
        ye_tr = model.predict(xtr, 
batch_size=Ntr) 
        te_tr = ye_tr > 0.5 
        Ye_tr = 2.0*(te_tr.astype('float32')) 
- 1.0 
        w00, w10, w01, w11 = 
calcula_tabla(ytr,Ye_tr) 
        costes_matrix_tr[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01]) 
         
         
        ye_tst = model.predict(Xtst, 
batch_size=Ntst) 
        te_tst = ye_tst > 0.5 
        Ye_tst = 
2.0*(te_tst.astype('float32')) - 1.0 
        w00, w10, w01, w11 = 
calcula_tabla(Ytst,Ye_tst) 
        costes_matrix[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01]) 
    #%% 
     
    PFA[1:n_alphas+1] = 
np.reshape(costes_matrix[:,1],(n_alphas,1)) 
    PD[1:n_alphas+1]  = 
np.reshape(costes_matrix[:,3],(n_alphas,1)) 
    auc,ps = calcula_auc_ps(PFA,PD,idx_05) 
    auc_5fold[0,ik]=auc 
     
    PFA_tr[1:n_alphas+1] = 
np.reshape(costes_matrix_tr[:,1],(n_alphas,1
)) 
    PD_tr[1:n_alphas+1]  = 
np.reshape(costes_matrix_tr[:,3],(n_alphas,1
)) 
    auc_tr,ps_tr = 
calcula_auc_ps(PFA_tr,PD_tr,idx_05) 
    auc_5fold_tr[0,ik]=auc_tr 
 
    PFA_kfolds_val[:,ik] = PFA[:,0]; 
    PD_kfolds_val[:,ik]  = PD[:,0]; 
    PFA_kfolds_tr[:,ik]  = PFA_tr[:,0]; 
    PD_kfolds_tr[:,ik]   = PD_tr[:,0]; 
        
     
    plt.figure(k) 
    plt.plot(PFA_tr,PD_tr) 
    plt.plot(PFA,PD,'--')      # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
    plt.legend(('Tr.','Val.')) 
    plt.xlabel('PFA') 
    plt.ylabel('PD') 
     
#%%     
 
print('Número de capas', nH,'porcentaje de 
dropout', d ) 
auc_sim_tr = np.mean(auc_5fold_tr[0]) 
print('auc tr. para los 5 folds: ', 
auc_5fold_tr)     
print('auc tr. media de los 5 folds: ', 
auc_sim_tr, 'para NN = ' , NN)   
     
auc_sim = np.mean(auc_5fold[0]) 
print('auc val. para los 5 folds: ', 
auc_5fold)     
print('auc val. media de los 5 folds: ', 





+ '_NN_' + str(NN) +'_d_' + str(d) + 
'_epochs_'+ str(nb_epoch)+ 
'_validacion.npz' 
np.savez(file_name, auc_sim_tr = 
auc_sim_tr, auc_sim = auc_sim, 
auc_5fold_tr=auc_5fold_tr, 
auc_5fold=auc_5fold, 
         PFA_kfolds_val= PFA_kfolds_val, 
         PD_kfolds_val = PD_kfolds_val, 
         PFA_kfolds_tr = PFA_kfolds_tr, 
         PD_kfolds_tr  = PD_kfolds_tr) 
 





























































plt.axis([0, 0.05, 0.985, 1]) #ìzoom 
  
4. Archivo “main_class_weigths_dnn_cros_entrop_clasificador_final_NN.py” 
 
# cargar librerias 
from __future__ import absolute_import 
from __future__ import print_function 
#forma de displayar en pantalla 
from __future__ import division #division 
con decimales 
import numpy as np #manejo de matrices 
from scipy.io import loadmat #libreria 
cientifica, abrir archivos.mat  
from keras.models import Sequential # 
haer el modelo en keras y el sequential 
empezar a realizar el modelo 
from keras.layers.core import Dense, 
Activation, Dropout#, Dense conecion de 
neuronas una a una, activacion tipo de 
funcion a activar 
from keras.optimizers  import RMSprop 
#SGD #Adam # SGD #, #RMSprop desenso 
por gradiente, forma automatica tasa de 
aprendizaje 
from keras.callbacks   import 
EarlyStopping #para cuando converge el 
conj de validacion 
import matplotlib.pyplot as plt  #de la 
libreria matplot importa pyplot como plt 
#from functools import partial #aepte 
variables que no estan en el programa 
 
#%% Funciones propias en extrafunctions y 
bayesian_cost_functions 
from extrafunctions import 
calcula_tabla,calcula_auc_ps 
#from extrafunctions import 
preprocess_data 
#%% 
nb_classes = 2  #numero de clases 
#%% 
NN = 50   #mejor numero de neuronas en 
la capa oculta 
d  = 0.25 #mejor porcentaje de dropout 
[0.25 0.50 0.75] 
nH = 2    #mejor num. de capas ocultas 
[1 2 3] 
nb_epoch = 20 
R = 10 
#%% Cargar Datos 
Datos_all = 
loadmat('D:\TesisMel\datos\KDD_norm_tr_fin
al' + '.mat') 
#%% Formato adecuado "float32" 
xtr = Datos_all['x_tr'].astype("float32") 
ytr = Datos_all['y_tr'].astype("float32") 
xval = Datos_all['x_val'].astype("float32") 
yval = Datos_all['y_val'].astype("float32") 
Datos_all = 
loadmat('D:\TesisMel\datos\KDD_norm_tst_fi
nal' + '.mat') 
xtst = Datos_all['x_tst'].astype("float32") 
ytst = Datos_all['y_tst'].astype("float32") 
 
D = xtr.shape[1] 
N = len(xtr) 
Nval = len(xval) 
Ntst = len(xtst) 
 
#%% 
#print('All samples: ', N) 
#print('Test samples: ', Ntst) 
N_pos = len(ytr[ytr==+1]) 
N_neg = len(ytr[ytr==-1]) 
Ntst_pos = len(ytst[ytst==+1]) 
Ntst_neg = len(ytst[ytst==-1]) 
IR     = N_neg/N_pos 
IR_tst = Ntst_neg/Ntst_pos 
#print('N_pos: ', N_pos,' - N_neg: ',N_neg, 
' - IR : ', IR)     
#print('Ntst_pos: ', Ntst_pos,' - Ntst_neg: ', 




#X, scaler    = preprocess_data(X) 
#xtst,scaler  = preprocess_data(xtst,scaler) 
 
  #%% Parametros Bayes 
     
alphas = np.linspace(0.1, 0.9, 9) 
idx_05=alphas==0.5 
n_alphas = len(alphas) 
 






PFA_tr = np.zeros((n_alphas + 2,1)) 
PFA_tr[0] = 1; 
 
PD_tr  = np.zeros((n_alphas + 2,1)) 
PD_tr[0] = 1; 
 
PFAs_tr = np.zeros((n_alphas+2,R)) 
PFAs_tr[0,:] =1  




PFA_val = np.zeros((n_alphas + 2,1)) 
PFA_val[0] = 1; 
 
PD_val  = np.zeros((n_alphas + 2,1)) 
PD_val[0] = 1; 
 
PFAs_val = np.zeros((n_alphas+2,R)) 
PFAs_val[0,:] =1  




PFA_tst = np.zeros((n_alphas + 2,1)) 
PFA_tst[0] = 1; 
 
PD_tst  = np.zeros((n_alphas + 2,1)) 
PD_tst[0] = 1; 
 
PFAs_tst = np.zeros((n_alphas+2,R)) 
PFAs_tst[0,:] =1  





Ntr_pos  = len(ytr[ytr==+1])    
Ntr_neg  = len(ytr[ytr==-1]) 
 
Nval_pos = len(ytst[ytst==+1]) 
Nval_neg = len(ytst[ytst==-1]) 
 
Ntr = len(xtr) 
 
P0 =  Ntr_neg/Ntr   #probabilidad de la 
clase 0 
P1 =  Ntr_pos/Ntr   #probabilidad de la 
clase 1 
 
acc = np.zeros((n_alphas,1)) 
 
costes_matrix_tr = np.zeros((n_alphas,5)) 
costes_matrix_val = np.zeros((n_alphas,5)) 
costes_matrix_tst = np.zeros((n_alphas,5)) 
#%% 
alphas_idxs =  np.arange(0,n_alphas) 
optzer = RMSprop() 
earlyStopping = 
EarlyStopping(monitor='val_loss', 
patience=50, verbose=0, mode='min') 
 
t_tr = ytr > 0.5 
y_tr = t_tr.astype('float32') 
t_val = yval > 0.5 
y_val = t_val.astype('float32') 
t_tst = ytst > 0.5 
y_tst = t_tst.astype('float32') 
 
 
for ik in repetitions: 
    k = ik + 1 
    print('Num. de Repeticion = ', k)  
 
    #%% 
    print('---'*10,'Rept.  ',k,'---'*10)   
#para simular separacion en pantalla 
    
    for ialpha in alphas_idxs: 
        #%% 
        np.random.seed(ik)  # for 
reproducibility 
        alpha_num = alphas[ialpha];    
        print('alpha = ', alpha_num) 
        C10 = alpha_num/P0        
#penalizacion cuando se falla en la clase 
"0" 
        C01 = (1 - alpha_num)/P1  
#penalizacion cuando se falla en la clase 
"1" 
        class_weight = {0:C10, 1:C01} 
#[C01,C10] 
        #print(class_weight) 
        model = Sequential() 
        model.add(Dense(output_dim = NN 
, input_dim = D)) 
        model.add(Activation('tanh')) 
        model.add(Dropout(d)) 
        if nH>1: 
            model.add(Dense(output_dim = 
NN , input_dim = NN)) 
            model.add(Activation('tanh')) 
            model.add(Dropout(d)) 
        if nH>2: 
            model.add(Dense(output_dim = 
NN , input_dim = NN)) 
            model.add(Activation('tanh')) 
            model.add(Dropout(d)) 
             
        model.add(Dense(output_dim = 1 , 
input_dim = NN)) 
        model.add(Activation('sigmoid')) 
        model.compile(loss = 
'binary_crossentropy', optimizer = optzer) 
        coste = model.fit(xtr, y_tr, 
batch_size=1000, nb_epoch=nb_epoch, 
verbose=0, callbacks=[earlyStopping], 
validation_data=(xval, y_val), class_weight = 
class_weight) 
        #score = model.evaluate( xval, 
y_val, show_accuracy = True, verbose = 0 
) 
        score = model.evaluate( xtst, 
y_tst, verbose = 0 ) 
        print('Test score en rept.    ' , k 
,' = ', score) 
        acc[ialpha] = score  
        print('---fin rept.---') 
        #%%     
        coste1 =  coste.history 
        plt.figure(10+k) 
        plt.subplot(3,3,ialpha+1) 
        plt.plot(coste1['loss'])      # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
        plt.plot(coste1['val_loss'])  # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
        plt.xlabel('epochs') 
        plt.ylabel('R') 
        plt.legend(('Tr','Val')) 
        plt.title( r'$\alpha $') 
        plt.title( alpha_num, loc='right') 
 
        #%% 
        ye_tr = model.predict(xtr, 
batch_size=Ntr) 
        te_tr = ye_tr > 0.5 
        Ye_tr = 2.0*(te_tr.astype('float32')) 
- 1.0 
        # 
        w00, w10, w01, w11 = 
calcula_tabla(ytr,Ye_tr) 
        costes_matrix_tr[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01])         
        #%% 
        ye_val = model.predict(xval, 
batch_size=Nval) 
        te_val = ye_val > 0.5 
        Ye_val = 
2.0*(te_val.astype('float32')) - 1.0 
        # 
        w00, w10, w01, w11 = 
calcula_tabla(yval,Ye_val) 
        costes_matrix_val[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01])         
        #%% 
        ye_tst = model.predict(xtst, 
batch_size=Ntst) 
        te_tst = ye_tst > 0.5 
        Ye_tst = 
2.0*(te_tst.astype('float32')) - 1.0 
        # 
        w00, w10, w01, w11 = 
calcula_tabla(ytst,Ye_tst) 
        costes_matrix_tst[ialpha,:] = 
np.array([w00, w10, w01, w11, 
alpha_num*w10 + (1. - alpha_num)* w01]) 
    #%% 
    PFA_tr[1:n_alphas+1] = 
np.reshape(costes_matrix_tr[:,1],(n_alphas,1
)) 
    PD_tr[1:n_alphas+1]  = 
np.reshape(costes_matrix_tr[:,3],(n_alphas,1
)) 
    auc_tr,ps_tr = 
calcula_auc_ps(PFA_tr,PD_tr,idx_05) 
    auc_tr_repts[0,ik]=auc_tr 
        
    PFAs_tr[:,ik] = np.reshape(PFA_tr[:],11); 
    PDs_tr[:,ik]  = np.reshape(PD_tr[:],11); 
             
    PFA_val[1:n_alphas+1] = 
np.reshape(costes_matrix_val[:,1],(n_alphas,1
)) 
    PD_val[1:n_alphas+1]  = 
np.reshape(costes_matrix_val[:,3],(n_alphas,1
)) 
    auc_val,ps_val = 
calcula_auc_ps(PFA_val,PD_val,idx_05) 
    auc_val_repts[0,ik]=auc_val 
        
    PFAs_val[:,ik] = 
np.reshape(PFA_val[:],11); 
    PDs_val[:,ik]  = 
np.reshape(PD_val[:],11);     
     
    PFA_tst[1:n_alphas+1] = 
np.reshape(costes_matrix_tst[:,1],(n_alphas,1
)) 
    PD_tst[1:n_alphas+1]  = 
np.reshape(costes_matrix_tst[:,3],(n_alphas,1
)) 
    auc_tst,ps_tst = 
calcula_auc_ps(PFA_tst,PD_tst,idx_05) 
    auc_tst_repts[0,ik]=auc_tst 
        
    PFAs_tst[:,ik] = 
np.reshape(PFA_tst[:],11); 
    PDs_tst[:,ik]  = 
np.reshape(PD_tst[:],11); 
     
     
    #%% 
    plt.figure(k) 
    plt.plot(PFA_tr,PD_tr)      # a 
diferencia del matlab no es necesario 
poner hold on para sobreponer otra 
grafica 
    plt.plot(PFA_val,PD_val,'r') 
    plt.plot(PFA_tst,PD_tst,'g')     
    plt.xlabel('PFA') 
    plt.ylabel('PD') 
    #%% 
auc_tr_rep = np.mean(auc_tr_repts[0]) 
auc_val_rep = np.mean(auc_val_repts[0]) 
auc_tst_rep = np.mean(auc_tst_repts[0]) 
print('batch_size ' , batch_size) 
print('auc tr para los s repeticiones: ', 
auc_tr_repts)     
print('auc tr media de s repeticiones: ', 
auc_tr_rep, 'para NN = ' , NN)  
 
print('auc val para los s repeticiones: ', 
auc_val_repts)     
print('auc val media de s repeticiones: ', 
auc_val_rep, 'para NN = ' , NN)  
 
 
print('auc tst para los s repeticiones: ', 
auc_tst_repts)     
print('auc tst media de s repeticiones: ', 
auc_tst_rep, 'para NN = ' , NN)     
#%%     
 
PFA_tr_mean = np.mean(PFAs_tr,axis=1) 





PFA_val_mean = np.mean(PFAs_val,axis=1) 






PFA_tst_mean = np.mean(PFAs_tst,axis=1) 





auc_tr_mean_str = str(auc_tr_mean); 
auc_val_mean_str = str(auc_val_mean); 
auc_tst_mean_str = str(auc_tst_mean); 
 
legends=('Tr: ' + auc_tr_mean_str[0:5] 











batch_size = 1000 
file_name = 
'resultados_mats/DNN_norm_NH_'+ str(nH) 
+ '_NN_' + str(NN) +'_d_' + str(d) + 
'_epochs_'+ str(nb_epoch)+ 




         auc_val_mean_str = 
auc_val_mean_str, 
         auc_tst_mean_str = 
auc_tst_mean_str, 
         PFAs_tr=PFAs_tr,PDs_tr=PDs_tr, 
         
PFAs_val=PFAs_val,PDs_val=PDs_val, 
         
PFAs_tst=PFAs_tst,PDs_tst=PDs_tst) 
 
print('Número de capas', nH,'porcentaje de 
dropout', d, ' y NN = ' , NN )   
print('auc media de las S sims: Tr  ', 
auc_tr_mean_str)  
print('auc media de las S sims: Val ', 
auc_val_mean_str)  
print('auc media de las S sims: Tst ', 
auc_tst_mean_str)  
 
#%%    
PFA_mean_reps_tr = 
np.mean(PFAs_tr,axis=1) 
PFA_std_reps_tr = np.std(PFAs_tr,axis=1) 
 
PD_mean_reps_tr = np.mean(PDs_tr,axis=1) 































































plt.axis([0, 0.05, 0.985, 1]) #ìzoom 
 
