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DISTINCT DG STRUCTURES ON GRADED MINIMAL
RESOLUTIONS AND SUBALGEBRAS OF ELIAHOU-KERVAIRE
KELLER VANDEBOGERT
Abstract. Consider the ideal (x1, . . . , xn)d ⊆ k[x1, . . . , xn], where k is any
field. This ideal can be resolved by both the L-complexes of Buchsbaum and
Eisenbud, and the Eliahou-Kervaire resolution. Both of these complexes admit
the structure of an associative DG algebra, and it is a question of Peeva as
to whether these DG structures coincide in general. In this paper, we give a
negative answer to this question, thus adding infinitely many counterexamples
to a question of Buchsbaum and Eisenbud. We also give a class of ideals whose
minimal free resolution is a DG subalgebra of the Eliahou-Kervaire resolution.
1. Introduction
Let R = k[x1, . . . , xn] denote a standard graded polynomial ring over a field
k. Given a homogeneous ideal I ⊆ R, let (F•, d•) denote a homogeneous minimal
free resolution of R/I. It is always possible to construct a morphism of complexes
(F ⊗R F )• → F• extending the identity in homological degree 0; this induces a
product · : Fi ⊗ Fj → Fi+j . Tracing through the definition of the tensor product
complex, one finds that this product satisfies the following identity:
di+j(fi · fj) = di(fi) · fj + (−1)
ifi · dj(fj).
In general, this product need not be associative (though it is always associative
up to homotopy). When this product is associative, we say that F• admits the
structure of an associative DG algebra.
The existence of associative DG algebra structures on minimal free resolutions
of cyclic modules is an interesting and often desirable property (see, for instance,
[3] and [1] for applications of DG techniques). However, one does not have to go
far to find ideals for which no associative DG algebra structure exists; the ideal
(x21, x1x2, x2x3, x3x4, x
2
4) ⊆ k[x1, x2, x3, x4] is a standard counterexample (see [1],
Theorem 2.3.1). If R/I has projective dimension at most 3, then it is known
that the minimal free resolution admits the structure of an associative DG algebra
(see, for instance, [3]). For quotients with projective dimension at least 4, further
restrictions must be applied to I in order to ensure such a DG structure. For
complete intersections, the Koszul complex is a canonical example of an associative
DG algebra, where the product is induced by exterior multiplication. Other classes
of ideals for which the minimal free resolution of R/I always admits the structure
of an associative DG algebra include: grade 4 Gorenstein ideals (see [10], [7], and
[9]), grade 4 almost complete intersection ideals (see [8]), Borel ideals (see [11]),
matroidal ideals (see [14]), edge ideals of cointerval graphs (see [15]), ideals of
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maximal minors (when k has characteristic 0), and powers of complete intersection
ideals (see [16] for both of the previous cases).
If R/I has projective dimension 2, then it is an easy exercise to show that the
induced DG structure is unique. For projective dimension > 3, Buchsbaum and
Eisenbud posed the following (see [12], Open Problem 31.4):
If the homogeneous minimal free resolution of R/I admits the structure of an
associative DG algebra, then is it unique?
This turns out to be false in general, with counterexamples being given by Kattha¨n
(see [6], Example 3.2). In this paper, we provide infinitely many new counterex-
amples to the above question, also answering a question of Peeva in the process.
More precisely, the ideal (x1, . . . , xn)
d ⊆ k[x1, . . . , xn] may be resolved by two dif-
ferent complexes, both admitting the structure of associative DG algebras: the
L-complexes of Buchsbaum and Eisenbud (see [2]), and the Eliahou-Kervaire reso-
lution (see [5]). We show that these DG structures are in fact distinct (see Corollary
5.3).
Next, consider the following: given the generating set consisting of all degree
d monomials for (x1, . . . , xn)
d, delete some subset of the pure powers from this
generating set, and consider the ideal this generates. For instance, the ideal
(x1x2, x2x3, x1x3, x
2
3) ⊆ k[x1, x2, x3] is such an example, since we have deleted
the generators x21 and x
2
2 from the standard generating set of (x1, x2, x3)
2. Let I
be an ideal as above, obtained by deleting pure powers. It has already been shown
in [17] that R/I has linear homogeneous minimal free resolution, and an explicit
resolution is produced. In this paper, we show that the homogeneous minimal free
resolution of R/I can also be obtained by taking an appropriate subcomplex of the
Eliahou-Kervaire resolution (see 6.4). Moreover, with respect to the DG product
on the Eliahou-Kervaire resolution defined by Peeva in [11], this subcomplex is
a subalgebra, hence showing that the minimal free resolution of R/I admits the
structure of an associative DG algebra.
The paper is organized as follows. In Section 2, we introduce L-complexes of
Buchsbaum and Eisenbud and recall the associative DG algebra structure con-
structed by Srinivasan in [16]. We also introduce some notation for Young tableaux
that will be used throughout the rest of the paper. In Section 3, we first reformulate
the Eliahou-Kervaire resolution of R/(x1, . . . , xn)
d with Young tableaux (see 3.1).
We then recall the DG structure constructed by Peeva on the Eliahou-Kervaire
resolution.
In Section 4, we construct an explicit isomorphism between the Eliahou-Kervaire
resolution and the L-complex (see 4.1). This isomorphism is potentially of indepen-
dent interest; in our case, this was needed to compare the previously constructed
DG structures on these complexes with the DG structure induced by this isomor-
phism. In Section 5, we give a strikingly simple proof that these DG structures are
distinct by combining Observation 2.15 with Proposition 3.10.
In Section 6, we show that the previously mentioned class of equigenerated mono-
mial ideals obtained by deleting pure powers from the generating set of all degree
d monomials has homogeneous minimal free resolution admitting the structure of
an associative DG algebra. As previously mentioned, this follows by showing that
the minimal free resolution may be obtained by an appropriate subcomplex of the
Eliahou-Kervaire resolution (see 6.4). It is then easy to show that this subcomplex
in fact forms a subalgebra with respect to the product of Definition 3.11.
DG STRUCTURES AND SUBALGEBRAS 3
2. L-complexes and the Associated DG Structure
In this section we introduce the first complexes of interest, namely, the L-
complexes originally introduced by Buchsbaum and Eisenbud in [2]. The material
up until Proposition 2.3, along with proofs, can be found in [2] or Section 2 of [4].
After this, we introduce some notation for Young tableaux that will turn out to be
convenient for later sections. We then define the DG structure on these complexes
constructed by Srinivasan in [16] on elements of homological degree 1 in terms of
this notation.
Setup 2.1. Let F denote a free R-module of rank n, and S = S(F ) the symmetric
algebra on F with the standard grading. Define a complex
· · · //
∧a+1
F ⊗R Sb−1
κa+1,b−1
//
∧a
F ⊗R Sb
κa,b
// · · ·
where the maps κa,b are defined as the composition
a∧
F ⊗R Sb →
a−1∧
F ⊗R F ⊗R Sb
→
a−1∧
F ⊗R Sb+1
where the first map is comultiplication in the exterior algebra and the second map
is the standard module action (where we identify F = S1(F )). Define
Lab (F ) := Kerκa,b.
Let ψ : F → R be a morphism of R-modules with im(ψ) an ideal of grade n.
Let Kosψ :
∧i
F →
∧i−1
F denote the standard Koszul differential; that is, the
composition
i∧
F → F ⊗R
i−1∧
F (comultiplication)
→
i−1∧
F (module action)
Definition 2.2. Adopt notation and hypotheses of Setup 2.1. Define the complex
L(ψ, b) : 0 // Ln−1b
Kosψ⊗1
// · · ·
Kosψ⊗1
// L0b
Sb(ψ)
// R // 0
where Kosψ ⊗ 1 : Lab (F ) → L
a−1
b is induced by making the following diagram
commute: ∧a
F ⊗ Sb(F )
Kosψ⊗1
//
∧a−1
F ⊗ Sb(F )
Lab (F )
Kosψ⊗1
//
OO
La−1b (F )
OO
The following Proposition illustrates the importance of the complexes of Defini-
tion 2.2; namely, these complexes minimally resolve the quotient rings defined by
powers of complete intersection ideals.
Proposition 2.3. Let ψ : F → R be a map from a free module F of rank n such
that the image im(ψ) is a grade n ideal. Then the complex L(ψ, b) of Definition 2.2
is a minimal free resolution of R/ im(ψ)b
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We also have (see Proposition 2.5(c) of [2])
rankR L
a
b (F ) =
(
n+ b− 1
a+ b
)(
a+ b− 1
a
)
.
Moreover, using the notation and language of Chapter 2 of [18], Lab (F ) is the Schur
module L(a+1,1b−1)(F ). This allows us to identify a standard basis for such modules.
Notation 2.4. We use the English convention for partition diagrams. That is, the
partition (3, 2, 2) corresponds to the diagram
.
A Young tableau is standard if it is strictly increasing in both the columns and rows.
It is semistandard if it is strictly increasing in the columns and nondecreasing in
the rows.
Proposition 2.5. Adopt notation and hypotheses as in Setup 2.1. Then a basis
for Lab (F ) is represented by all Young tableaux of the form
i0 j1 · · · jb−1
i1
...
ia
with i0 < · · · < ia and i0 6 j1 6 · · · 6 jb−1.
Proof. See Proposition 2.1.4 of [18] for a more general statement. 
Remark 2.6. When viewing the semistandard tableaux of Proposition 2.5 as the
basis for Lab (F ), we are tacitly using the fact that L
a
b (F ) = Coker(κa+1,b−1).
The following Observation is sometimes referred to as the shuffling or straight-
ening relations satisfied by tableaux in the Schur module Lab (F ).
Observation 2.7. Any tableau
T =
i0 j1 · · · jb−1
i1
...
ia
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viewed as an element in Lab (F ) may be rewritten as a linear combination of other
tableaux in the following way:
T =
a∑
k=0
(−1)k
j1 ik j2 · · · jb−1
i0
...
îk
...
ia
.
Notice that if i0 > j1 and i0 < · · · < ia, then this rewrites T as a linear combination
of semistandard tableaux.
Notation 2.8. Let
T = i1 j1 · · · jb
i2
...
ia
denote an arbitrary hook tableau. The notation T \ik and T \jk will denote the
tableaux
T \ik :=
i1 j1 · · · jb
...
îk
...
ia
T \jk :=
i1 j1 · · · ĵk · · · jb
...
ia
.
Likewise, given any integer s ∈ N, the notation T s and Ts will denote the tableaux
T s =
i1 s j1 · · · jb
i2
...
ia
Ts :=
s j1 · · · jb
i1
i2
...
ia
.
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Observe that the above operations descend to well defined homomorphisms on the
generators of Lab (F ). Notice that the following equalities hold in L
a
b (F ):
(T \ik)ik = (−1)
k−1T, (T \jk)
jk = T
Example 2.9. Using the notation of Notation 2.8, the relation of Observation 2.7
on the tableau T may be rewritten
T =
a∑
k=0
(−1)k(T \{ik, j1})
ik
j1
Observation 2.10. Adopt notation and hypotheses of Setup 2.1. With respect to
the standard basis elements of Lab (F ) identified in Proposition 2.5, the differential
Kosψ ⊗ 1 : Lab (F )→ L
a−1
b (F ) takes the form
(Kosψ ⊗ 1)(T ) =
a∑
k=0
(−1)kxik(T \ik),
where
T =
i0 j1 · · · jb−1
i1
...
ia
.
The following observation will turn out to be very helpful in the proof of Propo-
sition 4.2. The proof is an immediate consequence of Observation 2.7.
Observation 2.11. Let T be as in Notation 2.8. Viewing T as an element of
Lab (F ), the following relation holds:
(T \ia)
ia =
a−1∑
k=1
(−1)a−k(T \ik)
ik .
This Theorem introduces the first object of interest; namely, the DG algebra
structure on the complexes L(ψ, b). The full definition of this DG product is com-
plicated to state, and we will only need the definition on elements of homological
degree 1 for our purposes. First, for convenience, we recall the definition of a DG
algebra.
Definition 2.12. A differential graded algebra (F, d) (DG-algebra) over a commu-
tative Noetherian ring R is a complex of finitely generated free R-modules with
differential d and with a unitary, associative multiplication F ⊗R F → F satisfying
(a) FiFj ⊆ Fi+j ,
(b) di+j(xixj) = di(xi)xj + (−1)
ixidj(xj),
(c) xixj = (−1)
ijxjxi, and
(d) x2i = 0 if i is odd,
where xk ∈ Fk.
Theorem 2.13 ([16], Theorem 3.5). Adopt notation and hypotheses as in Setup
2.1. Then the complexes L(ψ, b) admit the structure of a commutative, associative
DG algebra for all b > 1.
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Definition 2.14. Let 1 6 q1 6 · · · 6 qd 6 n, 1 6 p1 6 · · · 6 pd 6 n. Let
T =
q1 q2 · · · qd ,
T ′ = p1 p2 · · · pd ,
be elements of L1d(F ) and assume that q1 6 p1. The DG product of Theorem 2.13
takes the following form on elements of homological degree 1:
L1d(F )⊗ L
1
d(F )→ L
2
d(F )
T ⊗ T ′ 7→ xq2 · · ·xqd(T
′)q1 + xp1
(
(T \q1) · (T \p1)
)q1
,
where by induction on d the product (T \q1) · (T \p1) is defined.
The following simple observation will turn out to be essential.
Observation 2.15. Let T and T ′ be tableau as in Definition 2.14. Then, using
the DG product of Theorem 2.13,
T · T ′ − xq2 · · ·xqd(T
′)q1 ∈ (xp1 )L
2
d(F ).
3. A Reformulation of Eliahou-Kervaire with Young Tableaux and
the Induced DG Structure
In this section, we reformulate the Eliahou-Kervaire resolution for the ideal
(x1, . . . , xn)
d ⊆ k[x1, . . . , xn] in the language of Young tableaux. This reformula-
tion is for the convenience of defining the isomorphism of complexes of Proposition
4.2.
Definition 3.1. Let R = k[x1, . . . , xn] be a standard graded polynomial ring over
a field k. Let
EK• : 0 // EKn
dEK
// · · ·
dEK
// EK0
dEK
// R
denote the sequence of R-modules and R-module homomorphisms with EKk the
free R-module on the basis
i1 j1 · · · jd
i2
...
ik
with 1 6 i1 < · · · < ik < jd 6 n, and 1 6 j1 6 j2 6 · · · 6 jd. For k > 0, define
dEK(T ) =
k∑
ℓ=1
(−1)ℓxiℓ(T \iℓ)−
k∑
ℓ=1
(−1)ℓxjd(T \{iℓ, jd})
iℓ ,
and for k = 0,
dEK
(
j1 · · · jd
)
:= xj1 · · ·xjd .
Remark 3.2. We will consider the tableaux comprising the basis elements for each
EKk to be alternating in the first column and symmetric in the blocks
j1 · · · jd .
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Proposition 3.3. The sequence of R-modules and R-module homomorphisms of
Definition 3.1 forms a complex and is a homogeneous minimal free resolution of
the quotient defined by (x1, . . . , xn)
d.
The proof Proposition 3.3 will follow after identifying an explicit isomorphism
with the Eliahou-Kervaire resolution of Borel-fixed ideals. The Eliahou-Kervaire
resolution was originally introduced by Eliahou and Kervaire in [5]. The definition
used here is taken from [13].
Definition 3.4. Let R = k[x1, . . . , xn] be a standard graded polynomial ring over
a field k. A monomial ideal I is Borel-fixed if for all g ∈ I,
gxj ∈ I =⇒ gxi ∈ I whenever i < j.
Given an arbitrary monomial g ∈ R, define
max(g) := max{i | xi divides g},
min(g) := min{i | xi divides g}.
Let g ∈ I be any monomial; there is a unique decomposition g = uv where u ∈ I
is a minimal generator and max(u) 6 min(v). Given this decomposition, define
b(g) := u, where u is called the beginning of g.
Definition 3.5 (Eliahou-Kervaire Resolution). Let I denote a Borel ideal in R =
k[x1, . . . , xn] minimally generated by monomialsm1, . . . ,mr. The Eliahou-Kervaire
resolution is the sequence of R-modules and R-module homomorphisms
FI : 0 // (FI)n
d
// · · ·
d
// (FI)0
d
// R
with (FI)i the free R-module on basis denoted
(mp; j1, . . . , ji),
where j1 < · · · < ji < max(mp). Define R-module homomorphisms
∂(mp; j1, . . . , ji) :=
i∑
q=1
(−1)qxjq (mq; j1, . . . , ĵq, . . . ji),
µ(mp; j1, . . . , ji) :=
i∑
q=1
mpxjq
b(mpxjq )
(b(mqxjq ); j1, . . . , ĵq, . . . ji).
Define the differential d : (FI)i → (FI)i−1 via
d := ∂ − µ.
The following Theorem demonstrates the significance of the complex of Definition
3.5; namely, the Eliahou-Kervaire resolution minimally resolves all Borel ideals.
Theorem 3.6. Let R = k[x1, . . . , xn] be a standard graded polynomial ring over a
field k and let I ⊆ R be a Borel ideal. Then the complex FI as in Definition 3.5 is
a minimal free resolution of R/I.
Observe that the following Proposition immediately implies Proposition 3.3.
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Proposition 3.7. Let R = k[x1, . . . , xn] and m = (x1, . . . , xn). For each k, define
R-module homomorphisms
ηk : EKk → (Fmd)k
i1 j1 · · · jd
i2
...
ik
7→ (xj1 · · ·xjd ; i1, . . . , ik).
Then η• is an isomorphism of complexes.
Proof. The map ηk is clearly an isomorphism for each k. To see that this is an
isomorphism of complexes, simply observe that any minimal generator of md is of
the form xq1 · · ·xqd for q1 6 · · · 6 qd, so that for any j < qd,
b(xq1 · · ·xqd · xj) = xjxq1 · · ·xqd−1 .

Next, we need to introduce some necessary definitions in order to define the DG
structure on the Eliahou-Kervaire resolution. Proposition 3.10 will be essential for
the proof of Corollary 5.3. We first introduce some notation:
Notation 3.8. Let R = k[x1, . . . , xn], where k is a field. Given a vector α =
(α1, . . . , αn) ∈ Z
n
>0, use the notation
xα := xα11 · · ·x
αn
n .
The notation ǫi will denote the appropriately sized vector will a 1 in the ith entry
and 0’s elsewhere.
Definition 3.9. Given two minimal generators xα, xβ of (x1, . . . , xn)
d, write
xs1 · · ·xsa =
b(lcm(xα, xβ))
gcd(b(lcm(xα, xβ), xα)
,
with s1 6 · · · 6 sa and define the sequence of monomials f0, f1, . . . , fa via f0 = x
α,
fi+1 = b(xsi+1fi).
Likewise, write
xt1 · · ·xtb =
b(lcm(xα, xβ))
gcd(b(lcm(xα, xβ), xβ)
,
with t1 6 · · · 6 tb and define the sequence of monomials g0, g1, . . . , gb via g0 = x
β ,
gi+1 = b(xsi+1gi).
Proposition 3.10. Let < denote standard lexicographic order. Assume xα 6 xβ
and write xα = xq1 · · ·xqd , x
β = xp1 · · ·xpd . Then the sequence t1 6 · · · 6 tb is
obtained by writing
xα−min(α,β) = xt1 · · ·xtb .
Proof. Since xα 6 xβ and lcm(xα, xβ) = xmax(α,β), it is trivial to see that
b(lcm(xα, xβ)) = xα.
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In particular, the sequence s1 6 · · · 6 sa of Definition 3.9 is empty. For the
sequence t1 6 · · · 6 tb, notice:
b(lcm(xα, xβ))
gcd(b(lcm(xα, xβ), xβ)
=
xα
gcd(xα, xβ)
= xα−min(α,β).

The following Theorem is due to Peeva [11]. Combining Theorem 3.12 with the
isomorphism of Proposition 3.7 induces a DG algebra structure on the complexes
EK• of Definition 3.1, which is given explicitly in homological degree 1 in Definition
3.13.
Definition 3.11. Let I := (x1, . . . , xn)
d ⊆ R := k[x1, . . . , xn], and employ the
notation of Definition 3.9 for the monomials f and g. Define a product (FI)i ⊗
(FI)j → (FI)i+j via the following formulas:
1. (f ; J) · (f ;K) = 0,
2. (f ; J) · (g;K) = 0 if there exist sp ∈ J and tq ∈ K,
3. (f ; J) · (g;K) =
∑
i<p
fg
fifi+1
(fi; J) · (fi+1;K)
if sp+1 ∈ J, sℓ /∈ J for ℓ 6 p, and ti /∈ K for all i,
4. (f ; J) · (g;K) =
∑
i<q
fg
gigi+1
(gi; J) · (gi+1;K)
if tq+1 ∈ K, tℓ /∈ K for ℓ 6 q, and si /∈ J for all i,
5. (f ; J) · (g;K) =
∑
i
fg
fifi+1
(fi; J) · (fi+1;K)
+
∑
i
fg
gigi+1
(gi; J) · (gi+1;K) otherwise,
where (fi; J) · (fi+1;K) =
{
0 if si+1 6 max(K)
fi+1
si+1
(fi; J, si+1,K) if s > max(K).
Theorem 3.12 ([11],Theorem 1.1). Let I be a Borel-fixed ideal. Then the minimal
free resolution FI of R/I admits the structure of a commutative associative DG
algebra, where the product is given by Definition 3.11.
Definition 3.13. Adopt notation and hypotheses as in Definition 3.1. Let 1 6
q1 6 · · · 6 qd 6 n, 1 6 p1 6 · · · 6 pd 6 n. Define
T = q1 q2 · · · qd ,
T ′ = p1 p2 · · · pd ,
and let xq1 · · ·xqd = f , xp1 · · ·xpd = g. Without loss of generality, assume f 6 g.
Let t1 6 · · · 6 tb be the sequence of Definition 3.9 associated to f and g, and
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g0, . . . , gb the associated sequence of monomials. Then the DG product of Theorem
3.12 takes the following form on elements of homological degree 1:
EK1 ⊗ EK1 → EK2
T ⊗ T ′ 7→
b∑
ℓ=0
fg
gℓxtℓ+1
(T ′)tℓ+1
4. An Isomorphism of Complexes Between EK• and L(ψ, b)
In this section, we construct an explicit isomorphism of complexes EK• →
L(ψ, b). This isomorphism is needed in order to deduce Corollary 5.3, since the
DG structures on both of these complexes are with respect to different bases. The
desired isomorphism of complexes is quite natural. Consider a tableau T ∈ EKk,
so that
T = i1 j1 · · · jd
i2
...
ik
,
where i1 < · · · < ik < jd and j1 6 · · · 6 jd. Then, the tableau
T ′ =
i1 j1 · · · jd−1
i2
...
ik
jd
will represent a semistandard tableau in Lkd(F ); indeed, the following Proposition
shows that this candidate map is precisely the isomorphism we are looking for.
Proposition 4.1. Adopt notation and hypotheses of Setup 2.1 with R = k[x1, . . . , xn]
and im(ψ) = (x1, . . . , xn). For each k > 1, the R-module homomorphisms
φk : EKk → L
k
d(F )
T 7→ (−1)k(T \jd)jd
is an isomorphism.
Proof. It suffices to show that each φk is a surjection, since any surjection between
free modules of the same rank must be an isomorphism. Let
T =
i0 j1 · · · jd−1
i1
...
ik
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be a standard tableau, so that i0 < · · · < ik and i0 6 j1 6 · · · 6 jd−1. If ik > jd−1,
then observe that (T \ik)
ik is a basis element of EKk, and φk((T \ik)
ik ) = T .
Assume now that ik < jd−1. By the relation of Observation 2.7, we may write
T =
k∑
ℓ=0
(−1)ℓ(T \{iℓ, jd−1})
iℓ
jd−1
.
Observe that by assumption, (T \iℓ)
iℓ is a basis element for EKk for all 0 6 ℓ 6 k.
Moreover, by the above equality,
φk(
k∑
ℓ=0
(−1)ℓ+k(T \iℓ)
iℓ) = T,
so the result follows. 
Proposition 4.2. Adopt notation and hypotheses of Setup 2.1 with R = k[x1, . . . , xn]
and im(ψ) = (x1, . . . , xn). If φ0 = id : R→ R, then the maps
φ• : EK• → L(ψ, d)
of Proposition 4.2 form an isomorphism of complexes.
Proof. In view of Proposition 4.2, it suffices to show that each φ• is a morphism of
complexes; that is, for each k the diagram
EKk
φk

dEK
// EKk−1
φk−1

Lkd(F )
dL
// Lk−1d (F )
commutes, where dL := Kos
ψ⊗1. For k = 1, this is trivial, so assume k > 2. Going
clockwise around the above diagram:
T 7→
k∑
ℓ=1
(−1)ℓxiℓ(T \iℓ)−
k∑
ℓ=1
(−1)ℓxjd(T \{iℓ, jd})
iℓ
7→ (−1)k−1
k∑
ℓ=1
(−1)ℓxiℓ(T \{iℓ, jd})jd − (−1)
k−1
k∑
ℓ=1
(−1)ℓxjd(T \{iℓ, jd−1, jd})
iℓ
jd−1
By Observation 2.11,
(T \{ik, jd−1, jd})
ik
jd−1
=
k−1∑
ℓ=0
(−1)k−ℓ−1(T \{iℓ, jd−1, jd})
iℓ
jd−1
+ (−1)k(T \jd),
whence
k∑
ℓ=1
(−1)ℓxjd(T \{iℓ, jd−1, jd})
iℓ
jd−1
=
k−1∑
ℓ=1
(−1)ℓxjd(T \{iℓ, jd−1, jd})
iℓ
jd−1
+ (−1)kxjd
k−1∑
ℓ=0
(−1)k−ℓ−1(T \{iℓ, jd−1, jd})
iℓ
jd−1
+ xjd(T \jd)
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= xjd(T \jd).
Substituting, this implies
(−1)k−1
k∑
ℓ=1
(−1)ℓxiℓ(T \{iℓ, jd})jd − (−1)
k−1
k∑
ℓ=1
(−1)ℓxjd(T \{iℓ, jd−1, jd})
iℓ
jd−1
=(−1)k−1
k∑
ℓ=1
(−1)ℓxiℓ(T \{iℓ, jd})jd + (−1)
k(T \jd).
Moving counterclockwise around the diagram,
T 7→ (−1)k(T \jd)jd
7→ (−1)k
k∑
ℓ=1
(−1)ℓ+1xiℓ(T \{iℓ, jd})jd + (−1)
kxjd(T \jd).

5. The Products are Distinct
In this section, we finally prove the first main result of the paper. Let φ : EK• →
L(ψ, b) denote the isomorphism of Proposition 4.2. Then EK• has an induced DG
algebra structure obtained by defining
a ·ind b := φ
−1
(
φ(a) ·L φ(b)
)
.
We are interested in asking if ·ind = ·EK. Observe that if these products were equal,
the following property would hold:
T ·EK T
′ − xq2 · · ·xqd(T
′)q1 ∈ (xp1 )EK2,
by Observation 2.15.
Proposition 5.1. Assume p1 < p2 6 · · · 6 pd and p1 /∈ T , with T 6 T
′. Then
T ·EK T
′ − xq2 · · ·xqd(T
′)q1 /∈ (xp1 )EK2.
Proof. Observe that p1 does not appear in the sequence of monomials s1 = q1 6
· · · 6 sa of Definition 3.9. In particular, this implies that xp1 always appears
as a divisor in the sequence of monomials g0, . . . , gb associated to the monomials
f := xq1 · · ·xqd , g := xp1 · · ·xpd . We may explicitly write the DG product of
Definition 3.13:
T ·EK T
′ =
b∑
ℓ=0
fg
gℓxtℓ+1
(T ′)tℓ+1
=
fg
gxq1
(T ′)q1 +
b∑
ℓ=1
fg
gℓxtℓ+1
(T ′)tℓ+1
=⇒ T ·EK T
′ − xq2 · · ·xqd(T
′)q1 =
b∑
ℓ=1
fg
gℓxtℓ+1
(T ′)tℓ+1 .
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Since xp1 | gℓ for all ℓ, xp1 6 |
g
gℓ
. Likewise, since xp1 6 | f , we conclude that
T ·EK T
′ − xq2 · · ·xqd(T
′)q1 /∈ (xp1 )EK2.

Remark 5.2. The condition p1 < p2 6 · · · 6 pd and p1 /∈ T is impossible in the
case where R = k[x1, x2], which is suspected since the DG structure on a length 2
minimal free resolution of a cyclic module is unique.
Corollary 5.3. Adopt notation and hypotheses of Setup 2.1 with R = k[x1, . . . , xn]
and imψ = (x1, . . . , xn), where k is a field. If n > 3, then the DG structures induced
by Definition 2.14 and Definition 3.13 are distinct.
Proof. Suppose for sake of contradiction that the DG structure on EK• agrees with
the DG structure of Definition 3.13. By Observation 2.15,
T ·ind T
′ − xq2 · · ·xqd(T
′)q1 ∈ (xp1)EK2.
However, since n > 3, one can choose T and T ′ as in Proposition 5.1 to see that
the above containment does not hold. This contradiction yields the result. 
6. A Class of Equigenerated Monomial Ideals with DG Minimal Free
Resolution
Let R = k[x1, . . . , xn] and consider the ideals I ⊆ (x1, . . . , xn)
d obtained by
deleting generators of the form xdi (for some i ∈ S ⊆ {1, . . . , n}) from the standard
generating set consisting of all degree d monomials. Such ideals form a subclass
of the class of ideals considered in [17]. Indeed, the minimal free resolution of I is
obtained by deleting a certain subset of basis vectors in each homological degree
from the complex L(ψ, b).
Proposition 6.4 says one can obtain the minimal free resolution of I from the
Eliahou-Kervaire resolution in an identical manner. However, in this case, it turns
out that the induced subcomplex forms a subalgebra with respect to the product
of Definition 3.11.
Setup 6.1. Let I := (x1, . . . , xn)
d ⊆ R = k[x1, . . . , xn] where k is a field and let
d > 1 denote any integer. Let (FI)• denote the complex of Definition 3.1. Fix
exponent vectors dǫks for 1 6 s 6 r, with k1 < · · · < kr.
Definition 6.2. Adopt notation and hypotheses as in Setup 6.1, where B =
{dǫk1 , · · · , dǫkr}. For each i, define the submodule (F
B
I )i ⊆ (FI)i formed by omit-
ting all basis elements of the form
(xdks ; J),
where max(J) < ks, and
(xd−1ks xℓ; {ks} ∪ J
′),
for 1 6 s 6 r, ℓ > ks, and max(J
′) < ℓ.
Proposition 6.3 ([17], Corollary 7.4). Let R be a standard graded polynomial
ring over a field k. Let G• be a finite linear subcomplex of an acyclic minimal
homogeneous complex of free R-modules with initial degree n, and assume that for
all i > 1,
rank(Gi)i+n = βi,i+n(H0(G•)).
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Let F• denote a homogeneous minimal free resolution of H0(G•) and assume that
for all i > 1, the map
(di)i+n : (Gi)i+n → (Gi−1)i+n
is left invertible. Then G• ∼= F
lin
• .
Proposition 6.4. Adopt notation and hypotheses as in Setup 6.1, where B =
{dǫk1 , · · · , dǫkr}. Then the complex
FBI : 0 // (F
B
I )n
d
// · · ·
d
// (FBI )0
d
// R
is a minimal free resolution of R/K ′, where
K ′ := (xβ | |β| = d, β 6= dǫks for any 1 6 s 6 r}.
Proof. It is a quick calculation using the definitions of µ and ∂ as in Definition
3.5 to see that (FBI )• is a subcomplex. We next compute the rank of each (F
B
I )i.
There are
(
ks−1
i
)
choices of basis elements of the form (xdks ; J) and
∑n
ℓ=k+1
(
ℓ−2
i−1
)
choices of basis elements of the form
(xd−1ks xℓ; {ks} ∪ J
′),
for 1 6 s 6 r, ℓ > ks, and max(J
′) < ℓ. Summing this up, there are(
ks − 1
i
)
+
n∑
ℓ=ks+1
(
ℓ− 2
i− 1
)
=
(
n− 1
i
)
basis elements omitted, meaning that each (FBI )i is a free module of rank(
n+ d− 1
i + d
)(
d+ i− 1
i
)
− r ·
(
n− 1
i
)
.
By Theorem 7.7 of [17], this matches the Betti numbers of R/K ′. To conclude the
proof, it suffices to show that the differentials of (FBI )• restricted to homogeneous
strands are left invertible. To this end, let
B := {xji(x
α; J\ji | |α| = d, max(J) < max(x
α)}.
Then the induced map (di)i+d : ((F
B
I )i)i+d → Spank B ∩ ((F
B
I )i−1)i+d contains a
permutation matrix as a submatrix, implying that the original differential is left
invertible. To see this, simply observe that the only possible element whose image
has support containing xji(x
α; J\ji) is precisely (x
α; J). 
Theorem 6.5. Adopt notation and hypotheses as in Setup 6.1, where
B = {dǫk1 , · · · , dǫkr}.
Then the complex of Proposition 6.4 admits the structure of an associative DG-
algebra, where the multiplication is the same as that of Definition 3.11.
Proof. Observe that in order to prove the Theorem, it suffices to show that no
monomial of the form xd−1ks xℓ for any ℓ > ks may appear as a term in the sequence
of monomials joining f and g as in Definition 3.9, given that neither f nor g is of
the form xd−1ks xp, p > ks. Write f = x
α, g = xβ , and assume that f 6 g. By
definition, each gi has the property that gi 6 x
max(α,β); thus, if αks , βks < d − 1
for all 1 6 s 6 r, then the same is true for each gi, for all i. This concludes the
proof. 
16 KELLER VANDEBOGERT
References
1. Luchezar L Avramov, Infinite free resolutions, Six lectures on commutative algebra, Springer,
1998, pp. 1–118.
2. David A Buchsbaum and David Eisenbud, Generic free resolutions and a family of generically
perfect ideals, Advances in Mathematics 18 (1975), no. 3, 245–301.
3. , Algebra structures for finite free resolutions, and some structure theorems for ideals
of codimension 3, American Journal of Mathematics 99 (1977), no. 3, 447–485.
4. Sabine El Khoury and Andrew R Kustin, Artinian gorenstein algebras with linear resolutions,
Journal of Algebra 420 (2014), 402–474.
5. Shalom Eliahou and Michel Kervaire, Minimal resolutions of some monomial ideals, Journal
of Algebra 129 (1990), no. 1, 1–25.
6. Lukas Kattha¨n, The structure of dga resolutions of monomial ideals, Journal of Pure and
Applied Algebra 223 (2019), no. 3, 1227–1245.
7. Andrew R Kustin, Gorenstein algebras of codimension four and characteristic two, Commu-
nications in Algebra 15 (1987), no. 11, 2417–2429.
8. , The minimal resolution of a codimension 4 almost complete intersection is a dg-
algebra, Journal of Algebra 168 (1994), 371–399.
9. , Resolutions of length four which are differential graded algebras, arXiv preprint
arXiv:1904.12405 (2019).
10. Andrew R Kustin and Matthew Miller, Algebra structures on minimal resolutions of goren-
stein rings of embedding codimension four, Mathematische Zeitschrift 173 (1980), no. 2,
171–184.
11. Irena Peeva, 0-borel fixed ideals, Journal of Algebra 184 (1996), no. 3, 945–984.
12. , Graded syzygies, vol. 14, Springer Science & Business Media, 2010.
13. Irena Peeva and Mike Stillman, The minimal free resolution of a borel ideal, Expositiones
Mathematicae 26 (2008), no. 3, 237–247.
14. Emil Sko¨ldberg, Resolutions of modules with initially linear syzygies, arXiv preprint
arXiv:1106.1913 (2011).
15. , The minimal resolution of a cointerval edge ideal is multiplicative, arXiv preprint
arXiv:1609.07356 (2016).
16. Hema Srinivasan, Algebra structures on some canonical resolutions, Journal of Algebra 122
(1989), no. 1, 150–187.
17. Keller VandeBogert, Linear strand and minimal free resolutions of certain equigenerated
monomial ideals, (2020).
18. Jerzy Weyman, Cohomology of vector bundles and syzygies, vol. 149, Cambridge University
Press, 2003.
