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Abstract
Content storage in a distributed collaborative environ-
ment uses redundancy for better resilience and thus pro-
vides good availability and durability. In a peer-to-peeren-
vironment, where peers continuously leave and rejoin the
network, various lazy strategies can be employed to main-
tain a minimal redundancy of stored content in the system.
Existing static resilience analyses fail to capture in detail
the system’s behavior over time, particularly the probabil-
ity mass function of the actual available redundancy, since
it ignores the crucial interplay between churn and main-
tenance operations, and looks only at the average system
property. We perform a Markovian time-evolution analysis
of the system speciﬁed by probability mass function of each
possible system state, and establish that given a ﬁxed rate
of churn and a speciﬁc maintenance strategy, the system
operates in a corresponding steady-state (dynamic equilib-
rium). Understandingthebehaviorofthesystem undersuch
a dynamic equilibrium is a fundamental ingredient to pre-
cisely evaluate analytically the system’s performance and
availabilityas well asto determine the requiredoperational
maintenance cost. We also propose a new randomized vari-
antofa lazy-maintenanceschemewhichhassigniﬁcantper-
formance beneﬁts in comparison to the existing determin-
istic procrastination based maintenance. We demonstrate
the use of our analysis methodology in comparing perfor-
mance of maintenance schemes using the examples of the
new maintenancescheme we propose and the erstwhile best
known existing lazy maintenance scheme. The comparative
study shows that our randomized lazy maintenance strat-
egy has substantially better resilience at same maintenance
cost.
Keywords: distributed storage-systems, membership
dynamics (churn), dynamic equilibrium, resilience.
1 Introduction
In the recent years there has been an increasing trend to
use resources at the edge of the network - typically desktop
computers interconnected by the internet in order to pro-
vide services and run applications in a peer-to-peer manner
which have traditionally used dedicated infrastructure and
centralized coordination and control. Similar services in a
relatively more dedicated infrastructure like PlanetLab [14]
is also a growing trend. One such extensively studied area
is that of collaborative storage systems, where free storage
spaceofindividualcomputersisusedin ordertorealize per-
sistent and highly available data storage [4, 9, 8].
Depending on the reliability and availability of individ-
ual participants, the dynamicity (caused by churn) in such
a system can vary by orders of magnitude, and in a very
dynamic setting because of prohibitive maintenance costs it
may be unrealistic to realize a collaborative storage system.
Butevenif the churnrateismoderateor low,prudentdesign
is necessary to have a viable system - both in terms of the
maintenance cost as well as the reliability.
1.1 Analyzing a P2P system under churn
In the context of overlay routing networks, churn has
been studied using three important models, and each of
these models try to answer related, but somewhat different
questions, which may be summarized (in a simpliﬁed man-
ner) as follows:
Static resilience: Ifa certainfractionof thepeershasleft
the network and a corresponding fraction of information is
unavailable, what is the performance of the system?
Δ-life: As the network membership changes over time,
such that only Δ fraction of the original peers remain in
the system, what is the minimal number of repairs that are
required to restore back to a fully consistent state (get all
information up to date)?
Proceedings of the Sixth IEEE International Conference on Peer-to-Peer Computing (P2P'06)
0-7695-2679-9/06 $20.00  © 2006Time-evolution: Given a model of network member-
ship changes and a repairing strategy, how does the system
evolve over time?
Once the system’s time evolution is correctly described,
otherinterestingthingscanbeinferred. Particularly,isthere
a dynamic equilibrium because of the continuouschurn and
repairs, and if so, what is the system’s performance in the
equilibrium state?
In the context of overlaynetwork routes, the information
is routing references. Static resilience for routing networks
has been studied variously, including [7], while a lower-
boundofbandwidthconsumptionforroutingnetworkmain-
tenance for half-life has been studied in [11]. The perfor-
mance versus operational cost of a structured overlay in
a steady state under continuous churn has been analyzed
in [1], and similar trade-offs have been empirically studied
in [10].
In the context of content storage, the information being
lost and hence needs to be restored is the redundant data,
i.e., replicas or erasure coded fragments. While static re-
silience of storage systems has been studied [3], to the best
of our knowledge, this is the ﬁrst work looking into the
time-evolution and steady state characteristics of such stor-
age systems.
1.2 System model
In this paper we focus on a generic abstraction of the na-
tureoftheredundancyused, namely: replication,traditional
erasurecodesorrateless fountaincodes, and the speciﬁcsof
the maintenance strategy used.
We model churn according to an exponential lifetime
distribution for each online session of any peer as well as
the period a peer stays off-line (for a given total peer pop-
ulation). Thus we assume that irrespective of the history at
any time instant t, an online node will become unavailable
with a probability δ↓ at time t+1. Similarly an ofﬂine peer
will rejoin the system with all its locally stored content at
time t +1with probability μ↑. The fraction of available
(online) peers is then given by pon =
μ↑
μ↑+δ↓. Only this
average availability is used in existing analysis [3] to study
the effect of churn on availability (static resilience) in stor-
age systems. In that context the main contribution of this
paper is to look into the dynamicity of the system, particu-
larly studying its time evolution using a Markovian model.
1.3 Why do we need a Markovian time-
evolution analysis?
The existing analyses [19, 3] (also reused in [4, 8, 16])
look into the static resilience of the system. Weatherspoon
et. al [19] look into permanent disk failures as the dom-
inant model for unavailability since their focus is on per-
sistence, and hence completely ignore temporal effects of
churn. Thus it is actually Bhagwan et. al [3] who in-
vestigate the static resilience of the system. The analysis
there assumes an average availability of each node - thus
their model overlooks the effect of node joins and leaves
altogether, as well as ignoring the effects of maintenance.
Subsequent work by Bhagwan et. al [4] looks into sys-
tem design where they introducesome maintenancemecha-
nisms(discussednext)andevaluatethesystemperformance
based on simulation as well as prototyping, however this
work [4], while presenting a well-designed and evaluated
system, does not provide any new analytical insight into the
system’s behavior under continuous churn and repair pro-
cesses. Similarly Weatherspoon et. al’s recent work [18]
benchmarks several existing storage systems through rigor-
ous simulation experiments, but do not delve into analysis
of the systems’ dynamics. This leaves an important void in
theobjectiveunderstandingofsuch storagesystems’behav-
ior under churn, despite an abundance of empirical results
from prototypedsystems [4, 8, 18]. This paper is a ﬁrst step
toﬁll thatgapbyintroducinga speciﬁcmethodology-mod-
eling the system as a Markov process and looking into the
time evolution of the probability density function of all the
possible states the system can be in, and hence to see if this
distribution function converges to a steady state in the long
run. If such a steady state exists, then that determines the
operational state of the system, which in turn is necessary
to determine the performance vs. operational cost trade-
offs in the system, among other things. We say that it is a
ﬁrst step, because depending on the churn model, type of
redundancy (Section 2.1) and maintenance strategies used
(Section 2.2), we need to redo the analysis. However these
analyses will be very similar and using the same mathemat-
ical tools. Thus this paper can be considered both as (i) a
thoroughevaluation of one of these various possible system
models, and as (ii) introduction of a methodology for ana-
lyzing systems under churn.1 That apart, we also provide
a taxonomy of the redundancymodels, speciﬁcally discern-
ing the similarities and differences between replication, ﬁ-
nite rate erasure codes and rateless fountain codes, and also
describe several potential repair strategies.
Scope of the paper There are some concerns with the
churn model we use: (i) This model does not look into
the effect of permanent departure of nodes from the sys-
tem nor new peer joins. In the context of storage systems,
new peers joining the system do not change availability of
already existing objects. Furthermore, if we assume that
the mean session time of a peer is relatively smaller than
its life-time in the system, then the availability is threatened
morebytemporarydeparturesasalsoarguedin [4]. Suchan
1In fact, very similar analysis has also been used in studying the effect
of churn on routing networks [1].
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Since the system’s repair mechanism will replenish the lost
redundancy,we assumethatrelativelyinfrequentpermanent
departuresdonotinﬂuencethesystem’s availability,andthe
repair process compensates such infrequent permanent de-
partures. (ii) The rate of churn itself varies over time. In
such a situation, the system continuously tries to converge
to the corresponding steady state, and hence our simplistic
analysis continues to provide a holistic insight into the sys-
tem’s behavior - particularly its stability and performance.
Some environments exhibit diurnal behavior. In such envi-
ronments, the rate of churn can be considered to be quasi-
static for a period of time, and changing to different values
depending on the time of the day. During such stretches of
ﬁxed rate of churn, the system will operate at correspond-
ing steady-state. (iii) In using a Markov model, we explic-
itly assume a memoryless system. A well-designed system
will typically exploit historical information, particularly to
avoid the use of predictably unreliable or faulty peers. If
a system simply does not (eventually) use such predictably
faulty peers, these peers are no more part of the system, and
hence won’t be accounted for in the analysis either. (iv)
We consider uniform behavior (and exponential lifetime)
for all peers. This is admittedly a simpliﬁcation, and in real
life, not all peers have either homogeneous resources nor
homogeneous behavior. In that context, our analysis only
provided a qualitative insight into the system’s dynamics.
The analysis methodology however is generic, and one can
use the same methodology, but use other session-time dis-
tributions. In that respect, this work can be considered as
a ﬁrst important step but does not exhaustively explore the
storage-systems parameter space.
Furthermore, we do not focus on any implementation
and architecture speciﬁcs. Particularly we do not go into
the details of which component in the distributed system is
responsiblefor probingfor lost redundancyof a speciﬁc ob-
ject or to compensate for the same by introducing replace-
ments, or any other system design issues such as where ex-
actly are the coded fragments (or replicas) of the objects
stored or how they are discovered and accessed.2 The focus
of this paper is primarily to look into algorithms based on
a better understanding of the dynamics, which may then be
integrated into various systems, including existing ones.
2There is an implicit assumption of using the directory instead of the
DHT placement of fragments (using terminology from [18] ).
2 Redundancy models and maintenance
strategies
2.1 Redundancy models: Replication,
Erasures and Digital Fountains
Redundancy is typically realized by either purely repli-
cating objects (e.g., CFS [6]), or using erasure codes (e.g.,
RAID [13]). Hybrid strategies in order to improve access
efﬁciency using replication while providingpersistence in a
memory efﬁcient fashion using erasure codes is also a stan-
dard practice (e.g., HP AutoRAID [20]), which has more
recently been used in a P2P setting in various systems like
Oceanstore [9] and TotalRecall [4].
Erasure codes (e.g., Reed-Solomon codes [15]) have the
property that any M out-of N fragments can be used to de-
code and reconstruct an object O. At a storage overhead
slightly more than N/M (since in practice, size of the ob-
ject|O|isslightlysmallerthansizeofM fragments)erasure
codes provide much better static resilience than what may
be achieved using the same storage overhead if pure mir-
roring (replication) is used for redundancy [5, 19]. There
are however performance trade-offs in actively accessing
data [16], and hence erasure coded redundancy is practical
only for relatively larger objects [18], both because of the
direct overheads of decoding (reconstructing the object) as
well as other practical considerations in such collaborative
storage systems - for instance, managing the information
about all the fragments and accessing them, among others.
Moreover, even though in principle replication is a spe-
cial case of erasure codes: 1 out-of N, there is a subtle prac-
tical difference typically ignored in the existing analyses.
Notethat fornon-trivialerasurecodes, M distinct fragments
are required. Thus, if a node goes ofﬂine and rejoins, and
in the meanwhile the missing fragment has been replen-
ished by the system’s maintenance operation, this replica
of the erasure coded fragment does not enhance the avail-
ability of the whole object.3 In contrast, in a pure replica-
tion based system, obviously the duplicates indeed enhance
the availability. In that respect rateless or Digital Fountain
codes [12, 17] is more like replication. Using DFs lead to
generation of random and unique fragments, so that when-
ever a particular fragment is lost/unavailable, there is nei-
ther any need to identify speciﬁcally which one fragment is
missing, nor is there any risk of having duplicate fragments
if and when the missing fragment returns to the system (be-
cause a peer rejoins).
3It potentially can be exploited to enhance the availability of individ-
ual fragments but that would lead to higher implementation complexity
as well as operational overheads, the beneﬁts of which may be marginal
or even detrimental. Or else the duplicate needs to be garbage collected.
Whichever be the case, the issue is beyond the scope of this paper. In our
steady-state analysis we’ll assume availability of individual distinct frag-
ments.
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in redundancy realized by replication, traditional ﬁnite rate
erasure codes and rateless digital fountains. This has im-
plications on the time-evolution analysis. In this paper, due
to space constraints as well as to ﬁrst bridge the gap in ex-
isting literature, we’ll restrict our study to only traditional
ﬁnite rate erasure codes. For pure replication or DF based
redundancy, the same analytical tool can be reused, how-
ever the precise details of the analysis will differ, since un-
like the case of ﬁnite rate erasure codes, using either of pure
replication or DFs implies we can potentially have inﬁnite
redundancy,even if that’s neither practical nor necessary.
2.2 Maintenance strategies
For the time evolution analysis of the system, it is es-
sential to take into account the details of the maintenance
operations. It is the combined effect of churn and mainte-
nance under which the system operates. What we are typi-
cally interested in includes - “What is the ensemble state of
the system (e.g.,the time evolutionof the probabilitydensity
function of actualredundancy)?”,“Whether it convergesto
asteadystate?”,and“Whatistheoperationalcostofsucha
system vis-` a-vis its performance?”. Next we provide a tax-
onomy of potential maintenance strategies extending what
has been proposed [4].
Eager repair: Several systems maintain redundancy by
periodically probing for availability of each peer, and re-
placing any (possibly temporarily) unavailable data. Such
a proactive maintenance mechanism means the system al-
ways operates in a state where redundancy level remains
constant (apart from temporary reduction between repair
periods). However it has been empirically observed in [4]
that such a maintenance strategy is very expensive.
Lazy repair strategies: The life-time of participants in a
peer-to-peer network is often much longer than its session
times - that is to say peers often leave the system temporar-
ily only to rejoin back. Consequently, it is not necessary
to always replace all fragments which appear to be unavail-
able (of a stored object) as done in a eager repair strategy,
and instead lazier repair strategies can be used - particularly
for large objects where periodic repairs is prohibitive. To-
talRecall [4] exploits this to propose a lazy repair strategy
which we call “deterministic procrastination”.
Deterministic lazy repair (Strategy-A): In the Determin-
istic procrastination approach all peers storing fragments
for an object are probed periodically. Repairs are triggered
only when a certain threshold Ta of nodes (and correspond-
ing data) becomes unavailable for that speciﬁc object. Thus
to say, when an object has no more than Ta >Mfragments
available in the system, then a repair process for the object
is initiated so that at the end of the repair process all N
fragments are again available. This maintenance strategy is
proposed and simulated for the TotalRecall [4] system but
the dynamics has not been analyzed. This strategy allows
a signiﬁcant loss of redundancy before triggering many re-
pairs all at the same time. This is undesirable because by
waiting before losing a signiﬁcant amount of redundancy,
the system becomes vulnerable to sudden multiple (corre-
lated) failures.
Randomized lazy repair (Strategy-B): Another possible
strategy, which we introducein this paper and call sampling
random subsets, is to probe only a fraction of the stored
fragments randomly (uniformly), until a minimal Tb ≥ M
numberoflivefragmentsaredetected. Thusa randomnum-
ber Tb + X of probes (determined according to a proba-
bility distribution which depends on the actual number of
live fragments) will be required to locate Tb live fragments.
Then X fragments which were detected to be unavailable
are replaced by the system. Note that X can be (and as
we’ll see fromthe analysisthat it actuallyis) typicallymuch
smaller than the total number of unavailable fragments at
that instant.
For the randomized lazy repair strategy the repair pro-
cessiscontinuousandadaptive,anddoesnothaveknee-jerk
reactions. When fewer fragments are available, more re-
pairs take place, while when more fragments are available,
fewer probing and repair operations are required. Thus this
strategy repairs all object all the while a little bit adaptive
to the rate of churn, unlike the deterministic procrastination
Strategy-A, which repairs objects less frequently, but needs
to do a lot of repair work everytime it is repairingan object.
Such procrastination makes Strategy-A much more vulner-
able to both churn and correlated failures.
Thus, the randomized strategy we propose acts effec-
tively as a hybrid of the eager repair and the deterministic
procrastinationbased lazy repair, better exploringthe main-
tenance cost and system performance trade-offs.
3 Analysis: Erasure code based redundancy,
lazy non-adaptive maintenance
The main objective of this paper is to show that lazily
maintained storage systems would typically operate in a
steady state, and to introduce the generic analysis method-
ology - modeling the system as a Markovian process, by
looking into the time evolution of the system. We’ll re-
strict our study to only the simple lazy strategies (Strategy-
A and Strategy-B above) for ﬁnite rate erasure code based
redundancy (M out-of N erasure code). Analysis for other
redundancy models (replication and DF based) as well as
moresophisticatedstrategies(with self-tuningprobingperi-
odsandrepairthresholds)remainaspart ofourfuturework,
but will rely on the same analysis methodology.
Implicit assumptions: The probing is done according to
the maintenance strategy periodically, represented as dis-
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system is deﬁned by two parameters: δ↓ and μ↑,r e p r e s e n t -
ing the probability that an online peer goes off-line or an
off-line peer rejoins the system between time t and t +1 .
Fluctuations because of any peer going ofﬂine and return-
ing within this period (or vice-versa) is of-course transpar-
ent to the maintenance operation. Furthermore, we assume
thatthemaintenanceoperationissynchronized,andthe sys-
tem goes cyclically through two distinct phases: churn and
maintenance. Beside the simpliﬁcation of the analysis, such
an approach provides a model discerning the separation of
concerns in the analysis, such that we obtain two sets of
equations: one dependent solely on the churn model, an-
other dependent only on the maintenance strategy, hence
making them reusable in the overall analysis when only as-
pect of the system (say maintenance strategy) is changed.
Such separation in time may however not be strictly true
in reality. We revert back to this issue while validating our
analysis in Section 4 (particularlyFigure 1(c)). Time for re-
construction of fragment is ignored in our model. This can
induce a physical limitation on the repair period which in
turn will naturally lead to a minimum amount of churn the
system will have to tolerate irrespective of however aggres-
sive a repair strategy one may wish to implement.
Notation: We say that an object is in state i at any given
time if i out of the N erasure encoded fragments of the ob-
ject are available at that given time. We deﬁne Si(t) as the
probability that i out of the N possible fragments of any
object are online at time t just after the maintenance op-
erations.  Si(t) is the probability that i fragments of any
object are online at time t just before the maintenance op-
erations (and after churn since time t − 1).

i Si(t)=1
and

i  Si(t)=1are the standard normalization for prob-
ability distribution functions. Note that the whole system
state is deﬁned by these. It does not matter how the sys-
tem reaches these states till any time t, the system’s time
evolution from this point can then be modeled as a Marko-
vian process. In particular, a recursive relationship between
Si(t)sa n d Si(t)s can be deﬁned as follows.
3.1 Eﬀect of churn
Irrespective of the maintenance mechanism in use, be-
cause of churn (our speciﬁc model parameterized by δ↓ and
μ↑) we obtain the following relationship.
 Si(t +1 ) = Si(t)
−Si(t)
i 
l=0

i
l

δl
↓(1 − δ↓)i−l ∗

N−i 
g=0;g =l

N − i
g

μ
g
↑(1 − μ↑)N−i−g

(1)
+
i 
j=0
j 
l=0
Sj

j
l

N − j
g

∗
δl
↓(1 − δ↓)j−lμ
g
↑(1 − μ↑)N−j−g for g=i-j+l (2)
+
N 
j=i+1
Min[N−j,i] 
g=0
Sj

j
l

N − j
g

∗
δl
↓(1 − δ↓)j−lμ
g
↑(1 − μ↑)N−j−g for l=j-i+g (3)
In the equation above, the term (1) represents the outﬂow
from state i because of churn. This happens for any object
in stateiwhenanyl ofits ionlinefragmentsgooff-line,and
any g  = l of its N − i off-line fragments come online. The
term (2) is the inﬂow into state i from states j ≤ i,w h e r e
the number of fragments for the corresponding state j that
go ofﬂine (l) and the number of fragments that come back
online (g) are mutually related such that g = i − j + l.T h e
corresponding object ends up into state i from states j ≤ i.
When i<j , similar combinatorial arguments hold - term
(3). In addition, i−g = j −l ≥ 0 ⇒ g ≤ i and g ≤ N −j
determine the possible values of the number of fragments
coming online (g) from states j>iwhich can still cause
inﬂow into state i because of sufﬁcient simultaneous losses.
The corresponding loss l is mutually related to g such that
l = j − i + g.
3.2 Maintenance Strategy-A
We have the following recurrence relationship for the
maintenance Strategy-A introduced earlier in Section 2.2.
We consider Ta to be the threshold deﬁned in this mainte-
nance strategy.
SN(t +1 )= SN(t +1 )+
Ta 
j=M
 Sj(t +1 ) (4)
For Ta ≤ i<N , Si(t +1 ) =  Si(t +1 ) , while for
M ≤ i<T a we have Si(t +1 )=0since if there are
less than Ta fragments available, all fragments will be re-
paired, and for i<Mwe have Si(t +1)=  Si(t +1)since
normalrepairoperationscannotreproduceandrepairadata
with fewer than M of its fragments available in the system.
Some out-of-bandmechanism to reintroducethe fragments,
like by the owner of the object, is beyond the scope of this
analysis. Some objects will always go to such states with
a positive, even if very small probability. Thus, there is a
“leak” in the probability mass, such that eventually all ob-
jects will be lost, unless we consider existence of such an
out-of-bandmechanism. Thus we normalizethe probability
distribution in each time round, compensating for the small
nonetheless ﬁnite loss. This normalization process can also
be viewed as if the probability distribution function we ob-
tain from the analysis corresponds to the probability dis-
tribution corresponding to only the available objects in the
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cessfully captures the system behavior as validated in sub-
sequent simulations.
3.3 Maintenance Strategy-B
For this case we have the following recurrence relation-
ship. We assume Tb as the threshold deﬁnedin this strategy.
SN(t +1 ) =  SN(t +1 )+
N−Tb 
r=1
 SN−r(t +1 ) PN−r(x = r)
+
Tb−1 
j=M
 Sj(t +1 ) (5)
For Tb ≤ i<N.
Si(t +1 ) =  Si(t +1 )−  Si(t +1 )
N−i 
r=1
Pi(x = r)
+
i−Tb 
r=1
 Si−r(t +1 ) Pi−r(x = r) (6)
where Pi(X = j) is the probability that Tb + j fragments
are randomly(and sequentially) accessed in order to ﬁnd Tb
available fragments (after which the probing is stopped in
that time round), when i out of the possible N fragments
are actually available.
Pi(X = j)=(
j+Tb−1
j )
i!
N!
(N − Tb)!
(i − Tb)!
(N − i)!
(N − i − j)!
(N − Tb − j)!
(N − Tb)!
(7)
This expression comes about because, of the ﬁrst Tb+j−1
fragmentsprobedexactlyTb−1mustbeonline. Theymight
have been probed in any interleaved sequence along with
the j ofﬂine fragments probed. There are
	
i
Tb


possi-
ble ways of choosing the Tb live fragments out of a total of 	
N
Tb


ways of choosing Tb fragments. Similarly, the j
off-line fragments are chosen from the N − i off-line frag-
ments, whiletheycouldactuallyhavebeenchosenfromany
of the other N − Tb fragments.
For M ≤ i<T b we have Si(t +1 )=0and for i<M
we have Si(t +1 ) =  Si(t +1 )for the same reasons as
explained earlier.
The availability of objects stored in the system is:
A(t) ≥ 1 −
M−1 
j=0
 Si(t) (8)
Cost of probing and repairs for each of the maintenance
strategies can also be obtained similarly.
4R e s u l t s
We validate our model with exhaustive simulations and
brieﬂy report some of the results here. What is important
in the simulations is to respect the independence of object
fragments availability. This implies a large enough peer
population,but that apart the peer population itself does not
play any role. For the statistical propertiesto hold good, we
need at least a moderatenumberof objects to do the averag-
ing across these objects in order to determine an observed
distributionfunctionof the states of the objects. Unless oth-
erwise speciﬁed, this was our experimental setting for the
results presented subsequently:
We considered 200 distinct objects. The simulations
were run for 200 time units though the steady state is ap-
proached within a much shorter time span. Moreover the
observed distribution is bound to ﬂuctuate a bit from one
time round to another, thus we average the simulation re-
sults over a time window of 5 time units. Even for such a
small time-window for averaging led to a fairly stable prob-
ability distribution over time, demonstrating the low devia-
tion of the system from the steady-state. We use a 8 out-of
32 (rate 0.25) erasure code. For churn, we typically used
δ↓ =0 .2 and μ↑ =0 .1. The results obtained from the sim-
ulationsmatchedwell withthe predictionfromouranalysis.
Validation of the analytical models Based both on our
analysis (equations solved numerically) and simulations,
we observedthat the probabilitydistributionfunctions Si(t)
and  Si(t) converge over time (and in fact fast), demonstrat-
ing that all other things being same, particularly the param-
eters determiningthe churn, the system indeed convergesto
a steady operational state.4 We show some results from our
experiments where we used Ta =1 6in Strategy-A (Fig-
ure 1(a))a n dTb =1 2in Strategy-B (Figures 1(b), 1(c)
and 1(d)). The values for the parameters Ta and Tb were
chosen such that the maintenance cost for the two strate-
gies were same (almost, with the randomized lazy scheme
mostly consuming a little less bandwidth), so that we could
thenalso comparethe two maintenancestrategiesforthe re-
siliencetheyprovideto thestoragesystemforthesamecost.
The x-axis in the plots corresponds to the states i while the
y-axis shows the probability mass associated with the cor-
respondingstates, just after repair operationsare performed
Si, and just before maintenance operations are performed
 Si (i.e., after the churn phase). A ﬁrst setting of our simu-
lation adhered to the analysis model, where the repair op-
erations for all objects were synchronized. This led to the
two distributions for each state - one after the repair phase
and one just before it. In practice, such synchronization
will not be realistic, and thus the repair operations (replace-
mentof unavailableobjectfragments)as well as churn (loss
or regain of object fragments) will be continuous and ran-
domly interleaved. We simulated the system where there’s
4Thus we will use only the steady-state distributions Si and  Si in the
following, without anymore referring to the time t.
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(a) Strategy-A: Synchronous model
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(d) Strategy-B:  Si for different δ↓ and μ↑ for same pon =1 /3
Figure 1. Simulation based validation of the
analytical model (with Ta =1 6and Tb =1 2 )
no synchronizationof the repair operationsfor differentob-
jects, and compared it with the result obtained by averag-
ing the two distributions obtained from the analysis. As
can be seen from Figure 1(c), the simulation based result
from the model without synchronization of repair opera-
tions matched very well with the average obtained from the
analytical prediction (averaged).
These results validate that despite the simpliﬁcations,
particularly with respect to the separation of concern of the
effects of churn and repairs, we have a precise analytical
model capturing the system dynamics.
Static resilience versus steady state analysis Previously
we had noted that pon =
μ↑
μ↑+δ↓ is the fraction of online
peers, and hence corresponds to the average peer availabil-
ity in the system. In Figure1(d)we show the  Si analytically
obtained for various μ↑ and δ↓ but the same pon =1 /3
(using maintenance Strategy-B). The more the probability
mass shifts leftwards (lower values of i), the more vulnera-
ble the system is. From the ﬁgure its clear that even if the
peers’ average availability is the same, with higher churn
(characterized by higher values of μ↑ and δ↓), the system
is less robust. Such inferences on the system’s dynamic re-
silience is not captured by the static resilience study [3],
since it fails to distinguish two systems with same average
behavior but different dynamics.
Comparative study of the maintenance strategies The
dynamic equilibrium analysis also provides a framework
to evaluate the performance cost trade-offs of different
maintenance strategies. Exhaustive quantitative study has
been performed to show that our proposed randomizedlazy
maintenance scheme has a substantially superior perfor-
mance in comparison to the performance of the erstwhile
best lazy repair strategy based on deterministic procrastina-
tion. Due to space constraints, here we provide only one
result on the storage system’s resilience against correlated
failures.
Glacier [8] uses a proactive repair strategy and high re-
dundancy to deal with normal churn. Proactive strategies,
particularly for large objects (which is exactly where use of
erasure codes make sense) however have prohibitive main-
tenance cost, which motivated the use of a lazy mainte-
nance scheme in TotalRecall [4]. However, the determin-
istic procrastination(Strategy-A)used in TotalRecall leaves
it very vulnerable to even a small degree of correlated fail-
ures, an aspect not accounted for in its design (nor evalu-
ated). In contrast, the randomized sampling based mainte-
nance Strategy-B we introduced in this paper, while hav-
ing the beneﬁts of being lazy also provides much better
resilience against correlated failures. A lazy mechanism
can never compete with an eager one in terms of resilience,
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vides a much a better compromise between maintenance
cost and resilience, unlike the deterministic procrastination
based scheme which has marginal tolerance against corre-
latedfailures. InFigure2weshowthedurabilityofacollec-
tion of 100objects(thatis, the probabilitythat noneof these
100 objects are lost) for the two lazy maintenance schemes
for same maintenance cost under regular churn.
0.1 0.2 0.3 0.4 0.5
fcorr
0.2
0.4
0.6
0.8
1
Durability Correlated failure 100 objects
StrategyB
StrategyA
Figure 2. Durability of 100 objects stored in
the system and none is lost under correlated
failure where fcorr fraction of the peers sud-
denly fail in addition to regular churn (μ↑ =
0.1, δ↓ =0 .2)
The stark difference in resilience of the two lazy main-
tenance schemes despite similar repair costs (under regular
churn) is readily explained from the the probability distri-
butions  Si corresponding to the two maintenance strategies
as observed in Figures 1(a) and 1(b). Deterministic pro-
crastination allows a large number of objects to concentrate
close to the state Ta, while randomized sampling keeps the
system far away from the edge even while spending com-
parable maintenance effort even for a smaller Tb (than Ta)
during normal churn. This essentially means that using the
randomizedsampling based scheme, the system has a much
better “health” and hence has greater resilience against reg-
ular churn as well as occasional correlated failures.
5 Conclusion
It is relatively simple to determine the static resilience of
a system [3], and is an important ﬁrst step while choosing
design parameters for a system. Static resilience however
does not properly capture the dynamics of the system, nor
give a clear picture of its resilience and performance under
continuous churn and repair operations. In fact, as we ob-
served, for the same average system state, the particulars of
the dynamics can still greatly inﬂuence the system proper-
ties. Only studying the time evolution of the system, par-
ticularly measuring the probability mass/distribution func-
tion of the possible states gives a precise quantiﬁcation of
the system properties. As an aside, its worth mentioning
that even for the existing empirical studies [4, 8, 18], where
the information must have been available, no one looked
into the frequency distribution of the system states but only
at the average available redundancy over time. The main
contributions of this paper include the use of such a met-
ric which gives more detailed information about the system
properties, apart of course the introduction of the Marko-
vian time-evolution analysis based on which we observed
that the system arrives at a steady state. A thorough eval-
uation, particularly a performance vs. cost study and com-
parison of the analyzed repair strategies can easily be done
using this framework. In this paper we provide one such
comparative result of the storage system’s tolerance of cor-
related failures when a speciﬁc maintenance scheme is em-
ployed to deal with regular churn. More details and results
can be found in an extended version.5 The comparative
study show that our randomized lazy maintenance strategy
has substantially better resilience in comparison to the erst-
while best lazy maintenance scheme which used determin-
istic procrastination.
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