In this paper a consistent model specification test is proposed. Some consistent model specification tests have been discussed in econometries literature. Those tests are consistent by randomization, display a discontinuity in sample size or have an asymptotic distribution that depends on the datagenerating proces and on the model, whereas our test does not have one of those disadvantages. Our test can be viewed upon as a conditional moment test as proposed by Newey but instead of a fixed number of conditional moments an asymptotically infinite number of moment conditions is employed. The use of an asymptotically infinite number of conditional moments will make it possible to obtain a consistent test. Computation of the test statistic is particularly simple since in finite samples our statistic is equivalent to a chi-square conditional moment test of a finite number of conditional moments.
Introduction
Most model specification tests can be put in the framework of Newey's(1985) conditional moment (CM) tests of functional form. Those CM tests of functional form exploit the property that for correctly specified models the conditional expectation of certain functions of the observations should be almost surely equal to zero. A chi-square test can be based on a weighted average of the sample equivalents of these moments. As Bierens(1982 Bierens( ,1990 notes, this type of test cannot be consistent against all possible alternatives and the power of the CM tests heavily depends upon the set of weighting functions chosen. It will always be possible to construct a datagenerating process such that the moment conditions hold while the null is false.
Bierens (1982, 1984, 1987, 1988, 1990) suggests to remedy this inconsistency by using an infinite number of moment restrictions. We remark that it is also to be expected that as more observations become available we would wish to test a model against a higher-dimensional alternative in order to obtain power against more alternatives. If this is the case, the asymptotic theory for chi-square tests of a fixed number of conditional moments might not necessarily be correct since the number of conditional moment conditions is allowed to grow with n. In this paper we will investigate the behavior of what is known as a type of the chi-square misspecification test if the number of conditional moments tested is allowed to slowly approach infinity as the number of observations increases. The asymptotic distribution of the sequence of statistics obtained this way will be shown to be standardnormal and the statistic will be shown to be consistent under regularity conditions. The research is motivated by the fact that the consistent tests obtained by Bierens(1982 Bierens( ,1984 Bierens( ,1987 Bierens( ,1988 Bierens( ,1990 display an undesirable discontinuity in sample size, are consistent by virtue of randomization or have an asymptotic distribution that depends on the model and on the underlying distribution of the datagenerating process. This paper therefore can be considered a natural extension of the results obtained in those papers. Related work has been done by Andrews(1991) who proves asymptotic normality of linear functionals of series estimators. However, our statistic cannot be written as a linear functional of some series estimator. In section 2 of this paper the theory of consistency of econometrie tests will be discussed. In section 3 the asymptotic theory of our result will be explained. In section 4 the consistency of our test in a special case will be proven. Appendix A contains the set of assumptions that are usually maintained in nonlinear regression analysis. It will be referred to as "Assumption A". Appendix B will be devoted to a set of assumptions needed in addition to the Standard assumptions of Assumption A. It will be referred to as "Assumption B". A smaller set of assumptions that imply Assumption B is also present in this appendix; it will be referred to as "Assumption B"\ Appendix C contains the proofs of the lemmas and theorems. 
Bierens (1990) proofs that if the conditions of our lemma 1 hold, the set
{t €R P :Eeexp(t'x) = 0}
has Lebesgue measure zero. In that paper, a consistent test is based on a series of functions
for some 1-1 mapping $(.) that maps RP to a bounded subset C of RP and a series ti that grows towards a dense subset of C. The continuity of the density of the explanatory variables is not needed there. However, in this paper it is preferred to use an enumeration of the Fourier series since we expect that this will improve power properties because smooth functions are usually well approximated by a lower-order Fourier expansion.
3 Asymptotic theory of chi-square tests of a growing number of conditional moments
As is well-known a suitably rescaled chi-square distributed random variable converges to a normal distribution as the number of degrees of freedom approaches infinity, i.e.
in distribution. The intuition behind our test is that this might happen also if the number of conditional moments tested in a chi-square misspecification test is allowed to slowly approach infinity as sample size tends to infinity. However, for finite sample size our test will be equivalent to what is known as a chi-square test of a finite number of conditional moments. This property is extremely convenient since this will allow the use of all Standard regression software packages in order to calculate the statistic proposed. The ease of computation of this type of consistent test has been an important motivation in the developing of the theory presented here. In deriving the asymptotic distribution of the test we will not use an enumeration of the Fourier series but instead we will use some abstract series of functions gi(x). The conditional moments used in the derivation of the limiting distribution of our test will be of the form Etigfoi), for / = 1,..&, k = k(n) -* oo as n -* oo. The consistency of the test for a particular series gi(x), l -1,.. can then be proven on a case by case basis as is done for the Fourier series in our theorem 3. We note that under the alternative the speed of convergence towards infinity of our test is slower than sample size. This speed of convergence is obtained in Bierens(1990) . The Suppose k = k(n) for some positive integer-valued sequence k(n) such that k(n) -• oo as n -> oo. The series k(n) will be abbreviated by k in the sequel. Let Vk be the covariance matrix of ra* , i.e. for h, l = 1, 
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A where e, = t/j -f{xj,B). In order to obtain some speeds of convergence in probability used in the derivation of our result it will be necessary to strengthen the Standard assumptions for proving consistency and asymptotic normality of nonlinear least squares estimators as listed in Appendix A. The strengthening involves the assumptions listed in Appendix B. In Appendix B ten necessary assumptions are given that are used in the derivation of the result. Those assumptions can be shown to follow from a considerably smaller set of assumptions that is also listed in Appendix B and will be referred to as Assumption B'. The extra assumptions made do not seem to be very restrictive. They involve the existence of moments of functions of the fourth order moment of the regresion residuals and first and second derivatives of the parametric response function f(x,6).
Of course, some limitations on the sequences k n , A* and s* are necessary too in order to obtain the asymptotic normality result. The restrictions on the A* sequence can be interpreted as a restriction on the amount of multicollinearity that is asymptotically allowed. Clearly we will have to require that from some point all covariance matrices are nonsingular. This type of condition is also used in Andrews(1991). His results show that if the density of Xi is bounded away from zero on [0,27r], if no parameters are estimated, if an enumeration of the Fourier series is used for the gi(.) functions and it is assumed that E(e\\xi) = Et\ = a 2 the minimal eigenvalue of the Vk matrices will be bounded away from zero. Our results allow the eigenvalue sequence to slowly converge to zero. In spite of results of this sort it is clear that the restrictions on the eigenvalue sequence are restrictive and in some cases they are likely to be violated. They however appear to be necessary in this type of analysis. See Gallant(1981) and Andrews(1991) for a discussion of this type of assumption. The assumptions on these sequences that are necessary in this paper are: Assumption C :
• 1: limn-Kx, k/n = 0 and lim n _oo l/A; = 0 The result of theorem 1 has little practical significance. In practice, of course, the matrix Vk will usually be unknown and will have to be estimated. Also it will be necessary to replace the m* vector by the rhk vector. For this purpose we need the following lemmas of which in particular the first is hard to prove. By means of the next lemma we will prove that under regularity conditions the statistics based on the exact covariance matrix and on the estimated covariance matrix will be asymptotically equivalent.
Lemma 4 Suppose that Assumptions A, B (or B') and C hold. Then
P^n^k-^m'kiVk-1 ~ Vk-^rhk = 0.
Proof: The lemma follows from Assumption C and the following four lemmas:
Lemma 4a:
almost surely.
Lemma 4b: h=i i=i
Lemma 4c:
Lemma 4d:
The next lemma will enable us to asymptotically replace the m^-vector by the m fc -vector which is based on the regression residuals.
Lemma 5 If Assumptions A, B (or B') and C hold then
Proof: See appendix.
After showing that the effect of the estimation of the parameters and the effect of the estimation of the covariance matrix are negligable the following theorem now easily follows:
Theorem 2 Under assumptions A, B (or B') and C,
is a sample from a probability distribution F(y,x) on Rx R p for which Ey\ < oo.
• 
Proof of lemma 4 :
In the proof of lemma 4 the k subscripts will be dropped in order to improve readability.
Proof of lemma 4a : Note that
by two applications of the Cauchy-Schwartz inequality and we note that the same argument is valid for the -Ar
Proof of lemma 4b : Here we will prove that (EJUi ELi(V -V) 2 hl) ) = Opin^tfsl). This will be done in four steps:
• 2: EL 1 Ef = i(ncA,c,,i,% 0 -^( c^c^^) ( W )) 2 = Op(n-1 P4).
• 3:
where V(.,.,.,.) is the sample variance-covariance matrix based on the arguments. Our first effort will be the substitution of c^ by Ch in the first formula, i.e. the proof of the fact that EE(^,Q,A,%o -V(ch,ê h A,ê) (hl) ) 2 = 0 F (n-W fc ). 
