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ABSTRACT 
The permanental-dominance conjecture for positive semidefinite Hermitian ma- 
trices A has attracted much interest in the last ten years. A stronger conjecture, that 
the maximal eigenvalue of the Schur power matrix IIA is per A, would if true imply 
the dominance of the permanent. We prove that should the maximum-eigenvalue 
conjecture fail in the real case, then the smallest 9~ for which it fails must be such that 
it fails at a singular matrix having certain properties, including zero row sums. any of 
our results were also obtained independently by J. P. Holmes and Tom Pate at 
Auburn University. 
1. INTRODUCTION 
Let g be any subgroup of the full symmetric group 
character of 2X The permanental-d 
Lieb in 1965 and published in [6], 
matrices A, the nonnegative gene 
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arcus at that time, found it intoning that 
e no smaller than det A, 
were remarkably diffhtt to obtain. I 
ttiting Lieb’s conjecture, it occurred to me 
g and (supposed) maximizing properties of the 
~~~~~~in~t and perm~ent would uY.Y*...&l* fol if these were, respectively, the 
minimum and m~mum ~igenv~ues of A, the matrix which has since come 
e known [9] as the Schur power matrix of A. For n = 3 this conjecture 
was quickly verified, although this fact was not published until 20 years later 
in [l]. 
While appearing in my unpublished 1966 thesis [16], reviewed by Marcus, 
Fan, R. Thompson and H. Schneider, the minimum-maximum- 
onjecture generated little interest until the resolution of the 
tren~er conjecture of van der Warden, and it appeared in a 1983 survey 
paper on permanents by iMinc [PO] as well as in [IT’]. & 
Soon thereafter, Bapat and Sunder [I] noticed that an unstated conse- 
quence of one of Schur’s results was that indeed det A is the minimum 
eigenvalue of II,. Pate [lU-131, Heyfron [2, 31, James and Liebeck [5], and 
others have more recently verified the dominance of the permanent for 
certain special matrix functions. See [14] and [4] for recent surveys. 
The minimum-m~mum-eigenv~ue conjecture is stronger than the per- 
manent~~dorni~a~~~ ~~~je~~~ ,._re because the values of the generalized matrix 
functions lie in the numerical range (also called the field of values) of 
The reverse implication is unclear. 
By an almost sleight-of-hand maneuver we obtain a simple proof that 
should the maximum eigenvalue conjecture fail for real matrices, then for the 
first such 1yt, n 2 4, it must fail at a singular matrix having several additional 
properties. 
We denote a permutation a(l), . . . , ~(~) of the letters 1,. l . , rt by tlr, 
s~rnet~c group on n letters by Yn = {a). Fzr an n-by-n matrix 
A = (aii), the pe~anent of A is given by 
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he Schur power matrix of A [Q], h aving rows and columns in 
permutations a, sin Yn, is defined by 
Since KI* is a principal submatrix of the nth Kronecker 
inherits many properties of A, such as being Hermi 
positive semidefinite, etc. 
r 8% of A, it 
or normal, or 
We denote the usual inner p uct on n!-vectors (all n) by ( l , l ), and 
the n!-long constant l’s vector From the definitions we have 
= (per A) 
and 
(fl A > = n!per A. 
Finally, wc let Un denote the set of n!-long nonzero vectors u = (u,) 
indexed on (T G Yn. From (1) we see that per A is an eigenvalue of . The 
maximum-eigenvalue conjecture is that if is positive semidefinit ermi- 
tian then per A is the largest eigenvalue of A; that is, for every u in U, we 
have 
(&u, u>/(u, u> G per A. (2) 
Permanental dominance would be a consequence of (2) [Q]. 
3. A REFORMULATION OF THE PROBLEM 
We restrict ourselves to the real case, where A is positive semidefinite 
symmetric (psds), and so of the form A = XTX with X an 
n-by-n matrix c XT denotes the transpose of X). 
generality, we need only consider matrices X without 
“lla22 g a ’ ann > 0. 
A of cus [Y] is that 
that ( = > per A. Since 
rewrite the conjecture (2) as 
w. s S 
le exception of ( 
ging the left denominator with the 
The maximum-eigenvahre conjecture now has the following interpreta- 
tion. For every fixed u in ?&, the maximum of the function 
PU( A) 
aver all pd.3 r satrices A (having positive main diagonal) occurs at the identity 
matrix. The problem has changed from maximizing the left-hand side of (2) 
oqv_er G $ c 
l ; n, to ma.xiniBzln g p,, over n2 free variables (xii). Note that p,(A) 
is unchanged if we multiply any column of X by a nonzero scale factor. Thus 
we may assume A is in the set %n of correlation matrices having every main 
diagonal entry equal to 1. Since gn is compact, the minimum and maximum 
of p,( A) are achieved on gn. 
Presumably, maximizing p,, on gn is a difficult problem. What about 
minimizing pU on gn? We let Jn denote the n-by-n constant l’s matrix. 
PROPOSITION 1. Fsr event 24 Zua Un md A in tFn, we have 
Pu(Jn) 6 PC&( 4. 
Given this, we tis w that p,(A), which is minimized at the matrix 
where the column e maximum correlation, is maximized at the 
n where the columns of X have minimum correlation. 
& be a basis consisting of the n! mutually 
Auk = h& with h, > 0. Expressing u as 
u = C@!kVk, k hkvk, from which fOllOWS 
“;hk(u, 3 ok > 9 
Note that each summa 
ow 
Since ( 
(u,ok) = q(vk,vJ 
holds for each k, by eliminating each c4fk we obtain 
The k = 1 term is seen to be pJ]J. 
We note that this proof extends easily to the complex case. 
4. DERIVATIVES 
The function p,(A) enjoys certain analytic properties solely as a conse- 
quence of being a quotient of functions which are each homogeneous of 
degree 1 in the columns of A, and more explicitly are linear functions of the 
monomials ni= ia,( 7(m) for CT, 7 C!3$ 
To isolate these properties we let f = f( A) and g = g( A) # 0 be any 
two real functions of a real matrix A, and set ;i = fig. We define F := 
af/aA, G := ag/aA, and H := dp/dA, where for any function 50 
The chain rule applied to fc A) = g( A)p(A) gives 
If f is homogeneous of degree I in column j of 
atrix obtained from A by replacing the jth column 
rom (4) we can deduce 
=f(Aij). 
If g is also linear in the monomials HI:, l~,(,j T(333), then multiplying (3) by 
g(A)ATT we find 
t 
g( A)f( A’j) = f( A)g( A’j) + g”( A)( ATH)ijm (5) 
Because A” = A holds, (5) implies that ArH has a zero main diagonal. 
Now let A he psds, of the form A = XTX. I?rom the chain rule we see 
that 
d4P dv 
-=2x- 
dX dA 
holds for every function q( A). Since XU = 0 for any vector v if and only if 
XTXu = 0, we see that X is a critical point of p, given by dq/dX = 0, if and 
only if 
A 
dfP 
AT 
drp -= 
dA 
- = 0. 
dA 
In particular, X is a critical point of p( A) if and only if AH = A @( A)/dA 
= 0. 
From this and 6) we conclude that under the above assumptions on f(A) 
and g(A), X is a critical point of p(A) =~~A)/g(A) if and only if 
g( A)f( Aij) = f( A)g( A’j) 
holds for every i <J 
f H for psds A is that if H is semidefinite 
oint of p(A). ‘IO see this, 
suppose H is semide roduct of two semidefinite 
having the same sign. ut the 
values must be zero; conseqluently 
We now turn to the case at hand, namely JI,J A) = f( A)/g( 
and 
be defined by &(t) = t for t < k, and Sk(t) = t -+ 1 for t 2 k. Let &’ be 
denoted 
The l-l 
by qk> and 
Yk 
i := 1 uEPn: u(k) = il. 
correspondence between Yki and cF”,- 1 beam-m 
Yki = ([iqqk: (9 Exl-l}~ 
Yn_l = (VjiCT~k: UEyki)* 
.To express derivatives of f and g we must give some attention to notation. 
Let i, j, k, s, t > 1 be given with i, j, k < n and s, t < n, and the scissor 
function 
&:(I;2 ,..., n-l}+(l,..., k-l,k+l,...,n) 
For u E Un and k, j given, we define ukj E Un__ 1 by u? = I.Q+,~~ for 
V Eq-1. 
I 
We may now state some general results for arbitrary matrices. Let A(hl j) 
denote the (n - I)-by-(n - 1) matrix obtained by deleting row i and column 
j of A. 
LEMMA 1. For u, v in U,,, we have the summation. formula 
For any n-by-n matrix A, we have the reductio 
( Nilj) 
kj,gki)* 
k 
> are given by 
Let A be any n-by-n matrix for 
) := fC AI/gC A) and H = 
daij 
which per A + 0 
(hij) := t?pu/dA; 
= n!perA(i(j). (9 
and per A(i 1 i) # 8. Define 
then we have the identity 
1 
p,( I,) - p,( A) = - 
per A 
n k 
[ pukg( I,- 1) - puki( A( iii))] + per Aiili) hii* 
Lastly, ATH = 0 if and only iffor every i < j, & 
f( A’j)per A = f( A) per AT (11) 
We now give our main result on psds matrices A = X=X in ETn. 
THEoI~EM 1. Suppose the maximum-eigenvalue conjecture (2) holds for 
each psds matrix of size less than n. Let u in Un be given, A maximize p,( A) 
on gn, and H = ap,/aA. Then (2) holds f or every matrix of size n. if any of 
the following conditions is true: 
(a) H has a nonnegative diagonal entry. 
(b) A is nonsingular, 
Cc) H has a positive eigenvalue. 
Cd) The trace of H is nonnegative. 
Ce) X has one column which is linearly independent of the others. 
We have already noted that for every A in gn, X is a critical point of 
p,( A) if and only if AN = 0; also, if H is semidefinite then X is a critical 
point of p,(A). 
n.sf of Lemma _I. Since Pn = U $Ykj, (7) follows. 
= A(i 1 j), and let CT E Yk i and T E Ykj be given. We have 
II 
aa(nl), T(m) = aij a 
n2 = 1 nt f k 
cr(m), T(nl) 
we have 
Then (8) follows from the calculation 
= a.. 
fJ A(ilj)” 
4, .ki)_ 
.i k 
Also, (9) follows from (8) by replacing v with u. 
From (7) it follows that 
pu( &) = (u,u>/n! 
With j = i, we see from (3) an at 
A(i[i)U 
ki, Uki) = er iii) + . 
k 
ce A is in q2, we have per A 3 1 and 
e second term on the tight of (10) is 
e first term is nonnegative by the induction 
_ 1, the inequality p,( I,) > p,( A) follows. 
(b): Since X is a critical point of p,,(A), AH = 0 follows, and as A is 
is zero and (a) applies. 
singular, by Gram-Schmidt we may assume that the nth row 
Of X is zero. Set Zj = Xnj for j < n; we now compute the Hessian H, of pU 
with respect to x1,. . ., x, at x1 = .*a = x, = 0, 
Let x lx th2 ww vector ( Zp, . s . ) X, ). From (6) with cp = pU, we see that 
or aP,/";"j = 2Ci zihij. Since we are evaluating the second derivatives at 
x = 0, we conclude HZ = 2H. As the Taylor expansion of plr about the 
critical point 2 = 0 is 
we conclude A cannot be the global maximum of pU, since H has a positive 
eigenva herefore A is nonsingular and (b) applies. 
(4 . . e trace is nonnegative, either H has a positive eigenvalue and (c) 
applies, or all eigenvalues are zero, whence W = 0 and (a) applies. 
(e): That X has a single column which is linesrly independent of the 
lent to saying X may be written in upper triangular form (by 
with x,, + 0. Thus a,,,, = cv + xz,, where a! > 0, and no 
A depends upon x,,~. Thus from (6) we have C&/&K,, = 
/dx,, = 0 implies h,, = 8pJt_?a,, = 0 and (a) 
applies. 
Note that should (2) ry column of X be 
scalar multiples of 
together, we wor~ld obttin a linear relation 
with every ~j nonzero. hen by replacing Xj With C.Xj we WOlh 
matrix B, haying zero row sums, with pJ B) > p,(l,,) and so 
per 23. We note that B would not necessarily be in gn. 
6. EXAMPLE: n = 3 
We illustrate Theorem I through (r-e-Jproting the maximal-eigenvalue 
conjecture for real A with n = 
difficulties for n > 3. 
3, which proof suggests some potential 
Let the rows and columns be indexed by the permutations (cycle nota- 
tion) e, (3211, (123), (12), (23), (13) in that order. Then A has the form 
A 
where 
and 
N= I 
al2 a21a33 all a23a32 
all a23a32 a13a22a31 
a13a22a31 al2 a21a33 
Letu=(v,w)= r, v2, v3, wl, we, w3) den 
Au9 u ) takes the form f = 
via the unitary matrix 
rectly, and this was how we 
and N commute, they share an 
a 1, 1), 4, and q. It follows that 
(I.& = (p, + 6) and(u,w) = (q, & ‘11 are the eigenvectors in question. 
ich matrices A need onsider? By Theorem 1, the conjecture can 
1 at a singular matrix. y Proposition 1, p,(A) is minimized at the 
constant l’s matrix J3 for every 24. Since every rank-l correlation matrix may 
be obtained from J3 by multiplying row-column pairs by - 1, and p,(A) is 
trivially maximized at P if A has nonnegative entries, we have only to 
k-2 matrices with ~~~~~~~~~ < 0. 
o~+~g notation will be useful, Given the (3-by-3) correlation 
matrix A = (a,), let a, b, c denote a12, aI3, az3 respectively, and for every 
integer m let A, := (a!), qm := ambm + amcm + b”cm, s, := am + b” + 
cm, and t := abc. We have 
S2m = t2mq_2m = per A, - 1 - 2t” = P -+ 2t” - det A,. (13) 
PROPOSITION !Z. Let H denote the set of rank-2 positive semidefinite 
S-by-3 correlation matrices with abc < 0, and 
52 
s := _ 
3 
a11a23a32 + a13a22a31 + a12a21a33 
= 
3 
Then for irz. A@ we have 
Of 
inHiffdetA_,=OiflperA_,=OiffH=O. 
Proof. Again, it suffices to consider correlation matrices. 
indexing we define E, S, CY, /?, y, U, p, T by 2 E = vf + vi + + + wi 
+ w;, 26 = V~V2 + VlV3 + 0203 + WlW2 + WlW3 -t W2W3, 
v2w3 + v3w2, P = VlW3 -I- v2w2 + v3w1, y = VlW2 + V2Wl -t 
a2a + b2P + c2y, p = per A = g/6, and T = f/2. Recall that 
that f, g are the functions 
a = VlWl -I- 
v3w3, 30 = 
t = abc, an 
f-f(A) = ( g=g(A) =( 
In this notation we have A = A,, where 
1 
A, = am 
b” 
P = 1 + 2t + 3s, and V = & + 2t8 + 3~. From the forms of M, N we see 
that F = af/dA and G = ag/t?A are given by 
E + c2y bcS + aa acti -I- b/IS 
+F = bc6 + aa (E + b2P abiS + cy 
ad + ba abi3 + cy 8 + a2a 
and 
1 + c2 bc + a ac + b 
bc -I- a 1 +- b" ab + c 
ac + -I- a2 
rom this we may compute = a( 
224 
aijhij = t( f96 - TV) + Gfj( pQ!ij - T)y 
wRere cyis := cy, cy13 := 8, and CQ := y. 
To prove the first part, we let x1, xz, x3 be a @ram basis for A, so that 
aij = (Xi, Xj>* Setting 
we compute N = s + 2t, and we have 
det A - I + 2t - 3s 
= per A - 6s. 
With det A = 0 and N >, 0, we find, in order, that 3s < 1, 1 < 4s, and 
$<perA,<2. 
The second part is harder. Before addressing the proof, we show how 
simple the conjecture is to ver@ if o” < 0. Note that p,(I) - p,( A) is a 
positive multiple of pi - T. We have 
pE - ?r =(I + 2t+ 3s)~ <~+2t6+3t~j 
= 2t(E - 6) + 3(SS - u) 
= (3 s- 1X E - 6) + 3(S& - u). (15) 
= 2(4s - 1)~ -k (I - ~s)(G - 6). 
in (15), to obtain an independent proof that nonnegativity of the trace of 
suffices to prove the conjecture, namely ps 3 v.] 
Since both w = v and w = -v must be considered, 
upon p8 - v of changing the sign of w is to than 
generic case we must deal with is a7 2 0. 
We proceed to the second part. Since AH = 0 implies 
most 1, and the adjugate of A is symmetric and annihilates 
scalar multiple of the ad&gate (( -I l)i+j det A( jli)): 
-1 a-bc b- 
b2-I c- 
ac 
1 
ab . 
lb --ax c-ab a”-11 
Thus for a critical-point A with t # 0, h must have the form 
h;i = p( a$ - l), 
Note the adjugate is of rank (at most) 1 if det A = 0. 
Equating the generic form h and critical-point form h’ for diagonal 
terms. we get three independent equations of the form, for i, j, k distinct, 
[We need only consider diagonal terms, owing to the identity, valid for all 
and i + j, 
hii + hjj -o- aijlz,j = f( h,, + h,, ~ ‘,,), 
which implies the off-di nal terms will ’ 
tions hold if and only if e is a constant 
ec ec- 
Now let A be given. We have four hear equations (16) and (17) 
involving the variables a, p, pr, 9, $ with coefficients in (a,$; each of these 
five variables is also expressible in terms of U, Since the equations are 
homogeneous in the five variables, one variable can be considered a parame- 
ter of scale. = a2b2 + a2c2 -t- b2c2, the result of these four 
equations is that if A is a critical point of pU then 
q/v = 92 - 3b2C2, 
P/V = lj2 - 3a2c2, 
y/V= 9, - 3tZ2b2, 
*/Iv = 92 - 3a2b2c2 Y 
C/Y = 92~ - 3a2b2c2, 
where v is now the scale parameter. e last equation is ~bt~ned from the 
first three.) 
We now compute ~ for IV E ~2’ and A EM. Since u E SY also implies 
vf 4” v; -I- II; -I- 2U,U, + 2v,v, + zv,u, = 0 
ewe n = 
Substituting for $J and 0 using (18) yields the critical-point fo of E: 
E 6t2(1 - s) 
-= 
V 1 - 3s 
= zt(t - 1) 
= 4 (1 - 3s)(P - 8). (14) 
These aitemative forms are obtained through the equation det ,4 = 0. 
We need only to invoke the dependence of E upon u to complete the 
critical-point conditions. While we could solve the quartic equations for u in 
terms of Q, @, y (no linear terms), we need not go that far; it suffices to 
notice that from their definitions, &‘,/4 and (cy 2 + p 2 + y2)/6 are both 
equal to 
v: + 2v;v, + 3v;v; + 2v,v,3 + v;, 
where we have eliminated V~ = - v1 - vz. Imposing this relation, 
upon the forms (IS) and (N), we obtain 
94 
= t4 + 2t2. 
(N , 
(21) 
From (13) we see this is equivalent to det A _2 = 0. Thus we have 
A necessary and sufficient condition for a rank-2 positive semi 
S-by-3 correlatioti matrix A with a12a23a31 < 0 to be a critical 
is that det A_, = 
It happens that a nontrivial P- 
ple, a = &T - 2, 
monstrate the strongest resul 
= 
nt is e 0 
22% 
e D-2 = 1 case is 
( = (1 - bv)(l - c2), 
while the m = -2 ease may be reti&en as 
( a2 - b%2)2 = a”( I - b4)( 1 - c”). 
We can just manage 
adding this result to 
yields the form 
the algebra. Dividing this by (2Z), we have 
(a + b~)~ = a4(1 + b2)( 1 + t?); 
(22) to rid cross terms and canceling a factor of I - a2 
$2 + 92 + t” = 1. (23) 
Using (1141, (15), and (I$), we find the diagonal terms h,, are given by 
hjj = -t2(l - ajk)( 92 + t( t + Z)] u 
Since (22) is equivalent to s2 = 1 + 2t, by (23) we have hii ;= 0; by OUT 
previous identity involving (h,), this implies H = 0. Thus by our main 
theorem the conjecture holds for n = 3. 
We note from (13) that (23) is equivalent to per A _ 1 = 0. 
The reason the coniecture (if true) is so difficult to prove in general is that 
harp inequa~i~,Jin that every matrix is a critical point of plr fom: some u 
among other* possib ities) and that nontrivial critical points exist for 
even with (u, 
The only way that e ~~~u~-eigenv~ue conjecture can fail to be true 
is that for some pz the is a matrix A = XTX, having zero row sun-~, which 
ionizes pU over matrices ~thout zero rows, and the ~orrespon~ug matrix 
t /dA is negative sen~~de~ui with negative diagonal entries. 
does there exist a 
that a counterexample could only arise from a matrix so un 
matrix. 
The inductive proof derived from (10) may be t 
date that the maximum-eigenvalue conjecture may 
that the tools we have laid out have not led to a conc~~~s~ve 
proving the conjecture. 
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