Abstract. The orbit polytope for a finite group G acting linearly and freely on a sphere S is used to construct a cellularized fundamental domain for the action. A resolution of Z over G results from the associated G-equivariant cellularization of S. This technique is applied to the generalized binary tetrahedral group family; the homology groups, the cohomology rings and the Reidemeister torsions of the related spherical space forms are determined.
Introduction
If R is a ring and M a R-module, a resolution of M is an exact sequence of R-modules
Resolutions appear as fundamental objects both in algebra and in topology. In topology, where the ring R is usually the group ring ZG of the fundamental group G of some space, they represent a basic tool in dealing with the cohomology of groups as well as permit to compute the main algebraic topological invariants of a space. Unfortunately, to obtain an explicit resolution is in general a very difficult task. A standard technique is to use a simplicial or cellular decomposition of the space, or a G-equivariant decomposition of its universal covering. However an explicit decomposition is very hard but for the simplest examples of surfaces and lens spaces. This approach has been particularly fruitful in the context of a G finite group acting freely on a sphere (see [13] for a list of these groups). These groups have been intensively studied in topology, since they appear as fundamental groups of the spherical space forms, manifolds whose universal covering is a sphere (see for example [6] and references therein). An explicit knowledge of a "reasonably simple" free resolution of Z over ZG would carry all interesting algebraic and geometric information; such a resolution for the simplest cases of the cyclic groups and the quaternionic groups has been classically known (see Cartan and Eilenberg [4, XII.7] ). However, afterwards, this approach was somehow moved aside in favour to other techniques, mainly because of the intrinsic difficulty in obtaining suitable simple resolutions (see for example [19] for a survey).
Recently, refining the geometric approach introduced by M. M. Cohen (see [5] ), the second author at al. (see [12] and [20] ) succeeded to find such resolutions for all non abelian groups acting freely and linearly on S 3 , except for the generalized binary tetrahedral groups. Indeed a direct approach to the construction of a G-equivariant cellular decomposition of the sphere, for G a generalized binary tetrahedral group, turns out to be almost impossible but for the first group of the family, i.e. the binary tetrahedral group (see [21] ).
In this paper, given a finite group G freely acting on a sphere S n ⊆ V by a linear representation ρ : G −→ GL(V ), we construct a G-equivariant cellular decomposition in a uniform way. We start by choosing a point v 0 ∈ S n , consider the orbit G·v 0 and its convex hull P; this is a polytope, called the orbit polytope, on which faces the group G acts. The main idea is to use the orbit polytope to derive the cellular decomposition. A similar approach has been used in [8] and applied to a new proof of a resolution for finite reflection groups due to De Concini and Salvetti [7] .
In our situation G acts freely on the faces of P and we prove that there exists a choice of representatives for the facets under this action, whose union projected on S n is a fundamental domain.
The combinatorics of the faces of the polytope P depend on the choice of the point v 0 . In order to simplify this combinatorics, finding a somehow natural choice for v 0 , we locate a as large as possible cyclic subgroup H of G and take for v 0 an eigenvector for H in V . The restriction ρ H = Res G H ρ of the representation ρ has the complex line Π 0 generated by v 0 as a summand and on Π 0 (a real plane) the H-orbit of v 0 is a polygon P H with |H| vertices.
The next step is to induce ρ 0 : H −→ GL(Π 0 ), given by ρ 0 (h) = ρ H (h) |Π0 , to a representation of G. This new representation, while being in general of higher dimension, has simpler associated orbit polytope P than the original V . Indeed P is the joint of [G : H] copies of the polygon P H . One may then recover the original orbit polytope P by projecting the polytope P using a criterion to filter the faces which remains faces when projected.
Having constructed a cellularized fundamental domain for G on the sphere we obtain a G-equivariant cellularization of the sphere S n and we use it to compute a free resolution of Z as a trivial G-module and certain invariants of the spherical space form S n /G.
In the present paper we apply our technique to the family of the generalized binary tetrahedral groups, denoted by P 8·3 s , s ≥ 1, by Milnor in [13] , hence completing the analysis for the groups acting linearly on S 3 . It is quite easy to check that the above recalled known results about the other groups for S 3 follow simply by our method. We plan to study the other families of groups for higher spheres in forthcoming papers.
The first tetrahedral group, s = 1, is somehow different and clearly simpler; so in the sequel we assume s ≥ 2, however our technique applies as well to the case s = 1. The free action irreducible representations of P 8·3 s are all of complex dimension 2, so P 8·3 s acts freely on S 3 . The maximal cyclic subgroup of P 8·3 s is of order 2·3 s and has index 4 in P 8·3 s . So the orbit polytope P of the induced representation is in R 8 and we study the projection back to P in R 4 . We obtain a fundamental domain that is a union of an irregular octahedron and of (3 s − 3)/2 irregular tetrahedra. By suitably defining cells on the fundamental domains we are able to give a free resolution C • of Z over P 8·3 s by modules of ranks 1 and 4. Next, guided by the geometry of this cellularization, we define a simpler free resolution E • , chain equivalent to C • , having modules of ranks 1 and 2.
We want to stress a feature of the resolution E • . Various approaches may be used to compute an explicit resolution for a finite group. In particular, the technique proposed in [2] is quite suitable for a group isomorphic to a semi direct product one of whose factor is a cyclic group, and all groups acting freely on S 3 are of this kind. On the other hand, the resolution obtained in this way has Z[P 8·3 s ]-ranks linearly growing with the degree. This is in sharp contrast with our result: the resolution E • is periodic and has minimal Z[P 8·3 s ]-ranks as we prove in Corollary 10.6, using the results in [18] by Swan. The resolution E • allows the computations of the homology and cohomology groups of the tetrahedral space forms in a straightforward way. Next, using our resolution, we derive the cup product in cohomology; to our best knowledge this ring structure has been already computed only for s = 1 (see [19] ).
Finally we present a further application of our resolution by computing the Reidemeister torsions of the generalized binary tetrahedral space forms. We finish our paper by comparing the torsions of the these spherical space forms defined by different free actions.
The paper is organized as follows. The first part, elementary in nature, introduces all topological and combinatorial results we need. In particular in Section 2 we recall the main definitions and notations for polytopes and in Section 3 we introduce the direct joint P 1 P 2 of two polytopes P 1 and P 2 describing its faces in terms of the faces of P 1 and P 2 . Section 4 is about dual polygons and Section 5 presents a criterion for the faces of a projected polytope. The main Section of the first part is Section 6 in which we see how to construct a fundamental domain using the orbit polytope. Finally in Section 7 we prove that the orbit polytope of an induced representation is the direct joint of copies of the orbit polytope of the inducing polytope.
In the second part of the paper we specialize to the generalized binary tetrahedral group family P 8·3 s , s ≥ 2. In Section 8 we introduce notations and prove a result about the equivalence of the free action representations of P 8·3 s . In the next core Section 9 we describe the orbit polytopes for free actions. In the final Section 10 we derive all homological consequences and compute the Reidemeister torsions.
Preliminaries about polytopes
We denote the standard Euclidean scalar product of the two vectors x, y ∈ R n by x, y and |x| = x, x is the associated norm. The open ball of radius r and centre x is B(x, r) = {y ∈ R n | |x − y| < r}, we let D n ⊆ R n be the closed unit ball and S n−1 ⊆ R n be its border, the (n − 1)-dimensional sphere. The convex hull conv(X) of a set of points X ⊆ R n is the "smallest" convex set containing X, i.e. it is the intersection of all convex sets that contain X
. . , a r ≥ 0 and a 1 + a 2 + . . . + a r = 1. It is clear that conv(X) is the set of all convex linear combinations of the points in X.
A polytope P is the convex hull of a finite set of points in R n , the dimension dim P of P is the dimension of the affine space generated by P. A polytope can also be defined as a bounded set given by the intersection of a finite numbers of half spaces. For this and other general properties about polytopes, see [23] .
A face of the polytope P is the intersection with an affine hyperplane for which the polytope is entirely contained in one of the two half spaces determined by the hyperplane. More precisely, we said that a linear inequality ϕ(x) ≤ c, where ϕ is a linear functional on R n and c a real number, is valid on P if it satisfied by all points x of P. Then, a face of P is any set of the form
where ϕ(x) ≤ c is a valid inequality for P. We call ϕ(x) ≤ c a defining inequality for F , ϕ a defining functional for F , and U = {x ∈ R n | ϕ(x) = c} a defining hyperplane for F . Note that, in general, a face has infinite different defining functionals and hyperplanes, and no natural choice among them.
The proper faces of P are the faces F = P. The dimension dim F of a face F is the dimension of the affine space generated by F , its co-dimension is dim P −dim F . The faces of dimensions 0 are called vertices, those of dimension 1 edges and those of co-dimension 1 facets; the set of all vertices is vert(P). A d-face is a face of dimension d and P d is the set of all d-faces of P.
Note that every polytope is the convex hull of its vertices. Also, if U is a defining hyperplane for a face F of P, then F = U ∩ P = conv(U ∩ vert(P)), namely a face is the convex hull of the set of its vertices and is itself a polytope. When we want to stress the vertices of a face F then we write F = [v 1 , v 2 , . . . , v r ] where {v 1 , v 2 , . . . , v r } = vert(F ) = vert(P) ∩ F are the vertices of F . Note that the order of the vertices is not important at the moment, but it will be important when we consider oriented faces.
If a polytope contains 0 as an interior point then any proper face of P is defined by an inequality ϕ(x) ≤ 1. We will always assume that this is the case whenever possible.
Despite the non uniqueness of the defining hyperplanes, a facet F has a unique defining hyperplane if P ⊆ R n has dimension n. Further if 0 is an interior point of P, there is a unique defining inequality ϕ(x) ≤ 1 for F .
We see two simple properties, they will be used in the following sections.
Lemma 2.1. Let V be a finite subset of the sphere S n−1 ⊆ R n and let P = conv(V), then vert(P) = V.
Proof. By definition P = conv(V), thus vert(P) ⊆ V. On the other hand, let v ∈ V and consider the linear functional R n x −→ x, v ∈ R. Since V ⊆ S n−1 , we have P ⊆ D n ; hence x, v ≤ 1 for all x ∈ P and x, v = 1 if and only if x = v. This shows that v is a vertex of P. Lemma 2.2. Let V be a finite subset spanning R n , then a convex combination
Proof. This is clear.
The cone on a subset X of R n is the set cone(X) = {λx | x ∈ X, λ ≥ 0}. If 0 is an interior point of X, then cone(X) = R n .
Direct joint of polytopes
Given two subsets X ⊆ R n and Y ⊆ R m , their direct joint X Y is the convex hull conv((X × 0) ∪ (0 × Y )) in R n+m . The direct joint of two convex sets X and Y is the union of all segments with vertices (x, 0) and (0, y) with x ∈ X and y ∈ Y , or, in formula
We begin with the following simple lemma.
Lemma 3.1. If 0 is an interior point of X and Y then 0 is an interior point of X Y.
Proof. Let > 0 be such that B(0, ) ⊆ X and B(0, ) ⊆ Y . If (x , y ) ∈ B(0, /2) × B(0, /2) then (x , y ) = (t(2x ), (1 − t)(2y )) with t = 1/2, and |2x | = 2|x | < , |2y | = 2|y | < ; so (x , y ) ∈ B(0, ) B(0, ) ⊆ X Y . This shows that the neighbour B(0, /2) × B(0, /2) of 0 in R m+n is contained in X Y .
The direct joint of two polytopes P 1 ⊆ R n and P 2 ⊆ R m , is a new polytope in R m+n . Note that P 1 e P 2 may intersect in the origin 0 of R n × R m , compare [23, pg. 323] for the definition of joint.
In the following proposition we describe the faces of a direct joint of polytopes.
Proposition 3.2. Suppose that 0 is an interior point for P 1 and P 2 ; then it is an interior point also for
. . , h, and ψ j (y) ≤ 1, j = 1, 2, . . . , k, are the defining inequalities for the proper faces of P 1 and P 2 , respectively, then
are the defining inequalities for the proper faces of P 1 P 2 .
Proof. The first statement is the content of the previous lemma. Next we show that any functional (ϕ i , ψ j ), with 1 ≤ i ≤ h, 1 ≤ j ≤ k, defines a proper face of P 1 P 2 . For x ∈ P 1 , y ∈ P 2 we have (ϕ i , ψ j )(tx, (1 − t)y) = tϕ i (x) + (1 − t)ψ j (y) ≤ t + (1 − t) = 1, hence (ϕ i , ψ j ) is a defining functional for P 1 P 2 . Again, since ϕ i (x) ≤ 1 for all x ∈ P 1 and ψ j (y) ≤ 1 for all y ∈ P 2 , the equality tϕ i (x) + (1 − t)ψ j (y) = 1 holds if and only if x is in the face F 1 of P 1 defined by ϕ i and y is in the face F 2 of P 2 defined by φ j . This proves that (ϕ i , ψ j ) defines the face F 1 F 2 of P 1 P 2 and being F 1 and F 2 proper, also F 1 F 2 is proper.
Finally we show that any proper face of P 1 P 2 is defined by some (ϕ i , ψ j ). First of all note that the empty face of the direct joint is the direct joint of the empty face of P 1 , defined by ϕ i0 , for a certain 1 ≤ i 0 ≤ h, and of the empty face of P 2 , defined by ψ j0 , for a certain 1 ≤ j 0 ≤ k; hence it is defined as stated. So in what follows we consider only non empty faces.
Let Φ : R n+m −→ R be a functional defining the proper face F = ∅ of P 1 P 2 . Being Φ linear, there exist functionals ϕ : R n −→ R and ψ : R m −→ R such that Φ = (ϕ, ψ).
Given x ∈ P 1 , since the point (x, 0) is in P 1 P 2 , we have ϕ(x) = Φ(x, 0) ≤ 1; so ϕ is valid on P 1 . In the same way, ψ is valid for P 2 . As proved above Φ = (ϕ, ψ) defines the face F = F 1 F 2 , with F 1 the face of P 1 defined by ϕ and F 2 the face of P 2 defined by ψ.
Now we show that F 1 is a proper face of P 1 . By contradiction, let F 1 = P 1 and, being F = ∅ also F 2 = ∅, so let y ∈ F 2 . Hence
but 0 is an interior point of P, so F = P and this is impossible since we were assuming that F was a proper face. The proof that F 2 is proper is analogous.
We conclude that, being F 1 and F 2 proper faces of P 1 and P 2 , respectively, then they are defined by certain ϕ i and ψ j , respectively; so F is defined also by (ϕ i , ψ j ).
Corollary 3.3. Suppose that 0 is an interior point for P 1 and P 2 ; then the proper faces of the direct joint polytope P 1 P 2 are given by all direct joints F 1 F 2 with F 1 and F 2 proper faces of P 1 and P 2 , respectively.
Proof. Follows by the previous proposition since in the proof of that proposition, using the notation defined there, we saw that the inequality (ϕ i , ψ j )(x, y) ≤ 1 defines the face F 1 F 2 where F 1 is defined by ϕ i (x) ≤ 1 and F 2 is defined by ψ j (y) ≤ 1.
Polygons and dual polygons
A simple computation will be quite useful in the sequel; it is elementary but we prefer to include it here for completeness and reference. Let n ≥ 3 be an integer, θ = 2π/n and let v h = e hθi , for h = 0, 1, . . . , n − 1, be the vertices of the regular
2 )θi /cos(θ/2), for h = 0, 1, . . . , n − 1, be the vertices of the regular n-agon P, we say that P is dual to P. See Figure 1 for the example n = 5. This name is due to the following fact: the vertices of P define the edges of P, while the points on the edges of P define the vertices of P and any interior point of P define the empty face of P. All this is made precise in the following proposition whose easy proof is omitted.
The inequality z, v ≤ 1 defines the vertices v h of P for any v = t v h−1 + (1 − t) v h with 0 < t < 1. For any interior point v of P, the inequality z, v ≤ 1 defines the empty face of P. Moreover these are all the vectors v such that z, v ≤ 1 is valid for P.
Projection of polytopes
In this section we briefly study the image of a polytope under a surjective linear map, and in particular we introduce a characterization of the faces of the projected polytope. In our application in later section we will need only the first statement of the following Proposition 5.2, nevertheless we prefer to clarify the relations between the faces of the a polytope and its projection in details.
Let π : R n −→ R m be a linear map, then the image P = π( P) of a polytope P in R n is a polytope in R m . Indeed π send convex linear combinations to convex linear combinations, hence P = conv(π(vert( P))), and in particular, denoting by V the set of vertices of P and by V that of P, we have V ⊆ π( V).
Lemma 5.1. Suppose π : R n −→ R m is a surjective linear map, P a polytope in R n and P = π( P) its projection in R m and suppose that π is a bijection between the vertices of P and those of P. If F and F = π( F ) are faces of P and P, respectively, then vert(F ) = π(vert( F )).
Proof. Since F and F are polytopes then vert(F ) ⊆ π(vert( F )) as remarked above. On the other hand, denoting by V and V the vertices of P and P respectively,
Proposition 5.2. Suppose π : R n −→ R m is a surjective linear map, P a polytope in R n and P = π( P) its projection in R m .
i) If F is face of P defined by a linear functional ϕ with ker π ⊆ ker ϕ then the projection π( F ) is a face of P. ii) If F is a face of P then there exists a face F of P defined by a linear functional ϕ with ker π ⊆ ker ϕ such that π( F ) = F . iii) Suppose moreover that π is a bijection between the vertices of P and those of P; if the projection π( F ) of the face F of P is a face of P then F is defined by a linear functional ϕ with ker π ⊆ ker ϕ.
Proof. i) Let F = π( F ) and let ϕ( x) ≤ c be a defining inequality for F with ker π ⊆ ker ϕ. Then ϕ induces a linear functional ϕ on R m such that the following diagram commutes
If x ∈ P then x = π( x) ∈ P, for some x ∈ P, hence ϕ(x) = ϕ( x) ≤ c, so the inequality ϕ(x) ≤ c is valid for P. Moreover if x ∈ F , then we may assume that x ∈ F and we have ϕ(x) = ϕ( x) = c; finally, if x ∈ F then x ∈ F , hence ϕ(x) = ϕ( x) < c. This finishes the proof that ϕ(x) ≤ c is a defining inequality for F , which is a face of P. ii) Suppose now that F is a face of P defined by ϕ(x) ≤ c. The composition ϕ = πϕ makes the above diagram commutative and so ker π ⊆ ker ϕ. For x ∈ P we have x = π( x) ∈ P, hence ϕ( x) = ϕ(x) ≤ c and this shows that ϕ is valid for P. Let F be the face of P defined by ϕ( x) = c; using that π is surjective we find π( F ) = F by the definition of ϕ. iii) Let F = π( F ), a face of P defined by the inequality ϕ(x) ≤ c. By the previous point, we already know that F is the projection of a face F of P defined by the inequality ϕ( x) ≤ c where ϕ = ϕπ, and we have ker π ⊆ ker ϕ. We want to show that
On the other hand, if x ∈ F \ F then x is a convex linear combination
. . , v r } and there exists a vertex v i0 ∈ F such that λ i0 > 0; in other words, a vertex not in F appears with positive coefficient in x . Note that π( v i0 ) ∈ F , since, being π bijective on vertices, vert(F ) = π(vert( F )) as proved in the previous Lemma. Hence ϕ(π( v i0 )) < c and we conclude
But this is impossible since x ∈ F which is defined by ϕ( x) = c.
Fundamental domain and orbit polytope
Let G be a group acting on a topological space X, recall that a fundamental domain for this action is a connected closed subset D of X such that X = g∈G gD and gD ∩ g D has void interior for any pair g, g ∈ G with g = g .
We are interested in the free actions of a finite group G on the sphere S n−1 ⊆ R n . Fix a point v 0 in S n−1 , and consider the orbit V = Gv 0 ; this is a finite set of points in S n−1 , and we may consider the orbit polytope P = conv(V) with base point v 0 . The set of vertices of the orbit polytope is exactly the orbit V as follows by Lemma 2.1. Moreover it is clear that P is G-invariant.
Now we see some preliminary results for the proof of the main theorem of this section.
Lemma 6.1. Suppose that the orbit V spans R n , then 0 is an interior point of P. In particular the cone over P is the whole R n and the boundary ∂P is homeomorphic to S n−1 .
Proof. If the point of P
was not 0, then x/|x| should be a G-invariant point of the sphere; this is impossible acting G freely. So x = 0 and it is an interior point of P be Lemma 2.2.
It is now clear that cone(P) = R n since the same is true for a small ball around 0 contained in P. Hence the map ∂P x −→ x/|x| ∈ S n−1 is well defined and a homeomorphism.
Proposition 6.2. If V spans R n , then the group G acts freely on the set P d of d-faces of the orbit polytope for any d < dim P.
Proof. Let F be a d-face defined by the inequality ϕ(x) ≤ c and consider the functional gϕ. By definition (gϕ)(x) = ϕ(g −1 x), thus (gϕ)(x) ≤ c for all x ∈ P by the G-invariance of P; so gϕ is valid for P. Moreover (gϕ)(x) = 1 if and only if g −1 x ∈ F , i.e. if and only if x ∈ gF . This shows that gF is still a face of P and it is clear that the action of G does not change the dimension. Now we show that the action of G on the set P d is free. Given a face F let
Since g vert(F ) = vert(gF ), we have
Hence if F is fixed by g = e, we have gb F = b gF = b F . This forces b F = 0 being the action free, otherwise b F /|b F | was a point of S n−1 stabilized by g. But 0 is an interior point of P by the previous lemma, hence F is defined by an inequality ϕ(x) ≤ 1 for some linear functional ϕ on R n . So we have
and this shows that b F = 0. So it is impossible that gF = F and the action is free.
Corollary 6.3. If F and F are different proper faces of P of the same dimension and g a non trivial element of G, then F ∩ gF has void relative interior.
Proof. By the previous proposition F and gF are different faces of the polytope P, hence they intersect in the common boundary if any.
We are now in a position to prove the main theorem about the orbit polytope and the fundamental domain.
Theorem 6.4. Let G be a finite group acting freely by isometries on the sphere S n−1 ⊆ R n , let v 0 a fixed point in S n−1 and assume that the orbit V = G · v 0 spans R n . Then there exists a system of representatives F 1 , F 2 , . . . , F r for the action of G on the set of facets of the orbit polytope P = conv(V), such that
Proof. Let F 1 , F 2 , . . . , F r be any set of representatives for the action of G on the facets of P and let D = F 1 ∪ F 2 ∪ · · · ∪ F r . If x is any point in ∂P then there exists g ∈ G and at least an i, with 1 ≤ i ≤ r, such that gx ∈ F i ; thus ∂P = ∪ g∈G gD.
Now let g ∈ G \ {e}. The interior of the set D ∩ gD is the union of the interior of F i ∩ gF j for 1 ≤ i, j ≤ r; but this last set is empty by Corollay 6.3. Thus the set D ∩ gD has no interior point. In order to complete the proof we need to show that the representatives F 1 , F 2 , . . . , F r of the facets may be chosen so that D is connected. Let F 1 be any of such representatives and let F 2 , F 3 , . . . , F k be other distinct representatives such that D 0 = F 1 ∪ F 2 ∪ · · · ∪ F k is connected and k ≤ r is maximal with this property. We want to prove that k = r.
Let F be the family of all facets of P which intersect D 0 non trivially and let D + be the union of all faces in F. Let U be a neighbourhood of D 0 in ∂P contained in D + (see the Figure 2 ). If F is in F then F is in the orbit of an F i , with 1 ≤ i ≤ k, by the maximality of k; hence denoting by π the projection map
Note that π is an open map and, begin G a finite group, it is also closed. So Proof. This is clear since, as already noted, ∂P is homeomorphic to S n−1 via the map x −→ x/|x|.
In the sequel of this paper we will always identify ∂P and S n−1 without any further comment. So, for example, we talk of the fundamental domain D of S n−1 as in the previous theorem and corollary, while, properly speaking the domain is cone(D) ∩ S n−1 . We will use orbit polytopes to construct fundamental domains but we explicitly remark that the geometry and the combinatorics of an orbit polytope does depend on the base point. This is not surprising since also the notion of fundamental domain is not canonical; for a single (free) action there are plenty of different fundamental domains.
Orbit polytope for induced representations
Let G be a finite group, H a subgroup of G, ρ : G −→ GL(V ) a representation and W ⊆ V a H-invariant subspace. Recall that ρ is induced by ψ . 
It is clear that if G acts by isometries and freely on S nr−1 ⊆ R nr then H acts by isometries and freely on S n−1 ⊆ S nr−1 . Let v 0 ∈ S n−1 be fixed and denote by P H = conv(H · v 0 ) the orbit polytope of H with base point v 0 . Then
be the orbit polytope of G with base point v 0 , then
. . , r and h in H. The thesis follows.
The generalized binary tetrahedral group family
Let s ≥ 2 be an integer and recall that the generalized binary tetrahedral group P 8·3 s , as denoted by Milnor in [13] , has the following presentation
It is clear that P 8·3 s is already generated, for example, by p and z, but this more symmetric presentation is useful. From the presentation one can easily find that p, q and pq all have order 4 and, denoting by −1 the element p 2 = (pq) 2 = q 2 , one can prove at once that the following commuting relations hold: i) −1 is a central element of order 2 and z 3 is a central element of order 3
Using these properties, it is straightforward to prove that Proposition 8.1. Each element of P 8·3 s may uniquely be written as ±p m q n z k , with 0 ≤ m, n ≤ 1 and 0 ≤ k < 3 s . In particular P 8·3 s has order 8 · 3 s .
Another way of expressing above property iii) and iv) is the following: the inner automorphism of P 8·3 s given by conjugation by z acts as a cyclic permutation on the elements p, q, pq. We depict this in the following diagram
Now we briefly recall how the representations by which P 8·3 s freely acts on a sphere are defined (see [17] ). We begin by introducing the complex matrix
it is a unitary matrix and Z 3 0 = Id. Let θ = 2π/3 s , ζ = e θi and let be a positive integer 1 ≤ < 3 s prime to 3; then the assignment
may be extended to an irreducible unitary representation α :
, we denote by V the vector space C 2 with the P 8·3 s -module structure of α . Up to isomorphism, these representations define all the free actions of P 8·3 s on S 3 ; as real representations they have dimension 4 and are orthogonal, i.e. α :
Moreover, up to isomorphism, any free action of P 8·3 s on S n−1 is of type
for certain positive prime to 3 integers 0 ≤ 1 ≤ · · · ≤ r−1 ; in particular n = 4r ≡ 0 (mod 4). Now we want to introduce an equivalence relation, weaker than isomorphism, on the set of representations of a group G. Let ρ 1 : G −→ GL(V 1 ), ρ 2 : G −→ GL(V 2 ) be two G-representations. We say that ρ 1 is equivalent to ρ 2 if there exists a group automorphism ϕ of G such that ρ 1 • ϕ is isomorphic to ρ 2 . This has a certain importance for us since, although the representations α are not isomorphic, they are all equivalent (see also [22] ).
Proof. We show that the representation α 1 is equivalent to α for any prime to 3 integer with 1 ≤ < 3 s . So fix such an integer and consider the assignment
We prove that such assignment may be extended to an homomorphism ϕ be showing that the relations defining P 8·3 s are fulfilled by p, q, z. Suppose first ≡ +1 (mod 3). Then p = p and q = q and the relations involving only p and q clearly hold also for p and q. Now, by conjugation, z permutes p = p, q = q, pq = pq as z does since ≡ +1 (mod 3), so also the remaining relations hold.
Suppose now ≡ −1 (mod 3). Then p = −pq, q = −q and pq = −pq(−q) = −p; so p 2 = q 2 = (pq) 2 = −1. Further, z acts by conjugation sending pq −→ q −→ p −→ pq since ≡ −1 (mod 3); so it does the same on p = −pq, q = −q and pq = −p. This finishes the proof that ϕ is an homomorphism.
Moreover ϕ is surjective: z ∈ Im ϕ , since z ∈ Im ϕ and ( , 3) = 1, and p, q ∈ Im ϕ since p, q ∈ Im ϕ and p, q may be written in terms of p and q for both ≡ ±1 (mod 3). So ϕ is an automorphism of P 8·3 s .
It remains to prove that α 1 • ϕ is isomorphic to α . The representation α 1 • ϕ defines a free action of P 8·3 s since α 1 does; so α 1 • ϕ is isomorphic, as a complex representation, to α h for a suitable positive integer 1 ≤ h < 3 s with (3, h) = 1. In order to find such a h we compare the characters of α 1 • ϕ and α h .
We have ch(α 1 • ϕ )(z) = ch(α 1 )(z ) = ζ Tr(Z 0 ) and, being Z 0 of order 3, we find ch(α 1 • ϕ )(z) = −ζ since both Z 0 and Z −1 0 have trace −1. In the same way, ch(α h )(z) = −ζ h . So, we conclude h = since the two isomorphic representations α 1 • ϕ and α h must have the same characters and ζ is a primitive 3 s -root of unity.
The generalized binary tetrahedral orbit polytopes
Our aim in this core section is the description of an orbit polytope for a free action of P 8·3 s on the 3-dimensional sphere S 3 ⊆ C 2 . It turns out that, to our best understanding, this problem is quite combinatorially and geometrically complicated to deal with directly. So we take a somehow longer way, passing to a higher dimensional representation, by which we are able to conclude. We consider a cyclic subgroup H of order 2 · 3 s of P 8·3 s , an H-invariant complex line and the 4-dimensional complex induced representation from H to P 8·3 s . In this higher dimensional representation the orbit polytope is simple to describe, it is the direct joint of four 2 · 3 s -polygons thanks to the result of Section 7. Then we return to the original orbit polytope in C 2 by projecting and picking out the faces in C 4 that verify the criterion about projected polytope in Section 5.
Let us fix a free action representation α :
as in the previous section. The largest order of an element of P 8·3 s is 2 · 3 s , the order of x . = −z. Let H = x be the subgroup generated by x, recall that θ = 2π/3 s , ζ = e iθ and note that x acts by the matrix
2 an eigenvector of eigenvalue λ for X, the complex
Lemma 9.1. The P 8·3 s -representation V decomposes as V ⊕ V −2·3 s−1 ; in particular it defines a free action of P 8·3 s on the sphere S 7 ⊆ C 4 .
Proof. For a 2·3 s -root of unity η, denote by C η the unique 1-dimensional H module whose x action is multiplication by the scalar η; moreover let λ ± be 2 · 3 s -root of unity ζ (1 ± √ −3)/2. First note that Res
, for any 1 ≤ h < 3 s and (h, 3) = 1. Next we use the Frobenius reciprocity (see, for example, [16] ) and compute V , V h P 8·3 s = Ind
Hence V , V h P 8·3 s is 1 if and only if either λ
In the first case h = while in the second case we have λ
9.1. The orbit polytope in R 8 . The first step now is the description of the orbit polytope
The elements g 0 = 1, g 1 = p, g 2 = q, g 3 = pq are a system of representatives for
The orbit H · v 0 on the real plane Π 0 is the set V 0 of vertices of a regular 2 · 3 spolygon since α |H is a free action and H is a cyclic group of order 2 · 3 s . Note that w −→ λw is a rotation of s radians, i.e. the centre angle of a 2 · 3 s -agon; being suchˆ prime to 3, the representation αˆ gives a free action. Fixing does not arm generality since all free actions are equivalent by Proposition 8.1; so in the rest of this section, where not stated otherwise, the representation α is fixed with =ˆ , X is a rotation of π/3 s radians in the plane Π 0 and, of course, the same is true for the action of x in Π 0 .
Let P 0 = conv( V 0 ), a 2 · 3 s -polygon in the plane Π 0 ; we denote its vertices by the corresponding elements of the group, so x h is the h-th vertex of P 0 starting from v 0 and counting counter-clockwise, i.e. x h is the vertex
for j = 0, 1, 2, 3. The polygon conv( V j ) ⊆ Π j is denoted by P j and its vertices are denoted by the corresponding group elements:
a complex basis for V while v j , i v j is a real basis for Π j for j = 0, 1, 2, 3. We define the scalar product V × V ( u, v) −→ u, v ∈ R as the standard Euclidean scalar product with respect to this real basis of V . In what follows we will need many times to compute the action of various P 8·3 s elements on the vertices of the polytope P; of course this is just group element multiplication given the way we denote the vertices. Anyway we summarize the action of the generators (and also of pq) of P 8·3 s in the following diagrams
s .
By Proposition 7.1 the polytope P is the direct joint of four polygons P 0 P 1 P 2 P 3 , isometric to P 4 0 . Hence, by Corollary 3.3, a proper face of P is the direct joint of four (possibly empty) proper faces, one for each polygon P j . Since a polygon has only the empty face, vertices and edges we see that a face of P is obtained by picking 0, 1 or 2 consecutive vertices on each polygon and taking the direct joint of these vertices.
We set up a notation for certain faces of P we need in the sequel. First we introduce some 5-simplexes
the joint of the h 0 -th edge of the polygon P 0 , of the h 1 -th edge of the polygon P 1 and of the h 2 -th edge of the polygon P 2 . And similarly for 3-simplexes (i.e. tetrahedron)
the joint of the h 0 -th edge of the polygon P 0 and of the h 1 -th edge of the polygon P 1 . Similar notations apply to any combinations of three or two of the four polygons P 0 , P 1 , P 2 , P 3 by moving the symbol(s) "-" in the other positions.
9.2. The orbit polytope in R 4 . We are now in a position to project
, and define the map π :
Crucial is the following Lemma 9.2. The projection π is the unique
Proof. Since V = Vˆ , V = Vˆ ⊕ Vˆ −3 s−1 and these last two representations are not isomorphic, the space of P 8·3 s -equivariant linear map V −→ V is 1-dimensional by the Schur Lemma (see [16] ). As already noted in the proof of Lemma 9.1, Res
We conclude that π = ϕ since the two linear maps coincide on the basis
We use the following notational convention: given any object A related to V we denote by A its projection via π to V ; for example Π j = π( Π j
We explicitly note that the above diagrams giving the actions of x, p, q and pq on the vertices of P apply to the vertices of P too, by the P 8·3 s -equivariance of the map π. Furthermore, we denote also the vertices of P by the elements of the group P 8·3 s identifying g and g · v 0 ; with this notation the projection π from the vertices of P to those of P is simply π(g) = g.
In the following steps we need some common notations that we fix now: let φ = π/3 s be the centre angle of a 2 · 3 s -polygon and let ω = e iπ/3 = (1 + √ −3)/2 be a primitive sixth root of unity in C. In order to apply Proposition 5.2 to the pair P π −→ P we need to know when a linear functional ϕ on V has kernel containing the kernel of π. This is the content of the following proposition. 
Proof. As a first step we prove that the following system of equations holds in
It is straightforward to check that
Applying this to v 0 , we obtain the equation
and, by the definition of v 0 , v 1 , v 2 , v 3 , the equation
Finally, applying g 1 to this last equation we find the other equation in the system. (One can also apply g 2 and g 3 and obtain a more symmetric system with four equations of rank 2.) Now we prove that ker π is generated by the following two vectors
Indeed, let K be the vector subspace of V generated by R 0 and R 1 ; by the previous system of equations fulfilled by
Finally note that ker π is a complex subspace of V since π is a C-linear map. So (ker π)
⊥ may also be defined via the standard Hermitian scalar product
We introduce now certain projected faces from P to P. For an integer h let
this is the convex hull of three edges of the three polygons P 0 , P 1 , P 2 in the three different planes Π 0 , Π 1 , Π 2 ; we will see it is a 3-dimensional polytope in V = R 4 . Clearly O(h) depends only on the residue class of h modulo 2 · 3 s . We call any polytope g · O(h), with g ∈ P 8·3 s and h integer, an admissible octahedron (see the subsequent Proposition 9.8 for this name).
For h and k integers let
this is the convex hull of two edges in P 0 , P 1 , a tetrahedron in V = R 4 . Also T (h, k) depends only on the residue class of h and k modulo 2 · 3 s . We call any polytope g · T (h, k), with g ∈ P 8·3 s and h, k ∈ Z such that h + 3 s−1 < k < h + 2 · 3 s−1 , an admissible tetrahedron. 
is a facet of P. Clearly also g · O(h), for any g ∈ P 8·3 s , is a facet of P.
In the proof of the next proposition we need the positivity of a certain function, we see this in the following lemma. Proof. Let c = 1/ cos(φ/2) and
The functional V x ϕ −→ x, z ∈ R, where z = ( z 0 , z 1 , z 2 , z 3 ), fulfils the condition in Proposition 9.3 by definition. Moreover if we show that | z 2 |, | z 3 | < 1 then z 2 and z 3 are internal points of the dual polygons of P 2 and P 3 and, by Proposition 3.2 and Proposition 4.1, the functional ϕ defines the face ∆ 3 (h, k, −, −) of P. So we conclude that T (h, k) = π( ∆ 3 (h, k, −, −)) is a facet of P; clearly also all gT (h, k), for g ∈ P 8·3 s , are facet of P. Now we prove that | z 2 | < 1. Let d = k − h and note that The hypothesis on h and k implies that π/3 < dφ < 2π/3, so π < dφ + 2π/3 ≤ 4π/3 − φ and we find cos(dφ + 2π/3) ≤ cos(φ + 2π/3). Hence
and so | z 2 | < 1 using the previous Lemma since c = 1/ cos(φ/2) and φ = π/3 s < π/3. We proceed analogously for proving | z 3 | < 1. We have
The hypothesis on h and k implies that 2π/3 + φ ≤ dφ + π/3 < π, hence cos(dφ + π/3) ≤ cos(φ + 2π/3) and we conclude as above using the previous Lemma.
In order to simplify next computations we see the following proposition first. of O(h + 1), respectively.
Proof. Just compute
This shows that the admissible octahedra of type O(h), h ∈ Z, are in the same orbit; hence the same is clearly true for all admissible octahedra. For the second statement one check at once, by the above computation, that x We begin by showing that six of the eight 2-faces in the figure are faces also of some tetrahedron, so they are in the border of O(0). It is immediate to see that
and T (0, 2 · 3 s−1 − 1), T (1, 2 · 3 s−1 ) are facet of P by Proposition 9.6. We explicitly note the two following transformations by element of
In particular for h = −2 and k = 3 s−1 − 1 the polytope T (h, k) is a facet of P by Proposition 9.6 and so the 2-face [1, qx
In the same way, for h = −1, k = 3 s−1 the polytope T (h, k) is a facet of P and the 2-face [1, x, qx
is also a face of xT (h, k).
For h = 2 · 3 s−1 + 1 and k = 4 · 3 s−1 the polytope T (h, k) is a facet of P and the
2-face [px
is also a face of x −1 qT (h, k). In the same way, for h = 2 · 3 s−1 + 2, k = 4 · 3 s−1 + 1 the polytope T (h, k) is a facet of P and the 2-face [px
It remains to deal with the two faces: would be in the boundary of three triangles: T and two faces of the octahedron already found above. Similarly, v can not be qx Proposition 9.10. Each 2-face of an admissible tetrahedron is either a face of some admissible octahedron or of some other admissible tetrahedron.
Proof. We can assume that the admissible tetrahedron is T (h, k) with h + 3 s−1 < k < h + 2 · 3 s−1 . We consider the four faces of T (h, k):
is a facet of P by Proposition 9.6 and T 1 is a face also of this tetrahedron. If otherwise k = h + 3 
is a facet of P by Proposition 9.6 and T 2 is a face also of this tetrahedron. If otherwise k = h + 2 · 3 s−1 − 1, then T 2 belongs to the boundary of the octahedron O(h) by Proposition 9.8.
If
is a facet of P by Proposition 9.6 and T 3 is a face also of this tetrahedron. If otherwise k = h + 2 · 3 s−1 − 1, then T 3 belongs to the boundary of the octahedron O(h − 1) by Proposition 9.8.
is a facet of P by Proposition 9.6 and T 4 is a face also of this tetrahedron. If otherwise k = h + 3 s−1 + 1, then We finally conclude with a description of all the facets of P.
Theorem 9.11. The facets of P are the admissible octahedra and the admissible tetrahedra.
Proof. By Proposition 9.4 and Proposition 9.6 all admissible octahedra and all admissible tetrahedra are facets of P; let F be the set of all such facets. Being ∂P homeomorphic to S 3 , it is connected and if ∪F was not the whole border of P then there should exist a facet in F whose border was not contained in ∪F. But this is impossible by Proposition 9.9 and Proposition 9.10.
The fundamental domain.
We are now in a position to describe a fundamental domain for the action of P 8·3 s on S 3 . We introduce some further notations: for g, g ∈ P 8·3 s and h, k integers, let
Theorem 9.12. The union of the octahedron O(0) (yellow) and the tetrahedra
is a fundamental domain for the action of P 8·3 s on S Proof. By Theorem 6.4 a fundamental domain for the action of P 8·3 s on S 3 is given by the union of a, suitably chosen, set of representatives for the P 8·3 s -orbits on the set of facets of P. We begin by noting that the admissible octahedra are all in the same orbit by Proposition 9.7, hence we may chose O(0) as a representative. The proof for the tetrahedra is quite more involved.
Let T be the set of all tetrahedra in the statement of the Theorem and paint them red, green or blue as indicated (see also Figure 4 ). For this proof, set also a = (3 s−1 − 1)/2 Since we know that any facet of P is an admissible octahedron or is an admissible tetrahedron, we proceed in three steps: first we show that any tetrahedron in T is admissible; next, we show that the number of tetrahedra in T is the number of orbits of P 8·3 s on the admissible tetrahedra; finally, we show that all tetrahedra in T are in different orbits.
Step
Hence any green tetrahedron is admissible. Finally, for blue tetrahedra, note that x −3
s−1 +a; hence also all such tetrahedra are admissible.
Step 2. Now we show that T contains the correct number of tetrahedra. Let T denotes the set of all the admissible tetrahedra. First, observe that P 8·3 s acts transitevely on the set of the unordered pairs of planes Π j , j = 0, 1, 2, 3 and, for such action, the stabilizer of {Π 0 , Π 1 } is the subgroup K = x 3 , p . Let
be the set of the admissible tetrahedra with vertices on the planes Π 0 and Π 1 . The element x 3 clearly maps T 1,p onto itself. We have also that pT (h, k) = T (k + 3 s , h), and this last tetrahedron is again admissible; thus p maps T 1,p onto itself. This shows that K acts on T 1,p .
On the other hand, if g ∈ P 8·3 s \ K and T ∈ T 1,p , then g · T ∈ T 1,p since g · T has vertices on the planes gΠ 0 , gΠ 1 and {gΠ 0 , gΠ 1 } = {Π 0 , Π 1 } being K the stabilizer of the latter pair of planes.
So we conclude that the orbits of P 8·3 s on T are in bijection with the orbits of K on T 1,p . Since P 8·3 s has no fixed point, all actions are free and we have
where the last equality is an immediate check.
Step 3. In this last step we prove that all tetrahedra in T are in different P 8·3 sorbits. Suppose that g ∈ P 8·3 s maps T = T g,g (h, k) in T = T g,g (h, k) with these tetrahedra both in T. First of all, note that either
In the rest of the proof we exploit the subgroup G = p, q, x 3 s−1 of P 8·3 s ; by the defining relations of P 8·3 s , this is a normal subgroup of P 8·3 s . Now we separately consider the two cases (A) and (B). Case (A). If T and T have the same colour, then g = g, g = g , k = k and we find g = e; hence T = T . So suppose that T and T have different colours and note that g x k , g x k are elements of G, so, by the second equation in (A), we find g ∈ G. Recall that we have defined g 0 = e, g 1 = p, g 2 = q and g 3 = pq; so there exists t ∈ {0, 1, 2, 3} and 0 ≤ u ≤ 5 such that g = g t x u·3 s−1 . Since x 3 s−1 is in the centre of P 8·3 s , we have
In particular
since g t , g, g , g, g ∈ {1, p, q, pq} and {±1, ±p, ±q, ±pq} is a subgroup of P 8·3 s . So if T is red and T is green we have
whereas if T is red and T is blue we have
and, finally, if T is green and T is blue
All these three systems are impossible. We conclude that in case (A) we can only have T = T . Case (B). Since g x k , g x k ∈ G we find
We have hence showed that all tetrahedra in T are in different orbits and the Theorem is proved.
Recall that in all this section we have always considered, also implicitly, the representation αˆ withˆ = 1 + 3 s−1 . Now we want to consider a generic free action representation α for 1 ≤ < 3 s and ( , 3) = 1. In the proof of Proposition 8.2 we have defined certain homomorphism ϕ of P 8·3 s such that α 1 • ϕ is isomorphic to α as a P 8·3 s -representations. So the element x . = ϕ −1 ϕˆ (x) acts on V α as x does on V αˆ , in particular it has an eigenvalue giving a rotation of π/3 s in the real plane generated by the corresponding eigenvector. Hence the description of the geometry of the fundamental domain for Vˆ is valid also in V for a generic as explained below.
Corollary 9.13. The fundamental domain of the previous Theorem 9.12 for Vˆ is a fundamental domain also for V , any integer prime with 3, once we replace x, p and q by x = ϕ −1 ϕˆ (x), p = ϕ −1 ϕˆ (p) and q = ϕ −1 ϕˆ (q), respectively.
Homological results for generalized binary tetrahedral groups
In the previous section we have constructed a simplicial decomposition of the sphere S 3 equivariant with respect to the action α of the group P 8·3 s . This is clear since we may decompose the octahedron in four tetrahedra. By definition this induces a ∆-simplicial decomposition (see for example [9] ) of the quotient spherical space form. However, instead of using this decomposition, and the associate chain complex, for homology calculation, it is possible and much more convenient to derive a simpler equivariant decomposition, considering blocks of simplices and lowering the number of cells. This new decomposition will be an equivariant CWdecomposition. This is the purpose of the first part of this section. In the second part, we compute homology and cohomology group, and we determine the structure of the group cohomology ring. We compute also the Reidemeister torsion for the tetrahedral spherical space forms.
10.1. Cellular chain complex. As a first step we want to use a cellular decomposition of the space form X = S 3 /P 8·3 s to construct a P 8·3 s -invariant cellular decomposition of S 3 , defining a complex C • of ZP 8·3 s -modules. We begin by defining certain cells via the fundamental domain described in Theorem 9.12; so we fix the free action αˆ , withˆ = 1 + 3 s−1 as seen in the previous section. With reference to Figure 5 , we define a 2-cell by listing the vertices of its border in the positive order, i.e. using the anticlockwise order with respect to the normal vector to the border of the fundamental domain. Notation. In all this section a is the integer 3 s−1 . Let c 3 be the whole domain and define the following 2-cells
and, finally, consider the following 1-cells
and let c 0 be the vertex 1. Note that we have the relations
So we define the following complex of ZP 8·3 s -modules h=1 x h ∈ ZP 8·3 s , boundary maps given by
As in Corollary 9.13, the complex C • may be defined for any free action V , with 1 ≤ < 3 s an integer prime to 3; one just need to replace any occurrence of x, p and q with x , p and q , respectively; also L is replaced by L = a−1 2 j=1 x j ; we denote the resulting complex by C •,( ) . Thus we have the following result.
Theorem 10.1. The complex C •,( ) is a P 8·3 s -equivariant cellular chain complex for S 3 with respect to the action α .
We denote the cells of the complex C •,( ) corresponding to c 3 , c 2,j , c 1,j , with j = 1, 2, 3, 4, and c 0 by c 3,( ) , c 2,j,( ) , c 1,j,( ) and c 0,( ) , respectively. These cells are key for the construction of a complex for the higher dimensional spheres, our next aim.
Indeed, as recalled in Section 8, any free action of P 8·3 s on a sphere S 4n−1 is induced by a linear action
s are integers prime to 3 (one may also assume 0 ≤ 1 ≤ · · · ≤ n−1 up to isomorphism). It is clear that a fundamental domain for P 8·3 s on S 4n−1 is given by
In order to construct a cellular decomposition of S 
Continuing in this way we construct a complex whose description we summarise in the following theorem. In certain boundary maps we need the element Σ = g∈P 8·3 s g; note that, being ϕ −1 • ϕˆ an automorphism of P 8·3 s for any integer prime to 3, replacing x, p and q by x , p and q , respectively, does not change Σ. The same result is true considering a sequence α = α h1 , α h2 , . . . of a denumerable number of free actions; in this case we have a P 8·3 s -equivariant cellular decomposition of S ∞ . As a consequence we have a resolution of Z over P 8·3 s ; however in the next subsection we are going to see an amelioration of this result by using a simpler complex.
10.2.
A complex with lower ranks and resolution. Now we want to define a subcomplex of C • (S 4n−1 ; ZP 8·3 s , α), chain equivalent to C • (S 4n−1 ; ZP 8·3 s , α) itself, but that has fewer generators. Due to the 4-periodicity of the complex we focus on 2-cells; also we assume that k =ˆ = 1 + 3 s−1 , for any k = 0, . . . , n − 1, for the moment, then we pass to the general case. The geometric idea is to locate fewer possible 2-chains by which one can still write the border of the unique 3-cells. The first attempt should be to take the union of certain 2-cells; but this does not work directly since in the relations above among cells c 2,j and cells c 2,j all group elements are different.
So we try another approach. Select one cell, for example c 2,2 , and one of its neighbourhoods cells, say c 2,4 , and let a 1 be the union of these two cells, namely
Then, px Moreover the boundary of e 2,1 and e 2,2 is completely described using the two 1-chains c 1,1 and c 1,2 . This suggests to consider the following
with generators: one generator e 4k+3 in dimension 4k + 3, two generators e 4k+2,1 , e 4k+2,2 in dimension 4k + 2, two generators e 4k+1,1 , e 4k+1,2 in dimension 4k + 1 and, finally, one generator e 4k in dimension 4k, and boundaries
where we set x k = x k , p k = p k and q k = q k for k = 0, . . . , n − 1.
Proof. For short, let us write C • and E • for the two complexes. Consider the
and consider also the
It is routine to check that ϕ and ϕ are chain maps; moreover one easily proves that ϕ • • ϕ • = Id E• . On the other hand the collection of ZP 8·3 s -module maps
Since C • is acyclic, also E • is acyclic, hence, considering a sequence α = α 0 , α 1 , . . . of a denumerable number of free actions, we have the following result.
Corollary 10.4. The augmentation of the complex E • (S ∞ ; P 8·3 s , α) is a resolution of Z over P 8·3 s . In particular if we set 1 = 2 = 3 = · · · , we have a 4-periodic resolution of Z over P 8·3 s . Now we show that the above constructed resolutions have minimal ranks. We need some notations, following the paper [18] of Swan. Let G be a group and let
and, assuming that all the ranks are finite, define
Proposition 10.5. If G is a finite group having Q 8 as a subgroup, then for all h ≥ 0 we have µ h (G) ≥ 1 for h ≡ 0, 3 (mod 4) and µ h (G) ≥ 2 otherwise.
Proof. First we want to compute the values of µ h (Q 8 ), for h ≥ 0. We begin by recalling the integral homology groups (see, for example [12] )
Denoting by s h the minimal number of generators of H h (Q 8 ; Z) and by b h the dimension over Q of H h (Q 8 ; Z) ⊗ Q, we have
by Theorem 1.1 of [18] . We find µ h (Q 8 ) ≥ 0 if h ≡ 3 (mod 4) and µ h (Q 8 ) ≥ 1 otherwise. But, being Q 8 a 2-group, by [18, pag. 193] there exists a free resolution
; hence (using for example [1, pag. 129 ] for these cohomology groups), we have f h (F • ) = 1 for h ≡ 0, 3 (mod 4) while f h (F • ) = 2 for h ≡ 1, 2 (mod 4). This resolution and the above inequalities show that µ h (Q 8 ) = 0 if h ≡ 3 (mod 4) and µ h (Q 8 ) = 1 otherwise. Now, by Theorem 2.1 of [18] , we find [G :
and our claim follows by the inequalities for µ h (G).
(f, γ) : (G, R) −→ (H, R ) with f a group homomorphism f : G −→ H and γ a chain map from R to R such that γ(g · c) = f (g)γ(c) for all g ∈ G and c ∈ R.
Clearly (P 8·3 s , E • ) and (Z, Z • ) are objects of C and taking: as f : P 8·3 s −→ Z the group homomorphism induced by z −→ z, p, q −→ 1, and as chain map the one induced by
we define a morphism from (
The map γ * induced by γ in cohomology is a ring homomorphism from H • (P 8·3 s ; Z) to H
• (Z; Z) since γ extends the identity map on Z. Now let x = e 2 1 and y = e 4 . We can easily derive that γ * ( c 2 ) = −x, γ * ( c 4 ) = 8y, thus x 2 = 8y using that γ * is a ring homomorphism.
Note further that the multiplication by y from
is an isomorphism for any d ≥ 0 since the cohomology is 4-periodic (see for example [3] ). In particular x and y generate H
• (P 8·3 s ; Z) as a ring, with H 4k (P 8·3 s ; Z) generated by y k and H 4k+2 (P 8·3 s ; Z) generated by xy k as Z-modules. At this point we know that the following relations 3 s x = 8 · 3 s y = 0 and x 2 = 8y hold in H
• (P 8·3 s ; Z). So there exists a surjective graded ring homomorphism from the (commutative) polynomial ring Z[x, y], with x in degree 2 and y in degree 4, to H
• (P 8·3 s ; Z) induced by x −→ x, y −→ y. Let R be its kernel and let I be the ideal generated by 3 s x, 8 · 3 s y and x 2 − 8y; we know that I ⊆ R. We want to show that R = I; this will clearly finish our proof.
The component of degree 4k in Z[x, y]/I is generated by y k as a Z-module and it is a submodule of Z/8 · 3 s Z if k > 0; similarly the component of degree 4k + 2 is generated by xy k and is a submodule of Z/3 s Z. But we have the surjective homogeneous quotient maps Z[x, y]/I −→ Z[x, y]/R −→ H
• (P 8·3 s ; Z) and, as we have just proved, the first ring has components that are isomorphic to submodules of the last rings. This shows that the two maps are isomorphisms and, in particular, R = I. 10.5. Reidemeister Torsion. Now we compute the Reidemeister torsion τ (X α ) of a tetrahedral space form X α = S 4n−1 /P 8·3 s , where P 8·3 s acts via the free action α = α 0 ⊕ · · · ⊕ α n−1 for some integers 1 ≤ 0 , . . . , n−1 < 3 s prime to 3. Recall that we have constructed the ZP 8·3 s -module complexes C • and E • related to α. The first step is to consider the complexes 
for any 0 ≤ k ≤ n − 1, and unique non trivial boundary
The complexes U • and W • are acyclic by easy direct verification, so also V • is acyclic since it is chain equivalent to U • . We consider a new basis of V • defined as follows -in degree 4k: ϕ 4k (e 4k ), -in degree 4k + 1: ϕ 4k+1 (e 4k+1,1 ), ϕ 4k+1 (e 4k+1,2 ), c 4k+1,3 , c 4k+1,4 , -in degree 4k + 2: ϕ 4k+2 (e 4k+2,1 ), ϕ 4k+2 (e 4k+2,2 ), c Recall that, given a vector space complex A • and preferred basis a k = (a k,1 , . . . , a k,n k ) in degree k, for any 0 ≤ k ≤ n − 1, if the complex is acyclic, we may choose vectors Note that this is independent of the b k 's.
In the following computation we set ζ = ζ r(3 s−1 +1) , where is an integer prime to 3 and r is such that r ≡ 1 (mod 3 s ); note that x −→ ζ in the representation P 8·3 s −→ C * defined above. By applying the previous formula for the torsion to the complex W • with b 4k+2,j = c 4k+2,j + V 4k+2 , j = 1, 2, we find τ (W • ) = Now we want to show that the factors of the previous formula are multiplicatively independent if the k 's are suitably restricted. In the proof of such property we need the following lemma on circulant matrix. Recall that a square matrix A = (a i,j ) of order m is circulant if a i+1,j+1 = a i,j for any 0 ≤ i, j ≤ m − 1 considered modulo m; we call the sum ∈ C * /Γ, then we have (i) for any , τ = τ − as elements of C * /Γ, (ii) the elements τ , where varies in a set of representatives of (Z/3 s Z) * modulo the subgroup generated by −1, are multiplicative independent in C * /Γ.
Proof. The equality in (i) is clear, so we prove the multiplicative independence of (ii). First of all let u = a + 1, v = a − 1 and w = (a + 1)/2; these are three integers prime to 3. If r is such that r ≡ 1 (mod 3 s ) then for certain integers a q , q ∈ G, which does not depend on r; this is a key point for our proof. Now note that G is a cyclic group of order 3 s−1 since (Z/3 s Z) * is cyclic; we use this to change the indexing of the δ r 's and of the d 's so that the matrix of the a q 's become circulant. Indeed, let t be a fixed generator for G and define δ j = δ t j , j = t j , a j = a t j ; with these definitions we have 
a i−j f i for any j = 0, 1, . . . , 3 s−1 − 1; note that πϕ(d j ) = δ j for any j. Let also R be the submodule of N of all elements e = (e j ) j = j e j d j such that ϕ(e) ∈ ker π and j e j = 0; our aim is equivalent to show that R = 0. Now the matrix A given the map ϕ in the basis d j 's and f i 's is A = ( a i−j ) i,j , hence it is a circulant matrix of order 3 s−1 and its content is i a i = 2 by the above formula expressing the δ r in terms of the d . In particular A has maximal rank by the previous Lemma, thus ϕ is injective. Also, although 0 = 1, the cyclotomic units 1 , 2 , . . . , 3 s−1 −1 are multiplicative independent as proved by Kummer (see [15] or [11] ); so ker π = Zf 0 .
Being A circulant with content 2, if e ∈ R then j (ϕe) j = 2 j e j = 0, hence ϕ(e) = 0 using ϕ(e) ∈ ker π = Zf 0 . But ϕ is injective, so e = 0 and this completes our proof. 
