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ABSTRACT
We use a large data-set of realistic synthetic observations (produced in Paper I) to assess how
observational techniques affect the measurement physical properties of star-forming regions. In this
part of the paper series (Paper II), we explore the reliability of the measured total gas mass, dust
surface density and dust temperature maps derived from modified blackbody fitting of synthetic
Herschel observations. We found from our pixel-by-pixel analysis of the measured dust surface density
and dust temperature a worrisome error spread especially close to star-formation sites and low-density
regions, where for those ”contaminated” pixels the surface densities can be under/over-estimated by up
to three orders of magnitude. In light of this, we recommend to treat the pixel-based results from this
technique with caution in regions with active star formation. In regions of high background typical
in the inner Galactic plane, we are not able to recover reliable surface density maps of individual
synthetic regions, since low-mass regions are lost in the FIR background. When measuring the total
gas mass of regions in moderate background, we find that modified blackbody fitting works well
(absolute error: +9 %; −13 %) up to 10 kpc distance (errors increase with distance). Commonly, the
initial images are convolved to the largest common beam-size, which smears contaminated pixels over
large areas. The resulting information loss makes this commonly-used technique less verifiable as now
χ2-values cannot be used as a quality indicator of a fitted pixel. Our control measurements of the total
gas mass (without the step of convolution to the largest common beam size) produce similar results
(absolute error: +20 %; −7 %) while having much lower median errors especially for the high-mass
stellar feedback phase. In upcoming papers (Paper III; Paper IV) of this series we test the reliability
of measured star-formation rate with direct and indirect techniques.
1. INTRODUCTION
The gas in molecular clouds sets the scene for the star
formation process and is the initial ingredient of stars.
The fundamental properties of the gas and dust are the
total mass Mgas, the dust surface density Σ
dust
ρ , the dust
temperature Tdust and the dust-to-gas ratio. All these
parameters are in some sense essential to recover infor-
mation about the star-formation process. For instance,
the different morphological features of the gas and dust
in star-forming regions can be studied from the 2-d pro-
jection maps (e. g. Σdustρ ) and also through log-scaled
column density histograms, referred to as column den-
sity probability distribution functions (N-PDF). The
N-PDFs are constructed from dust surface density maps
Σdustρ . For more details, see the reviews of Andre´ et al.
2014 and Padoan et al. 2014 and also examples for ob-
servational application by Kainulainen et al. (2013) or
Lombardi et al. (2015).
Recently, column density maps have also been com-
pared to hydrodynamical simulations (e. g. Roccatagli-
ata et al. 2015, Smith et al. 2014, Smith et al. 2013),
where also substructures such as filaments and cores can
be studied.
cmk8@st-andrews.ac.uk
1.1. Dust & Gas Property Measurement Techniques
The fundamental properties of the gas and dust can be
calculated in several different ways:
• Line Gas Tracers
The gas properties in a region can be calculated di-
rectly through techniques that make use of gas trac-
ers. For instance, the total gas mass Mgas can be
measured dynamically by relating observed spec-
tral line widths to virial masses. Volume densities
can be estimated when observing spectral line tran-
sitions that are primarily stimulated in dense re-
gions above a certain density threshold. For more
information about techniques which measure the
gas properties directly, see the reviews of Bolatto
et al. (2013) and Bergin & Tafalla (2007) as well as
the work by Shirley (2015) and Bertoldi & McKee
(1992) (Appendix).
• Optical Depth
The total gas mass Mgas of close-by regions can be
calculated from the measured optical depth τν of
a star-forming region. With the optical depth τν ,
the dust column density Σdustρ can be extracted and
converted to a gas column density Σgasρ using an as-
sumed dust-to-gas ratio. When the distance D is
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known, the total gas mass Mgas can also be recov-
ered. Optical depth τν of a region can be measured
in several ways. One option is to recover the ex-
tinction level from the surface density of stars (for
a description see Cambre´sy et al. 2002); as fewer
stars can be seen in the stellar field when inter-
stellar material blocks (extincts) their light towards
the observer. In the extincted region one sees less
stars in the stellar background. With the recovered
extinction maps Aν (e. g. from the K band) the op-
tical depth τν can be recovered (τν = Aν/1.086, see
Carroll & Ostlie 2014, 1996). Alternatively, the
optical depth τν can be estimated from the color
excess of the background stars (e. g. Kainulainen &
Tan 2013; Lombardi 2009; Lombardi & Alves 2001;
Lada et al. 1994).
• Continuum Dust Tracers
The gas properties of a region can also be estimated
indirectly through the thermal emission of the dust
species. The dust surface density Σdustρ can be in-
ferred from a single continuum wavelength under
the assumption of a dust temperature Tdust and as-
suming the dust is optically thin. This technique,
described by Hildebrand (1983), also allows one
to infer the total gas mass Mgas when assuming
a dust-to-gas ratio. For observations of the dust
emission in several different bands, the gas mass
Mgas, as well as the dust temperature Tdust, can be
recovered using modified blackbody fitting as long
as the following assumptions hold:
– constant temperature along the line of sight
– absence of scattering
– constant dust-to-gas ratio
– constant dust properties such as the emissivity
This technique which makes use of several dust
continuum observations at different wavelengths is
known as greybody fitting or modified blackbody
fitting. A detailed study of how a non-constant
line-of-sight temperature can affect the properties
extracted from the modified blackbody fitting tech-
nique was presented by Shetty et al. (2009) espe-
cially when the observed object is above their esti-
mated temperature threshold.
Since Herschel observations have become available,
the physical properties of the gas/dust have been mea-
sured with the modified blackbody fitting technique by the
Galactic as well as the extra-galactic communities (e. g.
Stutz & Kainulainen 2015; Battersby et al. 2014; Roc-
catagliata et al. 2015; Sadavoy et al. 2014; Launhardt
et al. 2013; Galametz et al. 2012; Groves et al. 2012;
Smith et al. 2012; Andre´ et al. 2010; Elbaz et al. 2010;
Ko¨nyves et al. 2010; Stutz et al. 2010).
Recently, several variations of modified blackbody fit-
ting have been published, for instance by Kelly et al.
(2012) where a Bayesian framework is used to infer the
surface density and temperature. Additionally, Marsh
et al. (2015) developed a technique, which is different
to the commonly used approach of modified blackbody
fitting where all bands are used simultaneously to reach
a result. The Marsh et al. (2015) technique makes use
of every band individually to produce channel maps of
surface densities for different temperatures while adopt-
ing a Bayesian approach. Both studies produced results
in agreement with the results from the commonly used
standard modified blackbody fitting technique.
1.2. Motivation
The measured observable properties of the gas and dust
(total gas mass Mgas, dust surface density Σ
dust
ρ , dust
temperature Tdust) of star-forming regions are essential
for the research field of star formation. For instance, they
are used to test theoretical simulations, which might then
help us understand the main driving mechanisms of star
formation. For this reasons, it is beneficial that the mea-
surements of these properties are as accurate as possible.
Therefore, we will test the accuracy of the standard mod-
ified blackbody fitting technique which is commonly used
to infer these physical gas and dust properties of star-
forming regions. We especially focus on the reliability of
the technique on global scales for distances between 3 kpc
and 10 kpc. We achieve this with the large set of real-
istic synthetic observations developed in Koepferl et al.
(2016c) referred to as Paper I.
1.3. Outline
With these realistic synthetic observations, which are
directly comparable to real observations (recapitulation
in Section 2), we can start our analysis of star-formation
properties measured with dust tracers. In this paper,
hereafter referred to as Paper II, we will use modified
blackbody fitting to estimate the dust surface density,
the dust temperature and the total gas mass in the syn-
thetic cloud for different time-steps, orientations and dis-
tances and will discuss the accuracy of the technique.
We will describe the formalism of the tested technique in
Section 3, the assumptions in Section 4 and the results
in Section 5. In Section 6, we discuss the biases of the
technique before we summarize our findings in Section 7.
In follow-up papers Koepferl et al. (2016b) and Koepferl
et al., (in prep.), referred to as Paper III and Paper IV,
we will explore the reliability of different diffuse star-
formation dust tracers and direct counting techniques to
calculate the star-formation rate (SFR).
2. RECAPITULATION
To summarize Paper I, we used smoothed particle
hydrodynamics (SPH) simulations of a synthetic star-
forming region at several time-steps to produce synthetic
observations. We chose the SPH simulations of Dale &
Bonnell (2011) and Dale et al. (2012, 2013a,b, 2014), re-
ferred to as D14, because they include high-mass stellar
feedback, such as stellar ionization and winds, and cover
relatively large scales (run I : 104M in mass, about
30 pc in diameter). For more details about the SPH sim-
ulations used, see Paper I or D14. The evolution of the
properties over time is displayed in Table 1 of Paper I.
We extend (post-process) the SPH simulations with ra-
diative transfer calculations, which account for the stellar
heating of the dust. We used Hyperion, a 3-d dust con-
tinuum Monte-Carlo radiative transfer code. For more
details about Hyperion, see Robitaille (2011) and ra-
diative transfer in general, see Steinacker et al. (2013).
In Paper I, we developed algorithms to map the
particle-based SPH simulations onto a Voronoi mesh for
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the radiative transfer, while conserving the mass. We
decided to refine the density structure near the accreting
protostars beyond the resolution limit of the SPH sim-
ulation in order to recover the mid-infrared (MIR) flux
better. For this inward extrapolation, we explored both a
rotationally flattened (Ulrich 1976) envelope profile and a
power-law envelope description. For computational effi-
ciency, we decided to use precomputed analytical models
of young stellar objects (YSOs) in the radiative transfer
calculation on the smallest scales (< 500 AU). The stellar
objects are set up with fitted properties from pre-main-
sequence tracks (Siess et al. 2000; Bernasconi & Maeder
1996) and photosphere models (Castelli & Kurucz 2004;
Brott & Hauschildt 2005). The number of stellar objects
in every time-step can be followed in Table 1 of Paper I.
We assumed a dust-to-gas ratio of dustgas = 0.01 (Draine
2011) and used Draine & Li (2007) dust grain proper-
ties for the radiative transfer calculations. Furthermore,
we coupled the radiative transfer dust temperature with
an ambient background temperature Tiso = 18 K, typical
for relatively empty patches of the Galactic plane (see
also Section 5). For more information about the radia-
tive transfer set-up of synthetic star-forming regions, see
Paper I.
We produced realistic synthetic observations for all
the radiative transfer images using the FluxCompen-
sator (Paper FluxCompensator: Koepferl & Robitaille,
in prep.). This package accounts for the extinction, the
transmission curves of the telescope and detector, the
pixel-size, the point-spread-function (PSF) convolution
and produces realistic images. Further, a realistic back-
ground can be generated by combining the realistic syn-
thetic observations with a relatively empty patch of the
Galactic plane. We produced each image twice: without
and with combined background (see also Section 5). In
total, we produced about 5800 realistic synthetic obser-
vations of the following configurations with the Flux-
Compensator, which are provided in the online mate-
rial of Paper I:
• 23 Time-steps
We follow 23 equally spaced time-steps over
3.3 Myr from the formation of the first star un-
til roughly when the first supernova would goes
off. The step width is ∆t = 149 000 yr. Ionization
and winds of high-mass stars are switched on once
three high-mass stellar particles above 20M have
formed. Here this happens approximately 1.7 Myr
after the first star has formed.
• 3 Circumstellar Set-ups
We use three different circumstellar set-ups: two
envelope refinements beyond the resolution thresh-
old of the simulation and one without added en-
velopes (CM1), as a control run to see whether re-
finement is necessary. The two envelope refinement
set-ups we used were a rotationally flattened enve-
lope (CM2, Ulrich 1976) and a power-law envelope
(CM3). In both cases, we include a circumstellar
disk through a pre-computed analytical model.
• 3 Orientations
We produced synthetic observations for three mu-
tually perpendicular viewing angles: xy plane (O1),
xz plane (O2) and yz plane (O3).
• 2 Distances
The synthetic observations are placed at two dis-
tances. To compare to nearby high-mass star-
forming regions, such as Carina, Westerhout 4,5
and the Eagle Nebula, we used 3 kpc (D1) and for
star-forming regions across the Galactic plane we
used 10 kpc (D2). We account for interstellar ex-
tinction with AV = 10 and AV = 20 respectively,
using the extinction law from Kim et al. (1994) and
the built-in function of the FluxCompensator.
• 7 Bands
Realistic synthetic observations in the following
bands have been produced using the appropri-
ate transmission curve, the appropriate PSF and
the appropriate pixel-size: Infrared Array Cam-
era (IRAC) 8 µm (1 .′′98, 1 .′′2), Multiband Imag-
ing Photometer for Spitzer (MIPS) 24 µm (6 .′′0, 2 .′′
4), Photoconductor Array Camera and Spectrom-
eter (PACS) 70µm (4 .′′4, 3 .′′2), PACS 160 µm (9 .′′
9, 4 .′′5), Spectral and Photometric Imaging Re-
ceiver (SPIRE) 250 µm (17 .′′6, 6 .′′0), SPIRE 350µm
(23 .′′9, 8 .′′0) and SPIRE 500µm (35 .′′2, 11 .′′5) with
(FWHM, pixel-size) in brackets. The resulting im-
ages with band specific pixel resolution and beam
size are labeled resolution version R1.
• 2 Backgrounds
We constructed every synthetic observation of the
above configurations twice, once without (B1) and
once combined with a realistic background (B2).
For the remainder of this paper, we will test the
technique for the two different background versions
individually (see Section 5 and Section 4.2).
For more information about the construction of these
realistic synthetic observations, see Paper I and Paper
FluxCompensator.
3. FORMALISM — MODIFIED BLACKBODY FITTING
In what follows, we will describe the derivation of this
technique starting off with the radiative transfer equa-
tions (see Carroll & Ostlie 2014, 1996). In the absence
of background radiation Iν,0, and when the source func-
tion Sν is constant, the solution of the observed surface
brightness ΣB,ν of a cloud with optical depth τν simpli-
fies to:
ΣB,ν(τν) =Sν (1− exp(−τν)) . (1)
Under the assumption of local thermodynamical equilib-
rium (LTE), the source function Sν is equal to the Planck
function Bν(Tdust):
ΣB,ν(τν) =Bν(Tdust) (1− exp(−τν)) (2)
Eq. 2 can be simplified further if we assume that the
region is optically thin:
ΣB,ν(τν  1) = Bν(Tdust)τν . (3)
We can thus derive a relation between the observed
brightness ΣB,ν and the dust surface density Σ
dust
ρ :
ΣB,ν(τν  1) = Bν(Tdust)κνΣdustρ (4)
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For common units, Eq. 4 takes the form:
ΣB,ν
Jy sr−1
= 1023
(
Σdustρ
g cm−2
)(
κν
cm2 g−1
)
× (5)(
Bν(Tdust)
ergs s−1 cm−2 Hz−1 sr−1
)
.
Now, with these equations and a set of far-infrared (FIR)
brightness observations ΣB,ν (of equal pixel size and a
certain frequency ν) the dust surface density Σdustρ and
the dust temperature Tdust can be estimated. Using the
observations, we fit the function given by Eq. 5 for every
pixel, solving for the unknowns Tdust and Σ
dust
ρ and re-
cover temperature and dust surface density maps. The
mass in the image can be calculated with the physical
pixel-size and the assumed dust-to-gas ratio fdg =
dust
gas
Mgas = Σρ(Dϑrad)
2f−1dg , (6)
where D is the measured distance and ϑrad the pixel
resolution in radians per pixel.
4. METHODS — DERIVING THE DUST & GAS
PROPERTIES
Before we can derive the gas mass Mgas, we need to
fit the dust surface density Σdustρ and the dust temper-
ature Tdust from the observations (in our case synthetic
observations).
We use the 5 Herschel bands of our set of realistic
synthetic observations constructed in Paper I. However,
some observed star-forming clouds do not show emission
in the 70µm band while emitting at shorter and longer
wavelengths. In our analysis, we chose to make use of
the 70 µm flux in order to recover the spectral energy dis-
tribution (SED) of the modified blackbody better, and
suggest that in regions where 70 µm flux cannot be recov-
ered, the fit should be performed without using 70µm1.
• Background Correction
We use our realistic synthetic observations with
(B2) and without combined background (B1). For
the realistic synthetic observations with combined
background (B2), we estimate the median back-
ground emission per pixel from 12 small patches
close to the border of the image and subtract the
estimated background.
• Rescaling Pixel-Size
The realistic synthetic observations (resolution ver-
sion R1), like real observations, have different res-
olutions in the different bands (see Section 2).
Therefore, before we can further follow the de-
scription of the fitting technique from Section 3,
we re-grid the realistic synthetic Herschel images
to the pixel size lowest common resolution (here:
ϑ = 11 .′′5 of SPIRE 500 µm) using the FluxCom-
pensator. The resulting images are labeled to the
resolution version R2.
• Convolution to Largest Common Beam Size
Note that usually observers convolve all 5 Herschel
1 Note that for extra-galactic objects with significant redshift,
some Herschel bands no longer traces cold dust but actually hotter
material with intrinsic emission in the MIR.
images to the largest common beam size before
rescaling the pixel size (see last bullet point). This
step is introduced to ensure that all images have the
same ”beam” resolution, ensures that within the fi-
nal beam size all bands observe the same material.
In this case, we would have to convolve the R1 im-
ages with a correction PSF different for every band
to recover a smoothed image similar to the smooth-
ing in the SPIRE 500 µm image (FWHM: 35 .′′2).
Using the FluxCompensator, we therefore con-
volve every R1 image with a different Gaussian-
shaped correction PSF with the following standard
deviation:
σcorr =
√
σ2SPIRE 500 µm − σ2band. (7)
Afterwards the pixel size (last bullet point) needs
to be adjusted. The resulting images are labeled
version R3. Note that when convolving to the
largest common beam more information is lost as
when just rescaling the pixel size. This is why we
discuss in Section 5.2 and Section 6 the differences
arising from our analysis when not convolving to
the largest common beam size but still adjusting
the pixel size to the largest common resolution (ver-
sion: R2).
• Distance & Extinction
For our analysis, we assume the ”correct” distances
D (here 3 kpc and 10 kpc) because we are only in-
terested in the biases introduced by the fitting tech-
nique itself. Therefore, we also use the same opti-
cal extinction (here AV = 10 and AV = 20 respec-
tively) and the same extinction law as in Paper I to
deredden2 the realistic synthetic observations with
the FluxCompensator (for more details, see Pa-
per I). In reality, uncertainties about the distance
and extinction would add systematic errors to the
derived surface densities and temperatures.
• Choosing Dust Properties
Before we can solve Eq. 5 by fitting to every pixel,
we need to choose a dust opacity κν for every band.
At long wavelengths, the dust opacity κν can be
approximated by a power-law in frequency:
κν ∼ νβ (8)
where β is the power-law exponent of the dust opac-
ity. Usually β is fixed to β ≈ 2 (see e. g. Sadavoy
et al. 2014; Groves et al. 2012; Kelly et al. 2012;
Ko¨nyves et al. 2010; Andre´ et al. 2010; Draine &
Lee 1984), since the fit from Eq. 5 becomes de-
generate in Tdust if β is allowed to vary. However,
there have been studies of the Magellanic Clouds
by Roman-Duval et al. (2014), where they showed
2 By deredden we mean removing the extinction from the im-
ages. This is the reverse process which has been performed when
producing the realistic synthetic observations in Paper I. We im-
plement this very cautious step, because we wanted to test the raw
images and not the individual changes from the optical extinction
which might differ for every cloud (but still being very small). How-
ever, in real observations the reddened image including extinction
is observed, therefore the assumed extinction could theoretically
be removed with an extinction law and an assumed optical extinc-
tion coefficient AV . However, typically the extinction for Herschel
wavelength is small and can be neglected.
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Fig. 1.— Dust surface density maps from left to right: intrinsic map from the SPH simulation, measurement for 3 kpc distance (D1)
and resolution version R2 and R3, measurement for 10 kpc distance (D2) and resolution version R2 and R3. The white contours show the
χ2 ≥ 5-contour.
that a variable β and a variable dust-to-gas ratio
is beneficial to explore local variations of the dust,
but as described in Kelly et al. (2012), this has to
be done with caution.
In this paper, we will perform a different approach,
because it is also possible to use pre-computed
opacities of dust models rather than the fitted func-
tion (as Eq. 8). We choose the dust opacity κν from
the same model used to create the synthetic obser-
vations: Draine & Li (2007) dust including poly-
cyclic aromatic hydrocarbon (PAH) molecules (see
Paper I). However, the Draine & Li (2007) dust has
three components i with different opacities κν(i)
and different abundance ratios fi. Therefore, we
estimate an abundance-weighted average.
κ¯ν =
3∑
i=1
κν(i)fi (9)
Further, we choose the constant dust-to-gas ratio
of dustgas = 0.01, used in Paper I to produce the syn-
thetic observations.
• Fitting
We apply the above described formalisms of the
technique of modified blackbody fitting (Eq. 5)
using a non-linear least-square fitting function in
Python (scipy.optimize.curve fit: Jones et al.
2001–). We produced results for our realistic syn-
thetic observations both with B2 and without the
combined background B1. We also derive the cor-
responding gas masses Mgas following Eq. 6.
• Quality of Modified Blackbody Fit
To quantify the quality of the measured (fitted)
parameters Σdustρ, measured and T
dust
measured, we evaluate
the χ2-value3 (see Press et al. 1992) in every pixel
(c. f. Eq. 4):
χ2≈
∑
ν
[log10 (ΣB,ν) (10)
− log10
(
Σdustρ, measuredκ¯νBν(T
dust
measured)
)]2
The constructed χ2 maps can than be used to clip
away unreliable pixels from the gas mass evalua-
tion. In Figure 1 we show the intrinsic dust surface
3 Note that since we do not include the uncertainties, this is not
technically a χ2 value, but for simplicity we will use this notation
in the remainder of this paper.
from the simulation and the measured dust surface
density at 3 kpc and 10 kpc for the different resolu-
tion versions. The white contours show the χ2 > 5-
contour. In Section 5 we go into more detail about
the χ2-analysis and the effects of the two different
resolution versions R2 and R3 are discussed.
We note that for our analysis, we assume the correct
distance D, optical extinction AV and dust-to-gas ratio
dust
gas and a comparable dust opacity κ¯ν is picked because
we want to test the accuracy of the pixel-by-pixel modi-
fied blackbody fitting algorithm alone. In reality, each of
these quantities will produce additional systematic un-
certainties.
4.1. Solely Measurements of the Real Background Patch
We used the above described method in a real-
observations test-case on the 5 Herschel observations
of the empty background patch4, which was combined
with the synthetic images and resulting in the dataset
B2 in Paper I. We extract reasonable results for the am-
bient temperature in the Galactic plane. In Figure 2,
we present as an example the SPIRE 500 µm emission
(Hi-GAL survey: Molinari et al. 2010) and the extracted
dust temperature and dust surface density of the patch
(` = 17.◦191 28, b = 0.◦619 685 87, width 0.◦575). We
found a dust surface density above 10−3 g cm−2 and an
average temperature of about 18 K. For this reason, we
used Tiso = 18 K in Paper I which is essential necessary
to produce our realistic synthetic observations. For more
details see Paper I.
4.2. Measurements of Synthetic Images
For the realistic synthetic observations combined with
a background (B2: for more details, see Paper I), we
could not perform measurements for the dust surface
density or the temperature of the synthetic star-forming
region because the chosen background within the Galac-
tic plane was too high to disentangle the emission of the
synthetic star-forming region (see Figure 15 in Paper I).
This is due to the fact that the D14 simulated star-
forming region does not have enough mass to pro-
duce dominant emission within the Galactic plane at
the longer wavelengths (from SPIRE 250µm to SPIRE
500 µm; c. f. with Figure 15 in Paper I). However, if the
synthetic observations were combined with a background
4 The Herschel images are from the Herschel Infrared Galac-
tic Plane Survey (Hi-GAL) and the data reduction pipeline is de-
scribed in Molinari et al. (2016).
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Fig. 2.— Observed FIR emission, estimated dust temperature Tdustmeasured and estimated dust surface density Σ
dust
ρ, measured of a relatively
empty patch of the Galactic plane (` = 17 .◦191 28, b = 0 .◦619 685 87) with width 0 .◦575.
of a relatively empty patch off the Galactic plane, the
method would work better.
Nevertheless, we choose a patch within the Galactic
plane because most star-forming regions at a distance
of 3 kpc lie within the Galactic plane5. Therefore, for
high-mass star-forming regions this method will produce
measurements, while regions of lower mass will be missed
within the Galactic plane.
In the next section, we discuss the findings for the mea-
surements without combined background (B1).
5. RESULTS
In what follows we will discuss the individual results
separately for the different synthetic observation setups
without realistic background (B1). We will present the
measured dust surface density maps Σdustρ, measured, the
measured dust temperature maps T dustmeasured from mod-
ified blackbody fitting following the description of the
technique from Section 4 for all our B1 realistic synthetic
observations.
5.1. Dust Surface Density and Dust Temperature
Measurements
We measured the dust surface density, the dust tem-
perature and the χ2 maps of all synthetic observations
without combined background using pixel-by-pixel mod-
ified blackbody fitting. In Figure 3, we present the mea-
sured dust surface density maps and in Figure 4, the
measured dust temperatures for one orientation at a dis-
tance of 3 kpc. In Appendix A, we provide the maps as
FITS files for every time-step, orientation, distance and
set-up version.
In the following we discuss the results and shortcom-
ings when using the modified blackbody fitting technique
on the example time-step 122:
5.1.1. Fitting Technique Breaks Down
5 Closer regions and regions in the outer Galaxy (e. g. Wester-
hout 5 also called Soul Nebula) have lower background in Herschel
bands. If the simulations would be combined with that lower back-
ground, one could recover the gas mass. However, the Hi-GAL
surveys exclusively observed regions of emission (e. g. star-forming
regions) and never relatively empty regions on the sky off the plane.
As can be seen from Figure 3, the modified blackbody
fitting breaks6 down in very few pixels (white), which is
due to the very high temperatures close to stellar sources.
In these cases, the peak of the SED for those pixels is no
longer dominated by a single dust temperature and the
fitting algorithm in the Herschel bands produces unphys-
ical results for Σdustρ, measured and T
dust
measured. However, this
only happens in a few pixels while in the majority of pix-
els Eq. 5 produces a good fit. However, as it turns out
a good fit (with physical values and moderate χ2-values)
for a certain pixel does not necessarily produce a reliable
result in dust temperature and dust surface density as
we will show in the next sections.
5.1.2. Comparing Mechanism
In order to compare for every pixel the intrinsic value
of dust surface density or dust temperature we need to
produce intrinsic projection maps of the density and tem-
perature from the Voronoi mesh used in the radiative
transfer calculation. We cannot use the temperatures
and densities from the SPH simulations directly as we
refined the density structure before the radiative transfer
calculation and further calculated the dust heating from
the stars with the radiative transfer code. We recover
the intrinsic properties from the Voronoi mesh through
a Monte-Carlo approach by weighting the values of ran-
dom sample points distributed along the column of ev-
ery pixel. We recover the following intrinsic properties
through this technique:
• intrinsic mean dust density 〈ρ〉dustintrinsic
• intrinsic standard deviation of the dust density
σ(ρdustintrinsic)
• intrinsic dust surface density Σdustintrinsic
• intrinsic mean dust temperature 〈T 〉dustintrinsic
• intrinsic standard deviation of the dust tempera-
ture σ(T dustintrinsic)
6 When the fitting algorithm breaks down, the routine returns
unphysical results such as negative values for Σdustρ, measured and
Tdustmeasured.
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Fig. 3.— Measured dust surface density Σdustρ, measured for every time-step at a distance of 3 kpc. The lower numbers represent the time-step
IDs from the SPH simulations. Displayed is the result for version R3, version R2 will be available as online figure.
8 Koepferl, Robitaille, Dale
3.576 Myr
0243 pc
5 15 25 35
T dustmeasured (K)
3.725 Myr
0253 pc
3.874 Myr
0263 pc
4.023 Myr
0273 pc
4.172 Myr
0283 pc
4.321 Myr
0293 pc
4.470 Myr
0303 pc
4.619 Myr
0313 pc
4.768 Myr
0323 pc
4.917 Myr
0423 pc
5.066 Myr
0523 pc
5.215 Myr
0623 pc
5.364 Myr
0723 pc
5.513 Myr
0823 pc
5.662 Myr
0923 pc
5.811 Myr
1023 pc
5.960 Myr
1123 pc
6.109 Myr
1223 pc
6.258 Myr
1323 pc
6.407 Myr
1423 pc
6.556 Myr
1523 pc
6.705 Myr
1623 pc
6.854 Myr
1723 pc
Fig. 4.— Measured dust temperature Tdustmeasured for every time-step at a distance of 3 kpc. The lower numbers represent the time-step
IDs from the SPH simulations. Displayed is the result for version R3, version R2 will be available as online figure.
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5.1.3. Comparison with Intrinsic Values
In Figure 5, we show the log-scaled histograms
of the fractions of measured vs. intrinsic values
Σdustρ, measured/Σ
dust
ρ, intrinsic and T
dust
measured/〈T 〉dustintrinsic in dust
surface density and in dust temperature respectively for
the two different distances evaluated for every pixel of
one time-step. The y-axis of the histogram gives the
percentage of total images pixels in a bin. In Figure 5,
we see that the dust surface density is overestimated in
some of the pixels up to almost three orders of magnitude
for close distances and the error increases when going
to larger distances. When inspecting the dust tempera-
tures, however, more pixels have measured values under-
predicting the intrinsic values. We estimate the median
values (MED) of the distributions for the surface density
fraction and the temperature fraction and estimate the
standard deviation from the median by the median ab-
solute deviation (MAD) and the corresponding standard
deviation σMAD using Astropy (Astropy Collaboration
et al. 2013).
We recover the following values in the format MED±
σMAD for the example time-step 122:
Σdustρ, measured
Σdustρ, intrinsic
∣∣∣R3
D1
= 1.12± 0.28 (11)
T dustmeasured
〈T 〉dustintrinsic
∣∣∣R3
D1
= 0.78± 0.09 (12)
Σdustρ, measured
Σdustρ, intrinsic
∣∣∣R3
D2
= 1.32± 0.72 (13)
T dustmeasured
〈T 〉dustintrinsic
∣∣∣R3
D2
= 0.79± 0.08 (14)
In relative terms this means that the translation to mea-
sured dust surface density Σdustρ, measured can vary for a cer-
tain pixel from 84 % to 140 % from the intrinsic value
Σdustρ, intrinsic for distance D1 and 60 % to 204 % for distance
D2. Similar, the measured dust temperature T dustmeasured
can deviate for a certain pixel from 69 % to 87 % from
the real value 〈T 〉dustintrinsic for distance D1 and 71 % to
87 % for distance D2. We can see from the red bins
in Figure 5 that the pixels with high χ2-values over-
predict Σdustρ, measured and under-predict T
dust
ρ, measured the
most. However, removing the pixels with higher χ2-
values does not affect - by definition - the median very
much.
5.1.4. Errors in Different Parts of the Cloud
On average (over the entire image), we recover the
overall order of dust surface density and dust temper-
ature (see Figure 1 or Figure 4), but the median error
spread may be as high as a factor of 2 to 3 (see Sec-
tion 5.1.3) and the absolute errors of individual pixels
may be exceed 2 orders of magnitude in some cases (see
Figure 5). We recover the ambient dust temperature of
Tiso = 18 K, which we put in the radiative transfer cal-
culation (see Paper I) and we can observe the additional
heating due to the stellar radiation. In the following, we
inspect how the different properties change as a function
of position in the cloud. We produced 2d-maps of the
intrinsic properties and intrinsic-to-measured property
ratios in Figure 6 for distance D1 and D2. We found
that the measured vs. intrinsic surface density ratios
(Figure 6, a, g) is highest in low-density regions with
〈ρ〉dustintrinsic < 1× 10−26 g cm−3 (see Figure 6, b, h) or
Σdustintrinsic < 1× 10−6 g cm−2. Further, we found that er-
rors arise in pixels which have not only low densities but
also high temperature dispersion along the line of sight
(Figure 6, f, l), and which are generally cooler than the
surrounding (Figure 6, e, k). We also note that the error
is largest for regions close to the rim of the ionized bub-
ble7, where there is a spatial density gradient and young
accreting stars near-by (Figure 6, b, h). The radiation
from the stars causes the large temperature dispersion
along the line of sight which is also favored by a gradient
in density both along the line of sight and spatially (Fig-
ure 6, b, c, h, i). The errors increase for larger distances
where the physical size of a pixel gets larger and with it
the gradient. Generally, we see (Figure 6, a, d, g, j and
Figure 5) that an overestimation of the dust surface den-
sity leads to an underestimation of the dust temperature
7 The cavity of the ionized bubble is opened by high-mass stellar
feedback in the center of the cloud after time-step 32 and can be
considered as the HII region of the star-forming region.
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Fig. 6.— Diagnostic maps of measured and intrinsic values for dust surface density, dust mean densities and dust temperatures. Upper
two rows for distance D1 at 3 kpc and lower two rows for distance D2 at 10 kpc. Yellow stars are the projected positions of young, accreting
stars while blue stars are stars inside the ionized bubble. χ2 > 5-contours are plotted in white. Displayed is the result for version R3,
version R2 will be available as online figure.
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from the modified blackbody fitting technique.
5.1.5. Pixel-by-Pixel Analysis of Sub-regions
Following the last paragraph, we divide the star-
forming cloud up in 3 sub-regions (see Figure 7):
• sub-region I: bulk molecular cloud8
cloud \ (sub-region II ∪ sub-region III) (15)
• sub-region II: star-formation sites
nearest-neighbor pixels to projected positions of ac-
creting stars with maximal distance close to 10-
times the adopted outer envelope radius from Pa-
per I:
dmax = 1 pc +
√
2
2
pixel size (16)
• sub-region III: low-density regions
〈ρ〉dustintrinsic<10−26 g cm−3 (17)
or Σdustintrinsic<10
−6 g cm−2
In Figure 7, we visualize the 3 sub-regions estimated
from the criteria in Eq. 15 to Eq. 17 for the two different
distances. The sub-regions differ a little for the different
distances since the pixel-size varies as well. We created
scatter plots (D1: Figure 8, D2: Figure 9) of the pixel
values for combinations of intrinsic star-formation prop-
erties and measured star-formation properties similar
to the 2d-maps in Figure 6. We highlight the median
values of the distributions with vertical and horizontal
lines. In the following, we discuss the findings when
inspecting these plots: From the x-axis values of all
the panels in Figure 8 (D1) and Figure 9 (D2) we can
see that the fraction of Σdustρ, measured/Σ
dust
ρ, intrinsic is close
to unity and to the total cloud value (c. f. Eq. 11) for
the bulk mass of the cloud, while the median for the
8 The cloud without the sub-region I and the sub-region II.
star-forming sites and the low-density regions is further
away from unity. The median values move further away
from the total cloud value (c. f. Eq. 13) and unity the
larger the distance gets, due to the effects described in
Section 5.1.4. At distance D2, for low-density regions
the median of the fraction is 7.33, which means that the
measured value exceeds more than 7-times the intrinsic
value. We list the median fraction of all the sub-regions
and time-steps, orientation and distances in Table 1 in
Appendix A including the corresponding σMAD and re-
sulting relative errors. The contributing dust mass frac-
tion M intrinsicpixel /M
intrinsic
tot (first row of Figure 8) is high-
est for the star-forming sub-region (orange) which is not
surprising as the stars are formed in very dense envi-
ronments. The contribution of the low-density regions
is lowest (by definition). Therefore, large fitting errors
in the ionized bubble do not contaminate the total gas
mass (see Section 5.2) too much. When comparing Fig-
ure 8 (D1) with Figure 9 (D2), we can see that the me-
dian values are larger - this is due to the increase in
the physical size of the pixels. In the second and third
row of the scatter plots we show the intrinsic mean dust
density 〈ρ〉dustintrinsic and the corresponding standard devi-
ation σ(ρdustintrinsic). We note that the order of magnitude
of the intrinsic mean dust density 〈ρ〉dustintrinsic is compa-
rable to the order of magnitude of the corresponding
standard deviation σ(ρdustintrinsic). Star-forming sites have
higher mean densities than other parts of the cloud and
a larger spread in dust density standard deviation. This
is expected as compact clumps that form stars can have
densities that can vary over several orders of magnitude
from the surrounding cloud (see Figure 8 in Paper I).
In the fourth row, we plot the estimated χ2-values for
every pixel. Most χ2-values show very low χ2-values
hinting at good fits of the measured SEDs. Further,
high χ2-values follow the largest surface density over-
estimate in the low-density regions (see also Figure 5).
The measured vs. intrinsic fraction of the dust temper-
ature T dustmeasured/〈T 〉dustintrinsic is plotted in the fifth panel.
We can see that the median of the fraction is less than
unity. This underestimation grows by 6 % for low-density
regions at larger distances (see Figure 9) coinciding with
regions of density overestimation. We list the median
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is the result for version R3, version R2 will be available as online figure.
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Fig. 9.— Pixel-by-pixel analysis of the intrinsic properties and measured properties in dust surface density, dust density and dust
temperature for distance D2 at 10 kpc. The dashed black lines mark the median value in x and y with the corresponding values. Displayed
is the result for version R3, version R2 will be available as online figure.
14 Koepferl, Robitaille, Dale
6000
7000
8000
9000
10000
11000
M
ga
s
 (
M
¯
)
CM1 O1 D1
024 028 032 072 112 152
CM1 O2 D1
024 028 032 072 112 152
CM1 O3 D1
024 028 032 072 112 152
6000
7000
8000
9000
10000
11000
M
ga
s
 (
M
¯
)
CM2 O1 D1 CM2 O2 D1 CM2 O3 D1
6000
7000
8000
9000
10000
11000
M
ga
s
 (
M
¯
)
CM3 O1 D1 CM3 O2 D1 CM3 O3 D1
6000
7000
8000
9000
10000
11000
M
ga
s
 (
M
¯
)
CM1 O1 D2 CM1 O2 D2 CM1 O3 D2
6000
7000
8000
9000
10000
11000
M
ga
s
 (
M
¯
)
CM2 O1 D2 CM2 O2 D2 CM2 O3 D2
4.0 4.5 5.0 5.5 6.0 6.5
Time (Myr)
6000
7000
8000
9000
10000
11000
M
ga
s
 (
M
¯
)
CM3 O1 D2
4.0 4.5 5.0 5.5 6.0 6.5
Time (Myr)
CM3 O2 D2
4.0 4.5 5.0 5.5 6.0 6.5
Time (Myr)
CM3 O3 D2
intrinsic values
R3 measured values
R3 measured values (χ2 < 5)
R2 measured values
R2 measured values (χ2 < 5)
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fraction of all the sub-regions and time-steps, orienta-
tion and distances in Table 1 in Appendix A including
the corresponding σMAD and relative errors. In the last
row of Figure 8, we plot the standard deviation of the in-
trinsic dust temperature σ(T dustintrinsic) in the line of sight of
every pixel. From Figure 8, we can see that the median
of the standard deviation is lowest for the sub-regions of
the bulk molecular cloud and more than double for the
other sub-regions regardless of distance. When inspect-
ing Figure 8 and Figure 9 we find that the pixels with
σ(T dustintrinsic) > 6 K are more likely to have overestimated
dust surface densities which also coincides with an under-
estimation of dust temperature. This is especially true
for sub-regions of the cloud which contain star-formation
sites or low-density regions observed at large distances.
5.2. Gas Mass Measurements
For the B1 synthetic observations using Eq. 6 and the
dust surface density maps from Section 5.1, the gas mass
Mgas is evaluated for all the time-steps, orientations, dis-
tances and set-up versions and we provide the measured
values in Table 1 in Appendix A.
5.2.1. χ2-Anlaysis
In Figure 1 for one time-step, we see the changes in
the surface density and χ2-contours (white) introduced
by distance as well as the differences introduced by the
different resolution approaches R2 and R3. For the closer
distance (D1) we see that fewer pixels have values of
χ2 > 5 in the version R3 than in R2. At first glance this
is strange, because of course the underlying temperature
structure along the line-of-sight is the same. The differ-
ence is due to the convolution in version R3 to the largest
common beam size. Through this convolution informa-
tion from the shorter wavelength bands with smaller ini-
tial beam sizes is lost. Therefore, the fluxes from pix-
els which have an initial large erroneous temperature
are washed out over the area of the beam, ”contami-
nating” larger areas. Of course due to the convolution
the flux also gets weaker at the originating pixel. This
circumstance leads to lower χ2-quantities, which mistak-
enly suggest a ”better” fit, although the originating pixel
and the area around it (due to the R3 convolution) are
corrupted. This fact also becomes apparent when com-
paring to larger distances. For the R3 at larger distances,
χ2 > 5 contours move in their spatial position comparing
to the closer counterpart, while for the R2 method the
areas with χ2 > 5 just grow in size for larger distances.
We also note that high χ2-values are more strongly cou-
pled with surface density overestimation and dust tem-
perature underestimation than for the version R3. As
an example, areas with high χ2-values in low-density re-
gions coincide with large surface density overestimation
and can be therefore used to improve the total gas mass
measurements for surface density and dust temperature
maps but only when extracted from R2 synthetic images.
For R2 maps, most χ2-values from the 3 kpc sample
are very low hinting at good fits of the measured SEDs.
For larger distances, a considerable fraction of pixels has
values of χ2 > 5 especially in the sub-regions of star-
forming sites and low-density regions. Further, χ2-values
follow the largest surface density over-estimate in the
low-density regions, but are considerably higher than for
method R3 displayed in Figure 5. This is not surprising
as for the R3 method the fluxes of a pixel which would re-
sult in a bad fit have been washed out by the convolution
making the χ2-value untrustworthy by conception.
To summarize, when convolving to the largest beam
size more information and structure is lost (see Fig-
ure 1). χ2-analysis can only be used consistently if no
convolution to the largest common beam is performed.
χ2-values maps which resulted from R3 maps are
faulty by conception, since low χ2-values are not a
good indicator for a good fit and the high χ2-contours
indicate now enlargements for larger distances which
is expected. Therefore, when no final convolution is
applied (R2), then the overestimation in certain pixels
with low-density regions will grow especially for large
distances. Then removing pixels with large χ2-values
can help to mitigate the contamination from those pixels
resulting in a more reliable result.
In the following we will discuss the changes on the total
gas mass measurements when using surface density maps
contracted with R2 and R3 synthetic images.
5.2.2. Time-evolution
We plot the time-evolution of the measured (black) and
the intrinsic (red) gas mass in Figure 10. The measure-
ments from the R2 version are plotted small and solid
while the R3 measurements appear larger and opaque.
Note that the gas mass decreases over time because gas
moves outside of the field of view due to the high-mass
stellar feedback.
For the closer distance runs (D1, 3 kpc), we can see that
the measured R3 gas mass closely follows the gas mass
from the simulation. There are differences of at most
+9 % for the time-steps without feedback before 4.7 Myr
and −10 % for the high-mass stellar feedback phase. The
R2 errors for the pre-feedback times are at most +14 %
for high angular resolution (D1, 3 kpc) from the actual
values. For the high-mass stellar feedback dominated
time-steps the errors are considerably lower. They vary
between −7 % and +4 % for distance D1.
In Figure 10 we see that for close distances the pre-
feedback time-steps produce a too high total gas mass.
In these time-steps, two objects larger than 20M are
still accreting without driving winds or ionizing the re-
gion around. This is due to the unorthodox set-up of
the D14 simulations in time-steps before the high-mass
stellar feedback is switched on. These objects produce a
temperature structure in their surrounding with a large
dynamic range along the line-of-sight whereas modified
blackbody fits assume a single temperature component,
and this is (as was also shown in Section 5.1) the cause of
the discrepancy. Once feedback is switched on the high-
mass accreting objects ionize the region and also drive
winds as they should have done before, but this was sup-
pressed by the simulation setup of the D14 simulations.
The onset of the high-mass stellar feedback removes ma-
terial away from these high-mass objects and the close
dust is destroyed and the objects and their immediate
surroundings become invisible in the infrared. Less con-
tamination of the line-of-sight temperature profile causes
the technique to produce more reliable results as can be
seen in the time-steps after the simulation switch.
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Fig. 11.— Total gas mass measurements (left, middle) for two representative setups extracted from surface density maps (resolution
version R2) and the evolution of the number of accreting stars N∗acc (right). Vertical dashed lines mark the onset of high-mass stellar
feedback.
5.2.3. Distances
For the distant run (D2, 10 kpc), we see that the R3
measured gas mass deviates a little more from the actual
gas mass once feedback is switched on (−13 %). In com-
parison (see Figure 10), we see that the non-χ2-corrected
R2 measured gas mass deviates more strongly from the
actual gas mass, by up to a factor of 2. The increase
of error for larger distances is due to a larger fraction of
the mass which ends up in every pixel with a wider dis-
tribution of temperatures, and which violates the single-
temperature assumption of the technique. The error at
larger distances gets especially large at later time-steps
after about 5.5 Myr (see Section 5.2.5).
From the analysis of the χ2-values and the correspond-
ing maps (see Section 5.1 and Section 5.2.1), we found
that for the images which where convolved to the largest
common beam size (R3) the measurements cannot be
improved by χ2 analysis, since the χ2-values do not re-
semble the quality of the fit.
From the R2 analysis of the χ2-values (see Section 5.1
and Section 5.2.1) and the corresponding maps, we found
that pixels with a χ2 > 5 are least reliable and especially
when they occur in low-density regions. While the close-
by runs (D1, 3 kpc) lie mostly below χ2 = 5 (c. f. Fig-
ure 1), for the distant run (D2, 10 kpc) the χ2-values
lie above the threshold close to the ionized bubble. In
these cells within the low-density region, there are large
spatial and line-of-sight density and temperature gradi-
ents due to the presence of protostars (see Section 5.1).
When clipping the corresponding pixels above the χ2-
threshold away, we recover a gas mass which is compara-
ble to the intrinsic value. As in Figure 10, we highlighted
the χ2-corrected R2 gas masses Mχ
2<5
gas with solid orange
squares. We can see that χ2-corrected R2 total gas mass
measurements are not considerably underestimated once
high-mass stellar feedback is switched on, in contrast to
the R3 measurements displayed in Figure 10, regardless
of distance.
5.2.4. Orientations & Sources Setup
Furthermore, from our analysis we found that the con-
tamination is different for different orientations (O1: xy
plane, O2: xz plane, O3: yz plane). This is plausible,
since for different orientations the stars form in different
pixels and sometimes might be aligned into one and the
same. These differences vary the temperature structure
along the line-of-sight. In addition, the type of circum-
stellar set-up (CM1: no refinement, CM2: refinement
with rotationally flattened envelope, CM3: refinement
with power-law envelope) affect the error as well, since
the setup affects the distribution of the heated material
close to the young stars.
5.2.5. Error Evolution
A combination of the above discussed biases is the
reason for the increasing non-χ2-corrected R2 error
after 6 Myr for the distant regions (D2, middle panel of
Figure 11 or Figure 10). In comparison with Table 1 of
Paper I and the right panel of Figure 11 we know that
more accreting objects are present at later time-steps
of run I in the D14 simulations. We note that the
once feedback is switched on the gas mass measurement
(black pentagons) follows the number of accreting stars
N∗acc (red stars). Further for later time-steps there
are more accreting objects present but they are also
more spatially distributed compared to the time-steps
before the high-mass stellar feedback initiated. More
heating stars which fall in different pixels lead to an
overestimate which is especially high for larger distances.
Overall, the technique is successful in measuring the
total gas mass for the different orientations and radia-
tive transfer set-ups. Method R2 produced considerably
lower errors especially in the high-mass stellar feedback
phase. In Section 6.2 we will give error limits for the
different techniques.
Whether the technique still works for more complex
systems, such as distant galaxies, where a pixel combines
several pc, needs to be tested in future. Additionally, we
have to keep in mind that once a realistic background
is included, the errors will grow, but these errors will
then be due to overestimation or underestimation of the
non-uniform background (see Section 4.1).
6. DISCUSSION
In the sections above, we tested a technique commonly
applied by observers to measure star-formation proper-
ties such as the dust surface density, the dust tempera-
ture and the gas mass. We will now discuss the shortcom-
ings and challenges when testing and measuring these
properties:
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Fig. 12.— Evolution of the fraction of measured to intrinsic value for the different orientations (O1: xy plane, O2: xz plane, O3: yz
plane), circumstellar set-ups (CM1: no refinement, CM2: refinement with rotationally flattened envelope, CM3: refinement with power-law
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available as online figure.
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6.1. Reliability of Measured Dust Surface Density and
Dust Temperature Maps
From our detailed study in Section 5.1 of the errors
of the measured dust surface density Σdustmeasured and the
measured dust temperature T dustmeasured in every pixel, we
now give estimates of the reliability.
The median values of the fractions measured to intrin-
sic values and their σMAD are given in Table 1. The
absolute error in percent can be calculated as follows:
limits = − [1− (MED∓ σMAD)] · 100 %. (18)
We calculate the limits for every value listed in Table 1
for the total cloud as well as for the values of the
sub-regions. We plot the results in Figure 12. We can
see that the error for the measured dust temperature
is mostly smaller than for the dust surface density.
As noted in Section 5, the errors are larger for larger
distances. The dust surface density errors grow strongly
for the star-formation sites (orange) at later time-steps
since more accreting objects are present and more
distributed at later time-steps. The errors are even
larger at later time-steps for the low-density regions
(blue) as the ionized bubble grows over time. This is
also the reason why the error is larger at the orientation
O1 where the ionized bubble is most prominent. At
early time-steps the dust temperature measurement has
larger errors for the star-formation sites. This is due to
the large accreting stars present at early time-steps of
the D14 simulations (for more detail see Section 5.2).
For a conservative measures of the measured proper-
ties, we select for the total cloud and for the sub-regions
the largest error limits (Eq. 18) and suggest to use them
as an error estimate of the technique:
• total cloud:
Σdustρ, measured
D1
= Σdustρ, intrinsic
R2∣∣−22%
+71%
R3∣∣−21%
+62%
(19)
Σdustρ, measured
D2
= Σdustρ, intrinsic
R2∣∣−103%
+328%
R3∣∣−82%
+264%
(20)
T dustmeasured
D1
= 〈T 〉dustintrinsic
R2∣∣−35%
+13%
R3∣∣−33%
+13%
(21)
T dustmeasured
D2
= 〈T 〉dustintrinsic
R2∣∣−43%
+17%
R3∣∣−32%
+17%
(22)
• sub-region I: bulk molecular cloud
Σdustρ, measured
D1
= Σdustρ, intrinsic
R2∣∣−20%
+50%
R3∣∣−19%
+44%
(23)
Σdustρ, measured
D2
= Σdustρ, intrinsic
R2∣∣−63%
+140%
R3∣∣−53%
+106%
(24)
T dustmeasured
D1
= 〈T 〉dustintrinsic
R2∣∣−35%
+13%
R3∣∣−32%
+13%
(25)
T dustmeasured
D2
= 〈T 〉dustintrinsic
R2∣∣−38%
+17%
R3∣∣−31%
+16%
(26)
• sub-region II: star-formation sites
Σdustρ, measured
D1
= Σdustρ, intrinsic
R2∣∣−77%
+249%
R3∣∣−80%
+226%
(27)
Σdustρ, measured
D2
= Σdustρ, intrinsic
R2∣∣−134%
+356%
R3∣∣−127%
+205%
(28)
T dustmeasured
D1
= 〈T 〉dustintrinsic
R2∣∣−38%
+56%
R3∣∣−32%
+83%
(29)
T dustmeasured
D2
= 〈T 〉dustintrinsic
R2∣∣−47%
+62%
R3∣∣−26%
+161%
(30)
• sub-region III: low-density regions
Σdustρ, measured
D1
= Σdustρ, intrinsic
R2∣∣−33%
+220%
R3∣∣−31%
+177%
(31)
Σdustρ, measured
D2
= Σdustρ, intrinsic
R2∣∣−515%
+5422%
R3∣∣−430%
+3990%
(32)
T dustmeasured
D1
= 〈T 〉dustintrinsic
R2∣∣−42%
+23%
R3∣∣−36%
+32%
(33)
T dustmeasured
D2
= 〈T 〉dustintrinsic
R2∣∣−51%
+7%
R3∣∣−43%
+12%
(34)
The R2 values listed above are χ2-corrected.
The findings above suggest that method R3 produce
smaller errors for an individual pixel.
6.2. Reliability of Measured Gas Mass across the Scales
In Section 5.2, we showed that the gas mass estimates
from modified blackbody fitting work well when there
is no background at all or no high background present
(which needs to be removed) for objects within a 3 kpc
to 10 kpc distance.
This is also true for closer regions, especially for nearby
clouds within 1 kpc. They are statistically not necessarily
in positions which fall in the projected Galactic midplane
(e. g. above or below the midplane, or in the outer disk
opposite the Galactic center). Further, the spatial reso-
lution is better and fewer pixels are contaminated by the
”break down” or ”under/over-estimation” of the algo-
rithm as stars which are causing the non-constant tem-
perature along the line of sight contaminate relatively
fewer pixels of the image.
As pointed out in Section 4.2, for intermediate-mass
regions in the projected Galactic plane, disentangling
a specific region from the background is a limiting fac-
tor for the success of the technique, but only if we are
solely interested in the mass of the star-forming region
excluding the mass of the background from the Galac-
tic plane. Otherwise the technique should work better,
because then background does not needs to be removed.
From this study, we know that intermediate mass regions
(< 104M) are lost to the SPIRE background emission.
It needs to be tested in future work if simulated star-
forming regions above 105M produce enough signifi-
cant features in the SPIRE bands to create distinctive
features in the far-infrared emission of the Milky Way’s
midplane.
It remains unclear whether for distant galaxies, where
a pixel contains an even larger volume of material, the
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assumption of a constant temperature along the line of
sight still holds for the bulk of mass. This raises in-
teresting questions about the reliability of the technique
for extragalactic regimes where unresolved regions are
confined to one pixel. As pointed out in Section 5.2 χ2-
analysis cannot be used improve the measurement since
it is unclear wether the pixels are overestimated or under-
estimated and additionally because of the large distances
too much data/mass is lost due to the large physical size
of the pixels.
In Section 5.2 we find that the maximum error for dis-
tances up to 10 kpc lies between −7 % and +20 % for the
R2 total gas mass measurement and between −13 % and
+9 % for the R3 total gas mass measurement. Keep-
ing in mind the error spread of the individual pixels
of the surface density map (see Section 5.1 and Sec-
tion 6.1), a very conservative maximum error span can be
derived by adapting the same error margins for the total
gas mass measurements from the pixel-by-pixel analysis
shown in Eq. 19 and Eq. 20. However, these very con-
servative error margins will not represent the expected
error spread as displayed in Figure 10, where errors are
dependent of distance, feedback and resolution version.
Below we give the absolute errors from the gas mass mea-
surements (showed in Figure 10) for all time-steps (all),
pre-feedback time-steps (co) and high-mass stellar feed-
back time-steps (fb) for the two resolution version R2
and R3 and the two distances D1 and D2. The R2 val-
ues listed below are χ2-corrected. The first value from
the top to bottom is the minimum absolute error, the
median error and the maximum absolute error:
Mgasmeasured
D1
=
R2
M
gas
intrinsic
all
−7%
+0%
+14%
co
+4%
+7%
+14%
fb
−7%
−3%
+4%
(35)
Mgasmeasured
D2
=
R2
M
gas
intrinsic
all
−5%
+3%
+20%
co
+6%
+11%
+20%
fb
−5%
+0%
+6%
(36)
Mgasmeasured
D1
=
R3
M
gas
intrinsic
all
−10%
−5%
+9%
co
+3%
+5%
+9%
fb
−10%
−7%
+0%
(37)
Mgasmeasured
D2
=
R3
M
gas
intrinsic
all
−13%
−9%
+6%
co
−1%
+2%
+6%
fb
−13%
−10%
−2%
(38)
We can see that the median error at all time-steps is
lower for the R2 than for the R3 method. Same goes for
the time-steps with high-mass stellar feedback, while the
median error for the pre-feedback phase is higher for R2.
However, as pointed out in Section 5.2 the pre-feedback
time-steps remain questionable due to the unorthodox
setup of the D14 simulations. Therefore, the R2 tech-
nique appears to produce more robust results for the to-
tal gas mass measurements.
Additionally, we have to keep in mind for the version
R2 as for R3 that once a realistic background is included,
the errors will grow, but these errors will then be due
to overestimation or underestimation of the non-uniform
background (see Section 4.1).
Whether the technique still works for more complex
systems such as distant galaxies, where a pixel combines
several pc or even kpc, and whether the assumption of
a constant temperature along the line of sight still holds
for the bulk of the mass. This raises interesting ques-
tions about the reliability of the technique for extragalac-
tic regimes where unresolved regions are confined to one
pixel. There even the χ2-analysis cannot be used too ex-
cessively because then too much data/mass is lost due to
large physical pixel sizes.
7. SUMMARY
In this paper (Paper II), we explored a commonly used
observational measurement technique to infer the gas and
dust properties on ∼5800 synthetic observations of a sim-
ulated 30 pc wide star-forming region at different evolu-
tionary time-steps, orientations, distances and different
circumstellar radiative transfer set-ups. We tested the
reliability of modified blackbody fitting to estimate dust
temperature and dust surface density maps and to re-
cover the total gas mass. We found in Paper I (Koepferl
et al. 2016c) that in regions of high background of the
Herschel bands, it is not possible to disentangle the stud-
ied intermediate-mass star-forming regions (∼ 104M)
from the background. With low background (e. g. off the
Galactic plane), this technique should work much bet-
ter. The technique works well for synthetic observations
without a real background from the Galactic plane when
measuring the total gas mass of the cloud when assuming
the correct distance and interstellar extinction.
When using images which have been convolved to the
largest common beam size (version R3), we measure the
total gas mass with median errors up to −9 % from the
actual value. On the contrary, when using images which
have been only scaled to the larges common pixel size
(version R2), we measure the total gas mass median er-
rors up to +3 % from the actual value. While for the
latter technique the errors is lower for time-steps with
high-mass stellar feedback present, for the R3 technique
the error grows in the high-mass stellar feedback phase
(underestimation). For both techniques the errors in-
crease with distance.
Below we present the absolute error span of the total
gas mass measurements for all time-steps. The first value
from the top to bottom is the minimum absolute error,
the median error and the maximum absolute error:
Mgasmeasured
3 kpc
=
R2
M
gas
intrinsic
−7%
+0%
+14%
(39)
Mgasmeasured
10 kpc
=
R2
M
gas
intrinsic
−5%
+3%
+20%
(40)
Mgasmeasured
3 kpc
=
R3
M
gas
intrinsic
−10%
−5%
+9%
(41)
Mgasmeasured
10 kpc
=
R3
M
gas
intrinsic
−13%
−9%
+6%
(42)
We find that the total gas mass measurements have lower
median errors for method R2 than for R3 especially for
larger distances.
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We emphasize that when the initial images are con-
volved to the largest common beam size information
is lost and contaminated pixels are washed out over
larger areas, making the technique less reliable concep-
tually although the absolute errors might appear a little
smaller. Techniques which keep the initial beam resolu-
tion (e. g. Marsh et al. 2015) minimize the loss of infor-
mation and likely produce more reliable results. Further,
the R3 measurement are most likely underestimated in
the presence of high-mass stellar feedback and χ2−values
can not be trusted by conception. Therefore, masking
the pixels with unreliable fits (χ2-analysis) should only
be applied when the images have not been convolved to
the largest beam size.
When analyzing the dust surface density and dust tem-
perature measurements for every pixel we find that the
error from measured to intrinsic value rises for cells where
there is a large gradient in temperature and density along
the line of sight and spatially. This is especially the case
for regions closer than 1 pc to the star-formation sites
and even more for low-density regions below 10−6 g cm−2
with derived values as large as 50-times to 70-times above
the actual value. Generally we find that the R3 measure-
ments produce slightly more accurate individual pixel
values.
We provide our measured gas masses and the actual
value as well as the median values and error spread of the
dust surface density and dust temperature pixel analysis
in Table 1 in Appendix A. Moreover, the dust tempera-
ture and dust surface density maps are provided in the
online material of Appendix A. In follow-up papers (Pa-
per III: Koepferl et al. 2016b, Paper IV: Koepferl et al.,
in prep.), we will examine the reliability of different dif-
fuse star-formation dust tracers and direct counting tech-
niques to calculate the SFR.
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APPENDIX
MEASUREMENTS AND ONLINE MATERIAL
In the online material, we provide 414 dust surface density, dust temperature and χ2 maps (FITS files) of the 3
circumstellar material set-ups, 23 time-steps, 3 viewing angles, 2 distances of the synthetic star-forming region. The
FITS files will also be presented in the online material. The R2 and R3 dust surface density and dust temperature
maps can be accessed from:
R2: http://dx.doi.org/10.5281/zenodo.31294
R3: http://dx.doi.org/10.5281/zenodo.56424
The filename of the maps have the extension _B1_MBBF.fits and _B1_MBBF_R3.fits for the respective versions (R2
and R3) and are constructed of the combinations of abbreviations which resemble methods from Paper I and are
separated by underscores:
both I122 s3 p3 voronoi DraineLiPAH c1 DT2 CM1 O1 D1 B1 MBBF . f i t s
For more details about the different abbreviations in the filenames, see Paper I. The individual FITS files contain
three maps: dust surface density (g cm−2), dust temperature (K) and χ2 maps.
In the online figures we present the R2 counterparts to R3 versions of Figure 3, Figure 4, Figure 5, Figure 6,
Figure 8, Figure 9 and Figure 12.
In this appendix, we list the real and the measured gas mass and medians/errors of the dust surface density and
dust temperature measurements for the different combinations of circumstellar set-ups (CM1: no refinement, CM2:
refinement with rotationally flattened envelope, CM3: refinement with power-law envelope), orientations (O1: xy
plane, O2: xz plane, O3: yz plane), distances (D1: 3 kpc, D2: 10 kpc), resolution version (R2: scaled to pixel size of
SPIRE 500 µm, R3: convolved to beam size and scaled to pixel size of SPIRE 500 µm) and sub-regions (0: total cloud,
1: bulk molecular cloud, 2: star-formation sites, 3: low-density regions).
TABLE 1 Intrinsic and Measured Properties for Background B1
run time sorter Msimgas M
B1
gas Σ
dust
ρ, measured/Σ
dust
ρ, intrinsic T
dust
measured/〈T 〉dustintrinsic
(ID) (Myr) (M) (M) (median ± σMAD) (median ± σMAD)
sub-region in cloud 0 0 0 1 2 3 0 1 2 3
024 3.576 CM1O1D1R2 9873 10313 1.09± 0.11 1.08± 0.10 1.32± 0.38 1.13± 0.14 1.09± 0.04 1.09± 0.03 1.05± 0.07 1.09± 0.06
025 3.725 CM1O1D1R2 9825 10330 1.09± 0.11 1.08± 0.10 1.29± 0.39 1.12± 0.14 1.03± 0.03 1.03± 0.03 1.19± 0.15 1.02± 0.05
... ... ... ... ... ... ... ... ... ... ... ... ...
The full table will be provided in the online material including the χ2-corrected values.
