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Nous étudions le problème de prévoir plusieurs variables dépendantes à par
tir d’un même ensemble des variables indépendantes clans le modèle de la ré
gression linéaire multivariée. Nous considérons une famille cl’ estimateurs, appelés
estimateurs à rétrécissement, c1iii nous permettent de prévoir les variables clépen
clantes par des combinaisons linéaires des prévisions obtenues par la méthode des
moindres carrés.
Notre étude est motivée par les travaux suivants
[31 où Breiman et Frieclman proposent deux estimat.eurs du type “Curcls anci
Whey et les comparent aux autres estimateurs existants;
[1] où BilocÏeau propose des modifications aux estimateurs considérés clans [3]
[10] où Srivastava et Solanky proposent deux estimateurs minimax KS et SS
et les comparent aux autres estimateurs existants.
Nous considérons aussi l’estimateur “full cross validation” introduit par Brei
man et friedman [31• Nous le calculons de façon différente en suivant la méthode
proposée par P. D. Sasieni clans les discussions stir le nième article.
Tous ces estimateurs sont comparés clans cletix simulations (avec des données
générées de la loi normale et de la loi t de Stticlent) à l’aide des cieux critères
définis dans [31 et [10].




We stucly the problem of preclicting several response variables from the same
set of explanatory variables in the model of multivariate linear regression. We
consicler a group of estimators, known as shrinkage estimators, where the de
pendent variables are preclicted as linear combinations of the ordinary least squares
predictions.
This stucly is motivat ccl bv the following articles
[3] where Breirnan and friedman propose two estimators of type “Curcis and
Whey anci compare them to the existing estima.t.ors;
[1] where Bilocleau proposes modifications of the estimators in [31
[10] where Srivastava auJ Solanky propose two minimax estirnators auJ com
pare them to the existing estimators.
We also consider the ‘full cross validation11 estimator, proposecl hy Breiman
anci frieclman [3] anci compute it by using a methocl suggested by P.D. Sasieni in
the discussion section of the same paper.
Ail estimators are compareci in two simulations (data generateci from normal
anci Stuclent’s t distributions) using the two criteria cÏefinecÏ in [3] and [10].
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LE$ LOGICIELS
Nous avons utilisé les logiciels Spius (version 6.2), SPSS (version 11.5) et
Fortran Power Station (version 4.0), clans l’environnement Windows XP Pro. Le
Fortran Power Station (FPS 4.0) a été utilisé pour la programmation en Fortran
90.
Dans le chapitre 4, nous faisons cieux simulations avec 168 000 répétitions en
tout. Les nombreuses répétitions et la lourdeur des calculs (7 estimateurs et 12
critères pour chaque répétition) imposent l’utilisation d’un logiciel permettant une
plus grande vitesse que celle des logiciels statistiques. Pour cette raison nous avons
choisi Fortran 90 qui nous offre également plusieurs sous-routines de minimisation
quaclratique nécessaire pour calculer l’estimateur FCV (présenté au chapitre 3).
À toutes les étapes de la programmation des simulations, nous avons fait les
essais nécessaires pour s’assurer que les résultats obtenus avec fortran 90 sont
identiques aux résultats obtenus par Spius (utilisé comme base de comparaison).
Par exemple, nous avons remarqué que dans Fortran 90, la sous-routine ‘TCANCR”
qui calcule la matrice de coefficients canoniques C (présentée dans la section 1.3)
nous donne des résultats différents que la fonction respective ‘cancor” de Splus.
Il s’agit cl’tmne différence de l’ordre 10_2. Nous avons alors choisi de calculer C
à l’aide de la méthode matricielle présentée dans la section 1.3, donnant une
différence de l’ordre 10_10 entre les résultats des deux logiciels.
Les simulations ont été faites comme suit
en FPS 4.0 nous avons écrit et compilé des programmes qui génèrent les
données (par les méthodes présentées dans les sections 4.1 et 4.2) et qui
calculent les estimateurs (K) (présentés clans les chapitres 2 et 3) ainsi que
les critères A(K) et T/V(I() (présentés clans la section 4.3)
X— l’exécution des programmes a été faite sur cieux ordlinateurs de configura
tion
(1) INTEL(R),
Pentium(R) 4 CPU, 1.6 GHz
256 MB RAM,
20 GB IDE Harddisk
pour les petites valeurs des paramètres (p < 30 ou N < 300) et
(2) INTEL 1A32 Architectllre,
Dual P4 XEON CPU, 3.2 GHz , 2MB L2 Cache,
1 GB RAM,
120 GB SATA / IDE Harcldisk
pour les grandes valeurs des paramètres (p 50 ou N > 400);
les sorties (les valeurs des critères) ont été traitées avec SPSS 11.5 pour
obtenir des fichiers txt compatibles avec les logiciels statistiques et pour
créer les boxplots clans l’annexe 1;
— nous avons utilisé Splus pour calculer les médianes et pour désigner les
figures dans la section 4.4.
Les cieux exemples dans le chapitre 5 ont été élaborés avec Splus. Dans Splus,
il n’y a pas de fonction de rninimisatioll quaclratique nécessaire pour calculer
l’estimateur fCV (voir le chapitre 3) mais la compatibilité entre Fortran 90 et
Splus nous a permit de créer les fonctions nécessaires. En FPS 4.0 nous avons
fait une programmathèque de type .dll (dynamic link library) contenant la sous
routine de minimisation. Ensuite, en ajoutant cette programmathèque comme un
chapitre de Spltis, nous avons créé la fonction nécessaire pour la minimisation
quaclratique.
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Chapitre 1
LA R1GRES$ION LIN1AIRE MULTIVARIFE
1.1. LE MODÈLE
Considérons le modèle de régression linéaire multivariée avec p variables ex
plicatives x (ii x)T et q variables dépendantes y
= (yi,.. . yq)T, q <
Les matrices des observations prennent la forme suivante t




où X (respectivement Y) est une matrice N x p (respectivement N x q) dont la
n-ième ligne correspond à la n-ième observation indépendante.
Les vecteurs y, n = 1 N, sont indépendants de moyenne conditionnelle
E(yx7) = Ax (où A = (ai,. . . , aq)T est la matrice q x p des coefficients
inconnus) et de matrice de covariance conditionnelle , supposée symétrique et
définie positive. La forme matricielle du modèle s’écrit alors
Y=XAT+E,
oti de manière équivalente
y = Ax + , n 1, . . . , N.
Ici, la matrice d’erreur E
= (Ei, . . . , EN)T est N x q et les termes d’erreur sont
supposés indépendants de loi Nq(O, ), Z est inconnue.
31.2. LEs ESTIMATEURS
Soit M = X(XTX)’XT la matrice de projection (symétricue et iclempo
tente, MM = M) et S = YT(Iq — M)Y, une matrice symétrique définie positive.
L’estimateur saris biais de est donné p
S.
N—p
Considérons la méthode des moindres carrés (notée par l’acrollyme i\/IC). L’es
timateur MC des coefficients de la régression A est défini par
yTX(XTX)-l
Désignons par
les valeurs prévues par l’estin;ateur MC de Y. La prévision pour la n-iênie obser
vation est donc = AX1. Posons enfin
où E désigne la matrice des résidus.
En termes de la matrice M nous avons les identités suivantes
(j/fy)T(jWy) = yTj1j1y = yTj/fy
(1)
EY_YY_XY_MY(Iq_M)Y.
Il en résulte que la matrice $ peut être réécrite comme
S YT(Iq M)Y ((Iq — M)y)T(I — M)Y = ftTft
1.3. LEs MATRICES C ET F ET LES CORRÉLATIONS CANO
NIQUES
Notis allons trouver une matrice q x q non-singulière C qui satisfait aux deux
conditions stiivantes
CT$C1q et CT(YTMY)C=F, (2)
où F = diag(f1, . . .
, fq) est une matrice diagonale et fi 12 f sont
ordonnés.





où la notation c-T signifie (C_1)T = (cT)_1.
Soit S = H5A5HJ la décomposition spectrale de S, où II est une matrice
orthogonale (i.e. H1 = HJ) et As est une matrice diagonale dont les éléments
sont dans un ordre décroissant. Posons
= H5JÇ1HJ,
Si= Hs4Hj
Notons que les matrices 5-I et Si sont symétriques, définies positives et
satisfont aux identités (51)_1 = 5.4 (5j)1 =sl et s-lss-1 =4.
Introduisons la matrice symétrique G définie par
G := S-i(YTMflS.-1,




la décomposition spectrale de G, où Ha est orthogonale et Aa est diagonale dont
les éléments sont ordonnés dans un ordre décroissant.
Nous allons vérifier que la matrice C définie par
(5)
satisfait aux conditions (2). Ceci repose sur les identités suivantes (obtenues à
l’aide de (4) et (5)):
cTSC
= HJ(S4 )H0 = H4Ha 4,
CT (YTMY)C = (HS-l)(SlGSI)(S-lH0) = Aa = F.
5Les corrélations canoniques échantillonnales s’obtiennent à l’aide de la cliago
nalisation de la matrice
= (yTy)_lyTTy)_lTy
où X et Y sont centrées. i.e. chaque colomie est centrée à sa moyemne. En termes





+ Iq]’ [(C_TFC_t)_itC_TC) + Iq]’
= [(CF_CT)(C_TC) + Iq]’ = [C(F’ + Iq)C’]’.
On obtient finalement
= C(F’ + Iq)’C’ = CCor,rC’• (6)
Alors C est en effet la matrice des coefficients canoniques et la relation entre F
et. les corrélations canoniques est donnée par
Crr = diag(c, c,. . . , c) = (F’ + Iq)’ = diag(f 1’ .fq+
Comme les éléments f sont ordonnés de manière que f’ f2 fq, liOlJ5
avons aussi c > c > > C.
Chapitre 2
LES ESTIMATEUR$ À RÉTR]CISSEMENT
Rappelons que les vecteurs-lignes de l’estirnateur des moindres carrés
A YTX(XTX)_1 sollt donnés par la formule j = (XTX)_iXTwj, où le vec
teur w désigne la j-ième colonne de Y. La matrice A est obtenue en faisant
la régression IVIC pour chacune des variables w séparément, et donc sans tenir
compte des corrélations. Notons que les prévisions MC, Y = X, ne dépendent
pas de Z.
Breiman et Frieciman [3] proposent de faire les prévisions en utilisant une
combinaison linéaire de toutes les prévisions MC des q variables comme suit
= = BAx,
Y X(B)T xT
où la matrice B, q x q est appelée matrice de rétrécissement et A B, une
matrice q x p est l’estimateur à rétrécissement des coefficients A. En général, B
peut être choisie de façon différente. Nous allons considérer ici le cas
B = 3K (Iq — 0H(C_1)T [C(Iq — (7)
où C est la matrice des coefficients canoniques (introduite à la section 1.3) et
= diag(h, . . . , h)
est une matrice diagonale dont les éléments sont des fonctions des éléments
fi, . , fq définis ci-haut. Comme on le verra dans les sections suivantes, plu-
(K)
sieurs choix des elements diagonaux k ont ete proposes dans la htterature.
L’indice (K) indiquera le choix effectué.
72.1. L’ESTIMATEuR “CURDS AND WHEY” (C&W)
Notons (y0,xo) une observation future dont la prévision MC est Îo = Axo.
Nous supposons bien sûr que cette observation future est indépendante des obser
vations (Y,X). Dans le cas idéal, la distribution conjointe de (y,x) est supposée
(y\ f fo\ fE÷AvAT AV
I insNpqii I,,
O VAT V
La matrice de rétrécissement B est alors choisie pour minimisler le risque de
prévision
argE[(yo — BXxo)Tfl_1(yo — BZc0)],
où (2 et une matrice symétrique définie positive arbitraire. La valeur optimale de
B est donc
B = E9]E]’ (8)
eteilenedépendpasdeOE
Brefrnan et Fri&mn’ 13] utilisent les expressions suivantes pour les espérances
dans(8):
Ebro9] = E[(Axo + e0)(xr)] = AE(xox)AT = AVAT,
= AVAT + E.
Nous venons à la section 2.3 que la valeur f ci-dessus est erronée même pour
des distributions multinormales. Ils obtiennent donc que
B (Iq + rEG_1),
où G = AVAT et r = p/N. Comme les paramètres E et G sont inconnus, on
prend les estimateurs échantifionaux S et YTMY et l’estimateur de B devient
Don = [Iq + rS(YTMY)_9_l.
En utilisant (3), l’estimateur s’écrit en termes de C et F comme suit:
Don = 4+ rC_TC_l(CF_lcT)] —1 = 4+ rc_TF_1CT] -‘
= [C_T(4 + rr1)CT] = c_T(4 + rF_1)’CT.




f r(1+—) — =1—
\ fJ r+f r+f
ce cmi nous permet d’écrire l’estimateur sous la forme
BOPT C_T(Iq — H(OPT))CT (Iq — CH(OPT) C_1)T,




Notons que la matrice B clans (8) est obtenue à partir d’une observation future
y0 qui ne fait pas partie de l’échantillon. Cette procédure peut être approchée par
la méthode de la validation croisée, notée par l’acronyme CV. Pour ce faire, on en
lève chaque observation et on la traite comme une observation future. L’analogue





= est l’estimation MC avec la k-ième observation
Y\N
enlevée. Breiman et Frieciman [31 proposent ime simplification de plus en calculant
les à l’aide de la formule
1 Ï
Y\h = (Yk — mkcyk) (y —
l—mkk 1—r
où les éléments diagonaux mhk de la matrice M sont remplacés par la moyenne
trace(M) = r. (11)
Cette approximation donne lieu à la validation croisée généralisée ou GCV. Nous
avons donc





— r(YT + Ty) + T2YTY)]
(1 — r) (yTyy — rYTY) (YTMY — 2rYTMY + T2YTY)’
(1
— r) (yTj,Ïy — rYTY) [(1 — 2r)YTMY + ,2yTy]’
Puisque les matrices yTy et yTy sont symétriques et T (yTj/fy)(yTy)_i,
011 a
B (1 — r) (T — rlq) (yT7) { [ti — 27T + r2Iq] (yT7) }_‘
= (1
— r) (T — rlq) [ti — 2r)T + r2Iq] ‘.
Pour exprimer B en termes des matrices C et F, nous utilisons l’identité (6) et
le fait que ‘q C_TCT
B = (1 — r)C_T [(Iq + F’)’ — [iq] CTC_T [(i — 2r)(Iq + F’)-’ + r2Iq]_’ 6iT
(1 — r)C_T [(Iq + F-’)-’ — rlq] [(ï — 2)(Iq + F-’)-’ + r2Iq]’ CT
= CTDCT,
où nous avons posé
D = (1 — r) [(Iq + F-’)-’ rI1] [(ï — 2r)(Iq + F’)’ + r2Iq] ‘.
Puisque les matrices ‘q et F sont diagonales, D = dliag(d,, , dq) l’est aussi et
ses éléments s’expriment
(1- r) [(1




Ceci entraîne la forme cherchée de B
B = C_T [Iq (Iq — D)ICT = CT (Iq — H)CT
= [C(Iq H170))C_1]T,
10
où Ht cG) = cliag(k0W, CWG)) h(CWG) = 1 — (1—r)2f+r2• Pour
l’estimateur C&vV généralisé on obtient donc
= (Iq — CH7G)C_1)T,
Hv) = cïiag(h00’,.. ,k(°)) (12)
h(CWG) = T
(1—T)2J,+T2
2.3. L’EsTIMATEuR CW—GCV OPTIMALE
Calculons la matrice B de (8) en corrigeant l’erreur introduite par Breiman
et friedman [3j. La deuxième espérance est une matrice
E[0] = E[AxoxÂ] = E[AVÂ]
= (E[Tv])
q
dont l’élément (i,j) est
E[Vj
= tT[VE(jï)] tr{VE[(xTX)’XTyyIx(XTX)’1}
= tT{VE[(XTX)’XT(JI + Xaa7XT)X(XTX)’]}
= Ujj tT{VE[(XTX)’]} + aTVaj,
où Jjj sont les élémellts de Z. Puisque la matrice XTX W(N, V) suit la




(N — p — 1) + aT Vai.




On notera que cette espérance repose sur la normalité des p variables explicatives.
Posons T1
= N—p—F La matrice optimale B prend en effet la forme
B (Iq + r1ZG’)’.
11
Dans [lj, BiÏocleau a montré que l’estimateur CWG (12) n’est pas minimax et
il propose d’utiliser dans (11) l’approximation rnkk r1, ce qui donne l’estimateur
3CWGop (Iq — CH(c7G0Pt)C1)T,
HcohJt) = cliag(J7G0Pt) /7(GWCoPt)) (13)
1(CWGopt) — T1
— (1— 7.)2f +r
2.4. LEs ESTIMATEURS MINIMAX
Notons par
(K) E[tr(A — 1)XTX(A — T]
la fonction de risque pour l’estimation de A, où IIK est un estimateur des co
efficients A. Pour l’estimateur MC on a = pq et les estimateurs minimax
(K)
satisfont donc A
= P2 — pq < O.
$rivastava et Solanky [10] proposent un estimateur sans biais de A et, en
considérant les estimateurs de la forme
AK = [Iq — CHt1)C_1]T,
= diag (ïu’,. . . ,
ils cherchent à déterminer les {h} (considérés comme des fonctions de {Ii,. . . , f})
pour que l’estimateur AK soit minimax. Ils obtiennent ainsi deux estimateurs que
nous allons introduire maintenant.
Le premier estimateur, noté AKS, est déterminé en cherchant {h”} de la
forme h d1/f, où d sont des constantes positives et ordonnées
3KS = (Iq — CH(C_1)t,
= diag(h5), h)) (14)
—
7) + q — 2i — 1 1
(N—p—q+2i+1)Jj
Cet estimateur est minimax si p q + 1 et N > p — q — 1
12
Si on cherche les {i4’} de la forme h = d/f, où cl est une constante, ils
obtiennent l’antre estimatem A5 comme
(Iq — CH()C_1)T,
ctiag(h8, h)) (15)
— N(p + q — 1) (1
— (N—p)(N—p+q+1)J
2p(p—q—1)Ce clermer estimateur est mmimax si N p—3q—i et f) 3q + 1.
2.5. LES PARTIES POSITIVES DES ESTIMATEURS
Considérons les estimateurs clii type (7). Leur factetir de rétrécissement est
la matrice diagonale (‘q — H(’)) dont les éléments peuvent prendre des valeurs
négatives. La pratique nous montre que ces estimateurs sont dominés par les
estimateurs où les matrices sont remplacées par la partie positive i.e.




(voir les articles de Srivastava et Solanky [10] et Breiman et frieclman [3]).
Il y a plusieurs autres estimateurs à rétrécissement. Dans (11], van cler Merwe
et Ziclek introduisent l’estimateur minimax FICYREG (noté IVIZ). Bilocleau et
Kariya [21 proposent un estimateur du type Efron-iViorris (noté EM), qui domine
uniformément le 1VIZ (en ternies du risque P2), mais qui n’est pas invariant. Konno
[61 suggère un estimateur du type Efron-IViorris (noté EI\/1I) qui est invariant. Dans
[10], Srivastava et Solanky prennent en considération les trois estimateurs MZ,
EM et EMI, ainsi que l’estimateur KC (introcliut clans leur article) et montrent
qu’ils sont inférieurs aux estimateurs KS± et 554- clans le sens des critères de
la section 4.3. Dans [3], Breiman et friedman comparent les estimateurs CWG+
et OPT aux estimateurs IVIC et MZ (ainsi qu’aux estimateurs obtenus par les
méthodes Separate Ridge Reg’ression(Hoerl et Kennard, [4]), Reduced Rank Re
gression (Izenman, [5]), PL$ Regression (Wold, [12])) et les trouvent supérieurs
toujours au sens des critères de la section 4.3.
13
Poiir étudier le comportement de l’estimateur FCV (introduit dans la section
suivante), par des simulations et des exemples, nous allons donc utiliser l’esti
mateur OPT (défini clans (9)) et les trois estirnateurs CWG+, K$+ et SS± (les
parties positives des estimateurs définis dlans (12), (14) et (15)). Nous allons aussi
considérer la modification CWGopt+ proposée par Bilocleau [11 (les parties posi
tives de l’estimateur défini clans (13)). Finalement, nous allons iiclure l’estimateur
(OPT)MC comme refereiice de base. On remarquera que les elements h de 1 esti
mateur OPT sont toujours inférieurs à 1 ; il est clone inutile de prendre la partie
positive.
Chapitre 3
L’ESTIMATEUR FCV (“FULL CROSS
VALIDATION”)
Dans leur article [3], Breiman et friedinan proposent l’estimateur FCV,
AFCV RA, tel que B prend la forme
3= CDC (cDc1)T,
où la matrice diagonale D est
D = arg - (cTAc\fl)
2
(16)
= arg Uy -
L’expression C\ désigne la matrice des coefficients canoniques pour les don
nées avec la n-ièrne observation enlevée et est l’estimation IVIC avec la n
ième observation enlevée. La minimisation est faite sur toutes les matrices
cliag(1,. . .
, q). Le résultat est clone une matrice diagonale D cliag(di, . . . ,d)
dont les éléments ne sont pas a priori ordonnés et peuvent prendre des valeurs
négatives. Dans [3], Breiman et friedman proposent de régler ce problème en
remplaçant D par la matrice ‘la plus convenab1e dont les éléments sont ordon
nés et positifs. Nous considérons ici une méthode alternative, où les contraintes
sont imposées lors de la minimisation.
Dans la discussion sur l’article [3], P. D. Sasieni propose une minimisation
directe, avec les mêmes contraintes, à savoir on minimise (16) sous les contrailltes
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linéaires
Ce problème de programmation quaclraticue petit être résolu à l’aide de différents
logiciels mathématiques. Par exemple, Fortran 90 offre les sousroutines QPROG
(dans la librairie IMSL pour Windows) et EO4NFF ou nag qp sol (dans la
bibliothèque NAG pour UNIX).
Pour calculer D, nous allons écrire les contraintes linéaires sous une forme
matricielle et nous allons transformer la fonction objective
- CTAC\2
de façon que la minimisation soit faite sur le vecteur := (, , au lieu de
la matrice A.
Les contraintes sollt
— 2 >0, 2 — 3 >
— q Oct q O
1 —1 0 0
0 1 —1 0
O O 0 1 —1
0000 1







— C\AC) (Y — CTAC\)
16
= (yyn — yCTAc\,, + YC\r,AC\C\flTACY\rj)
- (C\)TA(G’y) - (C’y)TA(C\)+
+ yC\flAC1CTAC\fl).
En utilisant aTAb bTAa 011 obtient
(I) =







Pour transformer , nous utiliserons les équations
aTA = (Aa)T
= (ja1,. , qq) = TAa = (Aa6)T,
où a (a1,. aq)T et Aa cliag(a). Posons \n. diag(C\ ) = une
matrice diagonale. Nous avons alors





— 2[ (cT\fl)Tyfl]T + T[ (cT\fl)To]
Soit
(T\fl)T(cT\fl)




un vecteur qx 1. Notons aussi D = cliag(d) = cliag(di, , dq), OÙ d (d1, , dq)
est im vecteur q x 1. L’équation (16) se transforme alors comme suit
d = arg min [T — + tr(YTY)]
5: H>O
= arg miii (Ta —
: H>O
L’estimateur fCV prend la forme
AfCV=AB, B=(CDC’)T, D=diag(d),
d arg min (fT — 2/3T)
: H1>O
crite clans la forme générale, B devient
B (cDcjT = [C(Iq — Iq+D)C_hÏT = [Iq — C(Iq D)c1]T
[Iq
H(F) D ‘q — cliag(d) = diag(l — d1,.., 1 — dq).
Puisque les d1 sont positifs, notons que nous avons < 1, i.e.
OÙ 14FCV) est la partie positive de HCV) définie comme à la section 2.5.
La force de l’estimateur fCV réside clans le fait qu’on estime les coefficients
sans supposer que les données sont normales. Cette méthode ne dépend pas de la
distribution de X ni de celle de Y.
Chapitre 4
LES SIMULATIONS
Nous choisissons d’étudier le comportement de l’estimateur Afcv en le com
parant avec les six estirnateurs A, A0pT, AcwGopt+, Acwc+, Aics+ et ss+ (no
tés par (1K)). Le modèle de la simulation est pris cÏe l’article de Srivastava et
Solank [101 (voir aussi Breiman et friedman [3j).
4.1. LES DONNÉES DE LA LOI NORMALE
Dans les différentes simulations. le nombre p des variables explicatives est
= 10, 20, 30 et 50. Pour chaque p, nous choisissons un nombre différent de
variables dépendantes. La taille échantillonnale est choisie en considérant des







TÀB. 1.1. Les situations de la simulation normale
Pour chaque répétition aléatoire de chaque situation, les p variables explica
tives sont générées de la loi normale, i.e. chaque observation x, est générée
xNp(ov),n=1...,N.
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La matrice de covariance est elle-même aléatoire avec une réalisation différente
à chaciue répétition
V= (u) (ii—a), i,j = 1,.,?,
où r est généré de la loi r Unif [—1, 1]. Le choix aléatoire de r nous garantit
un degré différent de collinéarité pour les différentes répétitions. Quand r 1
la collinéarité entre les variables explicatives est forte, alors que r O indique
qu’elles sont presque indépendantes. Les réponses sont générées selon le modèle
= AX + n = 1,. , N
oti la forme matricielle
Y=XAT+E. (17)
Les termes d’erreurs sont générés de la loi normale
avec deux structures de covariance, Z uI (les variances des erreurs associées
à chaque réponse sont les mêmes) et Z u2diag(q2, ..., 22, 12) (les variances sont
très différentes). Pour chaque répétition, u2 est choisi de façon aléatoire entre les
valeurs {1, 3, 1O}.
Pour chaque répétition, les paramètres de la régression A = (ajj) sont générés
selon le modèle
A=CGT,




Les valeurs hh sont ajustées pour que
L)1 k=1,...,1O.
Les valeurs jk et l sont des entiers aléatoires des lois Unif{1,. , 50} et Unif{1,. , 6},
respectivement.
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La matrice C, de dimension q X 10, a (les vecteurs-colonnes générés inclépen
damment selon la loi
(clk,... , Cq) Nq(0, r), k 1 10
avec matrice de covariance
f= () = i,j=1,...,q.
où p est généré de la loi p Unif[—l, 11.
Pour chaque situation (p, q, N, Z), nous avons fait 500 répétitions (ce qui
donne 105 000 répétitions en tout).
4.2. LEs DONNÉES DE LA LOI t
Contrairement aux autres estimateurs, le fCV ne suppose pas que les données
soient normales. Une deuxième simulation a comme but d’étudier son comporte
meut sur des données provenant de la distribution t de $tuclent. Les Iriatrices A
et X sont générées comme avant, la matrice Y se calcule du modèle (1f), mais
les termes d’erreurs sont générés de la loi t
Entq,v(0,Z), n=1,...,N
avec le même choix de Z. Pour obtenir la matrice E, nous avons besoin de générer
une matrice Z de dimension N x q, telle que
Z (z), zjj N(0,1), i 1,...,N, j Ï q,







représente un échantillon de N vecteurs (les lignes de T) provenant de la loi
tq,v (o, Iq). Comme la matrice Z est chagonale, la matrice E s’obtient par
E = uT, clans le cas où Z J21q,
E uTdiag(q, . . , 2, 1), dans le cas où Z u2diag(q2,.. . , 22, 12).
Comme le but de cette simulation additionnelle est de comparer les compor
tements des estimateurs sur les données non-normales, nous ignorons les grandes






TAB. 4.2. Les situations de la simulation t,2
Pour chaque situation (p, q, N, Z), nous avons fait 500 répétitions (ce qui
donne 63 000 répétitions en tout).
4.3. LES CRITÈRES
La performance des estimateurs est évaluée à l’aide des cieux critères utilisés
clans [31 et [lOj.
Considérons l’estimateur (K). Pour chaque réplicat l’erreur quaclratique moyenne
de la j-ième variable est donnée par
e(K)2 (a —(K))tV(a —(K)),
où la notation aj(K)T correspond aux vecteur-lignes de la matrice K (qui re
présente l’estimation obtenue par la méthode (K)). Les a7 sont les vecteur-lignes
de A, i.e. les vrais coefficients générés dans la simulation. Les deux critères pour




max 2jE{1 q} e(K)
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où (K) est {iiIC, CWG+, CWGopt+, OPT, KS+, SS+} (ce qui donne douze
comparaisons en tout).
L’inégalité A(J) < 1 signifie que la somme des carrés des erreurs obtenues par
l’estimateur FCV est plus petite que la somme des carrés des erreurs obtenues
par l’estimateur (K). Alors, pour cette répétition, l’estimateur fCV donne une
estimation des coefficients A plus exacte que celle donnée par l’estirnateur (K).
Par contre, l’inégalité Â(J:) > 1 incliciue que l’estimat.eur (K) est plus efficace citte
l’estimateur fCV.
Le critère I’V(J() calcule le maximum des ratios e(FCV)2/e(K)2. C’est une
mesure de la pire erreur donnée par FCV par rapport à (K). L’inégalité IT7ic) < 1
signifie ciue l’estimateur FCV estime totis les coefficiellts mieux que l’estimateur
(K). De façon réciproque, l’inégalité 117(K) > 1 indique qu’il existe au moins une
variable réponse dont l’estimation respective par FCV est moins bonne que celle
donnée par (K). Cependant, l’inégalité I’V(J() > 1 ne signifie pas nécessairement
que FCV est moins efficace que (K) sur l’ensemble de toutes les variables (par
exemple clans le cas où 4(J) < ) 1otons qu’un grand nombre de variables
réponse augmente la possibilité que les deux estimateurs FCV et (K) donnent ses
pires erreurs sur des variables distinctes. De plus, pour certaines répétitions les
erreurs sont très petites (d’ordre 1O) et clans cette situation une valeur élevée
de 117(K) ne correspond pas à une grande différence réelle. Le critère I/V(I() devrait
donc être considéré en combinaison avec A(J-).
Connue tous les critères sont. faits par rapport à la même référence (celle de
FCV), les résultats nous permettent de comparer les comportements de tous les
estimateurs (K). Par exemple. pour deux estimateurs (K) et (L) nous avons
e(FCV)2 e(fCV)2
A(K) <A(L)
e(K)2 < Z=i e(L)2
Ze(K)2> Zej(L)2.
Ceci montre que l’estimateurs (L) est plus efficace que l’estimatetir (K).
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4.4. LES RÉSULTATS
Les valeurs des critères A(I() et sont illustrées à l’aide de boxplots pré
sentés clans l’annexe 1. La partie de gauche représente le critère 11(K) tandis que
celle de droite W(I), où (K) désigne l’estimateur utilisé. Chaque figure contient
les résultats de tous les douze critères, obtenus clans une situation particulière
(marquée au-dessus). La variable Index a été créée pour IIOUS indiquer le choix
cleZ:
Index = 1, si Z = 0Iq,
9. 9 22Index = 2, si Z = udiag(q, . . . , 2 , 1.
Au début, nous avons fait un boxplot pour chaque situation (p, q, N, Index)
et enstute les résultats semblables ont été réunis et présentés clans une même
figure avec sa description au-dessus. La convention utilisée sera d’agréger tous les
résultats sur les paramètres absents de la description. Par exemple, le premier
boxplot de l’annexe 1 avec p = 10, q = 3 signifie que les résultats sont agrégés
sur toutes les valeurs de N et Index et le dernier boxplot avec p = 10, Index = 2
signifie que les résultats sont agrégés sur toutes les valeurs de q et N. Les boxplots
(présentés clans l’annexe 1) sont les suivants
— les situations (p, q) : totites les tailles N et choix de Z,
les situations (p, q, Index = 1) et (p, q, Index 2) : toutes les tailles N, car
les deux choix de Z nous donnent toujours des résultats différents,
certaines situations (p, q, N) pour lesquelles les résultats obtenus pour cette
taille N sont différents des résultats de la situation respective (p, q)
il y a quelques figures additionnelles qui contiennent uniquement les box-
plots des critères A(j-), quand les T/17(K) prennent des valeurs trop grandes.
Les deux simulations sont traitées séparément.
La ligne horizontale tracée à une hauteur de 1 est la ligne de référence qui nous
aide à comparer les estimateurs (K) à l’estimateur fCV. Les boîtes au-dessous
de la ligne indiquent que les estimateurs respectifs sont moins précis que le FCV.
La boîte la plus haute nous montre le meilleur estimateur parmi les estimateurs
(K) : MC, CWG+, OPT, CWGopt+, KS+ et SS+.
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4.4.1. Conclusions de la simulation normale
Les estimateurs OPT et KS+ sont supérieurs à l’estimateur ]VIC, niais ils
sont toujours inférieurs aux autres estimateurs. Dépenclamment des différentes
situations le meilleur estimateur est parmi les fCV, CWG±, CWGopt+ et $S--.
En général, le comportement de l’estimateur CWG -b est inférieur au compor
terrient de FCV, de CWGopt- et de S$+. Dans certaines situatiolls, CWG± est
équivalent à CWGopt+ et à SS+, mais il n’est jamais supérieur à fCV. Il atteint
sa meilleure efficacité pour des petits q q = 3, 4, p = 10 (voir les boxplots à la
page 38) ou q 5, p = 20, 30 (pages 40 et 42), niais la seule situation où il peut
être considéré comme un des meilleurs est le cas où p = 10, q 3, N 30 (voir
le boxplot à la page 39).
Nous avons choisi la médiane comme mie mesure robuste cliii nous permet
de voir facilement les tendances de comportement des estimateurs. Les figures
suivantes clésigneiit la médiane des critères A(K) en fonctioll de q. La convention
utilisée est la même que pour les boxplots. La médiane est donc calculée sur 5000
observations pour les figures 4.1, 4.2-gauche et 4.3. Dans la figure 4.2-droite, la
médiane est calculée sur 1000 observations de la situation p 30, N = 100 (voir




FIG. 4.1. La médiane des A(K) ; simulation normale; situations
p = 10 (à gauche) et p = 20 (à droite)
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Lestimateur SS± est toujours supérieur aux estimateurs MC, OPT et KS+. Il
est fait pour des petites valeurs de q quand il est un des meilleurs voir par exemple
les hoxplots pour les situations p = 10, q = 3, 4, 5 (page 38) p 20, q = 5, 10
(page 40) et p 30, q 5 (page 42). L’estimateur $S± reste également un des
meilleurs estimateurs pour des plus graicies valeurs de q, si la taille échantillonnale
est assez grande. Par exemple. en considérant les grandes tailles N, clans des
situatious où p = 20, q = 15, 18, N > 100 (voir les boxplots à la page 41) et
p = 50, q < 30, Y > 200 (page 47), SS— est l’un des cieux meilleurs estimateurs
(avec le CWGopt+) parmi les estirnateurs (1K), tandis que clans le cas où p =
30, q > 10 (page 42), il est le meilleur estimateur parmi les estirnateurs (1K).
Cependant, pour les mêmes (p, q) et des petites tailles N, l’estirnateur SS+ devient
inférieur aux estirnateurs C’VGopt± et FCV voir les boxplots des situations
p 30, q> 15, N = 100 (page 43); p 20, q = 15, 18, N 50 (page 41) ou
p = 50, N = 100 (page 45 et 46). Les différents comportements de l’estirnateur
SS÷ par rapport à la taille N se voient bien en comparant les graphiques dans la
figure 1.2.
p3O p3O, NlOO
FIG. 4.2. La médilane des A(J() simulation normale; situations
p = 30 (à gauche) et p 30, N = 100 (à droite)
Le SS± est plus efficace clans les cas où Inde.r = 1 (quand il est souvent
équivalellt à CWGopt+) et il est légèrement inférieur à l’estimnateur FCV. En
général. l’estimateur SS+ est inférieur à FCV. Le seul cas où S$-- a le même
comportement ciue FCV (selon le critère A(ss±)) est quand p = 10. q 3;
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puisque Wss+1 > 1, SS+ peut être considéré meilleur que FCV et équivalent
aux estimateurs CWG-i- et CWGopt± par des raisonnements similaires (voir les
boxplots à la page 38).
L’estimateur CWGopt.H- est un des meilleurs. Son comportement est toujours
supérieur aux comportements des MC, OPT et KS±. Il est supérieur à CWG+
(sauf clans le cas p = 10, q = 3 où ils sont équivalents). Bien que clans certaines
situations CWGopt± est inférieur à 55+ (pour des grandes tailles N), il devient
largement le meilleur parmi les estiniateurs (K) potir des petits N, où il reste setil
en concurrence avec fCV (voir les boxplots pour les situations p 10, N = 30, 50
à la page 39; p = 30, N 100 à la page 43 oup = 50, q > 20, N 100 à la
page 46). Cette dépendance de la taille N se voit bien en comparent les graphiques
dans la figure 4.2. Pour p 30 et toutes les tailles N, l’estimateur CWGopt+ est
inférieur à SS+ et à FCV (4.2-gauche) ; pour N 100 (4.2-droite), il devient le
meilleur parmi les estimateurs (K).
L’estimateur CWGopt+ est uniformément un des meilleurs si Index est égal
à 1 ou 2. Comme on peut le voir dans les figures, il est un estimateur qui se
comporte bien pour toutes les valeurs de p et q et il est très efficace dans presque
totites les situations (bien qu’en général il reste inférieur à l’estimateur FCV).
z
10 20
FIG. 4.3. La médiane des A(I; simulation normale; situations p 50
Le FCV est un très bon estimateur qui est presque toujours le meilleur. Son




Si le nombre des variables explicatives p est fixé, son efficacité augmente avec la
croissance clii nombre des variables réponse q (cette tendance se voit bien clans
les figures). Pour des petits q — par exemple p 10, q 3,4 (voir les boxplots
à la page 38) et p = 20, 30. q = 5 (pages 40 et 42) — le FCV est équivalent à
CWGopt+ et à 55*. Avec la croissance de q, le FCV devient le meilleur. Avec
des grandes valeurs p, il est le meilleur pour tout q (voir les boxplots pour p 50
à la page 44 ou bien la figure 4.3).
La taille d’échantillon N n’influence pas beaucoup son comportement. Il est
très efficace pour toutes valeurs de la taille N, niais le plus grand écart avec les
autres estimateurs s’obtient pour des petits N car FCV n’exige pas la normalité
des données. Considérons par exemple le cas où p = 10. Pour q 3 et 4, le FCV
est équivalent à CWG+, à CWGopt+ et à SS+ (selon les critères A), mais en
coilsidlérant seulement la taille N 30, nous constatons que FCV est légèrement
supérieur à ces trois estimateurs si q = 3; il est clairement supérieur à CWG+ et
SS± clans le cas où q 4 (voir les boxplots à la page 39). Pour q 5, 6, 7 et 8,
les différences sont plus grandes et évidentes. Nous avons des résultats semblables
pour p = 20 et 30. Pour p 50, le meilleur estimateur est fCV (suivi par
CWGopt+ pour des petits N et par SS+ pour des grands N).
Dans les situations où Inder 1, l’estimateur fCV est parmi les meilleurs (il
est équivalent à CWGopt+ et à SS+). Il devient encore plus performant quand
Index = 2 (où il est le meilleur).
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4.4.2. Conclusions de la simulation t,2
Dans cette simulation les comportements des estimateurs (K) restent sem
blables aux comportements observés clans la simulation précédente. Les estima
teurs OPT et KS+ sont toujours supérieurs à MC et inférieurs aux autres. Ici,
l’estimat.eur CWG± est moins efficace. Il est supérieur à MC. à OPT et à KS±,
mais inférieur à FCV, à CWGopt- et à SS+. L’est.imateur SS± reste efficace
dans les mêmes situatiolls ciue claris la simulation précédente sauf que maintenant
il devient strictement inférieur à FCV. Les estimateurs SS± et CWGopt+ sont
les meilleurs parmi les estimateurs (K) et inférieurs à FCV. Voir la figure suivante
qui désigne la médiane des 3000 observations des critères A(I() en fonction de q
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FIG. 4.4. La médiane des A(K) de la simulation t pour des différents p
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L’estimateur CWGopt± est le plus efficace pour les petits q et les petites
tailles N p 10, q 3, 4, N 30 (voir les boxplots à la page 42); p
20, q 5, N = 50 (page 50) et p = 30, q = 5, N = 100 (page 51) — où
il est équivalent à FCV. Dans les situations p = 50, q = 10, 20, 30, N = 100
(voir les boxplots à la page 54) il est légèrement inférieur à F CV, selon le critère
“(CWCopt+), mais avec T/V(cwGOt+) > 1. Dans toutes les autres situations il est
strictement inférieur à l’estimateur FCV.
L’estimateur FCV est le meilleur. Dans cette simulation il nous montre une
meilleure efficacité. Comparons par exemple (dans la figure 4.5) les résultats obte
nus des cieux simulations dans la situation p 10, N = 30, 50 et 100, où on trouve
le plus petit écart avec les autres estimateurs. La figure 4.5-gauche (données de
la loi normale) et la figtire 4.5-droite (données de la loi t) désignent la médiane
des 3000 observations des critères A(R-) pour cette situation. Il est évident que
l’estimateur fCV se comporte mieux pour les données des la loi tio,2.
p1O, N3O,5O,1OO, simulation normale p1O, N=30,50,100. simulation t
AgopI. Ac..gpt*
Ace flcpt
3 4 S 6 7 6 3 4 5 6 7 6
q q
FIG. 4.5. La médiane des A(K); situations p = 10, N = 30, 50, 100
de la simulation normale (à gauche) et de la simulation t (à droite)
Dans la simulation t,2, on trouve les mêmes tendances du comportement
de l’estimateur FCV. Son efficacité augmente avec la croissance du nombre des
variables réponse q (si p est fixé) ou, en général, avec le nombre des variables p + q
(voir la figure 4.4). Ici, il dépend moins de la valeur de Index, mais il est plus
efficace si Index = 2. Il reste sans aucune concurrence dans les cas des grands q
et Index 2 (voir les boxplots des situations p = 10, q 5, 6, 7, 8, Index = 2
à la page 49; p 20, q 10,15,18, Index 2 à la page 50 et p = 30, q =
15. 20. 25. 28. Index 2 à la page 52).
Un désavantage de l’estimateur fCV est: qu’il n’estime pas les coefficients de
façon équilibrée. Dans les cieux simulations, les critères T’V(J:) prennent toujours
des valeurs plus grandes que 1 même si A(K) << 1 et FCV est: le meilleur. Dans
une telle situation (où 11(K) < 1 et W(K) > 1). il y a (au moins) une variable pour
laquelle l’erreur d’estimation e(FCV)2 est beaucoup plus grande que les erreurs
e(K)2 donnés par (K), tandis que les autres variables sont très bien estimées par
fCV. Cette tendance existe clans les cieux simulations, mais elle est beaucoup
plus légère pour les données de la loi t,2 — les valeurs maximales de IV(K-) sont
plus petites.
En conclusion, on peut chre que l’estimateur fCV est le meilleur choix quand




Considérons les données de Skagerberg, IVlacGregor et Kiparissicles [9j. Cet
exemple est étudié également par Breiman et Frieciman [31 et Srivastava et So
lanky [1OJ. Il y a p = 22 variables explicatives, q = 6 variables dépendantes et
‘V 56 observations. Les variables ne proviennent pas de la distribution normale
et nous considérons certaines transformations. Sur les variables dépendantes on
applicue une transformation logarithmique et ensuite elles sont standardisées.
Sur les variables explicatives on considère cieux transformations la transforma
tion logarithmique ln(X + 0.03) et la transformation v + 0.03 (cliii donne les
meilleurs résultats). Les résultats complets sont mis dans l’annexe 2. La matrice
de corrélation entre les variables dépendantes (voir le tableau 5.1) nous suggère
une corrélation forte entre Vi et Y2, ainsi que entre y4, y. et Y6•
Yi 112 Y3 114 115 Y6
1.000 0.957 0.065 0.254 0.255 0.259
112 0.957 1.000 -0.128 0.282 0.266 0.276
0.065 -0.128 1.000 -0.500 -0.484 -0.479
Yi 0.254 0.282 -0.500 1.000 0.974 0.978
0.255 0.266 -0.484 0.974 1.000 0.976
116 0.259 0.276 -0.479 0.97$ 0.976 1.000
TAB. 5.1. Les corrélations entre les variables réponse de l’exemple Chimiométrie
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Comme clans les deux articles, les erretirs de prédiction sont calculées par la
méthode CV. à savoir en enlevant successivement chacune des 56 observations
et en calculant chaque fois les estimateurs sur les 55 observations restantes. Les
erreurs de prédiction sont calculées pour cette observation
e\(A) y — A(J)Xr. fl 1,. . . ,.56.
où (K) est une des méthodes MC, CWG+, CWCopt--, OPT, KS+ et SSH-. On
prend finalement les moyenfles
e(K) Ze\fl(K).
n= 1
Les calculs sont faits pour chaque transformation des données ( X) ( in (X + 0.03))
et (Y, X + 0.03) et les meilleurs résultats sont obtenus pour (Y, IX + 0.03)
(voir le tableau 5.2).
Y Y 113 Y1 Y5 116 moyenne
MC 0.0980 0.3334 0.1971 0.0967 0.2290 0.1714 0.1876
CWG-- 0.1489 0.1898 0.1923 0.0965 0.2113 01575 0.1661
CWGopt-- 0.1524 0.1344 0.2292 0.0985 0.2119 0.1551 0.1719
OPT+ 0.1208 0.2423 0.1885 0.0947 0.2092 0.1581 0.1689
KS-F 0.1331 0.2202 0.1932 0.0965 0.2093 0.1596 0.1687
SS+ 0.1491 0.1882 0.1924 0.0969 0.2104 0.1562 0.1655
FCV 0.1876 0.1661 0.1719 0.1689 0.1687 0.1655 0.1715
TAB. 5.2. Les erreurs de prédiction par CV pour ( /X + 0.03)
de l’exemple Chimiométrie
L’estimateur fCV a la meilleure performance pour les variables 112. y et y5,
mais en moyenne le meilleur estirnateur est: 8$-I-. Ceci est en accord avec les
résultats des simulations où SS+ est un des meillerirs estimateurs pour des petites
valeurs de q.
Les résultats de l’annexe 2 révèlent un phénomène important relié à la sélection
de modèles. La variable réponse étant la même clans les trois analyses selon le
choix des régresseurs X, ln(X + 0.03) et /X + 0.03, on observe que la méthode
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cÏassicyue MC par le choix du modèle \/X + 0.03 procure une réduction cl’emriron
50% des erreurs de prévision comparativement à toutes les méthodes de prévision
pour le choix clii modèle original X. L’effet du choix de modèle est beaucoup plus
probant que le choix de la méthode de prévision.
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5.2. PuLP-FIBER
Considérons l’exemple étudié par Rousseeuw. van Aelst.van Driessen et Aguilô [8j
(les données sont prises de Lee tÏ) Il y a p = 4 variables explicatives, q = 4 va
riables dépendantes et N 62 observations. Dans cet article les auteurs cherchent
les valeurs aberrantes, tandis que nons voulons améliorer les estimations faites sur
toutes les observations. La matrice de corrélation entre les variables dépendantes
(voir le tableau .5.3) nous montre que toutes les variables sont très corrélées.
Yi Y2 Y3 Yi
Yi 1.000 0.914 0.984 0.988
Y2 0.914 1.000 0.942 0.875
0.984 0.942 1.000 0.975
j4 0.98$ 0.875 0.975 1.000
TAB. 5.3. Les corrélations entre les variables réponse de l’exeniple
Pulp- Fiber
Les erreurs de prédiction sont calculées par la méthode CV (comme clans
l’exemple précédent). Les fortes corrélations entre les variables réponse, la condi
tion p = q et les données qui ne sont pas normales sont les conditions sous
lesquelles l’estimateur fCV se comporte le mieux. Il est le meilleur estimateur en
moyenne (voir le tableau 5.4), ainsi ciue pour toutes variables sauf y4.
Yi Y2 y moyenne
MC 2.5413 0.1436 0.4844 0.1382 0.8269
CWG-- 2.5322 0.1420 0.4822 0.1384 0.8237
CWGopt-- 2.5309 0.111$ 0.4819 0.1384 0.8233
OPT÷ 2.5285 0.1423 0.4822 0.1380 0.8228
K$+ 2.5314 0.1427 0.4832 0.1377 0.823$
SS+ 2.5305 0.1412 0.4813 0.1385 0.8229
fCV 2.5082 0.1406 0.4795 0.1377 0.8165
TAB. 5.4. Les erreurs de prédiction par CV de l’exemple Pulp-Fiber
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Une fois ciiie les données sont rendues normales, l’estimateur fCV n’est plus
le meilleur en moyenne. À titre de comparaison, nous avons donné clans l’annexe
2 les erreurs de prédiction calculées après une transformation Box-Cox.
Ici encore nous pouvons observer qu’une simple transformation de Box-Cox
(la variable réponse demeurant toujours la même) permet à la méthode IVIC de
réduire d’environ 10% les erreurs de prévision par rapport à toutes les autres
méthodes appliquées sans aucune transformation. La sélection cl ‘un autre modèle
permet encore une fois d’obtenir la plus grande amélioration clans les erreurs de
Irévision.
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.1. ANNEXE 1
.1.1. Boxplots de la simulation normale
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.1.2. Boxplots de la simulation t,2
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Les erreurs de prédiction par CV pour (Y X)
Yi Y3 Y4 Y5 Y6 moyenne
MC 0.5510 1.0991 0.2464 0.1187 0.2700 0.1812 0.4111
CWG± 0.5646 0.7573 0.2199 0.1022 0.2315 0.1602 0.3393
CWGopt-- 0.5184 0.6437 0.2544 0.0985 0.2291 0.1578 0.3170
OPT 0.5562 0.8960 0.2241 0.1071 0.2393 0.1620 0.3641
KS± 0.5589 0.8710 0.2261 0.1066 0.2378 0.1632 0.3606
$S-i- 0.5666 0.7328 0.2205 0.0994 0.2293 0.1587 0.3345
FCV 0.4111 0.3393 0.3170 0.3641 0.3606 0.3345 0.3544
Les erreurs de prédiction par CV pour (Y Ïn(X + 0.03))
Yi Y3 Y1 Y5 Y6 moyenne
MC 0.3077 0.40.56 0.2007 0.1190 0.2287 0.2061 0.2447
CWG± 0.3.504 0.3953 0.1922 0.1222 0.2066 0.1696 0.2394
CWCopt+ 0.3580 0.3870 0.2202 0.1237 0.2050 0.1641 0.2430
OPT 0.3133 0.3956 0.1928 0.1186 0.2103 0.1797 0.2350
KS-b 0.3472 0.4038 0.1975 0.1226 0.2116 0.1804 0.2138
$$-i- 0.3571 0.3990 0.1923 0.1224 0.2060 0.1676 0.2407
FCV 0.2447 0.2394 0.2430 0.2350 0.2439 0.2407 0.2411
Les erreurs de prédiction par CV pour (Y, /X + 0.03)
yi Y2 y4 Y5 Y6 moyenne
IvIC 0.0980 0.3334 0.1974 0.09667 0.2290 0.1714 0.1876
CWC+ 0.1489 0.1898 0.1923 0.09647 0.2113 0.1576 0.1661
CWGopt+ 0.1524 0.1814 0.2292 0.09853 0.2119 0.1551 0.1719
OPT 0.1208 0.2423 0.1885 0.09467 0.2092 0.1581 0.1689
KS+ 0.1331 0.2202 0.1932 0.09647 0.2093 0.1597 0.1687
SS-- 0.1490 0.1882 0.1924 0.09686 0.2104 0.1562 0.1655
FCV 0.1876 0.1661 0.1719 0.16894 0.1687 0.1655 0.1715
.56
.2.2. Pulp-Fiber
Les variables explicatives prennent des valeurs négatives et la transformation
flox-Cox est appliquée à (X+0.7). Les valeurs du paramètre de la transformation
sont les À qui minimisent les fonctions de vraisemblance respectives pour chaque
rarjable
var i 2 3 1 Pi P2 Y3 Y4
‘\77?O’’ 1.2 1.4 0.6 -1.3 1.0 1.4 0.9 1.0
Les paramètres pour les variables réponse sont proches de 1, on ne les trans
forme pas. On applique les transfoririations respectives sur les variables expli
catives. Les erreurs de prédiction calculées par la méthode CV sur les données
transformées sont
Les erreurs de prédiction par CV après transformation Box-Cox
y Y2 P3 Y1 moyenne
IVIC 2.2320 0.1392 0.4305 0.1266 0.7321
CWG± 2.2144 0.1402 0.4256 0.1271 0.7268
CWCopt+ 2.2120 0.1401 0.4253 0.1269 0.7261
OPT 2.2083 0.1392 0.4266 0.1260 0.72.50
KS-- 2.2179 0.1382 0.4289 0.1256 0.7277
SSt 2.1975 0.1398 0.4231 0.1260 0.7216
FCV 2.2179 0.1400 0.4274 0.1273 0.7282
