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A general method is given to solve discriminant and index form equations of Thue and
Mahler type. The method is shown to be practical for discriminant and index form
equations for number flelds with moderately sized minimal Galois closures.
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1. Introduction
Methods for solving discriminant and index form equations for cubic number flelds of
Thue-type were considered in Ga¶al and Schulte, (1989). Equations of Mahler-type for
cubic number flelds were investigated in Merriman and Smart, (1993). In quartic number
flelds equations of Thue-type have been considered in a series of papers by Ga¶al et al.
(1991a,b, 1993, 1994). The only examples of equations of Mahler-type in quartic number
flelds, that I know of, are in Smart (1993), and in Merriman (1970).
For general number flelds the only known method is Gy}ory’s, (Gy}ory, 1976, 1978),
where one needs to solve unit equations in the Galois closure of the relevant fleld. It is
generally considered that this last approach is too time consuming to be of any practical
beneflt. The aim of this paper is to show that one should not be too pessimistic about
Gy}ory’s method. One can adapt the method so that it is practical for number flelds with
moderately sized minimal Galois closures.
Certainly for quartic number flelds the method of Ga¶al et al. is the most e–cient
known. For sextic number flelds with quadratic and cubic subflelds, one can apply the
ideas of Ga¶al (1995a). Also for totally complex cyclic sextic flelds there is also another
similar method due to Ga¶al (1995b). Both of these papers treat examples where the sextic
number fleld is galois. However these methods do not appear to generalise to higher degree
number flelds. Hence, for flelds of higher degree one is left with the method of Gy}ory. We
shall show how Gy}ory’s method can be made more practical. One should note at this stage
that because the graph associated with a discriminant form is triangularly connected the
procedure described in Smart (1995a), can be used to flnd all the solutions. This paper
could therefore be considered as an optimisation of the method in Smart (1995a), for the
case of discriminant/index form equations.
y E-mail: n.p.smart@ukc.ac.uk
0747{7171/96/030367 + 08 $18.00/0 c° 1996 Academic Press Limited
     
368 N.P. Smart
Note that solving a discriminant form equation is equivalent to solving an index form
equation, and vice versa, however in the paper we take the view of solving discriminant
form equations. In addition, the other methods listed above should be used in preference
to my method when they are applicable because they avoid the use of the normal closure.
It becomes di–cult to compute the basic data for the normal closure, such as a set
of fundamental units, when its degree becomes larger than around 20, using current
algorithms.
The method discussed below is similar to that used in Smart (1995b), in that we
consider the action of the Galois group of the minimal Galois closure on the set of S-unit
equations that need to be solved. This eliminates many cases and reduces the number of
exponential variables that need to be considered. As an example, we solve an index form
equation in a sextic number fleld, whose minimal Galois closure has degree 18. The only
reason for choosing an extension with Galois group of order 18 rather than one with a
larger Galois group was the di–culty of computing fundamental units in extensions of
higher degree.
2. Discriminant and Index Forms
Suppose that 1; fi1; : : : ; fim are linearly independent algebraic numbers and set
K = Q(fi1; : : : ; fim). We shall assume that K is a number fleld of degree n ‚ 3. Put
l(x) =
mX
i=1
fiixi
and consider the discriminant form of this linear form, namely
DK=Q(l(x)) =
Y
1•i<j•n
‡
l(i)(x)¡ l(j)(x)
·2
:
This is certainly triangularly connected as we have for all i; j; k that‡
l(i)(x)¡ l(j)(x)
·
+
‡
l(j)(x)¡ l(k)(x)
·
+
‡
l(k)(x)¡ l(i)(x)
·
= 0:
That discriminant forms are triangularly connected is an observation that goes back to
Gy}ory (1976). Let S denote a flnite set of rational primes and let D 2 Q. We wish to
flnd all x 2 Zm such that
DK=Q(l(x)) 2 D:O⁄S : (2.1)
There are flnitely many such x up to the equivalence deflned by x » x0 if and only if
x = †x0 for some † 2 O⁄S . By analogy with Thue-Mahler equations we call equation (2.1)
of Thue-type if S = ; and of Mahler-type otherwise.
Without loss of generality we may assume that D 2 Z, fii 2 ZK and gcd(x) = 1. If we
put K = Q(µ) for some µ, then we shall wish to link the solutions of equation (2.1) with
those of an index form for the module Z[µ]. We can write
fii =
nX
j=1
ai;jµ
j¡1
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for ai;j 2 Q. There is a d 2 Z such that for all i and j we have dai;j 2 Z. Finally, deflne
L(y) =
nX
i=1
yiµ
i¡1:
We use the following Lemma to simplify the situation, an idea which is due to Ga¶al et
al. (1993):
Lemma 2.1. All the solutions to equation (2.1) can be recovered from all the solutions
to the equation
DK=Q(L(y)) 2 dn(n¡1)DO⁄S : (2.2)
Proof. Suppose that x is a solution to (2.1) and put y = dAx where A = (ai;j), then
y 2 Zn and we have
DK=Q(L(y)) = DK=Q(dl(x)) = dn(n¡1)DK=Q(l(x))
2 dn(n¡1)DO⁄S :
Hence all values of x can be recovered from the values of y. 2
Note that y1 is not determined by equation (2.2). Due to the above Lemma we shall now
concentrate on equation (2.2). We denote by µi, for 1 • i • n, the conjugates of µ. Then
note that µi ¡ µj divides L(i)(y)¡ L(j)(y) and so DK=Q(µ) must divide DK=Q(L(y)). We
can therefore assume without loss of generality that DK=Q(µ) divides dn(n¡1)D. We then
have that DK=Q(L(y)) = DK=Q(µ)Ind2K=Q(L(y)) and so we can consider equation (2.2)
as an index form equation, if we so wish.
3. The Action of The Galois Group
We let KGal denote the minimal Galois closure of K and let G = Gal(KGal=Q) denote
its Galois group. Current thinking insists that the larger G is the harder the equation
will be to solve. However, we shall see that the larger G is the more rich is its action on
the set of S-unit equations. This action greatly simplifles the method, so a balance arises
between the di–culty of dealing with high degree flelds with large Galois groups and the
di–culty of not having a rich action for small Galois groups.
Let i; j be distinct integers and put Ki;j = Q(µi; µj) then by the unique factorisation
of ideals we have
(L(i)(y)¡ L(j)(y)) = (µi ¡ µj)di;j
ti;jY
k=1
B
Ui;j;k
i;j;k
where Bi;j;k are the prime ideals of Ki;j lying above those in S, Ui;j;k is a non-negative
integer and di;j is an integral ideal such that d2i;j j
¡
dn(n¡1)D
¢
. Let hi;j denote the class
number of Ki;j then we can write Ui;j;k = hi;jui;j;k + ri;j;k with 0 • ri;j;k < hi;j . Hence
L(i)(y)¡ L(j)(y) = †i;j–i;j (µi ¡ µj)
ti;jY
k=1
…
ui;j;k
i;j;k ;
where †i;j is a unit of Ki;j , …i;j;k is a generator of the principal ideal B
hi;j
i;j;k and –i;j is an
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Table 1. Action of S3 on ¿i;j;k.
¾ 2 S3 ¿¾(i;j;k)
id ¿i;j;k
(i; j) ¿j;i;k = ¡1¡ ¿¡1k;j;i
(i; k) ¿k;j;i
(k; j) ¿i;k;j = ¿
¡1
i;j;k
(i; j; k) ¿j;k;i = ¡1¡ ¿¡1i;j;k
(i; k; j) ¿k;i;j = ¿
¡1
k;j;i
element of Ki;j which satisfles the ideal equation
(–i;j) = di;j
ti;jY
k=1
B
ri;j;k
i;j;k :
We can obviously choose –i;j up to multiplication by a unit and so we can choose –i;j as
coming from an efiectively computable flnite set.
Now for each ordered triple [i; j; k] of distinct integers lying in f1; : : : ; ng we set Ki;j;k =
Q(µi; µj ; µk). Let Ti;j;k denote the set of primes of Ki;j;k lying above those in S. If we set,
for fli = L(i)(y),
¿i;j;k =
fli ¡ flj
flk ¡ fli
then we have
¿i;j;k =
µi ¡ µj
µk ¡ µi °i;j;k†i;j;k
where °i;j;k comes from a computable flnite set of elements of Ki;j;k and †i;j;k is an
element of O⁄Ti;j;k . Indeed °i;j;k can be computed from the –i;j above. Notice that any
two such °i;j;k’s whose quotient is an element of O⁄Ti;j;k may as well be considered equal.
We can assume that
µi ¡ µj
µk ¡ µi °i;j;k
is multiplicatively independent of elements in O⁄Ti;j;k . If this is not the case, then a trivial
alteration to the algorithm for S-unit equations needs to be performed.
For each ordered triple [i; j; k] we have a 2-term S-unit equation
¿i;j;k + ¿k;j;i + 1 = 0 (3.1)
Given a solution to equation (3.1) we can recover all other values of ¿i0;j0;k0 where [i0; j0; k0]
is a permutation of [i; j; k] via Table 1. So we have at most nC3 S-unit equations like
equation (3.1) to solve, where nC3 denotes the number of combinations of three elements
chosen from a set of n elements. One can solve these using the algorithm in Smart (1995a).
This may seem like a large number of equations but one can eliminate and simplify many
of the equations as we shall now describe.
Put Rn = ffi; j; kg : 1 • i < j < k • ng. We think of the set Rn as representing the
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Table 2. Action of G on R6.
G No. Orbits
(C6;¡); (S3;¡); (A4;+) 4
(D6;¡); (S4;+); (A4 £ C2;¡) 3
(G18;¡); (S4;¡); (G36;§)
(A5;+); (G72;¡); (S4 £ C2;¡) 2
Otherwise 1
S-unit equations that we need to solve. The group G acts on Rn via the map
G£Rn ¡! Rn
(¾; fi; j; kg) ¡! f¾(i); ¾(j); ¾(k)g ;
where ¾(i) = j if and only if ¾(µi) = µj . One then easily sees that the number of S-unit
equations that we actually need to solve is equal to the number of orbits of the above
action.
For example if n = 5 then we have R5 has order 10 but the number of orbits of G
acting on R5 is equal to 2 if G = C5 or D10 and in all other cases the number of orbits
is equal to 1. For n = 6 the details are given in Table 2. For example suppose G = S6
then naively one would expect to solve a single S-unit equation in a fleld of degree 720
or one S-unit equations in 20 distinct flelds each of degree 120. We see, however, that
we need only solve one S-unit equation in one fleld of degree 120. However solving an
S-unit equation in a degree 120 number fleld is still far beyond the range of todays
computers as the unit group will have rank lying between 59 and 119. This means we
could have 119 exponential variables for an equation of Thue-type. Obviously the number
of exponential variables is larger for an equation of Mahler-type. One should bare in mind
that the S-unit algorithm in Smart (1995a), is exponential in the number of exponential
variables. Therefore a method needs to be developed to reduce the number of exponential
variables. We again use the group G, but this time to flnd linear dependencies among
the exponential variables. We explain this with a few examples, the method is quite
straightforward:
Let fi; j; kg denote a representative of an orbit of the above action of G on Rn. Put
¿ = ¿i;j;k. We let ¾0 denote a permutation of f1; : : : ; ng which flxes i; j and k. Suppose
the group G contains an element ¾ of the form (i; k)¾0 then ¾(¿) = ¡1 ¡ ¿ . And so we
can express the exponential variables of one term of the unit equation in terms of the
variables in the other term.
Now suppose G contains an element of the form ¾ = (k; j)¾0, so we have ¾(¿) = ¿¡1.
This will give a set of linear equations amongst the exponential variables for the term
represented by ¿ . This may allow us to reduce the number of such exponential variables
by letting †i;j;k range over a subgroup of O⁄Ti;j;k of smaller rank.
There are other dependencies which can arise from considering the action of difierent
elements of the Galois group acting on the numerator, fli¡flj , and denominator, flk¡fli,
of ¿ = (fli ¡ flj)=(flk ¡ fli) separately. An example of this type will be given later. The
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linear equations which the elements of the galois group induce can be easily computed
using, for instance, the logarithmic embedding of the S-units.
4. Example
In this section we consider the problem of flnding all elements of index one in the ring
of integers of the number fleld F = Q(µ), where f(µ) = µ6+3µ3+3 = 0. This number fleld
was chosen as it is the standard example of a number fleld with Galois group (G18;¡),
(cf. Cohen, 1993, p. 327). The fleld F has an imaginary quadratic subfleld so the method
of Ga¶al (1995a), will give a relative Thue equation with two exponential variables. Using
Ga¶al’s method one could flnd the solutions in a relatively straight forward manner. We
shall not use this simpler method but demonstrate our new method with this example.
Although in general this is not a good idea it will serve to demonstrate my method. We
shall need to solve an S-unit equation in a degree 18 number fleld. This is the largest
degree number fleld for which an S-unit equation has been solved that I know of.
Using KANT, (Schmettow, 1991), one can determine that as an integral basis, of F ,
one can take the power basis in µ. Hence F certainly contains elements of index one.
If we let ` denote a root of `3 + 3 + µ3 = 0 then the splitting fleld of f is given by
K = Q(µ; `) = Q(µ ¡ `). If ! denotes a cube root of unity, (! = ¡2 ¡ µ3) then the six
roots of f are given by
µ1 = µ; µ2 = µ + µ4; µ3 = ¡2µ ¡ µ4;
µ4 = `; µ5 = !`; µ6 = !2`:
In terms of this ordering of the roots the Galois group of K is given by G = Gal(K=Q) »=
h(1; 2; 3); (1; 4)(2; 5)(3; 6)i. The group G has two orbits on R6, a representative of each
one is given by f1; 2; 3g and f1; 4; 5g. This gives us two S-unit equations that we need to
solve, one in Q(µ1; µ2; µ3) = F and one in Q(µ1; µ4; µ5) = K.
The case f1; 2; 3g
Here we solve an S-unit equation in the fleld F . As we stated above this has a power
integral basis. The unit rank is two and a set of fundamental units is given by
·1 = ¡1 + µ + 2µ2 + µ4 + µ5; ·2 = 2 + µ ¡ µ2 + µ3 + µ4:
There are six units of flnite order generated by » = ¡1¡ µ3. We set
¿ = ¿1;2;3 =
µ1 ¡ µ2
µ3 ¡ µ1 »
u·a11 ·
a2
2 ;
where 0 • u < 6 and a = (a1; a2)t 2 Z2. The other term in the S-unit equation we write
as
¡1¡ ¿ = ¿3;2;1 = µ3 ¡ µ2
µ1 ¡ µ3 »
v·b11 ·
b2
2 ;
where 0 • v < 6 and b = (b1; b2)t 2 Z2.
The group G contains the element ¾ = (1; 3; 2), which gives the action ¾(¿) = (¡1 ¡
¿)¡1. Computing the action of ¾ on the logarithmic embedding of the units we flnd the
matrix equation µ ¡1 1
¡1 0
¶
a = ¡b;
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from which we obtain the dependencies b1 = a1 ¡ a2 and b2 = a1. Hence we can rewrite
our S-unit equation as
µ1 ¡ µ2
µ3 ¡ µ1 »
u·a11 ·
a2
2 +
µ3 ¡ µ2
µ1 ¡ µ3 »
v(·1·2)a1·¡a22 + 1 = 0:
This makes solving the equation much easier as the sieving step can now be speeded up
by using the dependencies between the exponential variables, see Smart (1995b).
A C++ program using LiDIA, (LiDIA Group, 1995), was used to bound the variables
in this unit equation. It flrst found a bound of 1024 on a1 and a2, then using LLL reduction
it reduced this bound to 39. The method used can be found explained in Smart (1995a).
This step took 2 minutes on a SPARC-2.
Using these reduced bounds the equation was sieved, using various flnite flelds, to ob-
tain the solutions: (u; a1; a2) = (0; 0; 0); (4; 0; 0). This flnal sieving step took 0.5 seconds
on a single SPARC-2.
The case f1; 4; 5g
Here we work in the galois closure of F , namely K = Q(µ¡`). A minimal polynomial
of µ¡` is given by X18 + 171X12 + 5130X6 + 27. Applying polynomial reduction to this
polynomial provides another polynomial, a root of which also generates K, given by
g(X) = X18 ¡ 9X17 + 36X16 ¡ 75X15 + 72X14 ¡ 45X12
+79X9 ¡ 45X8 ¡ 36X7 ¡ 6X6 + 9X5 + 27X4 + 1:
Let ˆ denote a root of g(X). In K the element ˆ has index 29313732 so flnding a nice
integral basis of K is hopeless. Using KANT (Schmettow, 1991) we can flnd an LLL-
reduced integral basis of K. There are eighteen roots of unity in K a generator for these
we denote by ». The unit rank of K is eight and we take as generators for the non-torsion
part · = (·1; : : : ; ·8)t. We flnd that the regulator is then 529:94. From the analytic class
number formula we then deduce that the class number is one, assuming GRH. The exact
values of ·1; : : : ; ·8 and » are too lengthy to give here but the author will provide them
for the interrested reader.
To reduce the number of exponential variables in this case we need to look at the
numerators and denominators of the terms in the S-unit equation separately. We shall
write fi := fl when fi = †fl for some unit of flnite order †. We write
fl1 ¡ fl4 := (µ1 ¡ µ4)
8Y
i=1
·aii ; fl1 ¡ fl5 := (µ1 ¡ µ5)
8Y
i=1
·bii ; fl4 ¡ fl5 := (µ4 ¡ µ5)
8Y
i=1
·cii ;
where ai; bi; ci 2 Z. We wish to determine linear equations amongst these exponential
variables and hence reduce their number to something more manageable. The group G
contains the element ¾ = (1; 2; 3). Using the equation ¾(fl4¡fl5) = fl4¡fl5 and the action
of ¾ on the logarithmic space of the units we flnd that (for the choice of ·1; : : : ; ·8 which
we made)
c1 = ¡c2; c5 = 3c2 ¡ c3; c4 = c6 = c7 = c8 = 0:
The group G also contains the element ¾ = (1; 4)(2; 5)(3; 6) which along with the equation
¾(fl1 ¡ fl4) := fl1 ¡ fl4 eliminates four more variables; namely
a5 = ¡a4; a6 = a3 + 2a4; a7 = ¡2a3 ¡ 3a4; a8 = 2a3 + 4a4:
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Finally G also contains the element ¾ = (1; 5; 2; 6; 3; 4) which combined with its action on
the logarithmic embedding of the units and the equation ¾(fl1¡fl4) := fl1¡fl5 eliminates
all of the bi by
b1 = ¡a1 + a2; b2 = ¡a1; b3 = ¡2a3 ¡ 3a4; b4 = 2a3 + 5a4;
b5 = ¡a4; b6 = ¡2a3 ¡ 4a4; b7 = a4; b8 = ¡a3 ¡ 2a4: :
We stress all these dependencies depend on the choice of fundamental units. Hence our
S-unit equation ¿1;4;5 + ¿5;4;1 + 1 = 0 has only six exponential variables each term being
given by
¿1;4;5 =
µ1 ¡ µ4
µ5 ¡ µ1 »
u
¡
·21·2
¢a1 ¡
·¡11 ·2
¢a2 ¡
·33·
¡2
4 ·
3
6·
¡2
7 ·
3
8
¢a3 ¡
·33·
¡4
4 ·
6
6·
¡4
7 ·
6
8
¢a4
;
and
¿5;4;1 =
µ5 ¡ µ4
µ1 ¡ µ5 »
v (·1·2)
a1 ·¡a21
¡
·23·
¡2
4 ·
2
6·8
¢a3 ¡
·33·
¡5
4 ·5·
4
6·
¡1
7 ·
2
8
¢a4 ¡
·¡11 ·2·
3
5
¢c2 ¡
·3·
¡1
5
¢c3
:
We applied our program to flnd initial bounds of jaij; jcj j • 1049, for 1 • i • 4 and
2 • j • 3, and reduced bounds of 4471. This took a total of 185 minutes. We then
sieved to flnd the only solution is given by (u; a1; a2; a3; a4) = (0; 0; 0; 0; 0). This flnal
sieve took 100 hours on a single SPARC-2.Putting all the data together we flnd that the
only elements of ZF of index equal to one are of the form a§ µ, where a 2 Z.
References
Cohen, H. (1993) A Course In Computational Algebraic Number Theory. Springer-Verlag, Berlin.
Ga¶al, I. (1995a) Computing all power integral bases in orders of totally real cyclic sextic number flelds.
Preprint.
Ga¶al, I. (1995b) Computing elements of given index in totally complex cyclic sextic flelds. Preprint.
Ga¶al, I., Peth}o, A., Pohst M. (1991a) On the resolution of index form equations in biquadratic number
flelds I. J. Number Theory, Vol 38 , pp 18{34.
Ga¶al, I., Peth}o, A., Pohst M. (1991b) On the resolution of index form equations in biquadratic number
flelds II. J. Number Theory, Vol 38 , pp 35{51.
Ga¶al, I., Peth}o, A., Pohst M. (1993) On the resolution of index form equations in quartic number flelds.
J. Symb. Comp., Vol 16 , pp 563{584.
Ga¶al, I., Peth}o, A., Pohst M. (1994) Simultaneous representation of integers by a pair of ternary quadratic
forms- with an application to index form equations in quartic number flelds. preprint.
Ga¶al, I., Schulte, N. (1989) Computing all power integral bases of cubic flelds. Math. Comp., Vol 53 ,
pp 689{696.
Gy}ory, K. (1976) Sur les polynomes ¶a coe–cients entiers et de discriminant donn¶e, III. Publ. Math.
Debrecen, Vol 23 , pp 141{165.
Gy}ory, K. (1978) On polynomials with integer coe–cients and given discriminant V , p-adic generaliza-
tions. Acta. Math., Vol 32 , pp 175{190.
LiDIA Group. (1995) LiDIA - a library for computational number theory. Universita˜t des Saarlandes.
Merriman, J.R. (1970) Binary forms and the reduction of curves. DPhil. thesis, Oxford University.
Merriman, J.R., Smart, N.P. (1993) The calculation of all algebraic integers of degree 3 with discriminant
a product of powers of 2 and 3 only. Publ. Math. Debrecen, Vol 43 , pp 195{205.
Schmettow, J., Graf V. (1991) KANT - a tool for computations in algebraic number flelds. In Com-
putational Number Theory, Ed. A. Peth}o, M. Pohst, H.C. Williams, and H.G. Zimmer. Walter de
Gruyter.
Smart, N.P. (1993) Solving a quartic discriminant form equation. Publ. Math. Debrecen, Vol 43 , pp
29{39.
Smart, N.P. (1995a) The solution of triangularly connected decomposable form equations. Math. Comp.,
Vol 64 , pp 819{840.
Smart, N.P. (1995b) S-unit equations, binary forms and curves of genus 2. Preprint
Tzanakis, N., de Weger, B.M.M. (1989) On the practical solution of the Thue equation. J. Number
Theory, Vol 31 , pp 99{132.
Tzanakis, N., de Weger, B.M.M. (1992) How to explicitly solve a Thue-Mahler equation. Comp. Math.,
Vol 84 , pp 223{288, 1992.
