Abstract-Support Vector Machines (SVMs) are powerful tools for solving classification problems and have been applied to many application fields, such as pattern recognition and data mining, in the past decade. Weighted Support Vector Machines (weighted SVMs) extend SVMs by considering that different input vectors make different contributions to the learning of decision surface. An important issue in training weighted SVMs is how to develop a reliable weighting model to reflect the true noise distribution in the training data, i.e., noise and outliers should have low weights. In this paper we propose to use Emerging Patterns (EPs) to construct such a model. EPs are those itemsets whose supports in one class are significantly higher than their supports in the other class. Since EPs of a given class represent the discriminating knowledge unique to their home class, noise and outliers should contain no EPs or EPs of the both contradicting classes, while a representative instance of the class should contain strong EPs of the same class. We calculate numeric scores for each instance based on EPs, and then assign weights to the training data using those scores. An extensive experiments carried out on a large number of benchmark datasets show that our weighting scheme often improves the performance of weighted SVMs over SVMs. We argue that the improvement is due to the ability of our model to approximate the true distribution of data points.
I. INTRODUCTION Support Vector Machines (SVMs) were introduced in the early 1990s and the topic on the entire family of kernelbased learning methods has developed into a very active field of Machine Learning research [1] , [2] . SVMs are based on statistical learning theory developed by Vapnik and their formulations embody the structural risk minimization (SRM) principle. Due to their good generalization ability for a wide range of applications, SVMs have been powerful tools for solving classification problems, delivering state of the art performance in applications from analysis of DNA microarray data to text categorization, from handwritten digits recognition to protein homology detection.
SVMs combine two key ideas. The first is the concept of an optimum margin classifier. An optimum margin classifier is a linear classifier; it constructs a separating hyperplane which maximizes the distance to the training points. The important point is maximization of the margin, which turns the under-specified learning problem into an optimization problem ( Because the optimal hyperplane obtained by a SVM depends on only a small part of the data points (support vectors), it may become sensitive to noise or outliers in the training set, as shown in previous works [3] . To address this problem, Weighted Support Vector Machines (weighted SVMs)1 are proposed in [4] , which associate a weight with each data point such that different points can have different impacts on the learning of the optimal separating hyperplane. Weighted SVMs try to maximize the margin like the classical SVMs, but use weights to prevent some points (i.e., noise or outliers) from making narrower margin. If the data points are already associated with the weights, it is straightforward to use this information to train weighted SVMs. If a noise distribution model of the data is given, we can set the weight as the probability of the point that is not a noise, or as a function of it. However, almost all real world applications lack the weight information and it is very hard to know the true noise distribution. It [6] , [7] , which are competitive to other existing state-ofthe-art classifiers. From our experiences in using EPs for classification, we find that (1) (1) where e < si < 1 is a weight for (xi, yi)(i = 1, , m) and e > 0 is sufficiently small. We will discuss in detail how to obtain reliable weights for training data in Section III.
Like SVM, the basic idea of weighted SVM is to maximize the margin of separation and minimize the classification error to achieve good generalization ability. Unlike SVM, weighted SVM uses a function of weights to reduce the effect of less important data points (i.e., increase the effect of more important points).
The optimal hyperplane problem in the case of weighted training data is then Note that if we set all si as 1, the weighted SVM will be the same as the traditional SVM. With different values of si, we can control the tradeoff of the corresponding training pbint xi in the system. A smaller value of si makes xi less important in determining the optimal separating hyperplane; and vice versa. There is only one free parameter (i.e., C) in SVMs while the number of free parameters in weighted SVMs is equal to the number of training points.
III. A WEIGHTING SCHEME BASED ON EMERGING PATTERNS
Before introducing our weighting model, we give background of EPs first.
A. Emerging Patterns
Attributes can be categorical or continuous. For a continuous attribute, we assume that its value range is discretized into intervals. We call each (attribute, categorical-value) or (attribute, continuous-interval) pair an item. (sex, male) and (age, [18, 60] ) are two examples of items. Let I denote the set of all items. A set X of items is also called an itemset, which is defined as a subset of I. We say any instance S contains an itemset X, if X C S. The support of an itemset X in a dataset D, SUppD(X), is countD(X)/IDI, where countD (X) is the number of instances in D containing X. Given two different classes of datasets D1 and D2, the growth rate of an itemset X from D1 to D2 is defined as GrowthRate(X) = sUpp2(X)/suppl(X) if supp1(X) =A 0; otherwise, GrowthRate(X) = x0. Definition 1 Given a growth rate threshold p > 1, an itemset X is said to be an p-Emerging Pattern (pEP or simply EP) from a background dataset D1 to a target dataset D2 if GrowthRate(X)> p.
When D1 is clear from context, an EP X from D1 to D2 is simply called an EP of D2. The support of X in D2, supp2(X), denoted as supp(X), is called the support of the EP.
There are several algorithms for efficiently discovering EPs [5] . In this work, we use the recent tree-based methods [8] (please refer to the paper for more details). Let maxS and minS be the maximum and the minimum score for a given class. We could use the following mapping:
x -minS maxS -minS (7) where x is an importance score of a given instance. Instead of linear mapping, logarithm can be used:
x F-* log(l + (e -1)maxS -minS) (8) There are several problems with this simple mapping.
1) If maxS is significantly higher than other values, we will end up with many small weights (closer to 0); 2) If minS is significantly lower than other values, we will end up with many big weights (closer to 1); 3) Usually, half training instances will be assigned a weight less than 0.5 and half more than 0.5. Obviously, (1) and (2) are not good. (3) is not good because it regards too many examples as bad for classification by assigning small weights.
An instance is characterized by the values of attributes that measure different aspects of the instance. Data is made up of a set of instances, where each instance is an individual that can be used for concept learning. People collect data in order to discover useful information from data. Although mistakes occur in data collection due to human and machine errors, most of the data is good enough to represent the underlying concept. Therefore, we make the following assumptions:
* most examples are generally good for classification purpose; * some can provide partially correct information; . a few are outliers or noisy data which provide wrong information and are harmful to the classification task. We design a more intelligent mapping function based on the above analysis. Suppose we have a set of scores from a given class, S1, S2,... Sn, where n is the number of instances in the class. We sort these scores by ascending order. Let s, < S2 < ... < Sn. We partition all instances of the class into three groups according to their scores (shown in Figure 1 ) and perform the logarithmic mapping within each group. * Group 1 is made up of 80% instances whose scores are among the top 80% highest. In order to deal with the issue (1) discussed above, we remove those extremely big scores. We then map these scores into (0. The general approach of our model is shown in Figure 2 . Starting with the original training dataset without weights, we try to assign a weight for each training example. Because EPs are defined on discrete attribute values, before discovering EPs, we discretize continuous attribute values using the entropy-based method [9] . For datasets containing more than two classes, we use the one-against-all class binarization technique to handle them: we take each class in turn and discover EPs that discriminate this class from all other classes. For example, given a three-class dataset (D = D1 + D2 + D3), we will generate three sets of EPs, one for each class: (1) EPs from D2 U D3 to D1; (2) EPs from D1 U D3 to D2 and (3) EPs from D1 U D2 to D3. The discovered EPs will be feeded into the scoring function to compute importance scores for each training instances. We then map the score into weights [0, 1]. The final result is the original training dataset with the generated weights, which is ready for weighted Support Vector Machines. Note that all optimization techniques for SVMs can be applied to weighted SVMs.
IV. RELATED WORKS
In [10] , a method based on relative distances from the means of the classes is proposed to assign fuzzy membership values to the training data for the fuzzy perceptron. As In [4] , fuzzy membership values (weights) are generated in the sequential learning context, where fuzzy membership (weight) si is a function of time ti. They regard the last point (the latest arrived point) as the most important and the first point (the first arrived point) as the least important. Both linear function and quadric function are used, such as si = f(ti) = ati + b and si = f (ti) = a(ti -b)2 + c. However, no general method is given to address the typical classification task.
In [11] , based on geometry properties of distribution of the training points in space, the guard vector method and the circle method are proposed to determine fuzzy memberships of the training points. But these methods may not work well in high dimensional space where data is sparse due to the curse of dimensionality.
In [12] , [13] , Fuzzy Support Vector Machines (FSVMs) and Fuzzy Least Squares Support Vector Machines (fuzzy LSSVMs) are proposed to address the issues of unclassifiable regions in n-class classification problem. Their FSVMs are different from the weighted SVMs discussed in this work: the weighted SVMs aim to solve two-class problem well by weighting training instances in deciding the hyperplane; while their FSVMs treat all instances equally in training and generate fuzzy (instead of crisp) classification.
V. PERFORMANCE EVALUATION
In order to evaluate the effectiveness of our EP-based weighting model, we carry out a number of experiments. We select 29 benchmark datasets from the UCI Machine Learning Repository [14] . All experiments were conducted on a Dell PowerEdge 2850 (Dual Intel Xeon 3.0GHz CPU, 4G RAM) running Solaris 9/x86. The accuracy was obtained by using the methodology of stratified ten-fold cross-validation (CV-10). Results are reported as the mean classification performance over the 10 folds.
The complexity constant C is set to 5. Two types of kernels are used: one is the polynomial kernel; the other is the Radial-Basis Function (RBF) kernel. We use WEKA's Java implementation of SVM [15] . The commands are java weka.classifiers.functions.SMO -C 5 and j ava weka.classifiers.functions.SMO -C 5 -R. Note that SVM is a special case of weighted SVM, where all training instances have the same weight 1.
A. EP-based Weighting Model Vs. Random Weighting Model
To validate the robustness of our EP-based weighting method, we perform the following control experiment: we assign random weights to the training instances and then feed them into weighted SVMs. Our hypothesis is that the performance of our EP-based model is better than SVM, and SVM better than random weighting model. Table I compares SVMs, weighted SVMs with random weighting model and weighted SVMs with weights generated by our EP-based model. Both polynomial kernel and RBF kernel are used. We draw some interesting points as follows:
. When randomly assigning weights to the training instances, the weighted SVMs trained on these instances always perform worse than SVMs that treat all instances equally, no matter which kernel is used. This is as expected. Since weighted SVMs use weights to determine the importance of instances, wrong assignments of weights (either giving a bad instance a very high weight or giving a good instance a very low weight) will mislead weighted SVMs to generate non-optimal hyperplanes, either overfitting due to outliers and noise or missing reliable support vectors.
. When using our EP-based method to assign weights, weighted SVMs almost always outperform SVMs on both kernels. Paired-differences t tests show that (1) As discussed before, weights can also be generated by distance-based method. For a two-class problem, suppose there exist two centers, one for each class. Weights are computed according to the distance to the centers: the closer to its own center, the higher the value; the farther away from its center (closer to the other center), the lower the value. The detailed procedure can be found in [10] . 
