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code and instructions for 3-D triangulation-based image 
acquisition of a contoured surface/object-of-interest under 
observation by at least one camera, by projecting onto the 
surface-of-interest a multi-frequency pattern comprising a 
plurality of pixels representing at least a ?rst and second 
superimposed sinusoid projected simultaneously, each of the 
sinusoids represented by the pixels having a unique temporal 
frequency and each of the pixels projected to satisfy 
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representing the number of component sinusoids (e.g., K:2 
for a dual-frequency sinusoid pattern, K:3 for a triple-fre 
quency sinusoid, each component sinusoid having a distinct 
temporal frequency, Where K is s(N+ l )/ 2. 
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DUAL-FREQUENCY PHASE MULTIPLEXING 
(DFPM) AND PERIOD CODED PHASE 
MEASURING (PCPM) PATTERN 
STRATEGIES IN 3-D STRUCTURED LIGHT 
SYSTEMS, AND LOOKUP TABLE (LUT) 
BASED DATA PROCESSING 
PRIORITY BENEFIT TO CO-PENDING PATENT 
APPLICATIONS 
This application claims bene?t of US. Provisional Patent 
Application No. 61/371,626 ?led 6 Aug. 2010 describing 
developments of the applicants hereof, on behalf of the 
assignee. The speci?cation, drawings, and technical materials 
of US. Prov. Pat. App. No. 61/371,626 are hereby incorpo 
rated herein by reference, in their entirety, to the extent it is 
consistent with, and provides further edi?cation of the 
advancements set forth in, the instant application. 
STATEMENT OF GOVERNMENT AWARD 
The invention disclosed in this US. patent application was 
made, in part, with United States government support 
awarded by the following agencies: Department of Justice/ 
National Institute of Justice, Grant No. 304688600. Accord 
ingly, the US. Government has rights in this invention. 
BACKGROUND OF THE INVENTION 
Field of the Invention 
In general, the present invention relates to computer imple 
mented triangulation-based three-dimensional (“3-D” or 
“3D”) digital image reconstruction techniquesisuch as 
structured light illumination (SLI) systems, stereo vision, 
time-of-?ight depth sensing, and so oniused in performing 
3D image acquisition to digitize an artifact feature or con 
toured surface/ subject of interest. 
More-particularly, the invention is directed to a unique 
computer-implemented process, system, and computer-read 
able storage medium having stored thereon, executable pro 
gram code and instructions for 3-D triangulation-based image 
acquisition of a contoured surface-of-interest (or simply, 
“contour” or “contour-of-interest”) under observation by at 
least one camera, by projecting onto the surface-of-interest a 
multi-frequency pattern comprising a plurality of pixels rep 
resenting at least a ?rst and second superimposed sinusoid 
projected simultaneously, each of the sinusoids represented 
by the pixels having a unique temporal frequency and each of 
the pixels projected to satisfy 
where If is the intensity of a pixel in the projector for the nth 
projected image in a particular instant/moment in time (p, to 
represent projector); K is an integer representing the number 
of component sinusoids (e.g., K:2 for a dual-frequency sinu 
soid pattern, K:3 for a triple-frequency sinusoid, and so on), 
each component sinusoid having a distinct temporal fre 
quency, where K is less than or equal to (N +1)/2. The param 
eter B If represents constants that determine the amplitude or 
signal strength of the component sinusoids; AP is a scalar 
constant used to ensure that all values of If are greater than 
zero, 0 (that is to say, that the projector unit will not project 
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less than 0 magnitude of light); fk is the spatial frequency of 
the kth sinusoid corresponding to temporal frequency k; and 
yP represents a spatial coordinate in the projected image. For 
example, y” may represent a vertical row coordinate or a 
horizontal column coordinate of the projected image; n rep 
resents phase-shift index or sequence order (e.g., the n:0 
pattern is ?rst projected, and then the n:1 pattern, and so on, 
effectively representing a speci?c moment in discrete time). 
N is the total number of phase shiftsii.e., the total number of 
pattemsithat are projected, and for each pattern projected, a 
corresponding image will be captured by the camera (or 
rather, the camera’s image sensor). When used throughout, 
the superscript “c” references parameters relating to an image 
or series of images (video) as captured by the camera, 
whereas superscript “p” references the projector. 
Where pixels are projected to satisfy Eq. 1.1, the pixels of 
the images then captured by the camera are de?ned according 
to the unique technique governed by the expression: 
2mm Eq. (1.2) 
The term 11 (“eta”) represents a noise due to a certain amount 
of error introduced into the image by the light sensor of the 
camera. Recall, a camera image is made up of a multitude of 
pixels, each pixel de?ned by Eq. 1.2, with values for A”, B kc, 
and us different for each pixel. The “c” superscript indicating 
a value is dependent on the position of the pixel as referenced 
in the camera sensor (‘camera space’). To obtain phase terms 
from the pixels projected in accordance with Eq. 1.2, the 
unique expression, below, is carried-out for each k: 
Eq. (1.3) 
where, as before, yP represents a spatial coordinate in the 
projected image. In EXAMPLE 01, herein below, where K is 
set equal to 2, the phase terms for the cases where k:1 and k:2 
(i.e., for the two superimposed sinusoids) must be deter 
mined. FIGS. 8A, 8B are reproductions of computer-gener 
ated/ implemented images of patterns projected onto a human 
hand, by way of example; FIG. 8C is FIG. 8B, enlarged to 
view representative stripes numbered from the top 1 through 
10, by way of example. FIG. 8A is an image representing 
phase for the k:1 term where f:1 (unit-frequency). FIGS. 8B, 
8C are reproductions of an image representing the phase term 
for k:2 where f:20 (i.e., the high-frequency sinusoid). Note 
that the stripped pattern in FIG. 8B/C has 20 stripes. 
When applying the use of temporal unwrapping tech 
niques, for the case where k:2 using Eq. 1.1, one can deter 
mine that the projected pixels will satisfy 
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Where this leads to 20 stripes (as shown, for example, in FIG. 
8B as a pattern projected on a human hand, the enlargement of 
which is labeled FIG. SC to better view stripes), one must 
determine which of the 20 stripes each particular pixel falls in 
the projected image (e.g., FIG. 8C). Using a traditional phase 
unwrapping approach to determine where each pixel fell in 
the projected image would require a mathematical form of 
‘stripe counting’iwhich is computationally quite burden 
some. 
Rather, according to the instant invention, a second set of 
patterns (kIl) all unit-frequency sinusoids (i.e., fIl) is super 
imposed with a high-frequency sinusoid, such as one of 20 
stripes, k:2 pattern. The unit-frequency signal is de?ned by 
an adaptation of Eq. 1.1 
2H E. 1.1 
I: =Ap +chos(27rflyp + T”), q ( ) 
Therefore, rather than projecting a total of N patterns onto the 
contoured surface-of-interest, there are now 2*N patterns 
projected (such that K:2 and each pixel projected from the 
projector is comprised of a dual-frequency pattern, one is a 
unit-frequency sinusoid and the second is a high-frequency 
sinusoid). However, very unique to the applicants’ technique 
according to the invention, the plurality of pixels projected 
using Eq. 1.1 are ‘instantly decodable’ such that the comput 
erized processing unit (CPU) of the computerized device in 
communication with the projector and camera units, at this 
point already, has the data and the means to determine 
(closely enough) which stripe each projected pixel If is in, 
while determining 2nf2yp (i.e., phase) of the camera image (of 
pixel intensity, Inc), according to Eq. 1.3ireproduced again, 
below, for handy reference: 
2 Eq. (1.3) 
o 
27rfkyp = arct 
To carry-out phase unwrapping of the high-frequency sinu 
soid the following steps can be taken, whereby the following 
four variablesiunitPhase, highPhase, tempPhase, and ?nal 
Phase as labeled as de?ned, belowiare determined: 
unitPhase = arctan[ sinz K1 
cos K2 
highPhase = arctzm[sinZLK2] / f2 
I Ph d( (unilPhase — highPhase) ] 
em use = roun —
p (27% 
finalPhase = lempPhase + highPhase* (Zn/f2) 
Or, summarized in pseudo code short-hand notation as done 
in FIG. 19, the above computational steps4employing the 
same notation for the parameters immediately above, namely, 
unitPhase, highPhase, tempPhase, and ?nalPhaseimay be 
rewritten as: 
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unitPhaseIarctan(cos SuInKl/sin SuInKl); 
highPhaseIarctan(cos SumKZ/sin SumK2)/F 2; 
?nalPhasejtempPhase+highPhase* 2*PI/F 2 
The ?rst and second superimposed sinusoid may comprise, 
for example as noted in EXAMPLE 01, below, a unit-fre 
quency sinusoid (in this context, ‘unit’ refers to having a 
magnitude value of l) superimposed on a high-frequency 
sinusoid, the unit-frequency sinusoid and high-frequency 
sinusoid being projected simultaneously (i.e., effectively ‘on 
top of one another’ over a selected epoch/duration of frames, 
n) from a projection unit, or projector, as a plurality of pixels 
such that each of the pixels projected satisfy the expression 
where If is the intensity of a pixel in the projector, AP, B11”, 
and B21” are constants set such that the value of If falls 
between a target intensity range, (e. g., between 0 and 255 for 
an 8-bit color depth projector), fh is the high frequency of the 
sine wave, f” is the ‘unit’ frequency of the sine wave. The 
unit-frequency signal/ sinusoid is used during a demodulation 
step to produce a decodable, unwrapped-phase term tempo 
rally. 
Additionally, the process includes a decoding of the pro 
jected patterns by carrying-out a lookup table (LUT)-based 
processing of video image data acquired by at least one 
image-capture device. The decoding step is performed to 
extract, real-time, coordinate information about the surface 
shape-of-interest. The LUT-based processing includes the 
step of implementing (or, querying) a pre-computed modula 
tion lookup table (MLUT) to obtain a texture map for the 
contoured surface-of-interest and implementing (or, query 
ing) a pre-computed phase lookup table (PLUT) to obtain 
corresponding phase for the video image data acquired of the 
contoured surface-of-interest. Furthermore, use of conven 
tional digital image point clouds can be made to display, 
real-time, the data acquired. 
In one aspect, the unique computer-implemented process, 
system, and computer-readable storage medium with execut 
able program code and instructions, can be characterized as 
having two stages. The ?rst being a dual-frequency pattern 
generation and projection stage, the dual-frequency pattern 
characterized by the expression 
where If is the intensity of a pixel in the projector, AP, B11”, 
and B21” ) are constants that are preferably set, by way of 
example, to make the value of If fall between 0 and 255 for 
an 8-bit color depth projector, fh is the high frequency of the 
sine wave, f” is the unit frequency of the sine wave and equals 
1, n represents phase-shift index, and N is the total number of 
phase shifts and is preferably greater than or equal to 5. The 
second stage comprises a de-codi?cation stage employing a 
lookup table (LUT) method for phase, intensity/texture, and 
depth data. 
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SLI works by measuring the deformation of a light pattern 
that has been projected on the surface contours of an object; 
see, FIGS. 1A, 1B. The pattern is used to identify the points in 
camera coordinates; mathematical operation is performed to 
?nd the position of each point in 3-D space. There are a 
variety of SLI pattern types in use: single dimensioned lines, 
two dimensioned stripes, grids or dot matrices. For example, 
unique composite SLI patterns are disclosed in US. Pat. No. 
7,844,079 B2 granted 30 Nov. 2010 to Hassebrook et al. and 
US. Pat. No. 7,440,590 B1 granted 21 Oct. 2008 to Hasse 
brook et al., both patents having at least one common inventor 
with the instant application and commonly-owned with the 
instant application upon ?ling, and entitled “System and Tech 
nique for Retrieving Depth Information about a Surface by 
Projecting a Composite Image ofModulatedLight Patterns. ” 
General Background Discussion of Technology: SLI 
SLI measurement is based on the mathematical operation 
known as triangulation, see FIG. 1A. Results are useful when 
there is a well de?ned relationship between a single point on 
the projection plane of interest and a corresponding point on 
a captured image. It is to establish this relationship that SLI 
projection patterns, FIG. 1A, are utilized. An SLI projection 
pattemisuch as those labeled in FIG. 1B at 10(a), 10(b), 
10(0))iis preferably designed such that each pixel (or row or 
column, depending on the speci?c implementation) of the 
projection image is uniquely characterized, either by some 
characteristic intensity value sequence or by some other iden 
ti?able property such as a local pattern of shapes or colors. 
When projected onto a subj ect-of-interest (i.e., labeled 
“_object_” in FIG. 5), an image of the pattern illuminating a 
projection plane of interest captured by a camera is analyzed 
to locate these identi?able projection pattern points. Given a 
?xed location for both camera and projector, the location of 
any given pattern point on the subject creates a unique triangle 
with dimensions de?ned by the depth of the subject surface. 
SLI systems are further classi?ed into single-frame tech 
niques, which require only one image capture to calculate 
surface characteristics, and multi-frame (or “time multi 
plexed”) techniques, which require multiple projection/cap 
ture instances in order to acquire enough information for 
surface reconstruction. 
Background: Computerized Devices, Memory & Storage 
Devices/Media. 
I. Digital Computers. 
A processor is the set of logic devices/ circuitry that 
responds to and processes instructions to drive a computer 
ized device. The central processing unit (CPU) is considered 
the computing part of a digital or other type of computerized 
system. Often referred to simply as a processor, a CPU is 
made up of the control unit, program sequencer, and an arith 
metic logic unit (ALU)ia high-speed circuit that does cal 
culating and comparing. Numbers are transferred from 
memory into the ALU for calculation, and the results are sent 
back into memory. Alphanumeric data is sent from memory 
into the ALU for comparing. The CPUs of a computer may be 
contained on a single ‘chip’, often referred to as micropro 
cessors because of their tiny physical size. As is well known, 
the basic elements of a simple computer include a CPU, clock 
and main memory; whereas a complete computer system 
requires the addition of control units, input, output and stor 
age devices, as well as an operating system. The tiny devices 
referred to as ‘microprocessors’ typically contain the process 
ing components of a CPU as integrated circuitry, along with 
associated bus interface. A microcontroller typically incorpo 
rates one or more microprocessor, memory, and I/O circuits 
as an integrated circuit (IC). Computer instruction(s) are used 
to trigger computations carried out by the CPU. 
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II. Computer Memory and Computer Readable Storage. 
While the word ‘memory’ has historically referred to that 
which is stored temporarily, with storage traditionally used to 
refer to a semi-permanent or permanent holding place for 
digital dataisuch as that entered by a user for holding long 
termimore-recently, the de?nitions of these terms have 
blurred. A non-exhaustive listing of well known computer 
readable storage device technologies compatible with a vari 
ety of computer processing structures are categorized here for 
reference: (1) magnetic tape technologies; (2) magnetic disk 
technologies include ?oppy disk/diskettes, ?xed hard disks 
(often in desktops, laptops, workstations, etc.), (3) solid-state 
disk (SSD) technology including DRAM and ‘?ash 
memory’; and (4) optical disk technology, including mag 
neto-optical disks, PD, CD-ROM, CD-R, CD-RW, DVD 
ROM, DVD-R, DVD-RAM, WORM, OROM, holographic, 
solid state optical disk technology, and so on. 
SUMMARY OF THE INVENTION 
Brie?y described, once again, the invention includes a 
unique computer-implemented process, system, and com 
puter-readable storage medium having stored thereon, 
executable program code and instructions for 3-D triangula 
tion-based image acquisition of a contoured surface/object 
of-interest under observation by at least one camera, by pro 
jecting onto the surface-of-interest a multi-frequency pattern 
comprising a plurality of pixels representing at least a ?rst and 
second superimposed sinusoid projected simultaneously, 
each of the sinusoids represented by the pixels having a 
unique temporal frequency and each of the pixels projected to 
satisfy 
K E. (1.1) 2 k ‘1 
I: :14” + E chos(27rfkyp+ 
where If is the intensity of a pixel in the projector for the nth 
projected image in a particular instant/moment in time (p, to 
represent projector); K is an integer representing the number 
of component sinusoids (e. g., K:2 for a dual-frequency sinu 
soid pattern, KI3 for a triple-frequency sinusoid, and so on), 
each component sinusoid having a distinct temporal fre 
quency, where K is less than or equal to (N+1)/2. The param 
eter B If represents constants that determine the amplitude or 
signal strength of the component sinusoids; AP is a scalar 
constant used to ensure that all values of If are greater than 
zero, 0; fk, is the spatial frequency of the kth sinusoid corre 
sponding to temporal frequency k; and yP represents a spatial 
coordinate in the projected image. N is the total number of 
phase shiftsii.e., the total number of patternsithat are pro 
jected, and for each pattern projected, a corresponding image 
will be captured by the camera. 
Images captured by the camera are de?ned according to the 
unique technique governed by the expression: 
K 2mm Eq. (1.2) 
1;: Ac +2 Bicos(27rfkyp + +1] 
k:l 
The term 1] representing a noise due to a certain amount of 
error introduced into the image by the light sensor of the 
camera. To obtain (extract) phase terms from the pixels pro 
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jected in accordance with Eq. 1.2, the unique expression, 
below, is carried-out for each k: 
Nil 2mm Eq. (1.3) 
I; X cos( ] n:0 N 
P _ 
27rfk y _ arct Nil 
2 12””) I; X 51 N 
n:0 
By way of using lookup tables (LUT) to obtain modulation 
(M) and phase (P) according to 
0.5 1 
3 
To carry-out phase unwrapping of, for example, a high-fre 
quency sinusoid the following steps are taken to combine 
phase terms to obtain a single phase image: 
cosZKl ) 
unitPhase = arctan( , stIKl 
highPhase = arctan( ) / f2 
2 
(unilPhase — highPhase) 
lempPhase = round( —](2”)f 2 
finalPhase = lempPhase + highPhase* (Zn/f2) 
Next, a conversion of phase to X, Y, Z point clouds is 
implemented using the following: 
5 
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8 
-continued 
(milméz — mEnglp‘c + 
Implementing the 7 parameters MZ, NZ, C, Ex, Ey, E, and Fy 
by means of table look-up for indices (xc, y”) (camera column 
and row indices), reduces the total computational complexity 
associated with deriving the 3-D point cloud from the phase 
term. 
BRIEF DESCRIPTION OF 
DRAWINGS/INCORPORATION OF 
ATTACHMENTS 
For purposes of illustrating the innovative nature plus the 
?exibility of design and versatility of the new system and 
associated technique, as customary, ?gures are included. One 
can readily appreciate the advantages as well as novel fea 
tures that distinguish the instant invention from conventional 
computer-implemented 3D imaging techniques. The ?gures 
as well as any incorporated technical materials have been 
included to communicate the features of applicants’ innova 
tion by way of example, only, and are in no way intended to 
limit the disclosure hereof. Each item labeled an ATTACH 
MENT is hereby incorporated herein by reference for pur 
poses of providing background technical information. 
FIGS. 1A-1B and 2 diagrammatically depict features and 
geometric relationships of a traditional 3D triangulation 
based imaging technique used to ?nd depth information for, 
i.e., measure/detect shape characteristics of, a surface: FIG. 
1A is a sketch highlighting where the technique gets its moni 
ker ‘triangulation-based’; FIG. 1B depicts reproductions of 
three example PMP patterns, along with identifying orthogo 
nal and phase directions; and FIG. 2 graphically represents 
the classic ‘pinhole lens model’ explained elsewhere. 
FIGS. 3(A)-3(D) are visualizations of: the concept of 
wrapped phase, FIG. 3(A), and the concept of unwrapped 
phase, FIG. 3(B) ofa foam board. A curve plot of the cross 
section of the wrapped phase image 3(A) is shown in FIG. 
3(C), and for the unwrapped phase image 3(B) is shown in 
FIG. 3(D). 
FIG. 4 highlights the taxonomy of phase wrapping. 
FIGS. 5-6 are diagrams schematically depicting compo 
nents of an image acquisition system 100 having a camera 
unit 112 and proj ector 110, for carrying out 3-D triangulation 
based imaging according to of the invention. 
FIG. 7 is a ?ow diagram depicting features/components 
120 employed to implement 3-D triangulation-based imaging 
utiliZing the unique method of the invention. 
FIGS. 8A, 8B are reproductions of computer-generated/ 
implemented images of patterns projected on a human hand; 
FIG. 8C is the computer-generated image of FIG. 8B, 
enlarged to generally view representative stripes of structured 
light numbered from the top 1 through 10, by way of example. 
FIG. 9 are reproductions of computer-generated/imple 
mented images of PMP patterns (top row of images) where 
N:4 (i.e., total of four patterns, as shown), f:1,AP:127.5 and 
BP:127.5; shown beneath each PMP pattern is the corre 
sponding image captured by the camera during projection of 
the PMP pattern immediately above. 
FIGS. 10(A)-10(C) are reproductions of computer-gener 
ated/implemented captured images: FIG. 10(A) is a visual 










