Introduction
The familiar formulas 
The constants B k in (1) are the Bernoulli numbers. Here the Bernoulli numbers will be defined by the recurrence
or equivalently, by the power series
(A different convention regarding the Bernoulli numbers is used in [9] .) The first five Bernoulli numbers are . Theorem 1 Suppose a = σ + iτ with σ ≥ −1. If
where ζ(·) is the Riemann zeta function. Moreover, if a is a non-negative integer, then the sequence on the left-hand side of (5) is constant.
A few words of explanation are needed for the case a = −1 which is special: Since the summation on the left-hand side of (5) is multiplied by a+1 = 0, the left-hand side of (5) equals −N −1 N = −1. The only meaningful interpretation of the right-hand side of (5) is lim a→−1 (a + 1) ζ(−a) and that limit equals −1, because of the fact ζ(s) has a simple pole with residue 1 at s = 1.
Notice that if a is a non-negative integer, then the theorem says
which is the classical result since (a + 1)ζ(−a) = (−1) a B a+1 , for all integers a ≥ 0, and hence
On the other hand, when a is non-integral, the polynomial F a (N ) has the same formal appearance as the polynomial on the right-hand side of Bernoulli's formula (1), but it is not equal to any of those polynomials because the binomial coefficients, defined by
are non-integral. Also, when a is non-integral, a further refinement of line (5) is possible; namely,
where β = m − σ.
In [6] , Theorem 1, and the refinement (6), were proved using EulerMaclaurin summation and an identity for the Riemann zeta function. For the case in which a is real, one might hope that complex analysis could be avoided and an elementary proof be given. In this paper, we give such a proof.
To facilitate the elementary proof for real a it is convenient to make a slight change of notation and state the result in the following form:
Theorem 2 Suppose a > −1 is real and a = m+γ with m ∈ Z, −1 < γ ≤ 0. In terms of the ceiling function, · , we have m = a . If
then there exists a real number C a so that
Moreover, if a is a non-negative integer, then the sequence on the left-hand side of (7) is identically zero.
When a > −1 is non-integral, the value γ from Theorem 2 equals the value γ used in Theorem 1; but, when a is a non-negative integer, we have γ = γ − 1. While it would be nice to avoid the differing notations in the two theorems, we feel that Theorem 1 has a cleaner statement using γ and Theorem 2 yields a cleaner statement using γ.
Notice that, when a is a non-negative integer, the polynomial F a (N ) in Theorem 2 is identical to the polynomial on the right-hand side of Bernoulli's formula (1) and the factor N γ appearing in (7) is identically equal to 1; in this case Theorem 2 gives the classical result of Bernoulli.
In the final section of this paper, we give an application to summing the pth roots of the first N positive integers with an example computation.
Proof of the Theorem
Our aim here is to give an elementary proof of Theorem 2. The idea is simple and is as follows: When a is a positive integer, one can prove Bernoulli's formula inductively. In fact, doing so for small integral a is often used to illustrate proof by induction. We will do almost the same inductive process even when a is non-integral. Of course, the inductive process cannot work for non-integral a exactly as it does for integral a. Instead, when a is non-integral there is an "error" made at each step of the induction. We keep track of the accumulated errors, and their sum equals the constant C a . Carrying out this process requires calculation and estimation, but it is nonetheless elementary.
The following lemma expresses N γ F a (N ) in terms of (N + 1) γ F a (N + 1) and will be the crucial part of our argument.
Lemma 3 If a > −1 is real and m, γ, and F a (N ) are as above, then
In order to further motivate the lemma, we will first demonstrate how Theorem 2 easily follows.
Proof of Theorem 2. Suppose a > −1 is real. First consider the case in which a is not an integer. Define the sequence
and observe that
By Lemma 3, the right-hand side of (8) is O(N γ−1 ) and therefore the series
is convergent. Since the series (9) telescopes, we see that the sequence A N is convergent as well. This proves the theorem when a is non-integral. In case a is an integer, the argument proceeds as above except that now the right-hand side of (8) equals 0. Thus we have
To complete the proof, we must verify that A 1 = 0. This equation is trivial when a = 0. Otherwise, it follows readily from (4) (i.e., the fact that B k = 0, whenever k ≥ 3 is odd) as follows: Using m = a, (2), and
, we have
Proof of Lemma 3. First we apply Taylor's theorem to f (t) = t p . The values of p that we need will be specified later; they are all positive.
Since the hth derivative of f is given by
we have
where ξ is between 0 and y. In particular, if we set x 0 = N + 1 and y = −1, we obtain
where ξ N,p,q is between 0 and 1. For convenience, we will simplify (10) by writing
Note that
if p is a non-negative integer and p ≤ q,
Next we use the Taylor expansion (11) with
Note that line (13) equals (N + 1) γ F a (N + 1). In case a is an integer, we see that line (15) equals 0. In case a is not an integer, we have R p,q (N ) = O N p−q−1 , so that
holds, for k = 0, 1, 2, . . . , m, and hence line (15) is O N γ−1 .
To complete the proof, it suffices to show that line (14) equals
By direct calculation we observe that
By setting = k + h, we may rewrite the summation . This yields:
Directly from definition (2) we have
and hence line (16) collapses to −(a + 1)(N + 1) a , as desired.
An Application
Let p ≥ 2 be an integer. As an application of Theorem 1, we consider the problem of summing the pth roots of the first N positive integers. Substituting a = 1/p in (6) and simplifying, we obtain the identity
which we write informally as
Using Euler-Maclaurin summation to approximate ζ and ζ , one can verify that ζ(x) ∈ [−1/2, 0] holds for x ∈ [−1/2, 0] (alternatively, one might reasonably believe the graph that any mathematics software produces). Thus, we are justified in writing
Indeed, since ζ(0) = −1/2, the difference between the approximations given by (17) and (18) tends to zero as p → ∞. Using p = 7 and N = 10 6 , we perform some example computations using the mathematics software SAGE (http://www.sagemath.org). We compute the sum directly using 100 bits of precision (about 30 decimal places), as well as the approximations given by (17) and (18 The direct computation of the sum takes almost 6 minutes, while the computation of (18) is instantaneous and comes within 0.1134 of the true value; the computation of (17) takes 0.61 seconds and comes within 8.5676 · 10 −8 of the true value! As a second demonstration of the power of this method, we use the approximation (17) to perform a computation that is infeasible using the sum directly; namely, we set p = 7 and N = 10 100 . Using 500 bits of precision, we find: 
The whole computation takes 0.71 seconds! The error is O(N −6/7 ), so we expect the error in this approximation to be about 8.5676·10 −8 ·(10 100−6 ) −6/7 ≈ 2.2984 · 10 −88 . As a result, it is very likely that the approximation (19) is correct to all displayed decimal places! All computations were done on a MacBook with a 2GHz Intel Core Duo processor and 2 GB of memory, running Mac OS 10.5.
