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Abstract
This paper addresses the problem of reducing the required network load and computational power for the implementation
of Set-Valued Observers (SVOs) in Networked Control System (NCS). Event- and self-triggered strategies for NCS, modeled
as discrete-time Linear Parameter-Varying (LPV) systems, are studied by showing how the triggering condition can be selected.
The methodology provided can be applied to determine when it is required to perform a full (“classical”) computation of the
SVOs, while providing low-complexity state overbounds for the remaining time, at the expenses of temporarily reducing the
estimation accuracy. As part of the procedure, an algorithm is provided to compute a suitable centrally symmetric polytope that
allows to find hyper-parallelepiped and ellipsoidal overbounds to the exact set-valued state estimates calculated by the SVOs.
By construction, the proposed triggering techniques do not influence the convergence of the SVOs, as at some subsequent time
instants, set-valued estimates are computed using the conventional SVOs. Results are provided for the triggering frequency of the
self-triggered strategy and two interesting cases: distributed systems when the dynamics of all nodes are equal up to a reordering
of the matrix; and when the probability distribution of the parameters influencing the dynamics is known. The performance of
the proposed algorithm is demonstrated in simulation by using a time-sensitive example.
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I. INTRODUCTION
In the context of distributed systems and Networked Control Systems (NCSs), the performance bottleneck is often located
in the communication network, either due to low bandwidth, competition for access to a shared medium of communication,
or because the network is much slower than the remaining components of the control loop. In distributed systems, different
nodes are typically running an algorithm to achieve a certain goal and are often designed to use information from their
communicating neighbors. In networked control systems, sensors might be spatially spread over a region of interest and,
therefore, measurements have to be sent to a controller/observer over the network. In any of such cases, the network resources
are valuable and the communication issues must be considered as they can prevent the stability as given in [32] and [37]. For
further details on this topic, the reader is referred to the detailed survey in [31], [16], [36] and [13]; and the book [6].
In the control community, two main strategies have emerged to reduce the communication overhead, namely: event triggering,
where the sensor decides, based on the current measurements, if it should transmit to the controller/observer the measured
quantities; self triggering, where the controller/observer decides, based on the current estimate of the state, when the sensor
should perform the next measurement. An event-triggered solution results in a more informed choice, since the sensor has
access to the actual measurement, but prevents the sensor from being shut down between updates. For a recent discussion on
event- and self-triggered control and estimation, the reader is referred to [15].
The problem of state estimation for general discrete-time Linear Parameter-Varying (LPV) systems relates to that of
determining the set of possible future state values for a given set of inputs, initial state, measurements, and (deterministic)
bounds on the noise and disturbances affecting the system. LPV models allow for considering NCSs with parametric uncertainty
that may arise from incomplete knowledge of the physical parameters of the processes to be controlled. In the context of
distributed observer-based control strategies, uncertainty may also arise due to node heterogeneity or the inability to determine
at the observer side which nodes are communicating or taking actions upon the plant. Two interesting instances of the state
estimation problem can be found in the following contexts:
• asynchronous distributed algorithms - determining the state of each of the nodes given partial measurements and knowledge
of the whole system dynamics;
• networked control systems - the observer must generate an estimate of the state and decide when to require a sensor
update or define event conditions for the sensors to take that decision.
Throughout this paper, we focus on two main applications to motivate the theoretical developments of the Set-Valued
Observers (SVOs): the use of SVOs to obtain set-valued state estimates of event- and self-triggered networked control systems;
and their use for fault detection in randomized distributed systems. They are intrinsically related in the sense that, in both cases,
the goal is to minimize either the sensor updates or the computational burden associated with the set-valued computations, in
order to reduce the overall cost of implementation of this method in such systems.
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2Fault Detection and Isolation (FDI) has been a long-standing research topic, since the early 70’s (see [34]), but still poses
remarkable challenges to both the scientific community and the industry (see, for example, the survey in [17] and references
therein). Classical fault detection methods such as the ones proposed in [34], [8], [12] and [23], rely on the design of filters
that should be able to generate large enough residuals under faulty environments. These strategies aim to derive bounds (or
thresholds) on these residuals that can be used to decide whether a fault has occurred or not. However, the calculation of these
thresholds is typically cumbersome or poses stringent assumptions on the exogenous disturbances and measurement noise
acting upon the plant. In contrast, SVOs aim to compute a set-valued estimate of the state under mild assumptions such as the
existence of an overbound for all the signals in the system.
In the context of fault detection, focus is given to the special case of randomized distributed algorithms (see [29] for details
on fault detection in this class of systems), for two reasons: their relevance in certain problems — applications range from
selection and sorting [22] to consensus [9] and solving high-complexity problems; and, because of their unstructured nature,
i.e., all nodes play the same role in the algorithm, while the messages need not satisfy any particular type of time sequence,
since any two messages are regarded as having the same purpose. Detecting faults in a distributed way in this setup may lead
to a persistent computational and communication overhead, while a self- or event-triggered strategy may yield similar results
with far fewer computational and network requirements by running the procedure to obtain the set-valued estimates only when
the updates can contribute to the detection.
Within the aforementioned framework, this paper is concerned with obtaining set-valued estimates of the state of the system
that are guaranteed to contain the actual state. The approach of using SVOs first introduced in [35] and [26], is adopted - further
details can be found in [27], [20] and the references therein. The SVO paradigm has the advantage of posing mild assumptions
on the system, while allowing for the computation of a priori bounds for the maximum error. However, the computational cost
is still one of the main issues associated with using SVOs (see [10]) although some progress has already been achieved in [30]
and [28]. In the remainder of this paper, this limitation will also be tackled by resorting to the use of event- and self-triggered
strategies.
The adoption of a mathematical formulation for representing the set of possible states entails the need for fast and non-
conservative intersections and unions of sets, as those are the major time-consuming operations when implemented in a
computer. An alternative would be to use the concept of zonotopes, described in [7] and further developed in [11] and
[1]. However, these represent a different compromise between the speed of the unions and intersections, with the intersections
requiring more computations and introducing conservatism. Alternatively, the idea of interval analysis [21] may also be adopted,
although it introduces conservatism by not considering higher horizon values in their formulation, unlike the SVOs [24]. Any
set-based approach differs from other methods, such as those employing, for example, H∞ filters [33], in that it provides all
possible values of the system state that are compatible with the measurements, which is ideal for the implementation of event-
triggered strategies obviating the need for defining threshold values, because the set itself produced by the SVOs represents
the event condition for triggering an update.
The strategy for an observer to self-trigger a sensor measurement based on its estimates can resort to an optimization over
the update patterns such as in [5], where the disturbances and noise are assumed to be Gaussian. In [3] and [4], Kalman-like
filters are proposed for state estimation, thus not providing a deterministic bound for the error. For event-triggered systems, a
triggering condition can be posed on the norm of the estimation error being below a given threshold, dependent on the norm
of the state [19] [2]; requiring the derivative of a Lyapunov function of the state being semi-negative definite [15], [18]; or,
having the norm of the state below a certain threshold [14].
The aforementioned methods can be organized into three groups: algorithms that decide on when to transmit data based on
some information about the probability distribution of the state (i.e., using, for example, the covariance matrix produced by the
Kalman filter); methods that run an optimization over the possible trigger patterns; and algorithms that perform that decision
based on some energy measure of the state (Lyapunov-like and norms under thresholds). These three categories of solutions
differ from the current proposal. For the first type, the main difference lies on the use of worst-case set-valued estimates instead
of probabilistic filters. The second one involves a complex optimization, as opposed to the greedy approach proposed for the
SVOs. The last group of solutions based on norms or Lyapunov functions often differ from a polytopic definition for triggers
in the sense that compromise accuracy to gain in performance.
From the perspective of computational load, a Kalman filter solution is attractive due to its light complexity, but does
not provide worst-case guarantees as the decision relies on the probability distribution of the state. In addition, designing
event-triggered strategies is a non-trivial task, since triggering is based on a threshold imposed to the variance and not on the
particular measurements. The remaining strategies revolve around the concept of measuring the energy of the state in some
way. These are connected to an SVO-based approach in the sense that both define sets of admissible state values and otherwise
a trigger is generated. There is an inherent trade-off between accuracy and complexity. In particular, for LPV systems, a better
accuracy provided by the SVOs represents a higher computational cost, but it might also enable a triggering strategy that
demands fewer sensor updates.
In this paper, event- and self-trigger strategies are investigated for networked control systems with the objective of developing
an online strategy based on set-valued estimates, which means that, at each time instant, the observer produces a polytope, to
which the state is guaranteed to belong, and either triggers or allows the sensor to decide the next time instant to perform a
3measurement update.
The class of problems herein addressed poses challenges to the state estimation scheme since, due to the random behavior
of gossip algorithms or the network medium, for each possible sensor transmission, the state can belong to a set of possible
state realizations originated by the dynamics and the previous state. To consider the worst-case scenario, one needs to perform
the union of all possible state sets, which, in general, returns a non-convex set [25]. Furthermore, the number of sets grows
exponentially with the number of past time instants considered, i.e., the horizon N . As a result, appropriate tools must be
employed to reduce this complexity.
The main contributions of this paper can be summarized as follows:
• Given a specific structure for the matrix defining the polytope (i.e., the set-valued state estimate), it is shown how to
compute an overbounding hyper-parallelipiped, ellipsoid, or ball;
• Based on the concept of singular vectors, we show how a rotation can be found to prevent the approximation error of
using boxes from going to infinity when the matrix defining the polytope is ill-conditioned;
• For the special case of a distributed linear algorithm with a gossip property, it is shown that the overbounds are efficient
to compute and propagate, since its complexity is constant;
• It is described how the set-valued state estimates provided by the SVOs can be used to define event- and self-triggering
conditions for NCS;
• An algorithm is introduced that uses overbounding methods to approximate the optimal SVO estimates, which is less
computationally demanding, and event- and self-triggers the computation of the aforementioned estimates only when
necessary to ensure convergence;
• Results are provided regarding the worst-case frequency of the triggers for a class of LPV systems and its probabilistic
counterpart when the distribution of the model uncertainties is known a priori;
• Finally, it is given an improved result for convergence that takes into consideration the structure of the output equation
of the LPV system.
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