ABSTRACT Future smart classrooms that we envision will significantly enhance learning experience and seamless communication among students and teachers using real-time sensing and machine intelligence. Existing developments in engineering have brought the state-of-the-art to an inflection point, where they can be utilized as components of a smart classroom. In this paper, we propose a smart classroom system that consists of these components. Our proposed system is capable of making real-time suggestions to an in-class presenter to improve the quality and memorability of their presentation by allowing the presenter to make real-time adjustments/corrections to their non-verbal behavior, such as hand gestures, facial expressions, and body language. We base our suggested system components on existing research in affect sensing, deep learning-based emotion recognition, and real-time mobile-cloud computing. We provide a comprehensive study of these technologies and determine the computational requirements of a system that incorporates these technologies. Based on these requirements, we provide a feasibility study of the system. Although the stateof-the-art research in most of the components we propose in our system are advanced enough to realize the system, the main challenge lies in: 1) the integration of these technologies into a holistic system design; 2) their algorithmic adaptation to allow real-time execution; and 3) quantification of valid educational variables for use in algorithms. In this paper, we discuss current issues and provide future directions in engineering and education disciplines to deploy the proposed system.
I. INTRODUCTION
Imagine a smart classroom in the year of 2024, in which a student or a prospective teacher is wearing haptic gloves and practicing a presentation in front of their peers or other students. Although this setup is similar to today's training/ practice environment, they will have had the advantage of performing ''live'' presentations in which a machine intelligence-driven system provides instant feedback to them through their haptic gloves and a feedback visualization dashboard in real-time on how to adapt their body language, voice intonation, and other non-verbal behavior to be a more effective and emotionally-intelligent teacher and presenter. What allows this instant feedback (in ''presentation mode'') is a system that accomplishes highly sophisticated tasks within a fraction of a second, by digitizing the multi-modal audio/visual data of the presenters (e.g., through cameras and microphones) and transmitting them into the cloud through a high-speed network, processing them to determine the behavioral state using sophisticated computationally-intensive algorithms on Graphics Processing Unit (GPU) clusters, and a deep-learning based network that had been previously trained; such training is assumed to have been done on a similar presentation, in which the machine (in ''training mode'') receives feedback from the crowd via a mobile app that is installed on the listeners' mobile devices.
The scenario described in the previous paragraph is no longer science fiction and presents our vision in this paper; we present current issues and research directions that utilize the state-of-the-art research in behavior recognition, deep FIGURE 1. Overview of a conceptualized smart classroom system, which receives its input from humans (input1 and input2) and outputs its computed feedback response to one of the humans. While the internal computations of the system are based purely on quantitative values, the connection between the ''human'' and the ''machine'' require complete quantification of the human behavior, which is not trivial.
learning, computational architecture, and educational theory to conceptualize a ''system'' that we hypothesize to be the a part of future smart classrooms [1] . A successful implementation of such a system can have a transformative impact not only on classroom-based education, but also the way we train our sales personnel, doctors, security personnel, and soldiers who are deployed in a foreign country, more generally any setting where humans communicate with each other to exchange knowledge or information. Indeed, human communication does not only depend on verbal communication; a significant percentage of it involves non-verbal communication, such as voice intonation and body gestures [2] - [4] . While these aspects are under-studied in our current education system, their underlying theory can be quantified surprisingly well and can be incorporated into machineintelligence-based education. Therefore, we further argue that a machine intelligence-driven system can allow students to receive valuable feedback during their practice presentation in front of the ''machine,'' while avoiding presentation anxiety [5] or embarrassment due to an imperfect presentation.
The described application requires a totally new system design paradigm, depicted in Fig. 1 , which receives its inputs from two human sources -which are potentially subjective-and outputs its feedback to one of them. Such a design introduces four significant research challenges: (a) while both of the inputs into the system are received from humans, a purely-quantitative basis must be established for both of them to allow them to be used in machine learning algorithms that only work with well-defined quantitative data. Therefore, a ''box'' must exist in the system that turns potentially subjective presenter input (Box I), as well as the listener input (Box II) into pure quantitative values; (b) a machine intelligence platform must be designed (Box III) that is capable of ''learning'' the relationship between these quantified inputs; while existing research investigates Multimodal Learning Analytics (MLA) [6] - [9] , in which the acquired multi-modal presentation data is applied into a data analytics algorithm in a ''feed-forward'' fashion to determine the effectiveness of the presenters, the additional ''feed-back'' loop in Fig. 1 drastically increases the underlying system complexity; (c) another machine learning platform (Box IV) must be designed to learn each presenter's available cognitive resources to tailor the timings and modalities of the feedback to individual presenters, thereby personalizing the machinegenerated feedback; (d) finally, the entire system (Box I-IV) must be capable of operating in real-time [10] , to allow the presenter to make changes during the presentation. Existing algorithms that can be used for Boxes I-IV work two to three orders-of-magnitude slower than real-time; therefore, a new set of algorithms must be developed to achieve the required computational acceleration.
The main contributions of this paper include:
• integration of multimodal sensing, emotion recognition, deep learning, high-performance GPU computing, and feedback systems,
• quantification of important human variables in a smart classroom, such as crowd scores and behavioral cues,
• demonstration and verification of our proposed system design with a template smart classroom at SUNY Albany,
• bridging the gap between engineering and education with an education theory-based system design, and
• review of the state-of-the-art technologies and proposal of future directions for AI-enabled smart classrooms. The remainder of this paper is organized as follows. In Section II, we introduce our proposed system design in detail. In the following three sections, we survey the stateof-the-art in technologies that are necessary to realize this system: Section III studies the techniques that allow the quantification of potentially-subjective human-based metrics such as crowd scores. Section IV investigates the techniques that can quantify non-verbal human communication metrics, such as human emotions, facial expressions, and general body language, as well as voice-related metrics. Section V elaborates on techniques that enable the required high-intensity computations in real-time. In Section VI, we develop a detailed algorithmic/computational infrastructure for our proposed system and provide a feasibility evaluation in Section VII. We point out the open challenges and outline directions VOLUME 6, 2018 for future research in Section VIII. We provide concluding remarks in Section IX.
II. SYSTEM ARCHITECTURE
Our proposed work to realize the system in Fig. 1 relies on two hypotheses we propose:
H1: It is possible to quantify the presenter and listener input (Boxes I, II), despite their subjective nature, and H2: It is possible for machine intelligence (Box III) to learn the relationship between the presenter behavior and its resulting effect on the presentation quality in Training Mode and convey this information to the presenter (Box IV) without distracting them in real-time in Presentation Mode.
A. PROPOSED SYSTEM
To test both of our hypotheses, we propose a system design shown in Fig. 2 Our proposed smart classroom using a three-component system architecture: (i) data acquisition component to receive raw audio/video information, (ii) pre-processing component to perform initial computations on the received data, and (iii) massively-parallel computing component to perform the high-intensity computations, required by the proposed algorithms.
a presentation, using either a haptic glove and visual feedback by a monitor screen in front of the presenter, by taking into account the cognitive load of the presenter (quantified by the [C] vector). These suggestions allow the presenter to adjust his/her body language, voice intonation, or hand gestures to improve the presentation.
B. DESIGN CHALLENGES
To realize the system in Fig. 2 Third, the design of a parametric feedback engine (Box IV) requires the understanding of the best visual and haptic feedback options, which must be based on multiple parameters that allow the system to adapt to the skills and momentto-moment available cognitive resources of a diverse set of presenters. Because this feedback is highly subjective, it must be personalized by using the cognitive load (the [C] vector), to determine the modality of the provided feedback. This will create an atmosphere where the presenters can adjust the machine to their own pace and personalize its usage; this is a step towards personalized education, which avoids overlygeneralized teaching methods that might cause some of the slower learners to be left behind.
Finally, a set of parallel programming techniques that can be used to allow Boxes I, III, and IV to run in real-time must be developed. As we will detail in Section VII-B, this requires two to three orders-of-magnitude computational acceleration as compared to single server implementations. Although mere functionality that is required for Box I exists using programs such as openSMILE speech feature extraction [16] and the vision tools DRMF [17] and CERT [18] , and for Boxes III and IV using the deep learning tools Caffe [19] and Nvidia DIGITS [20] , achieving real-time performance requires the re-formulation of their underlying computations by decomposing them into online/offline components [21] as well as applying multi-cloud-server parallelization techniques [22] , [23] .
C. A TEMPLATE SMART CLASSROOM
A smart classroom that we conceptualize is shown in Figure 3 , which is housed at SUNY Albany. Each classroom is currently equipped with several cameras on the wall and wireless microphones at the podium, as well as an observation room. Each observation room includes a rack with necessary hardware to receive and record audio and video data, as well as a one-way mirror behind which researchers and educators can observe the teacher, presenter, or the classroom non-intrusively. This audio/video information can be used to analyze affective, cognitive, verbal, and non-verbal cues of the presenter. The classroom in Fig. 3 consists of three components: (i) a data acquisition component inside the classroom to receive raw audio ([A ]) and raw video ([V ]) data and provide feedback to the presenter through a haptic glove or a second screen that relays visual cues, (ii) a pre-processing component inside the observation room to perform the necessary initial computations, and (iii) a massively-parallel computing component at the data center to implement all high-intensity computations.
D. TRAINING MODE AND PRESENTATION MODE
Our system is expected to operate in one of the following two modes: VOLUME 6, 2018
1) TRAINING MODE
In Training Mode, the presenter's behavioral cues and listeners' ratings are recorded in order to train the machine intelligence system. In this mode, the system is run while the crowd, which consists of a set of peers and a few experts, listens and scores the presentation, as shown in the data acquisition part of Figure 3 . The crowd evaluates the presentation along with several other factors (e.g., presenter's body language and affect) based on the educational theories (detailed in Section VI-C) using a mobile application on their mobile devices.
2) PRESENTATION MODE
In this mode, presenters present, while being video and audio recorded. They receive real-time feedback regarding their body language, vocal tone, and affect (Section VII-B) while presenting through a haptic glove and visually through a screen on the podium (Section VI-C). The visual feedback will consist of easily understandable diagrams, bars using salient colors and shapes. In this mode, the machine essentially emulates Box II (expert and peer ratings, Section VI-A) based on all the input received in the training mode.
E. ENVISIONED DEPLOYMENT/TEST ENVIRONMENT
While our system is able to give offline feedback (i.e., at the completion of a presentation) to the presenter after the development of Box III, an online feedback (i.e., real-time, during the presentation) is only available after the development of Box IV. The development of Boxes III and IV are tightly intertwined; their design is an iterative process, gradually improving each one based on the results of several iterations of presentation studies. This test involves not only a set of recruited study participant students, who study to be a teacher, but also instructors as 'experts'.
As detailed in Section II-D, in the Training Mode all crowd participants hold smart phones with the Crowd scoring app installed and connected to the central computer. The design of the Crowd Annotation Engine (Box II) requires that quantitative metrics must be produced that quantify the presenter's voice, affect, and body language by first collecting raw human ratings -from experts and peers-through surveys administered via the smartphone app in real-time, which will then be quantified into metrics (such as the proposed Crowd Score Vector [S] ) that can be integrated into the machine learning algorithm. These ratings are representative and summative quantitative measures of the presenter's vocal, affective, and body language (gestures, eye-contact), along with how they deliver the content (ease of comprehension, flow). Development of such a scoring mechanism for this engine is challenging due to the potential subjectivity of the crowd.
On the other hand, in the Presentation Mode, there is no crowd in the smart classroom and the presenter wears a haptic glove and watches a computer screen on the podium. Real-time machine feedback regarding his/her presentation is relayed to him/her at appropriate times through the haptic glove and visually on the computer screen.
III. QUANTIFICATION OF CROWD SCORING AND COGNITIVE LOAD
The proposed system design is driven by the two hypotheses we proposed in Section II, both of which state that the input from the ''human'' can be turned into purely quantitative values (Box I and II) and a feedback can be given to the human in real time (Box IV), which is computed from the quantitative output of the ''machine'' (Box III) and adjusted to be suitable for a human's cognitive absorption. In this section, we study the different aspects of the aforementioned humanmachine interface, where the subjectivity of the human input (and output) poses significant challenges in the design of a machine intelligence-based system. We describe a mechanism for receiving a simplified quantitative score from the crowd -in real-time-while the presenter is presenting. Noting that this score may be biased due to the subjectivity of the members of the crowd, we describe methodologies to deal with the crowd bias.
In Section III-A, we describe a methodology to receive a set of individual scores from the listeners and statistical schemes to turn them into an aggregated crowd score (the [S] vector that is explained in Fig. 2 ) that captures the overall crowd rating, which is immune to individual biases and manipulations. In Section III-B, we elaborate on multiple options to provide real-time -yet cognitively-digestiblefeedback to the presenter. In Section III-C, we describe a scheme to measure the cognitive load of the presenter to adapt the feedback (modality, amount, and timing) to the individual presenter.
A. CROWD SCORING 1) PRESENTATION FEEDBACK IN EDUCATION
Fostering 21st century student outcomes [24] such as communication is in the forefront of educational goals today. Communication is defined as the ability to articulate thoughts and ideas effectively, both orally and nonverbally. Traditionally, teachers support this by having students present and receive feedback from the teacher (as an expert) and peers. The feedback is typically provided to the student verbally at the end of the presentation. However, this type of feedback is not always systematic, could be cognitively overloading, and does not address all the key components (i.e., body language, affect, voice, intonation) of an effective and engaging presentation [25] . Additionally, there could be discrepancies among feedback from different classmates, or between peers and the teacher for various reasons [26] - [28] . Our conceptualization of the ''Crowd Score'' relies on the fact that the impact of these discrepancies among individuals will average out when a large crowd is used for scoring. Thus, the goal of the system is to make the presenter adjust to the crowd behavior, rather than pay unnecessary attention to individual behavior, which can be biased; the machine can learn to under-weight -or outright eliminate-scores that it deems to be statistically less-important or biased.
2) QUANTIFYING THE CROWD SCORES
We aim to quantify the potentially subjective feedback from experts and peers into an aggregate value (the S vector, in Box II) relying on foundational educational theories on feedback and effectiveness of verbal and nonverbal communication [29] . To achieve this goal, we build on research that focuses on developing effective feedback mechanisms. Research in this area has relied on the principle that feedback leads to reflection on actions and improvements in performance [29] and allows humans to ''research their performance,'' (i.e., monitor and self-regulate [30] , [31] , and modify elements of their performance to achieve better outcomes). The cycle of self-regulation in humans entails forethought (planning and goal setting), performance and strategy use, and reflection (metacognition, evaluation and adaptation) [32] , [33] . Feedback received by the student at any stage leads to enhanced planning, metacognition, monitoring of performance, and use of appropriate strategies to remedy problems by modifications to actions on-the-fly [34] - [36] .
3) ELIMINATING LABEL NOISE
Human annotations are inherently subjective, due to difference in power relationship with the presenter (teacher vs. peer), prior experience of the scorer (novice vs. expert), or sheer intra-individual inconsistency. In general, the noise that is introduced to the crowd score by this subjectivity is termed label noise and can be categorized into two distinct types: (i) subjectivity in crowd scores and (ii) intentional misinformation. While the former former is caused by an opinion of an individual that might be skewed from the crowd, the latter is due to mis-intention, i.e., attempting to distort the outcomes to avoid the success of others. Both issues must be accounted for to design a successful system that is somehow immune to noise introduced by any of the two sources above.
One remedy to for eliminating bias can be to use wellestablished statistical methods that can improve the interevaluator agreement, such as Fleiss' Kappa statistics and algorithms that can eliminate outliers [37] , intentional bad scorers, and untrustworthy scores. Additionally, quantitative reliability metrics should be established to account for peer vs. expert scoring differences [26] - [28] . Other measures to alleviate or minimize crowd bias include eliminating bias at the level of sampling, by recruiting a diverse (i.e., genders, races, other demographics) and random sample from the population, to ensure representativeness of the larger population, and to increase confidence in generalizing the findings of experiments to similar populations [38] .
4) ENSURING TRUSTWORTHINESS
The field of Mobile Crowd Sensing (MCS) has studied the Sensing-as-a-Service (S 2 aaS) platform [13] - [15] , [39] , in which a crowd of volunteering smartphone users perform a sensing task. Because the crowd may consist of users with malicious intent, recent studies have formulated methodologies to eliminate biases in the sensed input and provide values that are as close to correct values as possible. Although this platform was originally designed to be used in Smart City applications [40] , [41] as well as Medical Cyber Physical Systems for remote health monitoring [42] - [44] , it can be suitable for the proposed smart classroom, where the user reputation and data trustworthiness concepts in the MCS paradigm identify malicious and subjective user behavior, which are readily applicable to the design of Box II to eliminate user biases during scoring.
B. FEEDBACK TO THE PRESENTER
In the context of classroom presentations, tools such as wireless earpieces, haptic bracelets, and monitors have been used to provide immediate automated or human-generated feedback on body language and voice pitch to students presenting and in other contexts such as mentoring novice counselors by experts [45] - [50] .
1) OPEN LEARNER MODELS
Visual feedback dashboards or Open Learner Models (OLMs) have been used extensively in the context of computer-based learning environments to provide feedback to users [34] , [51] - [53] . An example of such a dashboard is Fig. 4 , where students can review the degree of over-and underconfidence of their self-assessments visually during learning by looking at the color-coded progress bars. Researchers have investigated the benefits of allowing users to view these dashboards [53] - [55] , indicating that the mere displaying of feedback raises the awareness of the users, allowing them to reflect on aspects of their performance and areas where they need to spend time to master [56] - [60] . To our knowledge, very few studies have examined how these interfaces can be implemented in classrooms [61] .
2) FEEDBACK MODALITY
Given the benefits of providing students real-time feedback, the challenge is to create an effective interface to present this feedback in order to support the user. Many forms of representation have been adopted and modified to present feedback.
In classrooms, tools such as wireless earpieces, haptic bracelets, and monitors have been used to provide immediate feedback on body language and voice pitch to students presenting, one-on-one interviews, and in other contexts such as mentoring novice counselors by experts [45] - [50] . For instance, Damian et al. [47] presented a real-time hand and speech feedback system in a public speaking setting using a head-mounted device. Skill meters (progress bars, pie charts) are the most common visualization tool used in feedback dashboards [62] . Magic wands, smiley faces, and icons have been used to represent feedback as well [63] .
Automatic behavioral feedback loops during multi-person, face-to-face social interactions, are also developed with an VOLUME 6, 2018 FIGURE 4. An example dashboard deployed in an intelligent tutoring system providing visual feedback (bar graphs, numbers, colors) to students on overand underconfidence of the self-assessments they make while learning about the human circulatory system [34] .
aim to help the users to perceive their speaking time for balanced group discussions [64] . They use wearable devices, such as Myo armbands, headphones, and Google Glass, to capture multimodal behaviors of multiple users and deliver tactile (Myo armband), auditory (headphones), visual headmounted (Google Glass), and visual remote (common monitor) stimulation. The study found that users are skeptical towards the usefulness of such systems, which opens new research questions to our proposed project. The authors also found the Google Glass and vibro-tactile feedback delivery devices to be the most disturbing.
Researchers [53] - [55] have investigated the benefits of allowing users to view these dashboards, indicating that the mere displaying of feedback raises the awareness of the users, allowing them to reflect on aspects of their performance and areas where they need to spend time to master [56] - [60] . However, the feedback is not always inspected carefully by students [58] . Tanimoto [65] argues that if the feedback presented is complex and difficult to understand, the learner may refuse to use the information presented.
Examining students' preference for modality of feedback presentation, Bull [53] found that students would like feedback to be about their weak points, current performance level, misconceptions, and to help them reflect on their performance. In another study, Law et al. [66] investigated student preference among eleven types of visualizations.
Thus far in the literature no studies have examined integrating human ratings into the feedback provided to the presenter. Additionally, Our work differs in that we focus on an education environment, where the presenter has to deliver specific content to the audience in a real classroom setting.
3) FEEDBACK PERSONALIZATION
Existing literature also indicates that humans have a preference for modes of visual presentation of information that are salient, easy to comprehend, and most relevant [52] . Fung et al. [67] also presented a novel automated framework that can analyze smiles, movement, and volume modulation of a person in a public speaking environment, using a webcam camera and web browser. This framework also connected Mechanical Turk workers to provide interpretations, ratings, and comment rankings to the presenter.
C. COGNITIVE LOAD
According to Cognitive Load Theory [68] , [69] , the human brain and information-processing system has limitations in capacity and duration when dealing with novel information; only a limited amount of cognitive processing can be carried out in the working memory at any moment in time [70] . These limitations are key factors influencing student learning and performance. In conditions of high cognitive load on the working memory, minimal resources become available for meaningfully interpreting information and this creates inadequate conditions for learning.
1) TYPES OF COGNITIVE LOAD
There are three types of cognitive load: intrinsic load, referring to the inherent difficulty associated with any particular task, which cannot be altered with instruction, extraneous load, which is induced by the manner in which the information is presented (i.e., design), and germane load, which is dedicated to processing and comprehending new information, thus enhancing learning. Extraneous and intrinsic cognitive loads are not ideal, because they are due to poor instructional designs and complexity of information. Ultimately, the goal of any instruction is to reduce extraneous cognitive load to free up working memory [71] .
In instructional environments, external guidance or feedback is provided to enhance student performance. However, if a student has a high level of cognitive load during the task, there will be little if any available cognitive resources for him/her to interpret and apply the feedback [72] . Hence, designing effective feedback presentation mechanisms can greatly enhance interpretation of the feedback by the humans who receive it. This form of personalization of instruction plays a major role in the any education environment [73] , which is superior to traditional classroom instruction in that 5314 VOLUME 6, 2018 FIGURE 5. Demonstration of Box I in a SUNY Albany classroom. We capture nonverbal cues, such as facial expressions, body movements, speech prosody, and eye tracking system captures pupil dilation during a presentation.
the needs and capabilities of individual students are evaluated and appropriate levels of practice, task difficulty, and support are provided. In this regard, researchers have been developing intelligent tutoring systems [62] , [74] , [75] for the past two decades for individualizing instruction, strategy suggestions, and feedback to individual students.
2) COGNITIVE LOAD MEASUREMENT
Different methods have been proposed in the literature for measuring cognitive load, such as various rating scales [76] and data from pupillary response [77] . Researchers have used infrared cameras in eye-trackers or high resolution video cameras (e.g., the 5 MP camera used to generate Fig. 5 ) to record pupil dilation as a proxy for cognitive load. Variations in pupil dilation indicate working memory load, however, such physiological measures do not distinguish between different types of cognitive load. Surveys have been proposed as good alternatives to distinguish between germane, intrinsic, and extraneous cognitive loads [78] . Because pupils dilate while cognitive processing and brain activation increases [77] , [79] - [83] , it can be used to compute the cognitive load ([C] vector). Additionally, fairly well established techniques can be used that correlate pupil dilations and other facial expressions to the cognitive load [11] , [12] . Pupil dilation is associated with hedonic valence and emotional arousal as well [84] - [86] , where higher arousal or intense emotions (positive or negative) lead to larger mean pupil diameter than neutral emotional state [86] . However, since pupil dilation is highly influenced by variations in the intensity of the light source in the environment or the brightness of the screen or the stimulus, these factors need to be controlled in experiments using this methodology [87] . In addition to increased pupil dilation, higher cognitive load leads to longer eye fixations and shorter saccades (rapid movement of eye from one point to the other) [88] .
Note that the pupillary response is sensitive to both cognitive load and emotional activation. Care must be taken to distinguish between these two types of activation (i.e., cognitive vs. affective). An oral presentation setting is an inherently stressful task, which will cause high ''affective activation.'' On the other hand, a high cognitive demand content, delivered during the presentation will result in a high cognitive load. Pupil dilations will indicate both of these components, although separating these two sources is challenging. One potential solution is to use machine intelligence algorithms for source separation with controlled experiment settings, which establish a baseline for an individual presenter.
A second factor that must be carefully handled when measuring pupil dilations is the pupillary response to luminescence. Because pupil dilations are also modulated by the variance in luminescence in the classroom, this can be a source of false measurements. Although luminescence can also be treated as a parameter in the machine intelligence algorithms, one simpler solution is to continuously compute a baseline luminescence during the course of a lecture and associate it with a baseline pupil dilation.
IV. COMPUTATIONAL BEHAVIOR ANALYSIS AND AUTOMATIC EMOTION RECOGNITION
In this section, we study algorithmic and statistical We provide an overview of the previous work in multimodal sensing and emotion recognition that considers three fundamental modalities (audio, visual and cognitive cues), which are the essential components of human interaction [89] - [91] . A demonstration of how multimodal sensing and emotion recognition systems use facial and vocal signals during a dyadic conversation is shown in Fig. 5 .
A. EMOTION QUANTIFICATION
Emotion recognition systems focus on computational approaches for understanding and recognizing expressive behaviors of emotion. In this paper, we assume that the perceived emotion label of human annotators describe the emotional cues in a given dataset, and use this label as a ground truth emotion of the dataset. In this section, we discuss categorical and dimensional [92] , [93] affective labeling approaches that can quantify emotion of given data.
1) CATEGORICAL MODELING
of emotion uses a finite number of emotion categories to describe the emotional phenomena, such as Angry, Happy, Sad, Frustrated. This modeling is based upon ''basic'' emotions that are universally recognizable, proposed by Ekman [94] .
2) DIMENSIONAL MODELING assumes that emotion can be represented using continuous values, described in emotion dimensions. Two widely used dimensions are valence (positive vs. negative) and arousal (calm vs. excited) [95] . Other dimensions, such as dominance, have been proposed, however previous studies showed that valence and arousal dimensions can capture most of emotional phenomena [96] .
Although these labeling approaches have shown to be effective in developing emotion recognition systems, the primary challenge in quantifying human emotion is the subjectivity in emotion expression and perception. To handle subject-dependent perception and labeling, a common practice in the research community is to take an average of multiple annotators' perceived emotion labels, discarding inconsistently labeled data. Table 1 summarizes our suggested emotional and associated behavioral cues that can be used in smart classroom systems.
B. AUDIO-VISUAL FEATURES
A computational system that can automatically sense and recognize related signals, such as facial expressions, body gestures, speech, and pupil dilation, can be used calculate the A, V , and C vectors for Boxes I and III. In this section, we elaborate on state-of-the-art speech and visual features that have been shown to be effective in emotion recognition systems. Audio-visual emotion recognition is a process of predicting emotion from behavioral cues of a speaker, such as speech [97] - [102] , facial cues [103] , [104] , and bodily expressions [102] , [105] . Surveys that study this topic in detail can be found in [92] , [97] , [98] , and [105] - [109] .
For speech-based emotion recognition, Interspeech 2013 Paralinguistic features [110] (6,373 features in total) have shown to be useful in emotion recognition in previous work. The low-level descriptors (LLDs) include 4 energy related LLDs, such as loudness, RMS energy, zero-crossing rate, 55 spectral LLDs such as MFCC, spectral energy, spectral variance, and 6 voicing related LLDs such as F0, probability of voice, log harmonic-to-noise ratio (HNR), jitter, and shimmer. The statistical functions such as mean value of peaks, amplitude, linear regression coefficients, and percentage of non-zero frames are calculated from these LLDs.
For the facial features, Action Unit (AU) features are widely used. CERT [18] can extract AU features that include 7 AU features for the upper face and 14 AU features for the lower face at each frame. Statistical functions can be computed at the segment level. For the body movement features, MODEC algorithm [111] has been proposed to estimate perframe upper body gestures.
C. MULTIMODAL EMOTION RECOGNITION
Although the two metrics -[A], [V ]-to quantify the lowlevel features can be extracted using readily-available feature extraction tools (e.g,. openSMILE [16] and CERT [18] ), a research challenge exists in efficiently combining the multimodal cues to extract perceptually meaningful information without causing a dimensionality crisis that is known to overload machine learning algorithms [112] .
Recent research has shown that multimodal approaches can improve the overall emotion recognition accuracy. Many studies investigate how to combine these multiple modalities and build a classification system that can effectively fuse this information using ensemble [113] , filtering [114] , and Bayesian network [115] , [116] methods. The computational cost and efficiency in these studies is often neglected, thereby making their adaptation to real-time applications challenging. Furthermore, computationally measurable ground truth labels for education literature are under-studied.
Deep learning approaches for multimodal fusion have also shown to be effective in emotion classification [116] , [117] . Deep learning models have been applied various fields, such as speech and language processing, computer vision, and automatic emotion recognition [118] - [120] . These deep network can automatically generate feature representation by learning the high-level dependencies of input dimensions [121] - [123] . Our previous work has shown that audiovisual emotion recognition can be improved using deep learning [116] , [124] . Stuhlsatz et al. [125] also used a Generalized Discriminant Analysis (GerDA)-based deep learning models for speech emotion recognition. Brueckner and Schuller [126] has also used a two-layer deep network, achieving significant improvement in a Interspeech 2012 challenge [127] .
Deep Belief Networks (DBNs) are a type of Deep Neural Network (DNN), which are widely used; within the context of our proposed smart classroom, we use DBNs for multimodal sensing. The structure of a DBN is depicted in Fig. 6 , which contains multiple stacked Restricted Boltzmann Machines. As shown in Fig. 6 , the input layer of the RBM consists of v, visible units (i.e., observation vectors of data), while there are h are hidden units inside the RBM that are learned during the training of RBM. The h hidden units are activated based on the weighted sum of the visible units using the W weights and biases. RBM training is efficient [128] , because of the absence of connections between units within each layer. We use a type of RBM, namely a Gaussian RBM, which uses the following energy function. Let {v (1) , . . . , v (m) } be a given a set of observation vectors (features of training instances):
where EX[·] is the conditional expectation given v, λ is a regularization parameter, and u is the target activation of the hidden unit [123] . Deep sparse autoencoders have also been shown to effectively learn discriminative features in various domains, including emotion recognition [129] . These neural networks attempt to learn a sparse representation of inputs by reconstructing the input at its output. The objective function is to minimize the reconstruction error, and one can use the mean squared error function as follows:
where N is the number of hidden units, ρ is a sparsity parameter, KL represents the Kullback-Leibler (KL) divergence, and J (W , b) is defined as:
The deep learning methods above can be adapted for learning educationally important cues captured in smart classrooms. However, how multiple modalities interact over time, and what quantitative methods we can use to control for high variabilities in data induced by such cross-modal interactions, remain open questions.
V. HIGH PERFORMANCE REAL-TIME COMPUTING
In our proposed system, a substantial amount computation must be performed in real-time. The intensity of the computations do not allow them to be computed in the observation room of the smart classroom and access to computational resources in a datacenter or cloud is required. In this section, we provide background on previously proposed computational architectures to realize our real-time computation goal for such high-intensity computations. In Section V-A, we survey methods that allow the underlying computations to be parallelized, regardless of the utilized computational hardware. In Section V-B, we the MOCHA architecture proposed in [130] , which is a VM-less mobile-cloudlet-cloud architecture; MOCHA is the architecture our system is based on and allows parallelization of the computations by utilizing multiple cloud servers.
A. PARALLELIZATION OF COMPUTATIONS
Each one of the required algorithms in our system problem inherently possesses serial and parallel characteristics based on Amdahl's law [131] - [133] and only the parallel portion of a problem can be accelerated using parallel hardware/software.
1) ONLINE/OFFLINE COMPUTATIONAL DECOMPOSITION
One approach to speeding up computations is to reformulate the original computations to require two separate phases: online and offline. While the offline portion does not depend on the real-time data, the online portion does. Because of this, the offline portion can be computed before the actual real-time computations take place; therefore, the computation time of the offline portion is not exposed in the real-time portion.
Liu et al. [21] describe a methodology to accelerate online internet search by separating the Personalized PageRank (PPR) algorithms into two components, the offline component that can be computed prior to the actual computations, and an online component that must be computed at the time of the search queries, i.e., real-time. The goal of this decomposition is to accelerate the online computations (which are experienced as elapsed time by users), even at the expense of slower offline computations and/or higher memory requirement. This methodology is suitable for the computations in our system [16] - [20] , because the added memory requirement is an acceptable tradeoff and the intensive offline computations can be performed at a school datacenter at night, which is when the computational resources are nearly idle.
2) HARDWARE-BASED ACCELERATION
The nature of the computations in Boxes I, III, and IV determine which computational resources (e.g., CPU vs. GPU) they can use efficiently. Generally, the best application performance is achieved when a proper CPU-GPU decomposition of computations is formulated, as evidenced by the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [134] , where the winner group had to research an extensive set of techniques to determine the best CPU-GPU mapping. Therefore, multiple techniques suggested by this group [135] , [136] can be used to find the best CPU/GPU computation structure for optimum performance. Typically, the best approach it so use CPUs for computations that require significant singlethread performance and GPUs for computations that enjoy a high degree of parallelization [137] .
B. HIGH PERFORMANCE MOBILE-CLOUD COMPUTING
Our proposed system can be conceptualized as being a mobile-cloud computational system, where the mobile devices that are used by the crowd constitute the ''mobile'' portion and the computational work is offloaded to ''cloud'' servers.
1) COMPUTATIONAL OFFLOADING
For our proposed system to be usable in a scenario where a school uses multiple cloud servers (i.e., multiple datacenters), located at a wide geographic distribution, to perform the required intense computations by the system, an infrastructure, such as the one shown in Fig. 7) , can be utilized. Each server at a datacenter is modeled as a set of CPU resources with instantaneous loads C 1 , C 2 · · · and GPU resources with instantaneous loads G 1 , G 2 · · · A cloudlet that interfaces with all of the mobile devices serves as the key device to either intelligently schedule the offloading tasks or perform precomputations [138] . The network delay from the cloudlet to each physical datacenter location is modeled as t CL→DCn , where n is the total number of datacenter locations. In this case, we propose to perform the task scheduling by the cloudlet using two sets of inequalities: (a) delay inequalities must be satisfied to ensure the computation before the allowed real-time target, and (b) computational load inequalities must be satisfied to ensure that the server resources are not overloaded. A set of Mixed Integer Linear Programming (MILP) can be derived for the solution of the optimum scheduling, which is commonly used for mobile-cloud computing scheduling tasks [139] .
2) MOBILE CLOUD HYBRID ARCHITECTURE (MOCHA)
The MObile Cloud Hybrid Architecture (MOCHA) [22] , [130] prescribes a three-level mobile-cloudlet-cloud acceleration architecture, in which the acquisition source (mobile) utilizes a nearby pre-computation device (cloudlet) to parallelize the task and outsource it to a large number of cloud servers (cloud) [140] . This architecture is proposed to allow computationally-intensive mobile-cloud applications, such as mobile-loud face recognition [141] , [142] or military applications [130] , to be performed in real-time [10] , [138] .
Our proposed smart classroom computational infrastructure in Fig. 3 is modeled based on MOCHA with the three levels being the data acquisition (inside the classroom), data pre-processing (inside the observation room, which is a part of the smart classroom physical space), and the parallel computing (which is at the datacenter).
While the generic massively parallel computing techniques are suitable for computations that can be performed using a single server, the techniques that are introduced within the context of MOCHA allow distributed parallelization across multiple servers, which can also be in different geographic regions; this is necessary to make our proposed system practical for schools that do not own their datacenter and intend to use public cloud computing platforms, such as Amazon EC2 [143] .
3) ACCELERATION AS A SERVICE (AXAAS)
A novel service model, Acceleration as a Service (AXaaS) [23] , [144] , [145] , describes a platform in which Telecom Service Providers (TSPs) rent computational acceleration as a monthly service (Giga FLOPS per month), much like the data services (Giga Bytes per month). This service model describes how intense peak computational requests can be supported by the TSP using their datacenters (e.g., Verizon Terremark [146] ) through a monthly computational service subscription. We argue that such a service can also allow schools to purchase a service subscription for performing the computational that are performed during training and presentations for a smart classroom. This can eliminate the need for the schools to invest in large datacenters, even a cloud computing subscription.
4) VOLUNTEER CROWD-COMPUTING
Although we envision the cloudlet pre-computation device as being a small server that is placed on a rack inside the observation room of a smart classroom (as shown in Fig. 3) , an emerging volunteer computing paradigm describes an architecture where a set of volunteering mobile device users contribute computational resources to a large computational task, such as protein folding [147] , [148] . This allows a substantial computational acceleration for tasks that can be massively parallelized. Although volunteer computing is not suitable for the actual computations of Boxes I, III, and IV, it can be suitable for the pre-precessing, which can potentially eliminate the cloudlet and render the system more suitable for schools with a restricted equipment budget.
5) SECURITY AND PRIVACY OF SENSED DATA
Generally, when public cloud services are used, the security and privacy of the acquired data becomes a concern.
While known cryptography-based techniques can be used [149] to ensure the safe (i.e., encrypted) transportation of the data from the mobile devices to the cloud and back, more advanced techniques also allow secure computations in public clouds, such a Fully Homomorphic Encryption [150] - [152] or Paillier Encryption [153] . Despite their exciting nature, these encryption algorithms are extremely compute-intensive, which renders them impractical [154] - [156] . Typically, the best encryption to use is Advanced Encryption Standard (AES) [157] , which provides a good balance between computational intensity and security, although it does not allow computations on encrypted data. Well established Elliptic Curve Cryptography (ECC) provides an interesting alternative, especially in Wireless Sensor Networks, where power consumption is the primary concern.
VI. SYSTEM COMPONENTS
The conceptual smart classroom system depicted in Fig. 2 requires the development of Boxes I-IV, as described in Section II. In this section, we provide a detailed analysis of each box, in terms of the algorithms and technologies required for its design.
A. DATA ACQUISITION FROM THE PRESENTER (BOX I) AND CROWD LISTENERS (BOX II)
The design of Boxes I and II requires extensive consideration of the subjectivity of human scores and the received feedback.
1) CROWD SCORE ACQUISITION
One of the most important research challenges to tackle in the design of our system is the testing our hypothesis H1 (introduced in Section II), which states that it is possible to quantify the crowd scores and create an [S] vector that captures the general crowd consensus related to ''best presentation practices.'' To provide a template for the crowd to evaluate (i.e., score) a presentation, we propose a set of questions in Table 1 for the crowd to answer -using a mobile app-in real-time during a presentation.
The selection criteria of the questions in Table 1 was motivated by the following:
• they are based on the foundation of educational theories presented in [158] - [160] and provide meaningful psychometrics for evaluating presenter performance,
• they can provide a quantitative answer that is monotonically increasing, i.e., 3 is always higher than 2, etc.,
• they are reasonably statistically independent, i.e., the answer to each question yields a high additional information content, and lastly,
• there are as few questions as possible, to avoid distracting the crowd. A different set -or number-of questions may impact the cognitive load and inter-rater agreement among the crowds. Rather than asking all of the eight questions at the same time to each listener in the crowd, Box II must be designed to randomly cycle through these questions so that each listener can answer a much fewer number of the questions (e.g., three questions for eye contact ('Eye), hand gestures ('Hand'), and head gestures ('Head') in Fig. 8 ) at a given prompting interval, e.g., 5 minutes in the Training Mode of a presentation. Table 1 lists the key components of verbal, nonverbal, and affective behavior that has been shown to influence how humans communicate. There are a host of measures and surveys in the literature that purport to measure these components [161] , [162] . We have selected the minimum number of items (one item per component) to measure crowd perception regarding each one of the components. This makes the survey quick, clear, and easy to answer and avoids imposing unwanted cognitive load or frustration to the crowd responders. To quantify the responses to these questions, we will be using a 5-point monotonically increasing Likert scale (1.Poor, 2.fair, 3.average, 4.good, 5.excellent). vectors, after filtering each person's answer against biasing using an outlier detection algorithm (e.g., [37] ) and a statistical method to improve inter-rater agreement (e.g., Fleiss' Kappa statistics). Finally, the [S] vector is computed as
2) THE [S] VECTOR
[S] = α·[E]+β ·[P].
3) AUDIO ([A]), VISUAL ([V ]), COGNITIVE ([C]) CUE ACQUISITION
The design of Box I involves the adaptation of the existing multimodal sensing and emotion recognition methodologies to create a unified system that automatically captures salient behavioral patterns of the presenter. The three modalities that we consider in this paper -audio, visual, and cognitive cues-are the essential components of human interaction [89] - [91] . They affect and regulate how we communicate with each other, and how we perceive, judge, and react to the outside world [89] - [91] . A computational system that can automatically sense and recognize related signals, such as facial expressions, body gestures, speech, and pupil dilation, Figure 5 .
B. IMPLEMENTATION OF MACHINE INTELLIGENCE (BOX III)
We now describe how Box III, the machine intelligence component of our system, functions to automatically estimate crowd score [S * ] from the audio ([A]) and visual ([V ]) cues of the presenter and expert ([E]) and peer ([P]) scores from the crowd. The overview design of our proposed system is shown in Figure 9 . Generative learning methods that VOLUME 6, 2018 underlie the state-of-the-art deep neural networks, namely, Deep Belief Networks (DBNs) [122] and Convolutional Neural Networks (CNNs) [136] , are adapted to associate the relationships between these vectors. In contrast with prior work that attempts to directly find the relationships between audio and visual data, we propose to use the state-of-the-art convolution filters and max pooling methods for enforcing efficiency and transform-invariance of the deep neural network. The proposed deep neural network-based design can learn the complex, non-linear interactions between each modality cues as well as presentation cues and crowd scores.
1) BEHAVIOR NET
We propose to first learn DBN-based high-level representation to fuse the multimodal information from audio and video modalities. We propose to use the first layer of the DBN includes two Gaussian-RBMs, each for audio and visual features, with sparsity regularization introduced in [123] . The upper layers are binary-RBMs, where the concatenation of the posteriors Pr(h|v) of each audio and video RBM is used as the observed vector for the second layer. We employ a sigmoid function as an activation function of each node. We then use convolution filters and pooling layers, to learn features that are local and translation invariant [163] - [165] .
2) CROWD NET
Sparse autoencoder (Fig. 10) fits well in the context of learning α and β for combining the peer ([P]) and expert ([E]) scores collected from Box II. An autoencorder is a neural network that sets the input and output to be equal, so that the network automatically learns sparse representation of the input data. Consider a set of expert inputs {E (1) , . . . , E (u) } and peer inputs {P (1) , . . . , P (w) }, where E (i) ∈ R 8 and P (i) ∈ R 8 , each dimension represents one of the eight-dimensional crowd score vectors that we defined in Section VI-A. We propose to learn the sparse representation that combines the information in both of the sets by learning a function f w,b (x) =x ≈ x. For instance, as shown in Fig. 10, x = P1, P2, E1 , . . . , E4. It learns an approximation of the identity function so that the middle layer between the input and output layers learn the sparse representation of the input vectors.
3) ESTIMATED CROWD SCORE [S * ] VECTOR
We propose to combine the posterior probabilities of learned representation from the Behavior Net and Crowd Net and use the activation of this final layer as the estimated crowd score, [S * ]. This combination of the two networks enables us to automatically learn high-level complex interactions between the behavioral cues and crowd scores. How [S * ] deviates based on changes in the input [A, V , E, P] vectors must be investigated, in order to provide insight into how crowd score is associated with behavioral changes.
C. DESIGN OF THE PERSONALIZED FEEDBACK INTERFACE (BOX IV)
In this section, we describe the functionality of Box IV, i.e., the feedback interface between the machine and the presenter in both training and presentation modes. The difference between these two modes is that in Training Mode, Box III learns the crowd behavior, while Box IV learns the individual cognitive capabilities of a presenter. Alternatively, in Presentation Mode, Box III uses its knowledge to emulate the crowd behavior by supplying an estimated crowd score (the [S * ] vector) to Box IV, which, in turn, uses its knowledge of individual presenters to make suggestions to them in realtime. These suggestions are made through the haptic glove, as well as visual cues with a feedback delay -t feedbackthat matches the cognitive capabilities of individual presenters. After receiving the machine feedback, the presenter makes changes to his/her facial expressions, gesture, and voice intonation to improve the feedback; here, the definition of ''improving'' is set forth at the very beginning of the presentation, which can be turning frowny faces to smiley faces or reducing the vibrations in the haptic glove, etc.
1) FEEDBACK VECTOR ([F ])
We propose a Feedback Engine (Box IV) that outputs a feedback vector ([F]), consisting of multiple rows, where each row corresponds to a modality; for example, the intensity of the vibration of the haptic glove is the first row (e.g., with vibration intensities from 1 to 5), while the intensity of the smiley face can be another row (i.e., 1 = frowny face, 2 = slightly unhappy, 3 = neutral, 4 = slightly happy, and 5 = fully smiling) etc. Bar plots and their colors can be similarly selected, as shown on the right side of Fig. 12 , where red and green ends of the spectrum show poor and excellent performance in the relevant aspect (e.g., eye contact), respectively. Bar graphs (i.e., skill-meters) can be used in conjunction with colors (as in Fig. 4 ) to render the feedback message easier to understand. A variety of feedback modalities, as well as their quantification might prove to be useful and must be investigated. A possible visual feedback modality could be an icon of a human with open vs. closed arms to indicate open versus closed posture [47] .
Feedback saliency: An important factor to consider when constructing a feedback dashboard is saliency, which refers to the feedback being prominent and easy to notice and understand. The presenter's attention can be drawn to feedback by vibrations via the haptic glove. The icons, colors, and bars used in the feedback screen need to be meticulously designed in terms of size, appearance, color, and order to make them easy to notice and understand for the presenter.
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Ease of understanding refers to when the message (feedback) induces the lowest degree of cognitive load to the presenter while carrying the most succinct and important message. An example of this could be a red human icon with arms crossed appearing on the screen, that indicates to the presenter that it is not appropriate to have a closed posture.
Feedback needs to be tailored to each presenter in terms of modality, contents, and timing. The timing is determined by the importance of the feedback and considering the presenter's cognitive load at the moment. If the presenter has a very high cognitive load at one moment, he/she will not be able to receive and digest and ultimately implement the feedback appropriately. What distinguishes our work from the existing works in the literature [47] , [64] , [166] is that we propose integrating crowd ratings (crowd scores) into the machine feedback echoed to the presenter. Additionally, we propose providing a broader range of nonverbal and affective feedback to the presenter.
2) COGNITIVE LOAD CURVE
Humans have a wide variety of learning styles, background knowledge levels, and self-regulation skills. These differences, along with other environmental factors (e.g., task difficulty, time available), contribute to differing levels of cognitive load for each individual while performing a task [167] . One of the ways of determining whether feedback has been effective is to examine if the individual has integrated the provided suggestions in their performance, i.e. compliance. If the presenter is not compliant, it can be due to either too high cognitive load or inattention to feedback. If the cognitive load is determined to be too high, the feedback latency (t feedback ) could be increased to allow the presenter to process the demands of the task at hand or the saliency and type of the feedback will be changed to re-evaluate compliance. One major reason for not integrating feedback is that the human's brain is already processing the task at hand or the task is difficult, and insufficient cognitive resources are available for receiving, processing, and implementing feedback. If the presenter's moment-to-moment level of cognitive load is not attended to, the feedback will be ineffective and wasted, besides frustrating the presenter and leading to their disengagement. In general, the contents, amount, and mode of feedback need to be tailored to individual presenters in real-time to maximize effectiveness and minimize cognitive burden on them. Figure 11 highlights this phenomena and is termed the Cognitive Load Curve, which is different for each individual and it correlates the cognitive load (shown as a scalar value C for simplicity) to the speed at which the feedback is provided to an individual; feedback that is too slow (represented as the region where C < C min in Fig. 11 ) does not cause cognitive overload but it is useless, because an ideal feedback must be provided when the higher cognitive processing area of the brain (e.g., the pre-frontal cortex -PFC) [168] is ready to receive such feedback and incorporate it into its learning process. As we will detail in Section VII-B, this time is There is an optimum feedback response time (t feedback ) for each presenter; feedback that is too fast is ignored by the presenter, while too slow does not provide instructive value.
typically less than a second. The ideal feedback time depends on an individual; in Fig. 11 , this area is represented by the region (C max > C > C min ) where the cognitive load increases when the feedback time decreases, however, the feedback is useful in achieving the ''learning'' outcome. The third region, which is marked as too fast (the C > C max region) causes a significant cognitive overload, because processing information so fast requires substantial higher-level cognitive processing; this causes presenter frustration, as described previously. At a certain point, which is marked as C max on the curve, this feedback becomes so fast that the presenter gives up on paying attention to it, hence the sudden drop on the load below C max .
3) DESIGN OF THE FEEDBACK ENGINE (BOX IV)
From our preliminary discussion, we conclude that Box IV is required to provide a feedback vector [F] to each individual presenter in a time sequence, i.e., a feedback vector at a given interval; therefore, we propose to apply the [C] and [S * ] vectors to its input by a time sequencer (e.g., every 100 ms as shown in Fig. 12 ). Previous research [112] , [169] , [170] has used a similar scheme in determining the importance of ''the same metric at different time intervals'' within the context of cardiac monitoring; the QT interval in a heart beat -using an ECG recording-was entered into a support vector machine (SVM) at different hours and used as separate dimensions. Our proposed scheme differs from the previous work, in that we overcome a dimensionality problem for large problem sizes [112] .
We propose a similar idea to design Box IV, with one exception: A Recurrent Neural Network (RNN) eliminates the necessity to enter each time slot as a separate dimension, thereby easing the dimensionality pressure on the learning network; instead, an example application of an RNN, a longshort term memory network (LSTM), includes an internal memory and is governed by internal remembering and forgetting functionality and has been in use since 2016 by Apple [171] for personal hand-writing recognition, which is one form of ''understanding the characteristics of a person.'' FIGURE 12. A long-short term memory (LSTM) recurring neural network (RNN) can implement the functionality desired for Box IV through remember/forget intervals, which matches the cognitive curve of individual presenters.
We suggest that they are an excellent candidate for the design of Box IV. Figure 12 is our proposed application of an LSTM to designing our Box IV: the Snet and the Cnet networks are proposed to interface the sequenced estimated crowd scores ([S * ]) and the cognitive loads [C], respectively, and their outputs are connected to the Fnet network, which combines them to generate the final feedback vector [F] . The two integrators are utilized to satisfy the ''remembering'' functionality and the shortcut connections from Snet and Cnet into Fnet implements the ''forgetting'' functionality. The recurrence feature, which is typical in any RNN, is implemented by the reverse connections from the Fnet back to Snet and Cnet. Different forget/remember intervals to implement the optimum cognitive feedback time, which matches the cognitive curve of individual presenters must be investigated for optimum performance.
VII. EVALUATION
In this section, we provide a quantitative evaluation of the proposed system. Our evaluation is based on estimated computation and communication delay values, obtained by running appropriate software that is representative of the component of a given part of the system.
A. EVALUATION METRICS FOR OUTCOMES
The success of the proposed system can be evaluated based on two different criteria.
1) TECHNICAL SUCCESS
(i) accuracy and (ii) latency of our system directly quantify its technical success. To determine the accuracy of our algorithms, the ground truth -from the crowd ratings-can be compared to the predicted scores computed by the machine intelligence. Furthermore, mutual information between the [A, V , C] vectors and [S] vectors can be calculated to ensure that our algorithms use relevant features to the prediction outcomes. To determine the latency of our algorithms, a timing mechanism must be implemented, which measures the data-acquisition-related, network-related, pre-computationrelated, and computation-related delays to determine the computation vs. network travel time of the data.
2) EDUCATIONAL SUCCESS
In Table 1 , we define behavioral and affective cues, based on psychometric studies in education [160] , [172] , [173] , to quantify the effectiveness of a presentation.
B. EVALUATION FRAMEWORK FOR REAL-TIME PERFORMANCE
Before we investigate the magnitude of necessary computational acceleration to achieve real-time performance, we will provide a reasonable definition for ''real-time'' in quantitative terms.
1) DEFINITION OF REAL-TIME
In Fig. 2 , the delay, Presenter→ Cloudlet→ Cloud (Box I→Box III→Box IV) → Cloudlet→ Haptic Glove, is the longest path delay of our proposed system in Presentation Mode and includes Box II in Training Mode. This delay must be comfortably below how fast the presenter's brain processes the machine feedback. In a pioneering neuroscience study, Libet et al. [174] established a delay for when our brain receives sensory input vs. when an action becomes conscious; it involves the interplay between the two parts of the human brain [175] : the motor part that prepares an action in ≤200 ms and the conscious part that decides to either take the action or veto it in another ≈300 ms, for a total of ≈500 ms [176] . Conscious part is much slower due to its denser neural layers [177] . We define t cognitive as the rough estimate for how fast a machine feedback must be provided to the human brain to be useful and choose (t cognitive =150 ms) to guide our preliminary estimations, which is comfortably faster than the motor part of the brain.
2) THE R METRIC
Let us define t feedback as the time it takes for the machine to provide a feedback to the presenter by traversing the VOLUME 6, 2018 
C. ESTIMATING THE DELAYS FOR BOX I-IV
To determine the magnitude of the computational acceleration necessary for real-time presenter feedback (i.e., R ≥ 1), we assume a 30 frames/sec video capture (RGB, 24 b/pixel) and a 44 100 Hz audio sampling rate (16 b/sample). Therefore, each video frame is 33.3 ms, which must be transmitted to the cloudlet for pre-processing along with the audio data captured from the microphones. We will estimate the delays that contribute to the t feedback . Table 2 lists the estimated delays to acquire a single image frame from the microphones, camera, and mobile devices (denoted as M), pre-compute it in the cloudlet (CL), and transfer it to the datacenter (DC), based on the software and studies generated during the study in [22] and [178] . The cloudlet is the vital part of the architecture proposed in [22] to achieve real-time mobile-cloud performance by profiling and using cloud resources intelligently [23] , [130] , [138] , [141] . According to Table 2 , t preprocess + t network = 118.3 ms, leaving only 31.7 ms for t computation to achieve real-time performance (R = 1). We note here that the delays shown in Table 2 are not amenable to parallelization; network delays involve data-size-dependent transfer delays, round trip network delays, which cannot be improved without new network infrastructure, while pre-processing delays in the cloudlet cannot be improved unless multiple cloudlets are deployed in the observation room, which will not necessarily help due to the communication delays introduced among multiple cloudlets. Alternatively, computation delays can be improved by parallelization.
1) PREPROCESSING AND NETWORK DELAYS
2) COMPUTATION DELAYS Table 3 provides our preliminary results using commonlyaccepted software to provide the functionality in Boxes I-IV.
• Fig. 9 , the DBN consists of two 100 (input) − 50 (output) RBMs on the first layer for audio and video modalities, respectively; finally, a 100 (input) − 30 (output) RBM is at the final layer. The inference of an RBM at the first layer takes 4.108 ms, while the training time is 2.53 s. Cumulative, the DBN takes 75.4 ms total.
• Box IV: requires a machine learning platform that takes into account the cognitive load C to personalize the feedback; a generic Support Vector Machine (SVM) [181] is suitable; a test run took ≈95 ms for training and ≈64 ms for testing. To summarize, the computations in Boxes I-IV take 1730 + 50 + 2530 + 94.7 = 4405 ms for Training Mode and 1730 + 0 + 75.4 + 63.9 = 1869 ms for Presentation Mode.
D. COMPUTATIONAL ACCELERATION
We target real-time performance in training as well as presentation. Therefore, we use the maximum of the two, max(t Training , t Presentation ) = 4405 ms, to reach our t computation = 31.7 ms goal, implying a necessary computational acceleration of 4405/31.7 ≈ 139×. Furthermore, considering that the datacenter should be designed to serve multiple smart classrooms (e.g., 5-10) simultaneously, an acceleration target of three orders-of-magnitude (1000×) is realistic. In this section, we present multiple research ideas to achieve this goal in the following categories: (i) single-server acceleration, which aims to realize acceleration using the resources of a single server with one or more CPUs and GPUs, (ii) multi-server (cloud-based) acceleration, which targets distributed computing algorithms that use resources spread over multiple servers in the cloud, (iii) pre-computation acceleration, which aims to accelerate the acquisition and pre-processing of the data, rather than the computation itself, and (iv) online/offline computational decomposition, which identifies the components of the computations that are performed and reformulates them to use pre-computed vs. real-time computations; while the offline computations (pre-computed) can be performed before the presentation, when the computational resources are not loaded, the online computations can be computed during a presentation (as described in Section V-A).
1) SINGLE SERVER ACCELERATION
The results provided in Section VII-C are obtained by using single-threaded programs. Using parallel (multi-threaded) CPU programming and Massively Parallel (GPU) Computing, or using a Xeon Phi MIC co-processor, significant acceleration can be achieved [137] . Based on the results reported in [137] , a single server at the SUNY Albany CEASHPC cluster, which contains two 14-core Xeon E5-2680V4 CPUs [182] and a 4992-core Nvidia Tesla K80 GPU [183] ), a ≈20-40× acceleration can be expected.
2) MULTI-SERVER (CLOUD-BASED) ACCELERATION
The SUNY CEAS HPC cluster has 12 servers, which can further improve the aggregate acceleration by up to 12× by proper task scheduling. Furthermore, resource-limited institutions can use public cloud resources (e.g., Amazon EC2 [143] ), rather than their own datacenter to perform the intensive computations. These public cloud services can have multiple servers with heterogeneous resources, as described in Section V-B, which can be used to achieve an order-ofmagnitude acceleration.
3) PRE-COMPUTATION ACCELERATION
From Table 2 , we observe that the acquisition of a video frame (33.3 ms), its cloudlet pre-processing (t preprocess = 35 ms), and the network delays involved in the transmission of this captured data (25 ms) amount to a total of 93.3 ms. Hypothetically, if this delay can be reduced to 48.3 ms (about half), this would save 45 ms in Table 2 , allowing the computation side a wider delay of 45 + 31.7 = 76.7 ms, rather than the 31.7 ms that we based our acceleration computations on. Effectively, this is equivalent to achieving 76.7/31.7 = 2.4× before even we perform the actual computations.
VIII. OPEN ISSUES AND CHALLENGES
The success of the construction of the system that is proposed in this paper depends on an advancement of the state of the art on multiple fronts. In this section, we highlight the open issues and challenges in engineering and education research.
A. ENGINEERING RESEARCH
In future work, we will investigate how to handle the label noise in crowd score and emotion recognition. One approach is to use complexity measure of classifiers to automatically identify the noisiness of labels. We can then use a semisupervised approach to remove labels for the noisy data but retain the feature information. This approach may open a new gateway to minimize human-related artifacts.
Also, we will investigate multi-person, face-to-face social interactions in smart classrooms in our future work. Automatic behavioral feedback loops during multi-person social interactions have been studied with an aim to help the users to perceive their speaking time for balanced group discussions [64] . They use wearable devices, such as Myo armbands, headphones, and Google Glass, to capture multimodal behaviors of multiple users and deliver tactile (Myo armband), auditory (headphones), visual head-mounted (Google Glass), and visual remote (common monitor) stimulation. The authors also found the Google Glass and vibro-tactile feedback delivery devices to be the most disturbing. The study found that users are skeptical towards the usefulness of such systems, which opens new research questions to our proposed project.
To achieve real-time performance for the required computations in our system, a thorough study of the nature of the computations is necessary in future work. As described in Section V, only the portions of the computations that are parallel in nature can benefit the vast computational power of GPUs [137] . By determining the serial/parallelizable portions of the computations in the system, cloud resources can be used efficiently. For schools that use public and inexpensive cloud resources for their system (e.g., Amazon EC2 [143] ), this becomes a much more important challenge, because resource inefficiencies correspond to increased cloud costs.
For large classrooms or schools with multiple smart classrooms, usage of multiple cloud servers is necessary; in such a scenario, being able to perform part of all of the preprocessing in the cloudlet becomes important. For schools that do not have an observation room (thus no way to utilize a cloudlet), one interesting future research challenge is to use the distributed network of the smartphones of the listeners as a cloudlet. In this scenario, the input data is received by the microphones and cameras of the listeners in the crowd and a distributed algorithm decides how to outsource the precomputations among the existing members of the crowd; the resulting pre-computed multimodal data is then outsources into the cloud.
In addition to performing the pre-computations by the listeners in the crowd, another future research opportunity is to use the listeners' mobile devices to perform the actual computations, as well as the pre-computations. This will, however, the existence of fairly computationally-capable mobile devices, such as laptops or high-powered tablets. The computational strain on the mobile devices can be reduced by using online/offline decomposition, as described in Section V-B. Equation 1, which is performed in Box III, can benefit from online/offline computation decomposition as follows: this equation contains a significant number of multiplications that can be computed based on some reasonable intervals of [A], [V ] , and [S] scores offline. The results can, then, be saved as a look up table, which can be used to simply gather the parameters during the presentation (realtime). Because the expected ranges of these vectors is not totally arbitrary, this can create a look-up table that contains many results under certain assumed conditions. For example, the gestures of presenters are restricted to certain values, because nobody is expected to present upside down. If we assume that the range of expected ''reasonable'' values for each vector is 50 for audio, 50 for video, and 50 for crowd scores, this quantitatively implies storing precomputations for 50 3 = 125 000 possibilities, which significantly increases the memory usage, while turning hundreds of thousands of multiplications into a mere single look-up. Furthermore, as the machine intelligence learns what constitutes ''reasonable assumptions'' for audio, video, and crowd vectors, it can learn to store only the meaningful precomputations to achieve storage efficiency. The expected acceleration can be 5-10× or even more.
B. EDUCATIONAL RESEARCH
In terms of research in education, the modality, time, and amount of real-time adaptive feedback can be further catered to individual presenters' based on their moment-to-moment cognitive load level and their preferred feedback modality. There is still debate in the literature about whether one particular modality would be the best vehicle to transmit feedback or if student modality preferences need to be heeded in presentation of the feedback [53] , [66] .
Future research could examine the use of eye-tracking glasses worn by the presenter to determine if he/she is paying attention to the feedback, where they look at, for how long, and how often. These valuable data can help in designing more appealing and meaningful feedback representations. Also, more targeted haptic prompts can be provided to the presenter to attract their attention to urgent and time-sensitive feedback.
Research in this area would also greatly benefit from the use of physiological sensors to measure the presenter's electro-dermal activation or galvanic skin response [184] , which corresponds directly to their arousal and anxiety. These data can be aligned with emotions detected by cameras and the data coming from the crowd in order to provide remedial feedback to the presenter to help them in regulating their negative emotions or nervousness.
Last but not least, types of data collected from the crowd can be extended to include self-reports of their learningrelated emotions, such as confusion, boredom, and frustration [185] . This information can serve as a proper indicator of presenters' effectiveness in delivering the ideas to the crowd. For instance, if confusion and frustration is detected from the crowd, feedback can be relayed to the presenter to reiterate or paraphrase what he/she said, or adopt strategies to remedy what caused confusion and frustration in the crowd. Self-reported crowd boredom coupled with presenter's vocal features analyzed by the machine can also be used as a proxy for ''energy'' or enthusiasm, and relevant feedback can be transmitted to the presenter to change his/her presentation mode, energy level, etc. on the fly.
IX. CONCLUSIONS
In this paper, we outlined the technological and operational components of a future emotionally-aware AI smart classroom that delivers automated real-time feedback through two modalities of an Open Learner Model to a presenter during a presentation in order to improve the effectiveness of the presentation, presenter's self-regulation and metacognitive awareness, and their verbal and non-verbal communication skills. The foundations of the proposed system are based on prominent developments, theories, and empirical studies in the fields of engineering and education. The system uses state-of-the-art algorithms, such as deep learning, highperformance GPU computing, multimodal sensing, and emotion recognition, which analyze multimodal presenter audio and visual information to extract the body language, intonation, and hand gesture information of the presenter. Simultaneously, the system receives scores from crowd listeners to determine the quality of a presentation.
We explored two main hypotheses in this paper: first, that input from presenter and listeners can be quantified, and second, that the relationship between presenter's behavior and how it is perceived by the audience can be learned and be used for shaping and providing real-time feedback by the system. Built on these hypotheses, the system works in two operational modes: In Training Mode, by making associations between the sensed multimodal data and the received human scores, the system learns how the crowd assesses a presentation. In Presentation Mode, this learned data is used during a presentation to provide real-time feedback to a presenter, through either haptic gloves or simple emojis displayed on a computer screen. The eventual goal of the system is to improve the scores a presenter receives from the crowd.
Contributions of this paper are manifold. In terms of engineering, we bridge the gap in the existing literature on automated feedback systems by including quantified human input in machine analyses of a presenter's verbal and nonverbal behavior. We further the field of education at several fronts by integrating real-time and adaptive AI feedback in a classroom setting, advancing research on feedback modalities, integrating cognitive load and compliance in tailoring real-time feedback, and opening doors to human-machine tutoring of oral presentations, where anxiety is mitigated by removing human evaluators (in presentation mode) from the feedback equation. Furthermore, we proposed technical and educational evaluation metrics that will be used to assess the effectiveness and feasibility of the system. This project offers great applicability beyond the proposed education domain, in areas such as patient-doctor encounters in healthcare, or any training situation where humans interact.
