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POSITIVITY SETS OF SUPERSOLUTIONS OF DEGENERATE
ELLIPTIC EQUATIONS AND THE STRONG MAXIMUM PRINCIPLE
ISABEAU BIRINDELLI, GIULIO GALISE AND HITOSHI ISHII
Abstract. We investigate positivity sets of nonnegative supersolutions of the fully non-
linear elliptic equations F (x, u,Du,D2u) = 0 in Ω, where Ω is an open subset of RN ,
and the validity of the strong maximum principle for F (x, u,Du,D2u) = f in Ω, with
f ∈ C(Ω) being nonpositive. We obtain geometric characterizations of positivity sets
{x ∈ Ω : u(x) > 0} of nonnegative supersolutions u and establish the strong maximum
principle under some geometric assumption on the set {x ∈ Ω : f(x) = 0}.
1. Introduction
We consider fully nonlinear degenerate elliptic equations that do not satisfy the strong
maximum principle. More precisely we deal with second order equations of the type
(1) F (x, u,Du,D2u) = 0 in Ω,
where Ω is an open subset of RN , such that there exists u ∈ LSC(Ω) a viscosity superso-
lution of (1), verifying the conditions
(2) min
Ω
u = 0 and U = {x ∈ Ω : u(x) > 0} 6= ∅.
One of the main goals of this paper is to provide geometric characterizations of the
positivity set U , defined in (2), in a quite general framework, then to analyze more
specifically the following cases:
(3) P−k (D2u) :=
k∑
i=1
λi(D
2u) = 0 in Ω
and
(4) λk(D
2u) = 0 in Ω,
where k < N is a positive integer and λ1(D
2u), . . . , λN(D
2u) are the eigenvalues of the
Hessian of u arranged in nondecreasing order, λi ≤ λi+1. We refer to [10, 12, 16, 17,
18, 23, 6, 7, 8, 9] for some work related to these operators in the framework of viscosity
solutions.
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In general, if F is uniformly elliptic, by the strong maximum principle, the set u−1(0) of
the minimum points is Ω. Instead, when the operator is degenerate elliptic, the question
is relevant and goes back to the seminal papers of Bony [11], Hill [21] and Redheffer [22],
where this characterization is called the “sharp” maximum principle.
Here, differently from all previous works, we characterize the set u−1(0) through a “vis-
cosity” condition. That condition has an explicit geometric meaning when the operator F
is either P−k (D2u) or λk(D2u). To be a little more specific we prove that, for P−k (D2u) ≤ 0,
the relative boundary Ω ∩ ∂U satisfies the inequality
(5) κN−k + · · ·+ κN−1 ≥ 0,
where κi denote the “principal curvatures” of Ω∩ ∂U . Conversely, any subset of Ω whose
boundary satisfies the above inequality is the positive set of a nontrivial supersolution of
P−k (D2u) ≤ 0 in Ω, see Theorems 1-3 and Remark 2.
For supersolutions of λk(D
2u) ≤ 0, the relative boundary Ω ∩ ∂U is characterized by the
inequality
(6) κN−k ≥ 0.
In the case k = N − 1, i.e. κ1 ≥ 0, it is nothing else but the convexity of the connected
components of the positive set U , see Theorem 12. Let us emphasize that, since ∂U is
in general non smooth, the inequalities (5)-(6) have to be understood in a viscosity sense
which is exactly the purpose of the conditions (GP−
k
,Ω,U)-(Gλk,Ω,U) that will be introduced
in Sections 3-4. The conditions (GP−
k
,Ω,U)-(Gλk,Ω,U) are given through a “local smooth
test function” and this is the reason why, in analogy with viscosity solutions, we call
them viscosity conditions. But, as in all good generalizations, they reduce to the classical
sense when ∂U is a smooth hypersurface, see Theorems 4 and 5. Let us mention that
(GλN−k,Ω,U) is proved to be equivalent to another geometrical condition denoted (Ck,Ω,U)
that somehow is related to the dimension of convex subsets of U , see Theorem 6.
In the linear case, i.e. for supersolutions of
tr(A(x)D2u) + b(x) ·Du+ c(x)u ≤ 0
with A(x) ≥ 0, the “diffusion” of the minimum points follows the directions of subunit
vector fields Z for A (Z is a subunit vector for A if A−Z⊗Z ≥ 0, where (Z⊗Z)ij = ZiZj).
More precisely, given x0 ∈ Ω such that minΩ u = u(x0), then the set of minimum points
contains all the points that can be reached from x0 following a finite number of trajectories
of subunit vector fields backward and forward in time. This result, proved in [11, 21, 22]
for A(x) = 1
2
σ(x)σT (x) for which the subunit vector fields are the columns of σ, has been
extended by Bardi-Da Lio in [3] to fully nonlinear convex operators of Bellman type, then
in [4] for concave operators within the theory of differential games. More recently, in
[5] Bardi and Goffi have obtained new results concerning strong maximum principle and
propagation of minimum points by assuming the existence of generalized subunit vectors
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Z for the operator F , i.e. Z = Z(x) ∈ RN such that
sup
γ>0
F (x, 0, p, γp⊗ p− I) > 0 ∀p ∈ RN , Z · p 6= 0
(note that we adopt a reversed definition of “ellipticity” with respect to [5]). We stress that
the operator P−k and λk do not admit non-zero subunit vectors, since a straightforward
computation shows that for any p ∈ RN
sup
γ>0
P−k (γp⊗ p− I) = −k and sup
γ>0
λk(γp⊗ p− I) = −1.
Hence the previous results do not apply to our cases. Moreover the description of the
diffusion of the minimal points seems to us to be very different from the one given here.
In their acclaimed works [16, 18, 20] , Harvey and Lawson give boundary convexity
conditions on Ω and F in order to prove existence and uniqueness of solutions for the
equation F (x, u,Du,D2u) = 0 in Ω with Dirichlet boundary condition. When F =
P−k (D2u) or F = λk(D2u) the condition is similar to that of (5) and (6). Even though,
it is well known that, thanks to Perron’s method, existence of solutions is proved via the
construction of sub and supersolutions, the scope of the supersolutions given in Theorems
2 and 3 is of a different nature. Indeed, given a subset U of Ω satisfying (5), we construct
a supersolution which is positive in U and identically zero outside. Note that the standard
construction, see e.g. [14], of positive supersolutions that are zero on the boundary of U
would lead to a function that is negative outside of U and that, extended to zero outside
of U , would not be a supersolution anymore.
The other objective of this paper is to establish some conditions on the zero level set of
nonpositive functions f ∈ C(Ω) that ensure that the strong maximum principle holds for
(7) F (x, u,Du,D2u) = f in Ω.
The strong maximum principle states that
(SMP)
{
if u ∈ LSC(Ω) is a supersolution of (7) and u ≥ 0 in Ω, then either
u > 0 in Ω or u ≡ 0.
As already mentioned, when f ≡ 0, the strong maximum principle does not hold in
general in our framework. However, there is a situation where (SMP) does hold due to
the geometry of the set
Γ = {x ∈ Ω : f(x) = 0},
which forces, in a sense, the negativity of f to be large enough. We establish the strong
maximum principle for (7) under some hypotheses on the geometry of Γ. Our strong
maximum principle is slightly different from the classical (SMP) and its conclusion is the
positivity of nonnegative supersolutions of (7) without alternative claim.
In a certain sense this result is complementary to the one of Harvey and Lawson in
[19] where they characterize the operators for which the strong maximum principle holds.
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Instead we consider operators for which it does not unless the forcing term is negative
enough.
Anecdotally, let us mention that even if the paper is wholly concerned with the under-
standing of the strong maximum principle, we never use or prove a Hopf lemma.
The paper, after this introduction, is organized as follows. Section 2 is devoted to
establishing theorems characterizing the geometry of the positivity set U , given in (2), for
supersolutions of (1). It introduces some basic assumptions on the function (or operator)
F as well as a geometric condition on U , relative to Ω, called (GF,Ω,U). In Section 3,
the condition (GF,Ω,U), with F = P−k , is examined in relation with the “truncated mean
curvature”, κN−k+· · ·+κN−1, where the κi are the principal curvatures of ∂U at least when
U has a smooth boundary. Section 4 is devoted to investigating the condition (GF,Ω,U),
with F = λk, where a new geometric condition (Ck,Ω,U) is introduced and proved to
equivalent to (GλN−k,Ω,U). Also, the convexity in the condition (C1,RN ,U) is studied and
some related examples are presented. In Section 5, the strong maximum principle is
established for (7), together with two counterexamples. In the case of operators λk and
P−k , a couple of a little more clear conditions for the validity of the maximum principle
are given.
Notation: Bmr (x) (resp., B
m
r (x)) denotes the open (resp., closed) ball in R
m of radius
r and centered at x. When x is the origin, we write Bmr and B
m
r instead for B
m
r (x)
and B
m
r (x), respectively. We write 0m for the zero vector in R
m. When m = N , we
omit writing superscript “N”, so that BNr (x) = Br(x) and 0N = 0 for instance. For
x, y ∈ Rm, 〈x, y〉 denotes the Euclidean inner product of x, y. For 1 ≤ i ≤ N , ei denotes
the unit vector in RN having unity as its ith entry. The collection {e1, . . . , eN} is called
the standard basis of RN . We write diag(a1, . . . , am) for the m×m diagonal matrix with
the diagonal entries a1, . . . , am.
2. The positivity set
Let SN be the linear space of N × N real symmetric matrices equipped with its usual
order. We introduce the hypotheses on F : Ω× R× RN × SN 7→ R:
(F1) F ∈ C(Ω× R× RN × SN).
(F2) F is degenerate elliptic, i.e. F (x, u, p,X) ≤ F (x, u, p, Y ) if X ≤ Y .
(F3) F (x, 0, 0, 0) ≤ 0 for all x ∈ Ω.
(F4) F is positively homogeneous in the following sense: there is a function h : (0,∞)→
(0, ∞) such that
F (x, u, tp, tX) = h(t)F (x, u, p,X) for all t > 0.
(F5) F = F (x, u, p,X) is “nonincreasing” in u ∈ R. More precisely, F (x, u, p,X) ≤
F (x, 0, p,X) if u ≥ 0.
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Let U be an open subset of Ω. We introduce the geometric condition that
(GF,Ω,U){
if φ ∈ C2(Ω), xˆ ∈ Ω \ U and φ ≤ φ(xˆ) = 0 in Ω \ U , then
F (xˆ, φ(xˆ), Dφ(xˆ), D2φ(xˆ)) ≤ 0.
When (GF,Ω,U) holds, we say as well that U (resp., (Ω, U)) satisfies (GF,Ω) (resp., (GF )).
When Ω = RN , we refer to the conditions (GF,Ω,U) and (GF,Ω) above as (GF,U) and (GF ),
respectively.
In the following two theorems we show that the positivity set of any supersolution of
(1) has the property (GF,Ω,U) and conversely, under a slightly different assumptions on
F that given an open set U with (GF,Ω,U) property, there exists a supersolution of (1)
having U as positivity set.
Theorem 1. Assume (F1), (F2), and (F4). Let u ∈ LSC(Ω) be a supersolution of
(1) F (x, u,Du,D2u) = 0 in Ω.
Assume that minΩ u = 0. Set U = {x ∈ Ω : u(x) > 0}. Then U satisfies (GF,Ω).
It should be noticed that, due to the lower semicontinuity of u, the set U in the theorem
above is an open set.
Proof. Let φ ∈ C2(Ω) and xˆ ∈ Ω \ U . Assume that φ ≤ 0 = φ(xˆ) in Ω \ U . We may
moreover assume, if needed, by replacing φ by a new one without changing the value
(φ,Dφ,D2φ) at xˆ that φ(x) < 0 for all x ∈ Ω \ (U ∪ {xˆ}). Fix r > 0 so that Br(xˆ) ⊂ Ω.
For any n ∈ N we consider the function nu − φ on Br(xˆ) and fix a minimum point xn
of this function. By passing to a subsequence, we may assume that {xn} converges to a
point x∞ ∈ Br(xˆ). Note that, since
(u− n−1φ)(xn) ≤ (u− n−1φ)(xˆ) = 0,
we have
u(x∞) ≤ lim inf
n→∞
u(xn) = lim inf
n→∞
(u− n−1φ)(xn) ≤ 0,
which shows that x∞ ∈ Ω \ U , and that, since u ≥ 0 in Ω and u(xˆ) = 0,
−φ(xn) ≤ (nu− φ)(xn) ≤ (nu− φ)(xˆ) = −φ(xˆ) = 0,
which implies
φ(x∞) ≥ 0 and hence x∞ = xˆ.
Moreover, we may assume by passing to a subsequence that
lim
n→∞
u(xn) = lim inf
n→∞
u(xn) = 0 = φ(xˆ).
The viscosity property of u yields together (F4) that if n is large enough, then
0 ≥ F (xn, u(xn), n−1Dφ(xn), n−1D2φ(xn)) = h(n−1)F (xn, u(xn), Dφ(xn), D2φ(xn)),
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and hence,
F (xn, u(xn), Dφ(xn), D
2φ(xn)) ≤ 0.
Thus, in the limit as n→∞ we have
F (xˆ, φ(xˆ), Dφ(xˆ), D2φ(xˆ)) ≤ 0. 
In the case when u ∈ LSC(Ω) is a supersolution of (1) and satisfies minΩ u = a for some
a ∈ R, one may obtain a result similar to the theorem above by applying the theorem
with F and u replaced, respectively, by F˜ and u˜ given by
F˜ (x, r, p,X) = F (x, r + a, p,X) and u˜ = u− a.
Theorem 2. Assume (F1)–(F3) and (F5). Let U be an open subset of Ω. Assume that
U satisfies (GF,Ω). Then there exists a supersolution v ∈ LSC(Ω) of (1) such that
min
Ω
v = 0 and U = {x ∈ RN : v(x) > 0}.
Remark 1. The theorem above and the next one are considered as the existence results
for supersolutions of (1), with the homogeneous Dirichlet data on Ω ∩ ∂U .
Proof. We define v ∈ LSC(Ω) by
v(x) =
1 if x ∈ U,0 otherwise.
To check the supersolution property of v, let φ ∈ C2(Ω) and xˆ ∈ Ω and assume that
v − φ ≥ (v − φ)(xˆ) = 0 in Ω. If xˆ ∈ U , then we have Dφ(xˆ) = 0 and D2φ(xˆ) ≤ 0 by the
elementary maximum principle, and moreover, by (F5), (F2) and (F3)
F (xˆ, v(xˆ), Dφ(xˆ), D2φ(xˆ)) ≤ F (xˆ, 0, 0, D2φ(xˆ)) ≤ F (xˆ, 0, 0, 0) ≤ 0.
Otherwise, we have xˆ ∈ Ω \ U and
φ(x) = −(v − φ)(x) ≤ −(v − φ(xˆ)) = φ(xˆ) = 0 for all x ∈ Ω \ U,
and hence, by (GF,Ω,U),
0 ≥ F (xˆ, φ(xˆ), Dφ(xˆ), D2φ(xˆ)) = F (xˆ, v(xˆ), Dφ(xˆ), D2φ(xˆ)).
This completes the proof. 
The following theorem is a version of Theorem 2 in the class of continuous supersolu-
tions.
Theorem 3. Assume (F1), (F2), (F5) and that F = F (u, p,X) does not depend on x.
Let U be an open subset of RN . Assume that U satisfies (GF ). Then there exists a
supersolution v ∈ C(RN) of F (v,Dv,D2v) = 0 in RN such that v ≥ 0 in RN and
U = {x ∈ RN : v(x) > 0}.
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Proof. We set
v(x) = dist(x,RN \ U) for x ∈ RN .
We claim that the function v is a supersolution of F (v,Dv,D2v) = 0 in RN and, to see
this, we fix φ ∈ C2(RN) and xˆ ∈ RN and assume that v− φ attains a minimum at xˆ. We
may assume as usual that φ(xˆ) = 0. We choose yˆ ∈ RN \ U so that v(xˆ) = |xˆ − yˆ| and
note that
|xˆ− yˆ| − φ(xˆ) ≤ |x− y| − φ(x) for all x ∈ RN , y ∈ RN \ U.
We plug x = y + xˆ− yˆ in the above inequality, to obtain
|xˆ− yˆ| − φ(xˆ) ≤ |xˆ− yˆ| − φ(y + xˆ− yˆ) for all y ∈ RN \ U.
This says that, if we set ψ(y) := φ(y + xˆ− yˆ), then
ψ(yˆ) ≥ ψ(y) for all y ∈ RN \ U.
Since ψ(yˆ) = φ(xˆ) = 0 and v ≥ 0 everywhere, property (GF,U) yields
0 ≥ F (ψ(yˆ), Dψ(yˆ), D2ψ(yˆ)) ≥ F (v(xˆ), Dψ(yˆ), D2ψ(yˆ)),
which reads
F (v(xˆ), Dφ(xˆ), D2φ(xˆ)) ≤ 0.
It is obvious that U = {x ∈ RN : v(x) > 0}. 
3. Operator P−k
In this and next sections, we deal with the operators P−k and λk, with k < N . We
remark that both functions F (X) = P−k (X) and F (X) = λk(X) satisfy (F1)–(F5).
Let k ∈ N be such that k < N . If F ≡ P−k , condition (GF,Ω,U) reads as follows:
(GP−
k
,Ω,U)
{
if φ ∈ C2(Ω), xˆ ∈ Ω \ U and φ ≤ φ(xˆ) = 0 in Ω \ U , then
P−k (D2φ(xˆ)) ≤ 0,
or equivalently
if φ ∈ C2(Ω), xˆ ∈ Ω\U and φ ≥ φ(xˆ) = 0 in Ω\U , then P+k (D2φ(xˆ)) ≥ 0.
The following proposition is an immediate consequence of the following fact: for any
X ∈ SN ,
P−k+1(X) ≤ 0 ⇒ P−k (X) ≤ 0.
Proposition 1. Let U be an open subset of Ω and let k ∈ N be such that k + 1 < N . If
(GP−
k+1
,Ω, U) holds, then so does (GP−
k
,Ω, U).
Remark 2. Let us point out that (GP−
k
,Ω,U) provides a viscosity formulation of the in-
equality
κN−k + · · ·+ κN−1 ≥ 0
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where κ1 ≤ · · · ≤ κN−1 denote the principal curvature of ∂U . If the open set U has
a smooth boundary, (GP−
k
,Ω,U) is indeed equivalent, as showed in the next theorem, to
κN−k + · · ·+ κN−1 ≥ 0.
Theorem 4. Assume that U is a smooth subdomain of Ω, that is, the relative boundary
Ω ∩ ∂U can be represented locally as the graph of a smooth function. Let
κ1 ≤ κ2 ≤ · · · ≤ κN−1
denote the principal curvatures of the hypersurface Ω ∩ ∂U . Then we have
(8)
k∑
i=1
κN−i ≥ 0
if and only if (GP−
k
,Ω,U) holds.
We use here the sign convention of the principal curvatures as follows: if, after a rigid
transformation,
U ∩Br = {x = (x′, xN) ∈ Br : xN > f(x′)}
for some f ∈ C2(BN−1r ), with f(0) = 0 and Df(0) = 0, and for some r > 0 such that
Br ⊂ Ω, then the eigenvalues of D2f(0) are the principal curvatures at 0 ∈ ∂U .
Proof. We first prove the sufficiency of (8) for (GP−
k
,Ω,U). Assume that (8) holds, and let
φ ∈ C2(Ω) and xˆ ∈ Ω\U . Assume that φ(xˆ) = 0 and φ ≤ 0 in Ω\U . By a translation, we
may assume that xˆ = 0. If 0 6∈ ∂U , then 0 ∈ int(Ω \ U) and φ attains a local maximum
at 0, which yields
D2φ(0) ≤ 0,
and hence
P−k (D2φ(0)) ≤ 0.
We may thus assume that 0 ∈ ∂U and also that Br ⊂ Ω for some r > 0. After an
orthogonal transformation, we may assume that for some f ∈ C2(BN−1r ),
(9)
U ∩ Br = {x ∈ Br : xN > f(x′)}, f(0N−1) = 0, Df(0N−1) = 0N−1 and
D2f(0N−1) = diag(κ1, . . . , κN−1).
Note by (9) that if 0 < t < r, then −teN ∈ Ω \ U and that if x ∈ Br and xN = f(x′),
then x ∈ Ω \ U . By the choice of φ, we see that φ(−teN ) ≤ 0 for 0 < t < r and that
the function ψ(x′) := φ(x′, f(x′)), which is defined in an neighborhood of 0N−1, has a
maximum at 0N−1. Accordingly, we have
(10) φxN (0) = 〈Dφ(0), eN〉 ≥ 0
and, after a simple manipulation, the following matrix inequality
(11) D2ψ(0N−1) =
(
D2ijφ(0) + φxN (0)D
2
ijf(0N−1)
)
i,j≤N−1
≤ 0.
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Let O(k) denote the set of all collections {v1, . . . , vk} of orthonormal vectors in RN . By
(9), (10) and (11) we have the matrix inequality(
D2ijφ(0)
)
i,j≤N−1
≤ −φxN (0) diag(κ1, . . . .κN−1),
from which we deduce by (8) that
(12)
P−k (D2φ(0)) = min
{vj}∈O(k)
k∑
j=1
〈D2φ(0)vj , vj〉
≤
k∑
j=1
〈D2φ(0)eN−j, eN−j〉 ≤ −φxN (0)
k∑
j=1
κN−j ≤ 0.
From this we conclude that (GP−
k
,Ω,U) holds.
Next, we assume that (GP−
k
,Ω,U) holds. Let xˆ ∈ Ω∩∂U and assume as before that xˆ = 0.
Select r > 0 and f ∈ C2(BN−1r ) such that Br ⊂ Ω and, after a orthogonal transformation,
U ∩Br = {x ∈ Br : xN > f(x′)}, f(0N−1) = 0, Df(0N−1) = 0N−1,
and D2f(0N−1) = diag(κ1, . . . , κN−1).
For α > 0 we define φα ∈ C2(Br) by
(13) φα(x) := exp
[
α(xN − f(x′))
]− 1.
Note that
φα(0) = 0 and φα(x) ≤ 0 if x ∈ Br \ U.
We may assume by modifying φα away from the origin that φα ∈ C2(Ω) and
φα(x) ≤ 0 for all x ∈ Ω \ U.
By the assumption, we have
(14) P−k (D2φα(0)) ≤ 0,
while a simple computation yields
D2φα(0) = α diag(−κ1, . . . ,−κN−1, α).
It is now clear that for sufficiently large α > 0,
P−k (D2φ(0)) = −α
k∑
i=1
κN−i,
from which we conclude, together with (14), that
k∑
i=1
κN−i ≥ 0. 
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4. Operator λk
Let k ∈ N be such that k < N . The geometric condition (GF,Ω,U) reduces in this case
to the condition
(Gλk,Ω,U) if φ ∈ C2(Ω), xˆ ∈ Ω\U and φ ≤ φ(xˆ) = 0 in Ω\U , then λk(D2φ(xˆ)) ≤ 0,
or equivalently to the condition
if φ ∈ C2(Ω), xˆ ∈ Ω\U and φ ≥ φ(xˆ) = 0 in Ω\U , then λN−k+1(D2φ(xˆ)) ≥ 0.
The following proposition is a direct consequence of the inequality λk(X) ≤ λk+1(X)
for all X ∈ SN .
Proposition 2. Let U be an open subset of Ω and let k ∈ N be such that k + 1 < N . If
(Gλk+1,Ω, U) holds, then so does (Gλk ,Ω, U).
Remark 3. (Gλk,Ω,U) is a viscosity definition of the inequality
κN−k ≥ 0
when U does not necessarily have smooth boundary. Such definition is justified by the
following theorem, whose proof is omitted since it can be carried out along the same line
of Theorem 4.
Theorem 5. Assume that U is a smooth subdomain of Ω, that is, the relative boundary
Ω ∩ ∂U can be represented locally as the graph of a smooth function. Let
κ1 ≤ κ2 ≤ · · · ≤ κN−1
denote the principal curvatures of ∂U . Then we have
(15) κN−k ≥ 0
if and only if (Gλk,Ω,U) holds.
Now we introduce another geometric condition which will be proved to be equivalent
to (Gλk,Ω,U).
Let Bk,m be the collection of all products Bka × Bmb , where a > 0 and b > 0. Let Ck,m
be the collection of all images of B ∈ Bk,m by rigid transformations. That is,
Ck,m = {z +OB : z ∈ Rk+m, B ∈ Bk,m, O ∈ O(k +m)},
where O(j) denotes the space of all j×j orthogonal matrices. When C = z+O(Bka×Bmb )
for some z ∈ Rk+m, a > 0, b > 0 and O ∈ O(k + m), we let ∂′C denote the “lateral
boundary” of C, that is, ∂′C = z +O
(
∂Bka ×Bmb
)
.
Let U be an open subset of Ω. Consider the following condition concerning U :
(Ck,Ω,U) for any C ∈ Ck,N−k, if C ⊂ Ω and ∂′C ∪ intC ⊂ U , then C ⊂ U .
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When this condition holds, we say also that U (resp., ((Ω, U)) satisfies (Ck,Ω) (resp.,
(Ck)). When Ω = R
N , the conditions (Ck,Ω,U) and (Ck,Ω) are referred to as (Ck,U) and
(Ck), respectively.
The main result of this section is the following theorem which, roughly speaking, can
be summarized in the equivalence (see Remark 3 for the definition of κk ≥ 0)
(16) “ (Ck,Ω,U) ⇐⇒ κk ≥ 0 ”.
More precisely we have:
Theorem 6. Let U be an open subset of Ω and k ∈ N be such that k < N . Then U
satisfies (Ck,Ω,U) if and only if U satisfies (GλN−k,Ω,U).
The following two theorems are obvious consequences of Theorems 1, 3 and 6.
Theorem 7. Let k ∈ N be such that k < N and Ω be an open subset of RN . Let
u ∈ LSC(Ω) be a supersolution of λN−k(D2u) = 0 in Ω. Assume that minΩ u = 0. Set
U = {x ∈ Ω : u(x) > 0}. Then U satisfies (Ck,Ω).
Theorem 8. Let U be an open subset of RN and k ∈ N be such that k < N . Assume that
U satisfies (Ck). Then there exists a supersolution v ∈ C(RN) of λN−k(D2v) = 0 in RN
such that v ≥ 0 in RN and U = {x ∈ RN : v(x) > 0}.
An obvious result of Theorem 6 and Proposition 2 is the next corollary.
Corollary 9. Let U be an open subset of Ω. Let k ∈ N satisfy k + 1 < N . If (Ck,Ω,U)
holds, then so does (Ck+1,Ω,U).
Remark 4. The existence and uniqueness results for the Dirichlet problem for the oper-
ator λk have been obtained in [16, 18, 10], which should be compared with Theorem 8.
The results in [16, 18] concern with smooth domain U in RN that satisfies κN−k > 0 and
κk > 0 on ∂U . In [10], the authors introduce a generalization of the condition κj > 0
which makes sense for non-smooth domains and their assumption on the domain U is
stated as κN−k > 0 and κk > 0 on ∂U in the generalized sense. Our condition (Ck) for U
is similar to and weaker than the inequality κk > 0 in the generalized sense of [10].
4.1. Proof of the equivalence of (GλN−k ,Ω,U) and (Ck,Ω,U). Before presenting the
proof of Theorem 6, we observe that the property (GF,Ω,U) is local in the sense as stated
in the next theorem.
It is convenient to apply the conditions (GF,Ω,U) and (Ck,Ω,U) for any open subset U of
RN : we refer to (GF,Ω,Ω∩U) and (Ck,Ω,Ω∩U) as (GF,Ω,U) and (Ck,Ω,U), respectively.
Proposition 3. Let U be an open subset of RN . (i) If (GF,Ω,U) holds, then (GF,Ω0,U)
holds for any open subset Ω0 of Ω. (ii) Let Ωλ, with λ ∈ Λ, be open subsets of RN and set
Ω =
⋃
λ∈ΛΩλ. If (GF,Ωλ,U) holds for every λ ∈ Λ, then (GF,Ω,U) holds.
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Proof. We first prove assertion (i). Let φ ∈ C2(Ω0) and xˆ ∈ Ω0 \ U . Assume that
φ(xˆ) = 0 ≥ φ(x) for all x ∈ Ω0 \ U.
Choose χ ∈ C2(Ω) so that
suppχ ⊂ Ω0, χ = 1 in a neighborhood of xˆ, and χ ≥ 0 in Ω.
Since suppχ ⊂ Ω0, the product φχ makes sense as a function in C2(Ω). Note that, since
χ ≥ 0 everywhere, if x ∈ Ω0 \ U , then (φχ)(x) ≤ 0, and that if x ∈ Ω \ Ω0, then
χ(x) = 0 and (φχ)(x) = 0 . Also, note that (φχ)(xˆ) = φ(xˆ) = 0, D(φχ)(xˆ) = Dφ(xˆ) and
D2(φχ)(xˆ) = D2φ(xˆ). Thus, we have
(φχ)(x) ≤ 0 = (φχ)(xˆ) for all x ∈ Ω \ U,
and hence, by (GF,Ω,U),
F (xˆ, φ(xˆ), Dφ(xˆ), D2φ(xˆ)) = F (xˆ, φχ(xˆ), D(φχ)(xˆ), D2(φχ)(xˆ)) ≤ 0.
We now show that assertion (ii) holds. Let φ ∈ C2(Ω) and xˆ ∈ Ω \ U . Assume that
φ(xˆ) = 0 ≥ φ(x) for all x ∈ Ω \ U.
Choose λ ∈ Λ so that xˆ ∈ Ωλ. Set ψ = φ|Ωλ and observe that ψ ∈ C2(Ωλ) and that
ψ(xˆ) = 0 ≥ ψ(x) for all x ∈ Ωλ ∩ (Ω \ U) = Ωλ \ U.
Since (GF,Ωλ,U) is valid, we have
0 ≥ F (xˆ, ψ(xˆ), Dψ(xˆ), D2ψ(xˆ)) = F (xˆ, φ(xˆ), Dφ(xˆ), D2φ(xˆ)).
Thus, we conclude that (GF,Ω,U) holds. 
Proof of Theorem 6. We first show that (GλN−k,Ω,U) implies (Ck,Ω,U). We argue by con-
tradiction and suppose that (Ck,Ω,U) does not hold. Thus there is C ∈ Ck,N−k such that
(17) C ⊂ Ω, ∂′C ∪ intC ⊂ U and C 6⊂ U.
By a rigid transformation, we may assume that
C = B
k
a ×BN−kb
for some a > 0, b > 0. It follows from (17) that
(18) ∂Bka ×B
N−k
b ⊂ U, Bka × BN−kb ⊂ U, C \ U 6= ∅ and C ⊂ U.
Set
T := C \ U = ∂C \ U,
and note by (18) that
(19) dist(T, ∂Bka × BN−kb ) > 0.
We fix a function f ∈ C2([0, ∞)) so that
f(1) = 1, f ′(r) < 0 and f ′′(r) > 0 for all r ≥ 0.
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(For example, the function f(r) = 1+ log 2
1+r
or f(r) = 2
1+r
has these properties.) Define
the function φ ∈ C(RN) by
φ(x) = φ(x′, x′′) := min
{
f
( |x′|
a
)
, f
( |x′′|
b
)}
.
Note that
φ(x)

> 1 if x ∈ intC,
= 1 if x ∈ ∂C,
< 1 if x ∈ RN \ C.
Since intC ⊂ U , we have
(20) φ(x) ≤ 1 for all x ∈ RN \ U,
and for any x ∈ RN \ U ,
(21) φ(x) = 1 if and only if x ∈ T.
Note also that φ is twice continuously differentiable on the open set
E := {x = (x′, x′′) ∈ RN \ {0} : b|x′| 6= a|x′′|}.
For any ε > 0 we set
φε(x) = φε(x
′, x′′) = φ(x′, x′′) + ε|x′′|2.
We fix a compact neighborhood K of C. For each ε > 0, we choose a maximum point xε
of the function φε on the set K \U . We may choose a sequence {εj} ⊂ (0, ∞) converging
to zero such that for some x0 ∈ K \ U ,
x0 = lim
j→∞
xεj .
By (18), (20) and (21), we have
1 ≤ φεj(xεj ) ≤ 1 + εj max
x∈K
|x′′|2,
and hence
φ(x0) = 1,
which shows due to (21) that x0 ∈ T . Since x0 ∈ ∂C, we deduce by (19) that
x′′0 ∈ ∂BN−kb and x′0 ∈ Bka ,
which states that
|x′′0| = b and |x′0| < a.
This shows that x0 ∈ E.
Since x0 ∈ T ⊂ C ⊂ Ω, we may choose r > 0 so that
Br(x0) ⊂ Ω and |x
′|
a
<
|x′′|
b
for all x ∈ Br(x0).
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The locality of (GλN−k ,Ω,U) in regard to Ω, implies that the condition (GλN−k,Br(x0),U) is
valid. We fix j ∈ N large enough so that xεj ∈ Br(x0) and we write y = xεj and ψ = φεj
for simplicity. Note that ψ ∈ C2(Br(x0)) and
ψ(x) ≤ ψ(y) for all x ∈ Br(x0) \ U.
Thanks to (GλN−k,Br(x0),U), with φ replaced by the function x 7→ ψ(x)− ψ(y), we obtain
λN−k(D
2ψ(y)) ≤ 0.
Since |x′|/a < |x′′|/b for x ∈ Br(x0), we see that ψ(x) = f(|x′′|/b) + εj|x′|2 for all
x ∈ Br(x0). By a direct computation, we find that D2ψ(y) is similar to
diag(2εj, . . . , 2εj︸ ︷︷ ︸
k times
, f ′′(θ)/b2, f ′(θ)/(b|y′′|), . . . , f ′(θ)/(b|y′′|)),
where θ := |y′′|/b. Hence, D2ψ(y) has N − k − 1 negative eigenvalues and k + 1 positive
eigenvalues, which yields the contradiction λN−k(D
2ψ(y)) > 0.
Now, we prove that (Ck,Ω,U) implies (GλN−k ,Ω,U). We argue by contradiction. We thus
suppose that (GλN−k ,Ω,U) does not hold, that is, there exist xˆ ∈ Ω\U and φ ∈ C2(Ω) such
that
(22) φ(x) ≤ 0 = φ(xˆ) for all x ∈ Ω \ U,
and
(23) λN−k(D
2φ(xˆ)) > 0.
By a translation, we may assume that xˆ = 0. By (23), we see that if we write the
eigenvalues of D2φ(0) in the nonincreasing order as
µ1 ≥ µ2 ≥ · · · ≥ µN ,
then we have
µ1 ≥ · · · ≥ µk+1 = λN−k(D2φ(0)) > 0.
Since the condition (Ck,Ω,U) is invariant under orthogonal transformations (i.e. for any
orthogonal matrix O, then (Ck,OΩ,OU) holds if and only if (Ck,Ω,U) is true), eventually
replacing φ(x) by φ˜(x) = φ(Ox) for some O ∈ O(N) and using the Taylor theorem, we
may choose r > 0, ε > 0 and ρ > 0 so that Br ⊂ Ω and
φ(x) ≥ p · x+ ε
∑
i≤k+1
x2i − ρ
∑
i>k+1
x2i for all x ∈ Br,
where p := Dφ(0). After an orthogonal transformation in Rk+1 × {0N−k−1}, we may
further assume that
p = (0k, pk+1, pk+2, . . . , pN) and pk+1 ≥ 0.
Let θ ≥ ρ be a constant to be fixed later. We set
ψ(x) := p · x+ ε
∑
i≤k+1
x2i − θ
∑
i>k+1
x2i .
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It is obvious that φ ≥ ψ everywhere and hence we see by (22) that
(24) for any x ∈ Br, if ψ(x) > 0, then x ∈ U .
Let a > 0, b > 0 and t ≥ 0 be constants to be fixed later and set
Ca,b,t = B
k
a × BN−kb ((2θ)−1p′′ + te′′k+1).
Observe that
ψ
( 1
2θ
p+ tek+1) = p ·
( 1
2θ
p+ tek+1
)
+ ε
(pk+1
2θ
+ t
)2
− θ
∑
i>k+1
( pi
2θ
)2
≥ |p|
2
2θ
+ tpk+1 + ε
(pk+1
2θ
+ t
)2
− |p|
2
4θ
≥ εt2.
We fix a constant L > 0 so that
sup
Br
|Dψ| ≤ L.
Observe that if 1
2θ
p + tek+1 ∈ Br and x ∈ Br ∩ Ca,b,t, then
ψ(x) = ε|x′|2 + ψ(0k, x′′)
≥ ε|x′|2 + ψ
(
1
2θ
p+ tek+1
)
− L
∣∣∣∣x′′ − 12θp′′ − te′′k+1
∣∣∣∣ ≥ ε|x′|2 + εt2 − Lb.
Hence, if we assume, in addition, either x ∈ ∂′Ca,b,t and εa2 > Lb, or, εt2 > Lb, then
(25) ψ(x) > 0.
Note also that if b > |p|/(2θ), then
(26) 0 ∈ Ca,b,0.
At this moment, assuming that θ is given, we fix b and a as
b :=
|p|+ 1
2θ
and a := 2
√
Lb
ε
=
√
2L(|p|+ 1)
εθ
.
Noting that, as θ →∞, the constants a and b converge to zero, we may fix θ ≥ ρ so that⋃
0≤t≤a
Ca,b,t ⊂ Br.
In particular, we have
1
2θ
p+ tek+1 ∈ Br for t ∈ [0, a].
By (24), (25) and (26), we see easily that
(27)

Ca,b,a ⊂ U,
∂′Ca,b,t ⊂ U for all t ∈ [0, a],
0 ∈ Ca,b,0\U.
In particular, we have
(28) Ca,b,a \ U = ∅ and Ca,b,0 \ U 6= ∅.
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We set
S = {t ∈ [0, a] : Ca,b,t \ U 6= ∅} and τ = supS.
It is easily seen that the set-valued mapping: [0, a] ∋ t 7→ Ca,b,t ⊂ RN is upper semicon-
tinuous in the sense that if {(tn, xn)}n∈N ⊂ [0, a]×RN , (t0, x0) ∈ [0, a]×RN , xn ∈ Ca,b,tn
for all n ∈ N, and, as n → ∞, (tn, xn) → (t0, x0), then we have x0 ∈ Ca,b,t0 . Since U is
open, the set-valued mapping: [0, a] ∋ t 7→ Ca,b,t \ U ⊂ RN is also upper semicontinuous.
This observation assures that τ is a maximum of S, which shows together with (28) that
0 ≤ τ < a and
(29) Ca,b,τ \ U 6= ∅,
It follows from (27) that
(30) ∂′Ca,b,τ ⊂ U.
We show that
(31) intCa,b,τ ⊂ U.
Indeed, otherwise, there exists a point
x0 ∈ intCa,b,τ \ U =
(
Bka × BN−kb
(
1
2θ
p′′ + τe′′k+1
))
\ U,
which readily implies that for some τ < t < a,
x0 ∈
(
Bka × BN−kb
(
1
2θ
p′′ + te′′k+1
))
\ U = intCa,b,t \ U.
This contradicts the definition of τ , which assures that (31) is valid. The relations (29),
(30) and (31) together contradict (Ck,Ω,U). 
Combining Proposition 3 and Theorem 6, we see immediately the following.
Corollary 10. Let U be an open subset of RN . (i) If (Ck,Ω,U) holds, then (Ck,Ω0,U) holds
for any open subset Ω0 of Ω. (ii) Let Ωλ, with λ ∈ Λ, be open subsets of RN and set
Ω =
⋃
λ∈ΛΩλ. If (Ck,Ωλ,U) holds for every λ ∈ Λ, then (Ck,Ω,U) holds.
4.2. Convexity in condition (C1,U). Concerning condition (Ck,Ω,U), we show the fol-
lowing proposition.
Theorem 11. Let U be an open subset of RN . Then (C1,U) holds if and only if any
connected component of U is convex.
An immediate consequence of Theorems 7 and 11 is the following theorem.
Theorem 12. Let u ∈ LSC(RN) be a supersolution of λN−1(D2u) = 0 in RN and satisfy
minRN u = 0. Then any connected component of the positivity set {x ∈ RN : u(x) > 0}
is convex.
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Proof of Theorem 11. We assume first that every connected component of U is convex
and prove that (C1,U ) holds. To see this, we let C ∈ C1,N−1 and observe that the convex
hull, conv ∂′C, of ∂′C equals C. Assume that ∂′C ∪ intC ⊂ U . Since ∂′C ∪ intC is
connected, there is a connected component U0 of U such that ∂
′C ⊂ ∂′C ∪ intC ⊂ U0.
By the convexity of U0, we deduce that conv ∂
′C ⊂ U0, which implies that C ⊂ U0 ⊂ U ,
which shows that (C1,U) holds.
We next assume that (C1,U) holds, and prove that any connected component of U is
convex. Fix a connected component U0 of U and two points x, y ∈ U0. It is enough to
prove that
(32) [x, y] ⊂ U0,
where [x, y] denotes the line segment {(1− t)x+ ty : 0 ≤ t ≤ 1} connecting x and y. For
the proof we may assume that x 6= y.
Since U0 is a connected open subset of R
N , the two points x and y are connected by a
polygonal line in U0. That is, there exists a finite collection {z0, . . . , zm} ⊂ U0 such that
x = z0, y = zm and [zi−1, zi] ⊂ U0 for all i ∈ {1, . . . , m}. Here, we may assume that
zi−1 6= zi for all i ∈ {1, . . . , m}. If m = 1, then we have nothing to prove.
Next we consider the case where m ≥ 2. To prove (32), we first show that
(33) [x, z2] = [z0, z2] ⊂ U0.
If [z0, z1] ∪ [z1, z2] is a line segment, then [z0, z2] ⊂ [z0, z1] ∪ [z1, z2] ⊂ U0, which shows
that (33) holds.
Otherwise, the three points z0, z1, z2 are in general position, in other words, the vectors
z0 − z1 and z2 − z1 are linearly independent. Since [z0, z1] ∪ [z1, z2] is a compact subset
of U0, there is a positive number ε > 0 so that
(34) Bε + [z0, z1] ∪ [z1, z2] ⊂ U0.
To show (33), we suppose to the contrary that [z0, z2] 6⊂ U0. Consider the family of
triangles
△r = {z1 + s(z0 − z1) + t(z2 − z1) : s ≥ 0, t ≥ 0, s + t ≤ r}, with r ∈ (0, 1].
Note that △r is the triangle with vertices z1, rz0 + (1− r)z1 and rz2 + (1− r)z1. We set
z0,r = rz0+(1−r)z1 and z2,r = rz2+(1−r)z0. Observe by (34) that if r > 0 is sufficiently
small, then △r ⊂ U0. On the other hand, by the supposition that [z0, z2] 6⊂ U0, we have
△1 6⊂ U0. Thus, setting
ρ := sup{r ∈ [0, 1] : △r ⊂ U0},
we have 0 < ρ ≤ 1. Moreover, noting that △r ⊂ △t for 0 < r < t ≤ 1, and that U0 is
open, we infer that △ρ 6⊂ U0 and △r ⊂ U0 for all r ∈ (0, ρ). Note also that⋃
0<t<ρ
△t ∪ [z0,ρ, z2,ρ] = △ρ.
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Thus we conclude that
(35) [z0,r, z2,r] ⊂ U0 for all r ∈ (0, ρ) and [z0,ρ, z2,ρ] 6⊂ U0.
It is clear that
lim
r→ρ−
dH([z0,r, z2,r], [z0,ρ, z2,ρ]) = 0,
where dH(A,B) := max{supx∈A dist(x,B), supy∈B dist(y, A)} for A,B ⊂ RN . Accord-
ingly, we may choose r ∈ (0, ρ) so that
dH([z0,r, z2,r], [z0,ρ, z2,ρ]) < ε,
and, moreover, we may choose δ ∈ (0, ε) so that
[z0,ρ, z2,ρ] ⊂ Bδ + [z0,r, z2,r],
which implies together with (35) that
(36) (Bδ + [z0,r, z2,r]) \ U0 6= ∅.
By the compactness of [z0,r, z2,r] and (35), we deduce that if t > 0 is sufficiently small,
then
Bt + [z0,r, z2,r] ⊂ U0.
This and (36) assure that there is γ ∈ (0, δ] such that
(37) (Bγ + [z0,r, z2,r]) \ U0 6= ∅ and Bγ + [z0,r, z2,r] ⊂ U0.
Indeed, to see this, one just needs to set
γ = sup{t ∈ (0, δ] : Bt + [z0,r, z2,r] ⊂ U0}.
By a rigid transformation, we may assume that
z0,r = 0 and z2,r = ae1 for some a > 0.
We define C ∈ C1,N−1 by
C = [0, a]× BN−1γ .
Observe by (37) that
intC ⊂ [0, ae1] +Bγ ⊂ U0.
Since
Bε = z0,r +Bε ⊂ U0 and ae1 +Bε = z2,r +Bε ⊂ U0 by (34),
we infer from (37) that
C \ U0 6= ∅.
Finally note that
∂′C = {0, ae1} × BN−1γ ⊂ Bε ∪ (ae1 +Bε) ⊂ U0.
These together contradict (C1,U), which ensures that (33) holds.
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If m = 2, then we are done. If m > 2, then, thanks to (33), the collection of the line
segments [z0, z2], [z2, z3], . . . , [zm−1, zm] gives a polygonal line connecting x and y in U0.
Repeating this argument, we finally find that (32) holds. The proof is complete. 
4.3. Counterexamples. The convexity property expressed by Theorem 12 is no longer
valid for supersolutions of λk(D
2u) = 0 with k < N − 1. Here below are counterexamples
in which neither the positivity sets nor their complements are convex sets.
1. Solid torus in R3. Let V be a two-dimensional subspace of R3, D be an open disk
in V and l be a line in V . Assume that l does not intersect D. Let U be an open subset
of R3 obtained by revolving the disk D about the axis l. It is easily seen that ∂U has
at least a positive principal curvature everywhere. Theorem 5 thus ensures that (Gλ1,U)
holds, while U and R3 \ U are both not convex.
2. Union of balls. Let B1, B2 be open balls in R
3 such that
B1 \B2 6= ∅, B2 \B1 6= ∅ and B1 ∩B2 6= ∅.
Set
U := B1 ∪ B2 and C := ∂B1 ∩ ∂B2.
Note that U is not convex, C is a circle and
∂U = ∂B1 \B2 ∪ ∂B2 \B1 ∪ C.
Observe also that for any x ∈ ∂U , there exists a unit vector e ∈ R3 such that
x+ te ∈ R3 \ U for all t ∈ R.
This is indeed valid for all x ∈ R3 \ U .
To check that (Gλ1,U) is valid, let φ ∈ C2(R3) and xˆ ∈ R3 \ U , and assume that
φ ≤ φ(xˆ) = 0 in R3. We choose a unit vector e ∈ R3 so that xˆ+ te ∈ R3 \U for all t ∈ R3.
The elementary maximum principle assures that 〈D2φ(xˆ)e, e〉 ≤ 0, which implies that
λ1(D
2φ(xˆ)) ≤ 0. Thus, (Gλ1,U) is satisfied.
In both cases of U given above, according to Theorems 1 and 6, if u is a supersolution of
λ1(D
2u) = 0 in R3, with the properties that minR3 u = 0 and U = {x ∈ R3 : u(x) > 0},
then (C2,U) is valid.
5. The strong maximum principle
In this section, we are concerned with the strong maximum principle for degenerate
elliptic equation (7). Our original interest in this matter is for the operators P−k and λk.
In this section, let Ω be an open subset of RN , as before, and let f ∈ C(Ω) satisfy
f ≤ 0 in Ω. The strong maximum principle does not hold in general, as the examples
below show. Extra assumptions on f are needed for the validity of (SMP). It is somehow
related to the geometry of the set
Γ = {x ∈ Ω : f(x) = 0} .
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A simple and useful observation is that if u satisfies the assumptions of (SMP) and
attains a minimum value zero at x0 ∈ Ω, then we have 0 = F (x0, 0, 0, 0) ≤ f(x0), and
hence, x0 ∈ Γ, which implies that
(38) {x ∈ Ω : u(x) = 0} ⊂ Γ.
Note that in the next examples we consider F = λk, since it is clear that any superso-
lution of λk(D
2u) = 0 is automatically a supersolution of P−k (D2u) = 0. The examples
tell us not only that the degeneration of ellipticity of the operator λk violates (SMP), but
also that the N–dimensional Lebesgue measure of Γ, a geometric quantity, does not give
a criterion for the validity of (SMP).
Example 1. Let BR ⋐ Ω and let α > 2. The function
u(x) =
(R2 − |x|2)
α
if |x| < R
0 otherwise
is a C2-solution of the equation
λk(D
2u) = f(x) in Ω
for k < N , where
f(x) =
−2α(R2 − |x|2)
α−1
if |x| < R
0 otherwise.
This contradicts (SMP). Note that Γ = Ω\BR, then |Γ|, the N–dimensional Lebesgue
measure of Γ, is positive.
This is also a consequence of the general results in the previous sections. Since BR
is a convex set, by Theorem 11, (C1,BR) holds and, consequently, thanks to Theorems
3 and 6, there exists a supersolution v ∈ C(RN) of λN−1(D2v) = 0 in RN such that
BR = {x ∈ R3 : v(x) > 0}. Note here that v is a supersolution of λk(D2v) = 0 in Ω for
any k < N . According to (38), we have Ω \BR ⊂ Γ and |Γ| is positive.
Next example shows that not even the condition |Γ| = 0 is sufficient to ensure (SMP).
Example 2. Let Ω ⊂ RN be an open set such that 0 ∈ Ω. Let k < N and set
U = {x ∈ RN :
k∏
i=1
xi 6= 0}.
This U can be represented as the direct sum of its connected components:
U =
⋃
σ
Uσ,
where σ ranges over all σ = (σ1, . . . , σk), with σi ∈ {−1, 1}, and
Uσ = {x ∈ RN : σ1x1 > 0, . . . , σkxk > 0}.
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Assume N ≥ 2k for some k ∈ N. Consider the function
u(x) =
k∑
i=1
|xi|α
where α ∈ (0, 1) and x = (x1, . . . , xN ) ∈ Ω. We have
D2u(x) = diag
[
α(α− 1)|x1|α−2, . . . , α(α− 1)|xk|α−2, 0, . . . , 0
]
if
k∏
i=1
xi 6= 0.
Then
(39) λk(D
2u) = max
{
α(α− 1)|x1|α−2, . . . , α(α− 1)|xk|α−2
}
whenever x ∈ Ω and xi 6= 0 for any i = 1, . . . , k.
We claim that if xi = 0 for some i = 1, . . . , k then the function u satisfies the inequality
(40) λk(D
2u(x)) ≤ 0
in the viscosity sense. For this let ϕ ∈ C2(Ω) be such that
(41) min
Ω
(u− ϕ) = (u− ϕ)(x)
for some x ∈ Ω with xi = 0.
We choose a k-dimensional subspace Vk of R
N orthogonal to e1, . . . , ek. Note that such
choice is possible since N ≥ 2k. In this way for any unit vector v ∈ Vk and any t ∈ R
such that x+ tv ∈ Ω we have
u(x+ tv) = u(x).
From (41) we have
ϕ(x+ tv) ≤ ϕ(x)
and then 〈
D2ϕ(x)v, v
〉 ≤ 0.
From the variational characterization of the eigenvalues
λk(D
2ϕ(x0)) = min
dimV=k
max
v∈V, |v|=1
〈
D2ϕ(x)v, v
〉
we deduce that λk(D
2ϕ(x)) ≤ 0, as claimed.
Putting together (39) and (40), we infer that u(x) is a viscosity supersolution of
λk(D
2u) = f(x) in Ω,
where f is any continuous function such that
0 ≥ f(x) ≥ max {α(α− 1)|x1|α−2, . . . , α(α− 1)|xk|α−2} if k∏
i=1
xi 6= 0
and
f(x) = 0 if
k∏
i=1
xi = 0.
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In this case Γ is given by the union of k hyperplanes {x ∈ RN : xi = 0}, with i = 1, . . . , k,
and, hence |Γ| = 0.
We give a general sufficient condition on Γ for the validity of (SMP).
Theorem 13. Assume (F1), (F2) and (F4) and that Γ 6= Ω. Let u ∈ LSC(Ω) be a
supersolution of
(42) F (D2u) = f in Ω.
Assume u ≥ 0 in Ω and that for any nonempty closed subset Γ0 of Γ, condition (GF,Ω,U),
with U := Ω \ Γ0, does not hold. Then u > 0 in Ω.
Remark 5. The conclusion of the theorems in this section is stronger than the standard
strong maximum principle in that there is no alternative conclusion of supersolutions
being identically zero.
Proof. We suppose by contradiction that minΩ u = 0. Set U = {x ∈ Ω : u(x) > 0} and
Γ0 = Ω \ U . Note that Γ0 = {x ∈ Ω : u(x) = 0} is a nonempty closed (in the relative
topology) subset of Ω. By (38), we have Γ0 ⊂ Γ. By the assumption, condition (GF,Ω,U)
does not hold, which contradicts Theorem 1. This contradiction completes the proof. 
The same proof as above ensures the following corollary.
Corollary 14. Assume (F1), (F2) and (F4) and that Γ 6= Ω. Let u ∈ LSC(Ω) be a
supersolution of (42). Assume u ≥ 0 in Ω, that there is a closed subset Γ′ of Γ such that
{x ∈ Ω : u(x) = 0} ⊂ Γ′ and that for any nonempty closed subset Γ0 of Γ′, condition
(GF,Ω,U), with U := Ω \ Γ0, does not hold. Then u > 0 in Ω.
Henceforth, F is either λk or P−k . The following theorem has a little more explicit
conditions for (SMP) to hold.
Theorem 15. Let u ∈ LSC(Ω) be, as in the previous theorem, a supersolution of (42)
and satisfies u ≥ 0 in Ω. If one of the following conditions holds, then u cannot achieve
its minimum inside Ω:
(i) Γ consists of isolated points.
(ii) There exists δ > 0 such that
Γ ⊂ Ωδ := {x ∈ Ω : dist(x, ∂Ω) > δ} .
(iii) Let F = λk and assume that for any x ∈ Γ there exist positive numbers r1 =
r1(x), r2 = r2(x) and an integer 1 ≤ h = h(x) ≤ k − 1 such that, up to an
orthogonal transformation around x,
(
B
h
r1
(x1, . . . , xh)× ∂BN−hr2 (xh+1, . . . , xN)
)
∩ Γ = ∅,
B
h
r1
(x1, . . . , xh)×BN−hr2 (xh+1, . . . , xN) ⊂ Ω.
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(iv) Let F = P−k and assume that for any x ∈ Γ there exist positive numbers r1 =
r1(x), r2 = r2(x) and an integer 1 ≤ h = h(x) ≤ k − 1 such that
(
r2
r1
)2
< k
h
− 1
and , up to an orthogonal transformation around x,
(
B
h
r1
(x1, . . . , xh)× ∂BN−hr2 (xh+1, . . . , xN)
)
∩ Γ = ∅,
B
h
r1
(x1, . . . , xh)×BN−hr2 (xh+1, . . . , xN) ⊂ Ω.
The following proof is based on the comparison principle for (42), with F = λk or
F = P−k . The validity of this maximum principle is guaranteed by observing that λk(X+
tI) = λk(X) + t and P−k (X + tI) = P−k (X) + kt for any X ∈ SN and t ∈ R, which
implies that if u is a supersolution of (42), then the function u(x) − ε|x|2 is a strict
supersolution of (42), and by recalling the general strategy explained in [13, 5.C]. See also
[15, Proposition 3.3] and [16]
Proof. For the proof, we argue by contradiction in any case and suppose that u attains
its minimum at x0 ∈ Ω. Without loss of generality may assume x0 = 0 and u(0) = 0.
Since F (D2u) ≤ f in Ω then necessarily 0 ∈ Γ.
Consider first the case where condition (i) holds. Since 0 is an isolated of Γ, there is
δ > 0 such that Bδ ⊂ Ω and
Bδ ∩ Γ = {0} .
Since f < 0 on ∂Bδ we infer that
(43) min
∂Bδ
u > 0.
On the other hand it is standard to prove that the operator F satisfies the comparison
principle, hence min
Bδ
u = 0 = min
∂Bδ
u so contradicting (43).
In a similar way we get a contradiction under the assumption (ii). Indeed, since f < 0
in ∂Ωδ we have
min
∂Ωδ
u > 0.
But this is impossible, again by the comparison principle.
Assume now that condition (iii) holds. Let
(44) ϕ(x) = α
[
N∑
i=h+1
x2i − β
h∑
i=1
x2i
]
,
where α, β are positive constant to be fixed in such a way u − ϕ has a local minimum
point inside Bhr1 × BN−hr2 .
Fix β >
(
r2
r1
)2
. For any x ∈ ∂Bhr1 × B
N−h
r2
we have
(45) (u− ϕ)(x) ≥ −ϕ(x) ≥ α [ βr21 − r22 ] > 0.
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Now we choose α positive and small enough such that
(46) min
B
h
r1
×∂BN−hr2
u > αr22.
Note that such choice is possible since, by assumption iii), B
h
r1
× ∂BN−hr2 is a compact
subset of {f < 0} where u > 0. By (46), for any x ∈ Bhr1 × ∂BN−hr2 we have
(47) (u− ϕ)(x) = u(x)− α
[
r22 − β
h∑
i=1
x2i
]
≥ min
B
h
r1
×∂BN−hr2
u− αr22 > 0.
Since u(0) = ϕ(0), from (45) and (47) we infer that there exists xˆ ∈ Bhr1 × BN−hr2 such
that
(u− ϕ)(xˆ) = min
Bhr1
×BN−hr2
(u− ϕ) .
Using the equation (42) we obtain a contradiction:
0 ≥ f(xˆ) ≥ λk(D2ϕ(xˆ))
= 2αλk(diag[−β, . . . ,−β︸ ︷︷ ︸
h times
, 1, . . . , 1︸ ︷︷ ︸
N − h times
])
= 2α > 0.
Under the assumption (iv), we still consider the test function (44) and by the argument
above we get
0 ≥ f(xˆ) ≥ P−k (D2ϕ(xˆ))
= 2αP−k (diag[−β, . . . ,−β︸ ︷︷ ︸
h times
, 1, . . . , 1︸ ︷︷ ︸
N − h times
])
= 2α(−hβ + k − h).
This again leads to a contradiction if β < k
h
− 1. 
The proof above is mainly based on the comparison principle for the operators P−k and
λk. The following proof of Theorem 15, (ii) is based on Theorem 13. Notice that, in
Theorem 15, claim (i) is an easy corollary of (ii).
Proof of Theorem 15, (ii). Suppose to the contrary that minΩ u = 0 We choose a constant
M > 0 so that M < min∂Ωδ u and set
v(x) =
min{M,u(x)} for x ∈ Ωδ,M for x ∈ RN \ Ωδ.
Observe that v ∈ LSC(RN) and it is a supersolution of λk(D2v) = 0 in RN . Moreover, v
is a supersolution of λ1(D
2v) = 0 in RN . Note also that
{x ∈ RN : v(x) = 0} = {x ∈ Ω : u(x) = 0} ⊂ Γ.
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Thanks to Corollary 14, we only need to show that if Γ0 is a closed subset of Γ, then
(Gλ1,U), with U := R
N \Γ0, does not hold. Recall by Theorem 6 that (Gλ1,U) is equivalent
to condition (CN−1,U).
We choose a constant R > 0 so that Γ0 ⊂ BR. Let b > 0 and consider
Cb = B
N−1
R × [−R,−R + b] ∈ CN−1,1.
It is clear that ∂′Cb = ∂B
N−1
R × [−R,−R + b] ⊂ U . Observe also that Cb ∩ Γ0 = ∅ for
sufficiently small b > 0 and that Cb ∩ Γ0 6= ∅ for sufficiently large b > 0. We may select
b > 0 so that Cb ∩ Γ0 6= ∅ and intCb ∩ Γ0 = ∅. Thus, we see that ∂′Cb ∪ intCb ⊂ U and
Cb 6⊂ U , which means that (CN−1,U) does not hold. The proof is complete. 
In the same spirit as above we give another proof of Theorem 15, (iii).
Proof of Theorem 15, (iii). We suppose by contradiction that minΩ u = 0 and set U =
{x ∈ Ω : u(x) > 0} and Γ0 = Ω \U . As before, we infer that Γ0 ⊂ Γ and that U satisfies
(CN−k,Ω,U). Moreover, according to Corollary 9, condition (CN−h−1,Ω,U) holds.
Noting that Γ0 6= ∅, we fix xˆ ∈ Γ0. By the assumption, we may assume that there exist
a > 0 and b > 0 such that
C := B
N−h
a (xˆ1, . . . , xˆN−h)× Bhb (xˆN−h+1, . . . , xˆN) ⊂ Ω,
and
∂′C = ∂Ba(xˆ1, . . . , xˆN−h)× Bb(xˆN−h+1, . . . , xˆN) ∩ Γ = ∅.
By a translation, we may assume that xˆ = 0.
Fix a constant λ > 0 so that
λb2 > a,
and consider the function
g(x) := |x′| − λ|x′′|2 on RN ,
where x′ = (x1, . . . , xN−h) ∈ RN−h and x′′ = (xN−h+1, . . . , xN) ∈ Rh. Set
m := max
C\U
g,
and note that if x ∈ C and g(x) > m, then x ∈ U . Since xˆ = 0 ∈ C \ U , we have
m ≥ 0. Let x ∈ ∂C. If |x′| = a, then x ∈ ∂′C ⊂ U . Otherwise, we have |x′′| = b and
g(x) ≤ a− λb2 < 0 ≤ m.
We fix a maximum point ξ ∈ C \ U of g on Ω \ U . The observations above show that
(48) ξ ∈ intC.
After an orthogonal transformation in RN−h×{0h}, noting that g is invariant under such
a transformation, we may assume that
ξ′ = |ξ′| eN−h.
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In what follows we consider the paraboloid
(49) r = λ|η|2 +m
in Rh+1,where r ∈ R and η ∈ Rh and consider balls tangent to this paraboloid. In view
of (48), we have
|ξ′| < a and |ξ′′| < b.
Noting that (r, η) = (|ξ′|, ξ′′) satisfies (49), we may choose ε ∈ (0, min{a, b}) and (r0, η0) ∈
Rh+1 so that the ball Bh+1ε (r0, η0) is tangent to the paraboloid (49) at (|ξ′|, ξ′′), it stays
in the positive side with regard to the r-axis, and it stays “inside C”. More precise
requirements on the ball Bh+1ε (r0, η0) are stated as
|(|ξ′|, ξ′′)− (r0, η0)| = ε,(50)
Bh+1ε (r0, η0) ⊂ {(r, η) ∈ R× Rh : r > λ|η|2 +m},(51)
B
h+1
2ε (r0, η0) ⊂ [−a, a]×B
h
b .(52)
We set
Cε = B
N−h−1
ε ×B
h+1
ε (r0, η0) ∈ CN−h−1,h+1.
We claim that
Cε ⊂ C.
To see this, let x ∈ Cε and write x = (x˜, r, η) ∈ RN−h−1 × R× Rh. Note by (52) that
r ∈ [r0 − ε, r0 + ε] ⊂ [−a + ε, a− ε],
and hence
|x′| ≤ |x˜|+ |r| ≤ ε+ a− ε = a.
That is, we have x′ ∈ BN−ha , and also, by (52) we have η ∈ B
h
b . Thus, we see that
(53) Cε ⊂ C ⊂ Ω.
Note by (50) that
(54) ξ = (0N−h−1, |ξ′|, ξ′′) ∈ BN−h−1ε × ∂Bh+1ε (r0, η0) ⊂ Cε.
We show next that
(55) intCε ⊂ U.
Let x = (x′, x′′) = (x˜, r, x′′) ∈ intCε = BN−h−1ε × Bh+1ε (r0, η0), where, as above, x′ =
(x˜, r) ∈ RN−h and x′′ ∈ Rh. Since (r, x′′) ∈ Bε(r0, η0), the inclusion (51) implies that
|x′| ≥ r > λ|x′′|2 +m.
Since x ∈ C, we deduce by the choice of m that x ∈ U . Thus, (55) is valid.
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Next, let x ∈ ∂′Cε = ∂BN−h−1ε × Bh+1ε (r0, η0) and set x =: (x′, x′′) ∈ RN−h × Rh and
x′ =: (x˜, r) ∈ RN−h−1 × R. The inclusion (r, x′′) ∈ Bε(r0, η0) and (51) yield
r ≥ λ|x′′|2 +m,
which implies that
|x′| =
√
ε2 + r2 > r ≥ λ|x′′|2 +m.
Since x ∈ C, this shows that x ∈ U . Hence, we have
∂′Cε ⊂ U.
This, (53), (54) and (55) ensure that (CN−h−1,Ω,U) does not hold, which is a contradiction.
The proof is complete. 
References
[1] Guy Barles, Je´roˆme Busca, Existence and comparison results for fully nonlinear degenerate elliptic
equations without zeroth-order term. Comm. Partial Differential Equations 26 (2001), no. 11-12,
2323–2337
[2] Martino Bardi, Francesca Da Lio, On the strong maximum principle for fully nonlinear degenerate
elliptic equations. Arch. Math. (Basel) 73 (1999), no. 4, 276–285.
[3] Martino Bardi, Francesca Da Lio, Propagation of maxima and strong maximum principle for viscosity
solution of degenerate elliptic equations, I. Convex operators, Nonlinear Anal. 44 (2001), 991–1006.
[4] Martino Bardi, Francesca Da Lio, Propagation of maxima and strong maximum principle for viscosity
solution of degenerate elliptic equations, II. Concave operators, Indiana Univ. Math. J. 52 (2003),
607–628.
[5] Martino Bardi, Alessandro Goffi, New strong maximum and comparison principles for fully nonlinear
degenerate elliptic PDEs, Calc. Var. Partial Differential Equations 58 (2019), no. 6, 184.
[6] Isabeau Birindelli, Giulio Galise, Hitoshi Ishii, A family of degenerate elliptic operators: maximum
principle and its consequences. Ann. Inst. H. Poincare´ Anal. Non Line´aire 35 (2018), no. 2, 417–441.
[7] Isabeau Birindelli, Giulio Galise, Hitoshi Ishii, Towards a reversed Faber-Krahn inequality for
the truncated Laplacian, to appear in Rev. Mat. Iberoam. DOI 10.4171/RMI/1146 (2020),
arXiv:1803.07362.
[8] Isabeau Birindelli, Giulio Galise, Hitoshi Ishii, Existence through convexity for the truncated Lapla-
cians. arXiv:1902.08822.
[9] Isabeau Birindelli, Giulio Galise, Fabiana Leoni, Liouville theorems for a family of very degenerate
elliptic nonlinear operators. Nonlinear Anal. 161 (2017), 198–211.
[10] Pablo Blanc, Julio D. Rossi, Games for eigenvalues of the Hessian and concave/convex envelopes. J.
Math. Pures Appl. (9) 127 (2019), 192–215.
[11] Jean-Michel Bony, Principe du maximum, ine´galite´ de Harnack et unicite´ du proble`me de Cauchy
pour les ope´rateurs elliptiques de´ge´ne´re´s, Ann. Inst. Fourier (Grenoble) 19 (1969) 277–304.
[12] Italo Capuzzo Dolcetta, Fabiana Leoni, Antonio Vitolo, On the inequality F (x,D2u) ≥ f(u) +
g(u)|Du|q, Math. Ann. 365(12) (2016) 423–448.
[13] Michael G. Crandall, Hitoshi Ishii, Pierre-Louis Lions, User’s guide to viscosity solutions of second
order partial differential equations. Bull. Amer. Math. Soc. (N.S.) 27 (1992), no. 1, 1–67.
[14] Michael G. Crandall, Viscosity solutions: a primer, Viscosity solutions and applications (Montecatini
Terme, 1995), Lecture Notes in Math., vol. 1660, Springer, Berlin, 1997, pp. 1–43.
28 I. BIRINDELLI, G. GALISE AND H. ISHII
[15] Giulio Galise, Antonio Vitolo, Removable singularities for degenerate elliptic Pucci operators. Adv.
Differential Equations 22 (2017), no. 1-2, 77–100.
[16] F. Reese Harvey, H. Blaine, Jr. Lawson, Dirichlet duality and the nonlinear Dirichlet problem.
Comm. Pure Appl. Math. 62 (2009), no. 3, 396–443.
[17] F. Reese Harvey, H. Blaine Jr. Lawson, Dirichlet duality and the nonlinear Dirichlet problem on
Riemannian manifolds, J. Differential Geom. 88 (2011), no. 3, 395–482.
[18] F. Reese Harvey, H. Blaine, Jr. Lawson, p-convexity, p-plurisubharmonicity and the Levi problem.
Indiana Univ. Math. J. 62 (2013), no. 1, 149–169.
[19] F. Reese Harvey, H. Blaine, Jr. Lawson, Characterizing the strong maximum principle for constant
coefficient subequations. Rend. Mat. Appl. (7) 37 (2016), no. 1-2, 63–104.
[20] F. Reese Harvey, H. Blaine Jr. Lawson, The inhomogeneous Dirichlet Problem for natural operators
on manifolds, ArXiv:1805.11121 (2019)
[21] C. Denson Hill, A Sharp Maximum Principle for Degenerate Elliptic-Parabolic Equations, Indiana
Univ. Math. J. 20 (1971) 213–229.
[22] Ray Redheffer, The Sharp Maximum Principle for Nonlinear Inequalities, Indiana Univ. Math. J.,
21 (1972), 227–248.
[23] Antonio Vitolo, Removable singularities for degenerate elliptic equations without conditions on the
growth of the solution, Trans. Amer. Math. Soc. 370(4) (2018) 2679–2705.
Dipartimento di Matematica G. Castelnuovo, Sapienza Universita` di Roma, P.le Aldo
Moro 2, I-00185 Roma, Italy
E-mail address : isabeau@mat.uniroma1.it
E-mail address : galise@mat.uniroma1.it
Institute for Mathematics and Computer Science, Tsuda University, 2-1-1 Tsuda, Ko-
daira, Tokyo 187-8577, Japan
E-mail address : hitoshi.ishii@waseda.jp
