Models of decision making and response time (RT) are often formulated using stochastic differential equations (SDEs). Researchers often investigate these models using a simple Monte Carlo method based on Euler's method for solving ordinary differential equations. The accuracy of Euler's method is investigated and compared to the performance of more complex simulation methods. The more complex methods for solving SDEs yielded no improvement in accuracy over the Euler method. However, the matrix method proposed by Diederich and Busemeyer (2003) yielded significant improvements. The accuracy of all methods depended critically on the size of the approximating time step. The large ($10 ms) step sizes often used by psychological researchers resulted in large and systematic errors in evaluating RT distributions. r
Over the past 40 years, models of response time (RT) for simple decision making have become very successful at capturing the details of observed data (Audley & Pike, 1965; Brown & Heathcote, 2005; Busemeyer & Townsend, 1993; Diederich, 1997; Heath, 1981; LaBerge, 1962; Lacouture and Marley, 1991; Laming, 1966; Link & Heath, 1975; Ratcliff, 1978; Ratcliff & Smith, 2004, Appendix; Ratcliff, Van Zandt, & McKoon, 1999; Smith, 1995; Vickers, 1970; Vickers & Lee, 2000) . More recently, the same models have also become quite successful at explaining decision making at a neural level (Carpenter & Reddi, 2001; Cook & Maunsell, 2002; Glimcher 2003; Gold & Shadlen, 2001; Ratcliff, Cherian & Seagraves, 2003; Reddi & Carpenter, 2000; Roitman & Shadlen, 2002; Sato, Murthy, Thompson & Schall, 2001; Sato & Schall, 2003; Shadlen, Britten, Newsome & Movshon, 1996; Wang, 2002) . The most successful models of decision making in both cognitive and neural domains are the sequential sampling models. These models are based on the idea that noisy stimulus information is accumulated progressively over time until sufficient information for one of the response alternatives has been obtained. The predicted decision time in such models is obtained mathematically by solving a first-passage-time (FPT) problem, that is, the time taken for the accumulated information to reach a criterion and trigger a response. For some models, there exist explicit analytic methods or highly accurate numerical methods for solving the FPT problem (see Ratcliff & Smith, Appendix, for a survey) . For other models, this problem may be complex or intractable. In such situations, researchers must resort to Monte Carlo simulation techniques to obtain predicted RT distributions and choice probabilities. We investigate the properties of such simulation techniques in this article.
One of the best-known sequential sampling models, and one that has been applied to a wide range of experimental data, is the diffusion model of Ratcliff (1978; Ratcliff & Rouder, 1998) . This model assumes that evidence accumulation begins at some initial value (z) and then moves towards one of two absorbing boundaries located at a and zero. The boundaries represent the decision criteria for the two responses. The time taken to reach a boundary determines RT, except for the addition of a nondecision time, T ER , which is taken as uniformly distributed for computational simplicity. The evidence accumulation process is (I) . This means that in any time interval Dt, the evidence will change from its starting value by an amount IDt þ s ffiffiffiffiffi Dt p Z, where Z is a sample from a standard normal distribution, and s is the standard deviation of the Wiener process.
Using ideas from signal detection theory, Ratcliff (1978) improved sequential sampling models by adding other sources of variability. The drift rate, I, was assumed to vary according to a normal distribution across repeated presentations of the same decision task. In more recent incarnations of the diffusion model (e.g., Ratcliff & Rouder, 1998) , the starting point, z, was also assumed to vary according to a uniform distribution across repeated decisions. Even with these extra assumptions, the FPT problem for the diffusion model can be solved analytically. That is, the probability of making each response (i.e., terminating at the boundary a or zero) and the RT distribution associated with each response, can be determined using results from the calculus of stochastic differential equations. Even these ''analytic'' solutions are not simple closed-form expressions giving density functions in terms of parameters. Instead, they involve approximations to infinite sums, or other such implicit quantities, and they require numerical integration over parameters that vary between decision trials (a computational tutorial for these calculations can be found in Tuerlinckx, Maris, Ratcliff, & De Boeck, 2001) . The complexity of these calculations, and the need for numerical approximations, makes implementing analytic solutions a decidedly nontrivial and occasionally error-prone endeavor.
Apart from their complexity, analytic solutions are simply not available for many of the models psychologists use. We investigate just such a model below: A simplified version of the leaky competing accumulator model of Usher and McClelland (2001) . In our model, a decision between two alternatives is made by allowing two evidence accumulators to ''race'' towards a response threshold (C). Denoting the accumulators' levels of activation at time t by x 1 (t) and x 2 (t), we can write the equation governing the change of activation in each accumulator (Dx i for i ¼ 1,2) over a small time interval (Dt) as:
The subscripted input strength (I i ) allows each accumulator to race at a different average rate, so that the accumulator corresponding to the ''correct'' response most often wins the race to the threshold (I 1 4I 2 ). Throughout, we assume that both accumulators begin at time t ¼ 0 with zero activation (i.e., x 1 (t) ¼ x 2 (t) ¼ 0), although our results do not depend on this assumption. This decision model can be mathematically described as a pair of racing Ornstein-Uhlenbeck processes, each with a single absorbing boundary. The model is similar to Usher and McClelland's (2001) leaky competing accumulator model, but does not include lateral inhibition between accumulators: Usher and McClelland assumed that increased activation in one accumulator suppressed activation in the other accumulator. The Ornstein-Uhlenbeck process was first investigated as a psychological model by Busemeyer and Townsend (1993) , and the racing accumulator model we investigate was investigated systematically by Smith (200) and by Ratcliff and Smith (2004 (Smith, 2000) . Although these methods can be used with quite general models, they have not yet been extended to all situations of interest to researchers. For example, Usher and McClelland (2001) assumed that the totals in the two accumulators could not become negative. This assumption was required in the model to prevent mutual inhibition between the accumulators from becoming mutual excitation. Ratliff and Smith (2004) retained this assumption in the leaky accumulator model because of its biological plausibility, although the structure of the model does not require it because it has no mutual inhibition. Bounded accumulation processes of this form are modeled mathematically using a reflecting boundary at zero (Cox & Miller, 1965) . To date, the integral-equation method has not been extended to processes with reflecting barriers, except for the simplest case. Other models, such as those in which the accumulation rate is a nonlinear function of the process' current value, are also difficult to treat analytically. Each of these model variants is, however, easily accommodated in the matrix algebra methods of Diederich and Busemeyer (2003, discussed below) .
Fortunately, there exist several methods for obtaining approximations to the RT distributions and response probabilities when analytic solutions are not available or convenient. These methods are easy to implement, even for the most complicated and intractable sequential sampling models, and the accuracy of their approximations can be made arbitrarily good, at least in theory. One disadvantage of numerical approximation methods is that they can require very long computing times, although this is less problematic with the advent of fast, cheap computers. A more serious disadvantage is that one cannot always be certain of the accuracy of the approximations. For example, in an unpublished doctoral thesis, Brown (2002) observed a difference in mean RT of over 40 ms between Usher and McClelland's (2001) results and a more accurate implementation of exactly the same model.
Sequential sampling models can be expressed as systems of differential equations, in matrix form:
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1 We use the symbol I for drift rate instead of the traditional u. This choice ensures consistency with the corresponding quantities in other models, in particular the accumulator models upon which we focus below.
Here, X(t) is a vector of activation values, with one element corresponding to activation in each accumulator. In the earlier example, X(t) would be a vector of length two, namely {x 1 (t), x 2 (t)}. The notation dX(t) represents a very small (infinitesimal) change in the value X(t) during a small time period. The function f is vector-valued and specifies the average drift rates. For example, in the leaky accumulator model, each component of f is given by f i (t) ¼ I i -kx i (t). In the psychological models we discuss, f always depends only on X and is independent of t, however this is not an essential constraint (see, e.g., Smith, 1995 Smith, , 2000 , for models with time-dependent drift functions). The term dW represents a Wiener process (see, e.g., Gard, 1988) . This is a continuous random vector-valued process, such that dW(t+Dt)ÀdW(t) has a multivariate normal distribution with zero mean, variance given by Dt, and zero covariance values. The coefficient of the Wiener process, s, is always a simple scalar value in the models considered by psychologists; in general, s can be any matrix-valued function of X and t.
There are two primary methods for obtaining approximations to arbitrary sequential sampling models 2 . One is the matrix algebra method of Diederich and Busemeyer (2003; see also Busemeyer & Townsend, 1993) , referred to hereafter as the BDT matrix method. The other solution method is actually a large class of differential equation ''tracking'' algorithms combined with Monte Carlo integration over sources of variability. Below, we compare the BDT matrix approximation method with three different tracking methods. Tracking algorithms have become very popular most likely because they are very simple to implement. Each decision process of a sequential sampling model can be simulated by ''tracking'' the system of differential equations, using computer-generated random numbers to simulate the noisy accumulation (Wiener) process. If this simulation is repeated many times, the resulting set of simulated response times and outcomes can be used to provide estimates of the RT distributions: A simple application of Monte Carlo integration. The optimal method for tracking the differential equations, however, is not always clear. This is because most differential equation tracking methods have not been developed specifically for stochastic differential equations, and their properties when applied to SDEs are not well understood. In what follows, we compare the performance of different methods for tracking SDEs. To foreshadow, we find that the simplest method is as good as the most complicated, but that the typical implementation choices made by psychological researchers can lead to large inaccuracy. We also find that the BDT matrix approximation method is faster and more accurate than any of the tracking methods, at the cost of greater implementation difficulty. Since the implementation of the matrix method has been outlined in detail elsewhere, we refer the interested reader to Diederich and Busemeyer (2003) .
Tracking differential equations
Consider the leaky accumulator model presented above. The RT distributions and response accuracy can be estimated by Monte Carlo integration of repeated simulated decisions. Simulating a single decision could proceed as follows:
1. Decide on values for the parameters I 1 , I 2 , k, s and C. 2. Initialize time to t ¼ 0 and each accumulators' activation to
5. Sample two random numbers, Z 1 and Z 2 , from a standard normal distribution. 6. For i ¼ 1,2, set:
. If x i 4C, choose response i and exit, with simulated RT ¼ t.
Go to Step 4.
This method of tracking stochastic differential equations is called Euler's method. It is the simplest method available and has been almost the only method employed in psychological research. However, researchers in applied mathematics have found Euler's method to be inefficient and error prone (e.g., Kloeden & Platen, 1992) . Errors are introduced due to the finite number of steps taken in approximating the Wiener process by a sequence of random samples. Larger values of Dt lead to fewer samples, and hence faster, but less accurate approximations. Burrage and Burrage (1996;  see also Burrage, Burrage, & Tian, 2004 ) examined this problem, and introduced a series of more complicated methods, by analogy with traditional higher-order Runge-Kutta methods for tracking deterministic differential equations. They examined the expected ''best case'' error level for each of these methods and identified two methods that provided considerable improvements in accuracy and efficiency over Euler's method. Below, we implement Euler's method and Burrage and Burrage's two more complicated methods, and examine their performance in evaluating the leaky accumulator model.
The methods described by Burrage and Burrage (1996) are suitable for very general stochastic differential equations, but the equations used in psychological models are almost always taken from a simplified subset. In Eq. (1), f is independent of t, and s is a constant scalar. These constraints greatly simplify Burrage and Burrage's methods: The three methods we examine here are:
1. Euler: This is the method presented above in an example for the leaky accumulator model. For the system of differential equations given in (1), the algorithm for finding X(t+Dt) is:
where Z is a vector of independent samples from a standard normal distribution.
Again, Z is a vector of independent samples from a standard normal distribution. Then the updated accumulator activations are given by:
Note that the vector of samples (Z) is used twice in this method.
3. Explicit four-step (E4): Let
Values for J 1 and J 2 are calculated on each cycle, as follows. Let u and v be vectors of independent standard normal deviates, and then
Evaluation methods
To match the kind of parameter settings and tasks faced during real RT modeling, we used a fixed set of parameters for the model, along with factorial combinations of four different input strengths (drift rates, I) and two different response criteria (C). This simulated four experimental conditions of different difficulty, each of which is given in both speed-and accuracy-emphasis conditions (see, e.g., Ratcliff & Rouder, 1998 ). The particular model we used was dX t ð Þ ¼ I À kX t ð Þ ð Þdt þ s dW t ð Þ. The accumulator activations, X were initialized at zero, and the time counter, t was initialized at a random sample from a uniform distribution on [0.204 s, 0.281 s]. The leakage parameter was k ¼ 2.6 and the noise parameter was s ¼ 0.241. The response threshold used to model the speed-emphasis conditions was C ¼ 0.169, for accuracy conditions it was C ¼ 0.240. Four values were used for the input strength to the first response accumulator: I 1 ¼ 0.552, 0.675, 0.764 and 0.987. Input strength to the second accumulator (I 2 ) was set at 1-I 1 . We forced all activation values to be bounded at zero: If on any time step the first accumulator was negative (x 1 o0) we set it zero (x 1 ¼ 0), and similarly for the second accumulator (x 2 ). This approximated a reflecting barrier at x ¼ 0.
Each of the three tracking methods outlined above was used with six different step sizes: Dt ¼ 50, 20, 10, 1, 0.1 and 0.01 ms. For each step size and for each set of parameter values, 20,000 decisions were simulated. To allow for the uncertainty in threshold crossing time introduced by finite step-sizes, Dt/2 was subtracted from each simulated response time. Response accuracy was calculated as the proportion of times x 1 reached threshold before x 2 . We also calculated sample estimates of the 10%, 30%, 50%, 70% and 90% quantiles for distributions of correct and error RTs.
The BDT matrix approximation method also requires a step size parameter, analogous to Dt in the tracking methods. The matrix approximation method works by breaking the continuous state and time spaces into a matrix of discrete values. The step size parameter determines the fineness of this discrete approximation. We used two different values for the time step size parameter for the matrix method: Dt ¼ 1 and 0.1 ms (the state-space step size was set at ffiffiffiffiffi Dt p ). We used fewer values of Dt for the BDT matrix method (two) than the tracking methods (six) because initial simulations showed that these values of Dt allowed the matrix method to be both faster and more accurate than the tracking methods (hence, there was no use investigating less accurate values of Dt).
Test results

Implementation and computation times
The computation time for each of the methods we investigated is inversely proportional to the step size parameters, at least approximately. Using a standard desktop computer (32 bit CPU, about 2 GHz clock speed, 1 GB memory), the matrix approximation method required about 2 s to evaluate distributions associated with a single set of parameters when Dt ¼ 0.1ms, and about 0.2 s when Dt ¼ 1ms. Euler's method, using 20,000 Monte Carlo repetitions, required about 20 s when Dt ¼ 0.1ms and about 2 s when Dt ¼ 1 ms. The E2 and E4 methods required about 50% more time than the Euler method.
For the particular leaky accumulator model we have investigated, the matrix method was much more computationally efficient: Producing results of a fixed accuracy takes about 20 times longer with the Euler method than the matrix method. However, this advantage may be balanced by implementation costs, depending on the particular user's costs for computer time and programming time. Implementing the tracking methods is very simple, requiring minimal coding time even for the most complex models and least competent programmer. Implementing the BDT matrix method may be more difficult and time consuming for less proficient programmers, although Diederich and Busemeyer (2003) provide Matlab code to facilitate implementation of the BDT matrix method for some models.
The situation is quite different for more complex models, such as those that include between-trial variability in several parameters (e.g., Ratcliff's, 1978, diffusion model) or those that include lateral inhibition terms (e.g., Usher & McClelland, 2001) . For those models, implementing the BDT matrix method can become quite complex. The numerical efficiency of the BDT method may also be reduced if memory storage considerations limit the size of the matrices considered (e.g., adding lateral inhibition would increase memory usage by squaring, which can be very costly). It is possible to greatly reduce memory usage, obviating these problems, by employing sparse matrix methods. These methods make efficiency gains by considering only nonzero elements of large matrices, and the gains can be quite considerable if a great many zero elements are present. Once again, however, the gains in efficiency come at the cost of increased implementation complexity-sparse matrix operations are always more complex to consider than standard matrix operations. For the tracking methods, models that are more complex are no more difficult to analyze than simple models. More complex models may increase computation time, as extra parameter variability can require more Monte Carlo iterations for a fixed level of accuracy.
In summary, for simple models such as the one investigated here, the BDT method is much faster to compute, and only a little more difficult to implement than the tracking methods. For more complex models the implementation difficulty of the BDT method will increase, and its computational advantage may reduce.
Response accuracy
Response accuracy did not change dramatically for any integration method or time step size: The largest difference occurred for I 1 ¼ 0.764 under a speed-emphasis threshold (C ¼ 0.169). In that condition, the ''true'' accuracy rate, given by the very small step-size implementations of each method was 75.1%. The largest step size gave an accuracy estimate of 76.9% (using the E2 method), a difference of only 1.8%. All other accuracy differences were far smaller than this.
RT distributions
RT distributions, on the other hand, varied systematically with step size. In general, as expected, smaller step sizes lead to greater accuracy. There was essentially no difference between the results from the tracking methods using step sizes 0.01 and 0.1 ms and from the BDT matrix method with step size 0.1 ms or 1 ms. From here on, we use one of these distributions to be the ''true'' values against which others are plotted (arbitrarily, we chose the distributions generated by the Euler method with step size 0.01 ms). Fig. 1 demonstrates that the BDT matrix method produced RT distributions that were almost identical to those from the Euler method with the smallest step size. Fig. 1 plots 10% , 30%, 50%, 70% and 90% quantiles calculated from the small-step Euler distributions against those from the matrix method distributions (separately for matrix method step sizes of 0.1 and 1 ms). If the methods produced exactly the same RT distributions, all data would lie on the y ¼ x line (dotted in Fig. 1) . The left column of plots show data from the speed-emphasis conditions, the right column from the accuracy-emphasis conditions. The four rows of plots correspond to the four input strength drift rates. There are some very small deviations for the 1 ms step size (line #2 in each plot), but none for the 0.1 ms step size. We conclude that the matrix approximation method produces RT distributions that are indistinguishable from the best Euler method distributions when using a step size of 0.1ms, and are nearly as good with a step size of 1ms. Note that errors enter into BDT's matrix method because of a finite approximation to the response criterion. The state space is discretized: the only allowed values for x are Dx, 2Dx, 3Dx, y. This means that the actual response ARTICLE IN PRESS The results for different step sizes using the Euler method are shown in Fig. 2 , for the correct RT distributions (error RT distributions were similar, and are discussed later).
Each plot contains five lines: the sample quantile estimates for the five larger step sizes (Dt ¼ 0.1, 1, 10, 20 and 50 ms) plotted against the ''true'' values obtained with Dt ¼ 0.01 ms. Deviations from the y ¼ x line (dotted) indicate prediction differences.
From Fig. 2 , it is clear that Dt ¼ 0.1ms produced almost identical results to Dt ¼ 0.01ms, as the #1 lines are almost always coincident with the y ¼ x line. The 1-50 ms step sizes (#2-#5 lines) produced longer RT distributions. The quantile-quantile plots are very close to linear, suggesting that larger step sizes simply ''scaled up'' the RT distributions by some factor. Simple linear regression for the lines shown in Fig. 2 , with intercepts fixed at zero, showed that the amount of RT inflation compared to the Dt ¼ 0.01 ms standard was less than 1% for Dt ¼ 0.1 ms, around 3% for Dt ¼ 1 ms, 8% for Dt ¼ 10 ms, 11% for Dt ¼ 20 ms, and 16% for Dt ¼ 50 ms. Comparison of Figs. 1 and 2 illustrates that the tracking methods required step sizes (Dt) around 10-100 times larger than the BDT matrix method to achieve a comparable accuracy level. This is the chief benefit of the BDT method-its results are both faster to calculate and much more accurate for any fixed step size. Fig. 3 shows the inflation percentages for correct RT distributions (x-axis) plotted against those for the corresponding error RT distributions for the tracking methods. The points are clustered tightly around the y ¼ x line, indicating that the inflation for any single combination of parameters was almost equal for the correct and error RT distributions that were generated. Also, points corresponding to different parameter settings within each step size (represented by different plot symbols in Fig. 3 ) are also closely clustered together. These two results are important, as they mean that researchers can use a large, efficient step size for model evaluations and be confident that all their predicted RT distributions have been inflated by the same constant amount. Thus, when a more accurate approximation is required, a simple scaling calculation ARTICLE IN PRESS will recover the true RT distributions (more on this point later).
The linearity of the quantile-quantile plots in Fig. 2 was also observed for both other integration methods (E2 and E4). Thus, subsequently we report inflation percentages rather than repeating plots like Fig. 2 . The performance of the two other integration methods was, disappointingly, almost identical to that of the Euler method. For the E2 method, correct RT distributions were inflated by 0.91%, 3.2%, 9.9%, 14% and 20% for step sizes Dt ¼ 0.1, 1, 10, 20 and 50 ms, respectively (error RT distributions were inflated by similar amounts). For the E4 method, correct RT distributions were inflated by 0.7%, 3.0%, 10%, 14% and 21% (similar for error RT distributions).
As well as comparing across step sizes within each method, we compared across methods to check that each was converging on the same (true) result with decreasing step size. For all four step sizes, the two more complicated methods (E2 and E4) agreed very closely with the Euler method: inflation of either method compared to Euler was always less than 0.6% for correct RT distributions, and less than 0.9% for error RT distributions (and most often much less than this).
General discussion
A note on parameter scaling
The stochastic differential equation models used in psychology are sufficiently complex that tradeoffs between various model parameters are not always well understood. As an example, the model we have investigated has two different parameter scaling properties that must both be understood to allow accurate parameter estimation. Firstly, there is a scaling that adjusts RT distributions. If the following parameters are all scaled by some factor, say w, the predicted RT distributions will all become faster by a factor of w: t 0 ! t 0 =w; k ! wk; I 1;2 ! wI 1;2 ; s ! s ffiffiffi ffi w p .
Note that the standard deviation of the Wiener process, s, is scaled by the square root of w. This scaling solution is useful in adjusting for inflation caused by too-large time steps in numerical integration (see below for an example). The second scaling property for the model we investigated allows a set of parameters to be altered with no change to model predictions. The parameters for the start and end points of the evidence accumulation process (x 0 and C), the input strength parameters (I 1 and I 2 ) and the standard deviation of the Wiener noise (s) can all be multiplied by any common value without changing any model predictions. This second scaling property has an important consequence for model selection: One of these parameters (x 0 , C, I 1 , I 2 , s) can be fixed to an arbitrary value without loss of generality. Typically, researchers have either fixed s ¼ 1 or I 1 +I 2 ¼ 1.
The two scaling properties we have identified for the leaky accumulator model we have investigated hold more generally for most any stochastic differential equation model. Such models used in psychology can almost always be written in vector form as:
Here, x is a vector of accumulator activations (one for each response), B is a matrix of co-efficients representing leakage, self-excitation, lateral inhibition and perhaps other terms, and dW is a vector-valued Wiener process. Let the starting points of the accumulators be given by the vector x(t 0 ) ¼ x 0 , and the response thresholds by vector C.
To give a concrete example of the specification, the model we investigated above had C ¼ C, A ¼ [I 1 ,I 2 ], x 0 ¼ 0, and B proportional to the identity matrix. With this model specification, the first scaling property that reduces RT distributions by a factor of w can be written as: parameters A and B are multiplied by w; parameter s is multiplied by ffiffiffi ffi w p ; and t 0 is divided by w. The second scaling property, that does not change any model predictions allows for the parameters: A, x 0 , C and s to be multiplied by any common factor without changing model predictions.
Conclusions
Our results are important for working with sequential sampling models. For those researchers using Euler's method who are interested only in the goodness-of-fit of various models, a large and computationally fast step size (e.g., Dt ¼ 20 ms) is quite adequate. However, if the goal is to compare or interpret estimated parameter values, any step size larger than Dt ¼ 1 ms may lead to significant bias. There are two possible solutions to this problem. The simplest solution is to use a small step size (e.g., Dt ¼ 1 ms) and absorb the resulting computational costs. A more efficient solution is to exploit the RT scaling properties of psychological models described above. To illustrate this concretely, suppose one used a computationally efficient, but inaccurate step size, such as Dt ¼ 20 ms when investigating the model we have used above. After bestfitting parameters were identified by search, the inflation factor could be determined as above, by comparing results from the Dt ¼ 20 ms simulation with a more accurate Dt ¼ 1 ms simulation. Suppose this inflation factor was found to be 10%, corresponding to multiplication by 1.1, then the parameters of the model can simply be scaled to reduce all RT distributions using the first scaling solution identified above:
Similar results hold for all other psychological models. This scaling will reduce both correct and error RT distributions by exactly 10%. The scaled parameters will not perfectly match the previous goodness-of-fit, however, as it is possible that the predicted response accuracy changes by a few percent when moving from Dt ¼ 20 ms to Dt ¼ 1 ms. The solution is to ''fine-tune'' the scaled parameter values by running a new, small-scale parameter estimation starting from the scaled parameters. This optimization should be carried out with the smaller step size, of course. This two-stage method of parameter estimation allows large, fast steps to be employed for the bulk of the parameter optimization search, using the expensive, small steps only at the final stage.
Aside from implementation and computational costs, the BDT and tracking methods agreed closely on the model predictions, for small step sizes. For larger step sizes, each method becomes less accurate, as seen in Figs. 1 and 2. It is important to note that the particular type of inaccuracies introduced by larger step sizes will differ between the methods. For example, larger step sizes will introduce coarser discretization in both time and state spaces for the BDT method, but only in the time domain for the tracking methods. This does not necessarily mean that the tracking methods will be more robust with larger step sizes: errors in the state-space domain increase approximately as the square of time step sizes for those methods.
The similarity of performances of the three tracking methods we investigated is surprising. Burrage et al. (2004) show that the E2 and E4 methods can provide considerable improvements over the Euler method (up to two orders of magnitude reduction in error). The question to answer is: Why doesn't this possible improvement materialize in evaluating our models? The answer lies in the simplicity of the stochastic models investigated by psychological researchers. All accumulator models used in psychology are governed by systems of stochastic differential equations like (1), with f a linear function and s constant. These models simplify the methods E2 and E4 considerably. For example, for the accumulator model we examined, both E2 and E4 methods reduce to a modified version of the Euler method, with each new step given by:
where R ¼ 1 2 hk for method E2 and R ¼ 1 2 hk þ 1 6 hk ð Þ 2 for method E4. Thus, the methods E2 and E4 are identical to the Euler method except for terms of the order of hk or smaller. For the model we investigated, k ¼ 2.6 and h (when expressed in seconds, the units of analysis) varied from 0.05 s (50 ms) down to 0.00001 s (0.01 ms). These very small values mean that the adjustment factor R was quite small, and the E2 and E4 method agreed with the Euler method to many significant places. Note that this same argument holds for accumulator models that include lateral inhibition, and for re-parameterization in terms of seconds (or hours, or days, etc) .
The results of our investigation have several important implications for researchers:
1. The BDT matrix approximation method provides accurate solutions with less computation time than the tracking methods, but it is more complex to implement. However, if a more complex model is used (such as one that includes lateral inhibition), the BDT method may be more difficult to implement. 2. The more complicated integration methods we investigated above provide no benefit over the simplest method (Euler) for the model and parameter values we investigated. 3. For the tracking methods, larger step sizes produce large errors in RT distribution methods, but these errors are mostly simply linear scalings. 4. Researchers can use one of two approaches, depending on their computational resources, when using the Euler method to accurately identify parameter values: (a) Use a small step size (Dt ¼ 1ms) always.
(b) Use a large, fast step size (e.g., Dt ¼ 20ms) for initial parameter search. Then use a small step size (Dt ¼ 1ms) to determine the inflation factor, and scale the estimated parameters to adjust for this inflation. Finally, fine-tune the estimated parameters with a small-scale optimization starting from the scaled parameters, using Dt ¼ 1ms.
