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There is a great need for improved statistical sampling in a range of physical, chemical and
biological systems. Even simulations based on correct algorithms suffer from statistical error, which
can be substantial or even dominant when slow processes are involved. Further, in key biomolecular
applications, such as the determination of protein structures from NMR data, non-Boltzmann-
distributed ensembles are generated. We therefore have developed the “black-box” strategy for re-
weighting a set of configurations generated by arbitrary means to produce an ensemble distributed
according to any target distribution. In contrast to previous algorithmic efforts, the black-box
approach exploits the observed configuration-space density in a simulation, rather than assuming a
desired distribution has been generated. Successful implementations of the strategy are developed
for toy and molecular systems, including a 50-atom peptide with large side chains.
Ensemble averages over configurations are fundamen-
tal to the analysis of finite-temperature systems of phys-
ical, chemical, and biological interest, as well as to any
statistically defined system. Yet it is well appreciated
that estimates of such averages based on computer sim-
ulations can suffer from both systematic and statistical
error [1, 2]. We therefore ask: Given a set of previously
generated configurations of uncertain quality, what is the
best way to estimate ensemble averages? Our proposed
answer, the “black-box re-weighting” (BBRW) strategy
described below, appears promising in its ability to over-
come two critical practical problems in the simulation of
physical systems.
One ubiquitous practical problem is statistical error.
Every algorithm known to the authors relies on repeated
visits to a “state” (a subset of configuration space) in
order to generate statistical reliability or precision in
the population estimate for that state. Even sophisti-
cated algorithms, like multicanonical or exchange meth-
ods [3, 4, 5], require frequent visits to all pertinent
states in order to estimate the density of states or ex-
ploit a well-sampled high-temperature distribution; this
is equally true in methods relying on coarse-grained en-
sembles, which must be properly distributed [5]. If we de-
fine the simulation-and-system-specific correlation time
tcorr as the time required to visit all important states at
least once, then statistical precision requires a long total
simulation time, tsim ≫ tcorr. Standard square-root-of-
duration arguments [6] suggest that a simulation retains
a fractional imprecision of
√
tcorr/tsim (on a unit scale).
Below, we show that BBRW dramatically cuts statistical
error, avoiding the slow square-root behavior.
A second problem concerns systems of great practi-
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cal importance—such as full-sized proteins—where, to
date, no atomically detailed simulation has come close to
reaching tcorr. Indeed, recent analysis suggests that quite
lengthy simulations are required to obtain statistical sam-
ples for small peptides [7]. Nevertheless, non-Boltzmann
distributed sets of atomically detailed protein structures
are regularly generated—e.g., for NMR structure deter-
mination [8] and in the study of protein folding [9]. Such
ad hoc structure sets have already found application in
the critical field of “docking” [10], which is employed in
drug design. The proposed BBRW strategy, in princi-
ple, can convert such sets into statistically distributed
ensembles.
Black-box re-weighting (BBRW) theory. The formal-
ism for BBRW is identical to that for simple re-weighting
[11, 12]. However, BBRW explicitly utilizes an ex post
facto anlaysis of a set of configurations already generated
by a simulation. Configurations are treated as if gener-
ated by an unknown process, a “black box.” Thus, if the
target distribution is P , a configuration j is assigned a
(relative) weight
W bb(j) = P (j)
/
P obs(j) , (1)
where P obs(j) is the “observed” probability of configura-
tion j in the ensemble generated by the simulation. In
typical cases of physical interest, P is given by a standard
Boltzmann factor. The normalization of P and P obs will
not enter our discussion which focuses solely on relative
probabilities.
Ensemble averages of any function f , in the BBRW
approach, are given by
〈f〉bb =
N∑
j=1
W bb(j) f(j)
/ N∑
j=1
W bb(j) , (2)
based onN configurations. The BBRW average contrasts
with that from a typical molecular dynamics or Monte
2Carlo simulation, where one assumes P obs(j) ∝ P (j);
then W bb(j) is a constant and averages (2) reduce to the
usual linear estimate [2].
Several additional points should be made regarding
the BBRW strategy embodied in (1) and (2): (i) The
observed probabilities {P obs(j)} will always differ from
those intended (e.g., canonical Boltzmann factors) due
to statistical error—and perhaps significantly. (ii) The
weights (1) are valid whether or not a well-defined pro-
cedure, or even a stochastic one, was used to generate
configurations. (iii) The relation (1) applies to any sys-
tem, e.g., physical, statistical. (iv) The BBRW approach
is particularly suited to estimating conformational free
energy differences, as described below. (v) As in the “sin-
gle histogram” approach [11], the BBRW method retains
the ability to re-weight configurations into an arbitrary
target ensemble P . (vi) The principal practical challenge
in implementing a BBRW strategy is the estimation of
P obs, as we discuss below.
Free energy difference estimation. BBRW applies
directly to estimating free energy differences ∆F ≡
−kBT ln (ZB/ZA) between widely differing states A and
B, which is a recognized challenge in many fields [2, 13,
14, 15]. Here kB is Boltzmann’s constant, T is the ab-
solute temperature, and Zs =
∫
x∈s
dxP (x) is the parti-
tion function for state s with configurations x. Because
the BBRW strategy explicitly relies on observed proba-
bilities, it immediately can be applied to an ad hoc en-
semble created by combining two simulations performed
separately in each state. The ratio of partition functions
in the BBRW framework is estimated by
exp (−∆F/kBT ) ≡ ZB/ZA
=
∑
j∈ B
W bb(j)
/∑
j∈ A
W bb(j) . (3)
Example: Rolling fair dice. The importance of statisti-
cal error—and the strength of the BBRW approach—can
be seen unambiguously in the apparently trivial case of
rolling a fair six-sided die (discrete states, s = 1, . . . , 6).
In this example, the sampling is ideal and uncorrelated,
which is notably the goal for which sophisticated simula-
tion approaches strive; in practice, for most simulations,
correlations are present and emobodied in the timescale
tcorr. Irrespective of the presence of correlations, square-
root-of-duration behavior occurs in this example, as seen
in Fig. 1, where we “canonically” estimate the average ex-
ponential using the usual linear procedure: based on N
rolls, we use 〈exp (−s)〉can =
∑N
j=1 exp (−sj)/N , where
sj is the value of roll j. Remarkably, due to statistical er-
ror, substantial imprecision remains after even 50 rolls of
the die, whereas the figure indicates that after a typical
set of 20 rolls, all values have occurred (see right-hand
scale on figure). In fact, it takes 500 rolls simply to es-
timate the fractional population of any individual side
s to within 10% precision—which bodes ominously for
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FIG. 1: Canonical and BBRW estimates of 〈exp (−s)〉 as a
function of the number of rolls of a fair (a) six-sided; or (b)
600-sided die. The results are the averages and standard de-
viations from 106 independent computations using canonical
averaging (red squares), and BBRW via (2) (green circles).
The open circles show the average number of different rolls.
The horizontal black line gives the exact numerical answer.
complex systems.
The BBRW strategy is motivated by the recognition
that once a state has been visited by a simulation (die
roll), additional visits should not be required to gener-
ate a correct distribution. Put another way, when using
BBRW, it is not important whether we have reached suf-
ficient statistical precision in the intended distribution
(uniform for our die), but rather whether we can esti-
mate the actual distribution sampled.
The statistical behavior of the BBRW estimate for
〈exp (−s)〉 is shown in Fig. 1, where we have used (1)
and (2) with P obs(j) given by the number of observed
rolls of value sj . The contrast with canonical averaging
is evident, with BBRW imprecision decaying much faster
than square-root-of-duration. In fact, BBRW always ob-
tains the exact result when all sides have been rolled—as
can be seen by substitution into (2), where the sum over
j exactly cancels the factors of P obs. Thus, all the statis-
tical imprecision of BBRW in Fig. 1 reflects instances in
which the set of rolls failed to reach a certain s value. We
emphasize that the BBRW analysis employed the identi-
cal data utilized for the canonical estimate.
In most systems of current interest, unlike a six-state
model, there is no hope of visiting every possible config-
uration. In this context, the example of “rolling a die”
with 600 sides is instructive: see Fig. 1b. The key re-
sult here is that BBRW is considerably more effective
than canonical estimation even when all states have not
been visited. As before, the identical data was analyzed
canonically and via BBRW.
Application to continuum systems. Estimating P obs is
the key challenge in implementing BBRW for continuum
systems. We use a simple scheme, which will also be
employed in our molecular studies reported below. Our
procedure is to evenly divide configuration space into bins
such that typical occupied bins possess statistically sig-
nificant counts (& 10).
Within occupied bins, we make the local assumption
that configurations are properly distributed according to
the target distribution P . Thus, this procedure is limited
3to cases where configurations are generated with a canon-
ical algorithm, at least locally. (This is not a limitation
of the BBRW strategy, but only of the present approach
for estimating P obs.) In a physical picture, this scheme
recognizes that binned (“slow”) coordinates may suffer
from substantial statistical or systematic error—which
will be corrected by the BBRW process—whereas local
distributions (“fast coordinates”) are much more reliable.
The above scheme corresponds to estimating the ob-
served probability of a configuration j via
P obs(j) = nb(j)P (j)
/
P j , (4)
where nb(j) is the number of configurations in the bin
occupied by j and P (j) is the value of the target proba-
bility or weight, which is a Boltzmann factor in our case.
The normalization is the average target probability in
the bin, namely, P j =
∑
i∈bin P (i)/nb(j), which is nec-
essary to ensure that P affects P obs only locally. We re-
iterate that the estimate (4) for P obs is only one choice:
the local-sampling assumption can be relaxed by setting
P obs(j) = nb(j), and other possibilities exist (e.g., Refs.
16, 17). Also, note that (4) does not specify which coor-
dinates are to be used for binning; in a multi-dimensional
system, only a subset of apparently slow coordinates need
be binned, with the others assumed properly distributed.
The BBRW approach is exact, when P obs is correctly
estimated in (1). In the limit of small bins and dense
sampling, the procedure described above is exact pro-
vided that either: (i) all degrees of freedom are used in
the analysis; or (ii) the degrees of freedom not used are
sampled according to P .
Example: One-dimensional double-well potential. A
one-dimensional double-well system is instructive, both
because of its transparency and the presence of a bar-
rier. The target distribution is defined by P (x) =
exp [−U(x)/kBT ], where U(x) is the potential energy
and is sketched for two barrier heights in Fig. 2a in-
set. We again compare BBRW with canonical simula-
tion, now estimating the ratio of partition functions for
the two wells, using the same data, obtained via ordinary
canonical simulation. In the asymmetric potential, bar-
rier heights, as well as basin curvatures and separations,
are fully adjustable: U(x) = − ln
[
exp
(
− 0.5(x− xa)
6 −
(x−xa)
2/2s2a
)
+exp
(
−0.003(x−xb)
4− (x−xb)
2/2s2b
)]
,
where xa = 2.0, sa = 0.5, sb = 1.5. For a barrier of
approximately 2 kBT , we use xb = 6.0 and for a 20 kBT
barrier, we use xb = 11.0.
Configurations are generated via ordinary Metropo-
lis Monte Carlo (MC) [18]. Standard canonical analysis
leads to a linear estimate of the partition function ratio:
exp (−∆F/kBT ) ≡ ZB/ZA = NB/NA , (5)
with Ns is the number of configurations observed in well
s.
0 2000 4000 6000 8000 10000
Number of MC steps
2.5
3
3.5
4
Pa
rti
tio
n 
fu
nc
tio
n 
ra
tio
Canonical
Black-box
0 5 10 15 20
x
0
5
10
15
20
U
(x)
(a)
2000 4000 6000 8000 10000
Number of MC steps
2
3
4
5
6
7
Pa
rti
tio
n 
fu
nc
tio
n 
ra
tio
2000 4000 6000 8000 10000
Number of MC steps
3
4
5
Pa
rt.
 fu
nc
. r
at
io(b)
FIG. 2: Estimate of the ratio of partition functions for two
wells in a one-dimensional system with barriers of (a) 2 kBT
and (b) 20 kBT . All results shown are the average (data
points) and standard deviation (error bars) from 103 indepen-
dent computations of the canonical estimate Eq. (5), given by
red squares, and the BBRW estimate Eq. (3), given by green
circles. The value of the exact numerical answer is shown by
the horizontal black line. The inset for (a) is a plot of the
target potential energy for both 2 and 20 kBT barriers. The
inset for (b) is the estimate of the ratio of partition functions
for BBRW when the ensemble used in the estimate is heavily
biased. The sampling potential used to generate the biased
black-box ensemble was a flat-bottomed, single-well potential
that overlapped with both wells in the target potential.
Fig. 2 shows a comparison of the ratio of partition
functions (left well vs. right) from canonical estimation
and BBRW. Estimates are given for both a low (2 kBT )
and high (20 kBT ) barrier. For both systems, the black-
box analysis practically eliminates statistical error, once
a simulation has visited all pertinent states. Note that
the apparent accuracy of canonical estimation at short
times represents only the average behavior: the statisti-
cal uncertainty is so large that any individual estimate
would be completely unreliable. The data are based on
103 repeated MC simulations all started in the left well.
Estimates for P obs were obtained using (4) with a bin
size of 0.05.
Fig. 2b inset shows black-box data for a case untreat-
able by the canonical approach: namely, when configura-
tions are generated according to an unknown distribution
not proportional to the target P . Since BBRW does not
use knowledge of the (intended) sampling distribution, it
can be applied sucessfully to this situation. The data of
Fig. 2b inset used configurations generated according to a
flat-bottomed single-well potential. Comparison with the
20 kBT data from Fig. 2 show that comparable results
are obtained.
Example: Dileucine peptide. Extending BBRW to a
high-dimensional system, we use BBRW to estimate the
free energy difference between conformational states of
the 50-atom dileucine peptide (ACE-(leu)2-NME, 144 de-
grees of freedom). Dileucine is a complex biomolecule
for which extremely reliable statistical data can be gen-
erated. Configurations were generated using 300.0 K
canonical simulation with GBSA implicit solvent [19] via
the package TINKER 4.2 [20], using the OPLS-AA force-
field [21]. The two states considered were defined by
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FIG. 3: (a) The free energy difference between alpha and
beta conformations of dileucine estimated using the BBRW
approach with a range of bin sizes, compared to an inde-
pendent estimate (solid line). (b) Box-counting analysis of
dileucine configurations using the four backbone dihedral an-
gles, which exhibits a power-law regime.
backbone dihedral angles—“alpha”: −140.0 < φ1,2 <
−80.0 and − 120.0 < ψ1,2 < −60.0; and, “beta”:
−125.0 < φ1,2 < −65.0 and 120.0 < ψ1,2 < 180.0.
An independent canonical estimate of ∆F , was gener-
ated from a 1.2 µs simulation, analyzed via (5), yielding
∆Fcan ≈ −3.3 kcal/mol.
To generate a BBRW estimate based on the locally
equilibrated scheme (4), simulations of dileucine were
performed constrained to either the alpha or beta con-
formation. We generated 500 000 configurations in each
state based on a total of ∼104 ns. Bins used in (4) were
constructed uniformly using the four backbone dihedrals,
leading to a four-dimensional histogram. Thus, all other
coordinates were assumed to be distributed canonically.
Figure 3a shows the ability of the BBRW approach
to correctly re-weight dileucine configurations into the
canonical ensemble. Even though an equal number of al-
pha and beta configurations were utilized in the BBRW
analysis, the correct ratio Zbeta/Zalpha ∼ 250 is recov-
ered. Note that the BBRW approach, as shown here for
dileucine, is an example of an “end-point” free energy
difference method, since no path or overlap connecting
alpha and beta is needed (e.g., Refs. 13, 14, 22, 23).
Figure 3a also demonstrates a certain robustness in the
approach: there is broad range of bin sizes that generate
the correct free energy difference, roughly 2.0◦− 18.0◦ in
this example. The bin size must be small enough to reveal
important histogram features, and yet large enough to
contain an adequate number of counts. Our data (Fig.
3b) suggest that reliable estimates are obtained within
the power-law regime of a plot for estimating the “box
counting dimension” [24]; we have found this in other
cases (data not shown) and will explore the issue further
in future work. We also note that, since the locations
of the bin centers are arbitrary (up to translations less
than the bin width), we performed additional averaging
over several bin centers; this procedure reduces some of
the “roughness” evident with in Fig. 3a with varying bin
size.
Discussion. The black-box re-weighting (BBRW)
strategy computes ensemble averages for any target
distribution by estimating the observed probabilities—
rather than assuming sufficient convergence—and thus
can use nearly arbitrary, previously generated simula-
tion data. Statistical error is drastically reduced and
highly biased data can be correctly re-weighted, which
provides a means to estimate free energy differences for
non-overlapping states. We emphasize that the black-
box strategy can be implemented in a variety of ways
beyond the specific procedure adopted here. BBRW can-
not, however, predict populations for regions of configu-
ration space not represented in the original data.
Our motivation for the black-box approach stems from
the still-outstanding challenge of producing statistical
ensembles for full-sized proteins. The black-box ap-
proach seems promising in this context because: (i) non-
Boltzmann-distributed sets of diverse structures can be
generated using a variety of methods, including NMR
structure prediction software [8] and the addition of
atomic detail to coarse models [9, 25]; (ii) local canoni-
cal sampling based on ad hoc starting structures is read-
ily possible with existing software; and (iii) our own
box-counting studies of proteins (unpublished) suggest
that folded proteins act as systems with dramatically re-
duced dimensionality. BBRW may also prove useful in
re-weighting “implicitly” solvated biomolecules into ex-
plicit solvent ensembles.
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