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Abstract
We consider a series of VOAs generated by 3-dimensional Griess algebras. We
will show that these VOAs can be characterized by their 3-dimensional Griess al-
gebras and their structures are uniquely determined. As an application, we will
determine the groups generated by the Miyamoto involutions associated to Vira-
soro vectors of our VOAs.
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1 Introduction
Let L(c0n, 0) be the unitary simple Virasoro vertex operator algebra (VOA) of central
charge c0n, where
c0n = 1−
6
(n+ 2)(n+ 3)
, n = 1, 2, 3, . . . .
Let V be a VOA containing a sub VOA U isomorphic to L(c0n, 0) and let e be the Virasoro
vector of U . It was shown by Miyamoto [Mi96] that one can define an automorphism of
V based on the fusion rules of L(c0n, 0)-modules. Namely, the zero-mode o(e) of e acts
on V semisimply and the linear map τe = (−1)4(n+2)(n+3)o(e) is well-defined on V . The
map τe gives rise to an automorphism of V and we will call it the Miyamoto involution
associated to e. When τe is trivial, one can define another Miyamoto involution σe on a
certain sub VOA of V using a similar method. (See Theorem 2.2 for detail.) When the
involution σe is well-defined on the whole space V , such a Virasoro vector e is said to be
of σ-type on V . Miyamoto involutions appear naturally as symmetries of some sporadic
finite simple groups in the VOA theory.
The most important and interesting case would be the first member c01 = 1/2 of
the unitary series. It is shown in [Mi96] that there exists a one-to-one correspondence
between the 2A-elements of the Monster simple group and sub VOAs of the moonshine
VOA V ♮ isomorphic to L(1/2, 0) via the Miyamoto involutions. However, the case c = c01
is not the only important case. It is shown in [HLY12a] that there exists a one-to-one
correspondence between the 2A-elements of the Baby Monster simple group and c = c02
Virasoro vectors of σ-type in the VOA VB♮. An injective correspondence between the 2C-
elements of the largest Fischer 3-transposition group and c = c04 Virasoro vectors of σ-type
in the VOA VF ♮ is also shown in [HLY12b]. Recently, in [LY16], the authors found new
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correspondences between the transpositions of the second and the third largest Fischer
3-transposition groups and c = c05 Virasoro vectors and c = c
0
6 Virasoro vectors of σ-type,
respectively. Those relations between involutions and Virasoro vectors are referred to as
the Conway-Miyamoto correspondence in (loc. cit.).
The purpose of this paper is to study the relations between Miyamoto involutions
associated to two mutually orthogonal Virasoro vectors of c = c0n and c = c
0
n+1. Straightly
speaking, there will be no special relations between their Miyamoto involutions if the Vi-
rasoro vectors are just mutually orthogonal. Therefore, we need to add extra assumptions
and consider their extensions. Namely, we will consider a VOA A(1/2, c1n) generated by a
3-dimensional Griess algebra which is spanned by two mutually orthogonal vectors and
one common highest weight vector. This VOA has already been considered in [A04, LS08]
and occurs naturally in the moonshine VOA V ♮ [DLMN98]. In this paper, we will give a
characterization of this VOA based on the 3-dimensional Griess algebra in Theorem 3.5.
In the description, we will use commutant superalgebras studied in [Y05] and the N = 1
super Virasoro algebras. A main observation is that
c0n + c
0
n+1 −
1
2
= c1n =
3
2
(
1− 8
(n+ 2)(n+ 4)
)
, for n = 1, 2, 3, . . . ,
while the number c1n is the central charge of the unitary N = 1 super Virasoro algebra.
(The superscript in c1n means “N = 1”, whereas that in c
0
n means “N = 0”, i.e., non-
super case.) The VOA A(1/2, c1n) has three Virasoro frames and we can consider associated
Miyamoto involutions. Two of them consist of mutually orthogonal c = c0n and c = c
0
n+1
Virasoro vectors. We will classify all the irreducible modules over A(1/2, c1n) and describe
their decompositions with respect to these three Virasoro frames. As an application, we
will determine the group generated by Miyamoto involutions associated to these Virasoro
frames of A(1/2, c1n) in Theorem 4.6. In Theorem 4.8, we will present certain inductive
relations between Miyamoto involutions associated to c = c0n and c = c
0
n+1 Virasoro
vectors of A(1/2, c1n) when n is odd. It is worthy to mention that our characterization
is very simple and easy to check in practice. Actually, this work is a part of study of
Fischer 3-transposition groups in [LY16] and the results in this paper will be crucial in
the discussion in Section 5 of (loc. cit.).
The organization of this article is as follows. We first review some basic notation
and terminology about VOAs. In Section 2, we review some basic facts and results for
the unitary series of Virasoro VOAs and the unitary series of the N = 1 super Virasoro
algebras. In Section 3, we study VOAs generated by their 3-dimensional Griess algebras.
In Theorem 3.5, we will gives a characterization of such a VOA using its Griess algebra.
In Section 4, we introduce a series of VOAs A(1/2, c1n) which satisfy Theorem 3.5. We
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study three Virasoro frames of A(1/2, c1n) and classify all its irreducible modules and their
decompositions with respect to three Virasoro frames. We will then determine the actions
of Miyamoto involutions on VOAs which contain A(1/2, c1n) as a sub VOA in Theorems
4.6 and 4.8. This is the main result of this paper. In Appendix, we will prove the Z2-
rationality of the unitary series of the Ramond algebra, one of the N = 1 super Virasoro
algebras.
Acknowledgement. Part of this work has been done while the authors were staying
at National Taitung University in March 2015, at Mathematisches Forschungsinstitut
Oberwolfach in March 2015, and at Sichuan University in September 2015. They gratefully
acknowledge the hospitality there. H.Y. thanks Drazˇen Adamovic´ and Yoshiyuki Koga
for valuable comments and references.
Notation and terminology. In this paper, we will work mainly over the complex
number field C but sometimes we also consider real forms. If V is a superspace, we
denote its Z2-grading by V = V
[0] ⊕ V [1]. A VOA V is called of OZ-type if it has the
grading V = ⊕n≥0Vn such that V0 = C1 and V1 = 0. We will mainly consider VOAs of
OZ-type. In this case, V has a unique invariant bilinear form such that (1 | 1) = 1. A
real form VR of V is called compact if the associated bilinear form is positive definite. For
a subset A of V , the subalgebra generated by A is denoted by 〈A〉. For a ∈ Vn, we define
wt(a) = n. We expand Y (a, z) =
∑
n∈Z a(n)z
−n−1 for a ∈ V and define its zero-mode
by o(a) := a(wt(a)−1) if a is homogeneous and extend linearly. The weight two subspace
V2 of a VOA V of OZ-type carries a structure of a commutative algebra equipped with
the product o(a)b = a(1)b for a, b ∈ V2. This algebra is called the Griess algebra of V .
A Virasoro vector is a vector a ∈ V2 such that a(1)a = 2a. In this case the subalgebra
〈a〉 is isomorphic to a Virasoro VOA with the central charge c = 2(a | a). A Virasoro
vector e ∈ V is called simple if it generates a simple Virasoro sub VOA. Notice that e is
always simple if it is taken from a compact real form of V . A simple c = 1/2 Virasoro
vector is called an Ising vector. A Virasoro vector ω is called the conformal vector of V
if each graded subspace Vn agrees with KerV (o(ω) − n) and satisfies ω(1)a = a(−2)1 for
all a ∈ V . When V is of OZ-type, the half of the conformal vector gives the unit of the
Griess algebra and hence it is uniquely determined. We write L(n) = ω(n+1) for n ∈ Z. A
sub VOA (W, e) of V is a pair of a subalgebra W of V and a Virasoro vector e ∈ W such
that e is the conformal vector ofW . Usually we omit to denote e and simply call W a sub
VOA. A sub VOA W of V is said to be full if V andW shares the same conformal vector.
The commutant subalgebra of a sub VOA (W, e) of V is defined by ComVW = KerV e(0)
(cf. [FZ92]). For an automorphism σ of V and a V -module (M,YM(·, z)), we define its
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σ-conjugate by (M,Y σM(·, z)) where Y σM(a, z) = YM(σa, z) for a ∈ V . A module M is
called σ-invariant or σ-stable if M is isomorphic to its σ-conjugate.
2 Virasoro VOAs and SVOAs
2.1 Unitary series of the Virasoro algebra
Let Vir = ⊕n∈ZCL(n) ⊕ Cz be the Virasoro algebra. The irreducible highest weight
module over Vir with central charge c and highest weight h will be denoted by L(c, h).
Let
c0n := 1−
6
(n+ 2)(n+ 3)
, n = 1, 2, 3, . . . ,
h
(n)
r,s :=
(r(n+ 3)− s(n+ 2))2 − 1
4(n+ 2)(n+ 3)
, 1 ≤ r ≤ n+ 1, 1 ≤ s ≤ n+ 2.
(2.1)
Then L(c0n, 0) is a rational C2-cofinite VOA and L(c
0
n, h
(n)
r,s ), 1 ≤ s ≤ r ≤ n + 1, exhaust
the set of inequivalent irreducible L(c0n, 0)-modules (cf. [DMZ94, W93]). Note that h
(n)
r,s =
h
(n)
n+2−r,n+3−s. It is known that all irreducible L(c
0
n, 0)-modules have compact real forms
and L(c0n, h
(n)
r,s ) are usually called the unitary series of the Virasoro algebra. The fusion
rules are also known and given as follows.
L(c0n, h
(n)
r,s )⊠ L(c
0
n, h
(n)
r′,s′) =
∑
1≤i≤M
1≤j≤N
L(c0n, h
(n)
|r−r′|+2i−1,|s−s′|+2j−1), (2.2)
where M = min{r, r′, n+ 2− r, n+ 2− r′} and N = min{s, s′, n + 3− s, n+ 3− s′}.
Let V be a VOA V and e a Virasoro vector of V . Suppose e generates a simple c = c0n
Virasoro sub VOA of V . Then V is an 〈e〉-module and one has an isotypical decomposition
V =
⊕
1≤s≤r≤n+1
Ve[h
(n)
r,s ], (2.3)
where Ve[h] is a sum of all irreducible 〈e〉-submodules isomorphic to L(c0n, h). Moreover,
the zero-mode o(e) = e(1) of e acts semisimply on V .
Theorem 2.1 ([Mi96]). Let e be a simple c = c0n Virasoro vector of V . Then the linear
map τe = (−1)4(n+2)(n+3)o(e) defines an automorphism in Aut(V ). By (2.1), τe acts on
Ve[h
(n)
r,s ] as (−1)r+1 if n is even and as (−1)s+1 if n is odd.
Set
Pn :=


{h(n)1,s | 1 ≤ s ≤ n + 2} if n is even,
{h(n)r,1 | 1 ≤ r ≤ n + 1} if n is odd.
(2.4)
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It follows from the fusion rules in (2.2) that the subspace Ve[Pn] =
⊕
h∈Pn
Ve[h] forms a
subalgebra of V . We say e is of σ-type on V if V = Ve[Pn]. Again by the fusion rules in
(2.2), we have the following Z2-symmetry.
Theorem 2.2 ([Mi96]). The linear map
σe :=


(−1)s+1 on Ve[h(n)1,s ] if n is even,
(−1)r+1 on Ve[h(n)r,1 ] if n is odd,
defines an automorphism of Ve[Pn].
2.2 Unitary series of the N = 1 super Virasoro algebra
There are two extensions of the Virasoro algebra to Lie superalgebras called the N = 1
super Virasoro algebras: NS = NS[0] ⊕ NS[1] and R = R[0] ⊕ R[1], where
NS[0] = R[0] = Vir =
⊕
n∈Z
CL(n)⊕ Cz, NS[1] =
⊕
r∈Z+1/2
CG(r), R[1] =
⊕
r∈Z
CG(r).
In addition to the Virasoro algebra relations, they also satisfy the following relations:
[L(m), G(r)] =
(
1
2
m− r
)
G(m+ r), [z, G(r)] = 0, and
[G(r), G(s)] = 2L(r + s) + δr+s,0
(
r2 − 1
4
)
z
3
.
(2.5)
NS is called the Neveu-Schwarz algebra and R is called the Ramond algebra.
Neveu-Schwarz sectors. The Neveu–Schwarz algebra has a standard triangular de-
composition NS = NS− ⊕ NS0 ⊕NS+ such that
NS± =
⊕
±n>0
CL(n)⊕
⊕
±r>0
CG(r), NS0 = CL(0)⊕ Cz.
For c, h ∈ C, let Cvc,h be a one-dimensional module over NS0 ⊕ NS+ defined by
zvc,h = cvc,h, L(0)vc,h = hvc,h, NS+vc,h = 0,
and define the Verma module over the Neveu-Schwarz algebra MNS(c, h) with central
charge c and highest weight h by the induced module. We choose the Z2-grading of
MNS(c, h) = MNS(c, h)
[0] ⊕MNS(c, h)[1] so that vc,h ∈ MNS(c, h)[0]. We denote the unique
simple quotient of MNS(c, h) by LNS(c, h) which is called the NS-sector. Set
L(z) =
∑
n∈Z
L(n)z−n−2, and GNS(z) =
∑
r∈Z+1/2
G(r)z−r−3/2. (2.6)
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Then L(z) and GNS(z) are local fields on MNS(c, h). Namely, they are elements of
End(MNS(c, h))[[z, z
−1]] and one has the following OPEs:
L(z)L(w) ∼ c
2(z − w)4 +
2L(w)
(z − w)2 +
∂wL(w)
z − w ,
L(z)GNS(w) ∼ 3GNS(w)
2(z − w)2 +
∂GNS(w)
z − w ,
GNS(z)GNS(w) ∼ 2c
3(z − w)3 +
2L(w)
z − w .
(2.7)
We also have the derivation relations
[L(−1), L(z)] = ∂zL(z) and [L(−1), GNS(z)] = ∂zGNS(z).
Therefore, L(z) and GNS(z) generate a vertex superalgebra inside End(MNS(c, h))[[z, z
−1]].
Set MNS(c, h) := MNS(c, 0)/〈L(−1)vc,0〉. We denote the images of vc,0, L(−2)vc,0 and
G(−3/2)vc,0 in the quotient MNS(c, 0) by 1, ω and τ , respectively. Then MNS(c, 0) carries
a unique structure of a vertex operator superalgebra such that 1 is the vacuum vector,
ω = L(−2)1 = 1
2
G(−1/2)G(−3/2)1 is the conformal vector satisfying Y (ω, z) = L(z) and
Y (τ, z) = GNS(z) by Theorem 4.5 of [K98]. Note that 〈G(−1/2)vc,0〉 = 〈L(−1)vc,0〉 in
MNS(c, 0) as G(−1/2)2 = L(−1) and [G(1/2), L(−1)] = G(−1/2). It is clear that MNS(c, h)
is a MNS(c, 0)-modules such that Y (τ, z) = GNS(z) on MNS(c, h) and its simple quotient
LNS(c, h) is an irreducible MNS(c, 0)-module. In particular, the simple quotient LNS(c, 0)
is a simple SVOA.
Ramond sectors. The Ramond algebra also has a standard triangular decomposition
R = R− ⊕ R0 ⊕ R+ such that
R± =
⊕
±n>0
CL(n)⊕
⊕
±r>0
CG(r), R0 = CL(0)⊕ Cz ⊕ CG(0).
Since G(0)2 = L(0)− z/24, the subalgebra R0 is not Z2-homogeneous in this case. For c,
d ∈ C, let Cvc,d be a one-dimensional module over R0 ⊕ R+ defined by
zvc,d = cvc,d, G(0)vc,d = dvc,d, R+vc,d = 0,
and define the Verma module over the Ramond algebra MR(c, d) with central charge c
and top weight d by the induced module. Note that L(0)vc,d = (d
2 + c/24)vc,d. We call
the eigenvalue d2 + c/24 the highest weight of MR(c, d). Our notion of Verma modules is
unusual in the sense that G(0) always acts semisimply on highest weight vectors and there
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is no canonical superspace structure. We denote the unique simple quotient of MR(c, d)
by LR(c, d) which is called the Ramond sector. Set
L(z) =
∑
n∈Z
L(n)z−n−2, and GR(z) =
∑
n∈Z
G(n)z−n−3/2. (2.8)
Then L(z) and GR(z) are local Z2-twisted fields on MR(c, d). Namely, one has the
same OPEs as in (2.7). We also have the derivation relations [L(−1), L(z)] = ∂zL(z)
and [L(−1), GR(z)] = ∂zGR(z). Therefore, L(z) and GR(z) generate a vertex superal-
gebra inside End(MR)[[z
1/2, z−1/2]] (cf. [Li96]). Let θ = (−1)2L(0) be the canonical Z2-
symmetry (supersymmetry) of MNS(c, 0). One can directly verify that MR(c, d) is a
θ-twisted MNS(c, 0)-module and its simple quotients LR(c, d) is an irreducible θ-twisted
MNS(c, 0)-module. It follows that LR(c, d) and LR(c,−d) are θ-conjugate to each other.
Unitary series. For n = 1, 2, 3, . . . , let
c1n =
3
2
(
1− 8
(n+ 2)(n+ 4)
)
,
∆
(n)
r,s =
s(n+ 2)− r(n+ 4)√
8(n+ 2)(n+ 4)
,
h
(n)
r,s,p =
(
∆
(n)
r,s
)2
+
c1n
24
− 1
16
δp,0 =
(r(n+ 4)− s(n+ 2))2 − 4
8(n+ 2)(n+ 4)
+
p
8
,
(2.9)
where 1 ≤ r ≤ n + 1, 1 ≤ s ≤ n + 3, p = 0 or 1/2 and r − s ≡ 2p mod 2. Note that
∆
(n)
n+2−r,n+4−s = −∆(n)r,s and h(n)n+2−r,n+4−s,p = h(n)r,s,p.
Theorem 2.3 ([A97, IK03, KW94, M07]). The N = 1 Virasoro SVOA LNS(c
1
n, 0) is
rational and Z2-rational. The irreducible representations are as follows.
(1) The NS-sectors LNS(c
1
n, h
(n)
r,s,0), 1 ≤ r ≤ m+ 1, 1 ≤ s ≤ m+ 3, r ≡ s mod 2, are all
the irreducible untwisted LNS(c
1
n, 0)-modules.
(2) The R-sectors LR(c
1
n,∆
(n)
r,s ), 1 ≤ r ≤ m+1, 1 ≤ s ≤ m+3, r ≡ s+1 mod 2, are all
the irreducible Z2-twisted LNS(c
1
n, 0)-modules.
Proof: The irreducible untwisted LNS(c
1
n, 0)-modules are classified in [KW94, A97] and
the rationality is established in [A97]. The irreducible Z2-twisted LNS(c
1
n, 0)-modules are
classified in [M07]. The Z2-rationality will be given in Appendix.
Remark 2.4. The NS-sectors LNS(c
1
n, h
(n)
r,s,0) and the R-sectors LR(c
1
n,∆
(n)
r,s ) have compact
real forms and are called the unitary series of the N = 1 super Virasoro algebra.
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Remark 2.5. If n is even, the top weight ∆
(n)
(n+2)/2,(n+4)/2 = 0 is the fixed point of the
Z2-symmetry ∆
(n)
n+2−r,n+4−s, = −∆(n)r,s and the corresponding representation LR(c1n, 0) is
θ-stable. Therefore, among the irreducible R-sectors in (2) of Theorem 2.3, the rep-
resentation LR(c
1
n, 0) has a distinguished property such that it is not irreducible as an
LNS(c
1
n, 0)
[0]-module while others are still irreducible over LNS(c
1
n, 0)
[0].
3 VOAs with 3-dimensional Griess algebras
3.1 Free Majorana fermion and c = 1/2 Virasoro SVOA
Let C be the associative algebra generated by ψr, r ∈ Z+ 1/2, subject to the relations
ψrψs + ψsψr = δr+s,0, r, s ∈ Z+ 1/2. (3.1)
The Fock representation F of C is a cyclic C-module generated by 1 with relations ψr1 = 0
for r > 0. Then F has a natural Z2-grading F = F
[0] ⊕ F [1] with
F [i] = SpanC{ψ−r1 · · ·ψ−rk1 | r1 > · · · > rk > 0, k ≡ i mod 2}. (3.2)
The generating series ψ(z) :=
∑
r∈Z+1/2 ψrz
−r−1/2 is an odd field on F and satisfies the
following locality
(z1 − z2)[ψ(z1), ψ(z2)]+ = 0. (3.3)
Therefore, ψ(z) generates a vertex superalgebra inside End(F )[[z, z−1]] and F can be
equipped with a unique structure of a vertex superalgebra such that 1 is the vacuum
vector and Y (ψ−1/21, z) = ψ(z) (cf. [K98]). The vector ω =
1
2
ψ−3/2ψ−1/21 provides the
conformal vector of central charge 1/2 and we have the isomorphisms
F [0] ∼= L(1/2, 0), F [1] ∼= L(1/2, 1/2) (3.4)
as 〈ω〉-modules (cf. [KR86]).
Let Ctw be the associative algebra generated by φn, n ∈ Z, subject to the relations
φmφn + φnφn = δm+n,0, m, n ∈ Z. (3.5)
The Fock representation Ftw of Ctw is a cyclic Ctw-module generated by v1/16 with relations
φnv1/16 = 0 for n > 0. Set F
±
tw := 〈v1/16 ±
√
2φ0v1/16〉. Then we have a decomposition
Ftw = F
+
tw ⊕ F−tw as a Ctw-module. The generating series φ(z) :=
∑
n∈Z φnz
−n−1/2 is an
odd Z2-twisted field on Ftw and satisfies the following locality
(z1 − z2)[φ(z1), φ(z2)]+ = 0. (3.6)
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Therefore, φ(z) generates a vertex superalgebra inside End(Ftw)[[z
1/2, z−1/2]] and Ftw
can be equipped with a unique structure of a (−1)2L(0)-twisted F -module such that
Y (ψ−1/21, z) = φ(z) (cf. [Li96]). As F
[0]-modules, we have the isomorphisms (cf. [KR86])
F+tw
∼= F−tw ∼= L(1/2, 1/16), (3.7)
whereas F+tw and F
−
tw are inequivalent (−1)2L(0)-twisted F -modules since the zero-mode
o(ψ−1/21) = φ0 acts as ±2−1/2 on the top levels of F±tw. Indeed, F±tw are mutually (−1)2L(0)-
conjugate F -modules.
Let V = V [0]⊕V [1] be an SVOA with a non-trivial odd part. A tensor product F ⊗V
is an SVOA with Z2-grading
(F ⊗V )[0] = F [0]⊗V [0] ⊕ F [1]⊗V [1], (F ⊗V )[1] = F [0]⊗V [1] ⊕ F [1]⊗V [0]. (3.8)
Let M = M [0] ⊕M [1] be an untwisted V -module. Then F ⊗M is an F ⊗V -module and
its Z2-homogeneous parts
(F ⊗M)[0] = F [0]⊗M [0] ⊕ F [1]⊗M [1], (F ⊗M)[1] = F [0]⊗M [1] ⊕ F [1]⊗M [0], (3.9)
are (F ⊗V )[0]-submodules. Let N be a Z2-twisted V -module. Then tensor products
F±tw⊗N (3.10)
are untwisted (F ⊗V )[0]-modules. In this way, given an untwisted or Z2-twisted V -
module, we can construct a (F ⊗V )[0]-module. In the next subsection, we will show
that there is a canonical reverse construction of V -modules from (F ⊗V )[0]-modules.
3.2 Commutant SVOAs
Let V be a VOA and e an Ising vector of V . LetM be a V -module. For h = 0, 1/2, 1/16,
we set
Te,M(h) := {a ∈ V | e(1)a = ha}. (3.11)
Then we have the isotypical decomposition
M = L(1/2, 0)⊗Te,M(0)⊕ L(1/2, 1/2)⊗Te,M(1/2)⊕ L(1/2, 1/16)⊗Te,M(1/16) (3.12)
of M as 〈e〉-module. Since 〈e〉 ∼= L(1/2, 0) is rational, its zero-mode o(e) acts on M
semisimply. Therefore, the Miyamoto involution τe = (−1)48o(e) is also well-defined on M
and M is τe-stable. Set
M 〈τe〉 = L(1/2, 0)⊗Te,M(0)⊕ L(1/2, 1/2)⊗Te,M(1/2),
M 〈−τe〉 = L(1/2, 1/16)⊗Te,M(1/16).
(3.13)
10
Then M 〈±τe〉 are V 〈τe〉-submodules. It is known that Te,V (0) is the commutant subalgebra
of 〈e〉 in V and Te,M(h), h = 1/2, 1/16, are Te,V (0)-modules (cf. [FZ92, Y05]). As L(1/2, 0)
can be extended to an SVOA L(1/2, 0) ⊕ L(1/2, 1/2), the commutant Te,V (0) can also be
extended to an SVOA.
Proposition 3.1 (Theorem 2.2 of [Y05]). Let V be a VOA and e an Ising vector of V
and suppose Te,V (1/2) 6= 0. Then there exists an SVOA structure on Te,V (0) ⊕ Te,V (1/2)
which is an extension of the commutant sub VOA Te,V (0) such that the even part
((L(1/2, 0)⊕ L(1/2, 1/2))⊗ (Te,V (0)⊕ Te,V (1/2)))[0]
of a tensor product of SVOAs is isomorphic to the sub VOA V 〈τe〉. If V is simple, then
Te,V (0)⊕ Te,V (1/2) is a simple SVOA and Te,V (0) is a simple sub VOA.
Next theorem provides a construction of Te,V (0)⊕Te,V (1/2)-modules from V 〈τe〉-modules,
which is a sort of reverse of (3.9) and (3.10).
Proposition 3.2. Let V be a VOA and e an Ising vector of V such that Te(1/2) 6= 0. Let
M be a V 〈τe〉-module. Decompose M as in (3.14) and define M 〈±τe〉 as in (3.15).
(1) The space Te,M(0)⊕ Te,M(1/2) forms an untwisted Te,V (0)⊕ Te,V (1/2)-module such that
M 〈τe〉 as a V 〈τe〉-module is isomorphic to one of the Z2-homogeneous parts of the tensor
product of the adjoint module of L(1/2, 0) ⊕ L(1/2, 1/2) and the Te,V (0) ⊕ Te,V (1/2)-module
Te,M(0)⊕Te,M (1/2). If M 〈τe〉 is an irreducible V 〈τe〉-module, then Te,M(0)⊕Te,M (1/2) is also
irreducible as a Te,V (0)⊕ Te,V (1/2)-module.
(2) The space Te,M(1/16) forms a Z2-twisted Te,V (0) ⊕ Te,V (1/2)-module such that M 〈−τe〉
as a V 〈τe〉-module is isomorphic to a tensor product of a Z2-twisted L(1/2, 0) ⊕ L(1/2, 1/2)-
module L(1/2, 1/16)+ and the Z2-twisted Te,V (0) ⊕ Te,V (1/2)-module Te,M(1/16). If M 〈−τe〉 is
an irreducible V 〈τe〉-module, then Te,M(1/16) is also irreducible as a Z2-twisted Te,V (0) ⊕
Te,V (1/2)-module.
Proof: The proof for the existences of structures of modules is similar to that of Proposi-
tion 3.1 (see Theorem 2.2 of [Y05]). The irreducibility is clear and follows from the fusion
rules of L(1/2, 0)-modules.
Remark 3.3. If V is simple and both Ve[1/2] and Ve[1/16] are non-zero, then the fusion rules
of L(1/2, 0)-modules guarantee that Te,M(h) is also non-zero for all non-zero V -modules
and for h = 0, 1/2, 1/16. On the other hand, if V is simple, Ve[1/2] 6= 0 and Ve[1/16] = 0,
then again by the fusion rules of L(1/2, 0)-modules one of Te,M(0)⊕ Te,M(1/2) or Te,M(1/16)
is zero for an irreducible V -module M .
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Suppose e is an Ising vector of V such that Te,V (1/2) 6= 0. By Proposition 3.2, there is
a correspondence between V 〈τe〉-modules and untwisted and Z2-twisted Te,V (0)⊕Te,V (1/2)-
modules via (3.9) and (3.10). It is shown in [Mi14] that V is C2-cofinite if and only if
Te,V (0) is. Therefore, we have the following theorem.
Theorem 3.4 (cf. [Mi14]). Suppose e is an Ising vector of V such that Te,V (1/2) 6= 0.
(1) V is C2-cofinite if and only if Te,V (0) is C2-cofinite.
(2) V 〈τe〉 is rational if and only if Te,V (0)⊕ Te,V (1/2) is rational and Z2-rational.
3.3 A characterization by 3-dimensional Griess algebras
In this subsection, we will prove the following theorem.
Theorem 3.5. Let (V, ω) be a VOA of OZ-type. Suppose the following.
(1) The central charge cV of V is not equal to 1/2.
(2) V has an Ising vector e.
(3) There exists a 3-dimensional subalgebra B = Cω + Ce + Cx of the Griess algebra of
V such that 2e(1)x = x and (x | x) is non-zero.
Suppose that W = 〈B〉 is a full sub VOA of V . Then the commutant superalgebra
Te,W (0)⊕ Te,W (1/2)
is isomorphic to an N = 1 Virasoro SVOA with the conformal vector ω − e.
Proof: Set f := ω − e. Since V is of OZ-type, e(2)ω = 0 so that e and f are mutually
orthogonal Virasoro vectors by Theorem 5.1 of [FZ92]. The central charge of f is cf :=
2(f | f) = cV − 1/2 6= 0. By a normalization, we may assume that (x | x) = 2cf/3. Since
x is a highest weight vector for 〈e〉⊗〈f〉 with highest weight (1/2, 3/2), we have
(
x(1)x | e
)
=
(
x | x(1)e
)
=
(x | x)
2
=
cf
3
,
(
x(1)x | f
)
=
(
x | x(1)f
)
=
3(x | x)
2
= cf . (3.14)
By assumption, o(e) acts on B semisimply with eigenvalues 0, 1/2 and 2. Thus e is of
σ-type on W = 〈B〉 and defines the involution σe by Theorem 2.2. Since σe negates x, we
have x(1)x ∈ B〈σe〉 = Ce+ Cf and so we can write x(1)x = αe+ βf with α, β ∈ C. Then
(
x(1)x | e
)
= (αe+ βf | e) = α(e | e) = α
4
,
(
x(1)x | f
)
= (αe+ βf | f) = β(f | f) = βcf
2
.
(3.15)
By (3.14) and (3.15) we have
x(1)x =
4cf
3
e+ 2f. (3.16)
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Decompose W as
W = L(1/2, 0)⊗Te,W (0)⊕ L(1/2, 1/2)⊗Te,W (1/2).
Then T := Te,W (0) ⊕ Te,W (1/2) is an SVOA with the conformal vector f by Proposition
3.1. Since x is a highest weight vector for 〈e〉 and 〈f〉 with highest weight 1/2 and 3/2,
respectively, there exists a highest weight vector a ∈ Te,W (1/2) for 〈f〉 with highest weight
3/2 such that x = ψ−1/21⊗ a. Let YV (·, z) and YT (·, z) be vertex operator maps of V and
T , respectively. Then YV (x, z) = ψ(z)⊗YT (a, z) by Proposition 3.1 and we have
x(n)x = 1⊗ a(n−1)a+
∑
j≥0
ψ−j−3/2ψ−1/21⊗ a(n+j+1)a. (3.17)
Since V is of OZ-type, so is Te,V (0) and we have
1 a(1)a = 0, a(2)a ∈ C1 and a(n)a = 0 for
n > 2. Then by (3.17), we have
x(1)x = 1⊗ a(0)a+ ψ−3/2ψ−1/21⊗ a(2)a. (3.18)
Since ψ−3/2ψ−1/21 = 2e, comparing (3.16) and (3.18) we obtain
a(2)a =
2cf
3
1, a(1)a = 0, a(0)a = 2f. (3.19)
Now set Lf (m) = f(m+1) and G
a(r) = a(r+1/2) for m ∈ Z and r ∈ Z+1/2. By (3.19) their
commutators are as follows.
[
Lf (m), Ga(r)
]
=
[
f(m+1), a(r+1/2)
]
=
∞∑
i=0
(
m+ 1
i
)(
f(i)a
)
(m+r+3/2−i)
=
(
f(0)a
)
(m+r+3/2)
+ (m+ 1)
(
f(1)a
)
(m+r+1/2)
= −
(
m+ r +
3
2
)
a(m+r+1/2) +
3
2
(m+ 1)a(m+r+1/2)
=
(
1
2
m− r
)
a(m+r+1/2) =
(
1
2
m− r
)
Ga(m+ r),
[Ga(r), Ga(s)] =
[
a(r+1/2), a(s+1/2)
]
=
∞∑
i=0
(
r + 1/2
i
)(
a(i)a
)
(r+s+1−i)
=
(
a(0)a
)
(r+s+1)
+
(
r + 1/2
2
)(
a(2)a
)
(r+s−1)
= 2f(r+s+1) +
(
r + 1/2
2
)
· 2cf
3
· 1(r+s−1)
= 2Lf(r + s) + δr+s,0
(
r2 − 1
4
)
cf
3
.
1That a(1)a = 0 also follows from the skew-symmetry.
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Therefore, YT (f, z) and YT (a, z) generate a representation of the Neveu-Schwarz algebra
NS on T . Since W is generated by e, f and x = ψ−1/21⊗ a, it follows that T = Te,W (0)⊕
Te,W (1/2) is generated by f and a. Therefore, T is isomorphic to an N = 1 super Virasoro
VOA.
4 Extension of a pair of unitary Virasoro VOAs
Consider the even part
A(1/2, c
1
n) := L(1/2, 0)⊗LNS(c1n, 0)[0] ⊕ L(1/2, 1/2)⊗LNS(c1n, 0)[1] (4.1)
of the tensor product of SVOAs L(1/2, 0) ⊕ L(1/2, 1/2) and LNS(c1n, 0) where c1n is defined
as in (2.9). This VOA is also considered in [A04, LS08]. The VOA A(1/2, c1n) inherits the
invariant bilinear forms of L(1/2, 0)⊕L(1/2, 1/2) and LNS(c1n, 0) and has a compact real form.
4.1 Griess algebra
Let e = 1
2
ψ−3/2ψ−1/21 and f =
1
2
G(−1/2)G(−3/2)1 be the conformal vectors of L(1/2, 0) and
LNS(c
1
m, 0)
[0], respectively, and let x =
√
(n+ 2)(n+ 4)ψ−1/21⊗G(−3/2)1 be the highest
weight vector of L(1/2, 1/2)⊗LNS(c1n, 0)[1]. Then A(1/2, c1n) is of OZ-type and its Griess
algebra is 3-dimensional with an orthogonal basis e, f and x such that
e(1)e = 2e, e(1)f = 0, e(1)x =
1
2
x, f(1)f = 2f, f(1)x =
3
2
x, (e | e) = 1
4
,
x(1)x = 2n(n + 6)e+ 2(n+ 2)(n+ 4)f, (f | f) = c
1
n
2
, (x | x) = n(n+ 6).
(4.2)
By a direct calculation, we can classify the Virasoro vectors in A(1/2, c1n).
Proposition 4.1 ([A04, LS08]). Let
u :=
1
2(n+ 3)
(ne+ (n + 4)f + x) , and v := e + f − u. (4.3)
(1) u and v are mutually orthogonal Virasoro vectors with central charges c0n and c
0
n+1.
(2)The set of Virasoro vectors of A(1/2, c1n) is given by {ω, e, f, u, v, σeu, σev}.
(3) A(1/2, c1n) is generated by its Griess algebra.
(4) Aut(A(1/2, c1n)) = 〈σe〉 if n > 1 and Aut(A(1/2, c11)) = 〈σe, σu〉 ∼= S3.
Proof: (1): It is straightforward to verify that u and v are mutually orthogonal Virasoro
vectors and ω = u+ v is a Virasoro frame of A(1/2, c1n) (cf. [A04]).
(2): The solutions of the quadratic equation y2 = 2y in the Griess algebra provide a
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complete list of Virasoro vectors in A(1/2, c1n) which is as in the assertion.
(3): Let V be a subalgebra of A(1/2, c1n) generated by the Griess algebra. Then V satisfies
the conditions in Theorem 3.5 and it follows that V = A(1/2, c1n).
(4): If n > 1 then e is the unique Ising vector of A(1/2, c1n) and σe is the unique non-trivial
automorphism of the Griess algebra. Since A(1/2, c1n) is generated by its Griess algebra,
we have Aut(A(1/2, c1n)) = 〈σe〉. If n = 1, then A(1/2, c1n) has three Ising vectors e, u and
σeu of σ-types and σ-involutions associated to these Ising vectors generate S3.
Since A(1/2, c1n) has a compact real form, it contains a full sub VOA 〈u〉⊗〈v〉 ∼=
L(c0n, 0)⊗L(c0n+1, 0). By (4.2) and (4.3), the Griess algebra is spanned by e, u and v
where their multiplications are as follows.
e(1)u =
n + 1
n + 3
e +
n+ 2
4(n+ 3)
u− n+ 4
4(n+ 3)
v,
e(1)v =
n + 5
n + 3
e− n+ 2
4(n + 3)
u+
n + 4
4(n+ 3)
v.
(4.4)
Clearly, the relations above uniquely determines the Griess algebra so that A(1/2, c1n) is
also characterized by the structure in (4.4) thanks to Theorem 3.5.
Proposition 4.2. Let VR be a compact VOA of OZ-type. Suppose e, u and v are simple
c = c01, c = c
0
n and c = c
0
n+1 Virasoro vectors of VR, respectively, such that u and v are
mutually orthogonal and satisfy (4.4). Then the sub VOA generated by e, u, and v is
isomorphic to A(1/2, c1n).
Proof: Suppose u(1)v = 0 and (4.4). The inner products (e | u) and (e | v) are uniquely
determined by the invariance property (e(1)u|u) = (e|u(1)u) = 2(e|u) and (e(1)v|v) =
(e|v(1)v) = 2(e|v). Then by change of basis, we recover the relations (4.2) and hence the
subalgebra generated by u, v and e is isomorphic to A(1/2, c1n) by Theorem 3.5.
Set
w = 3n(n+ 6)e− (n+ 2)(n+ 4)f + 3x. (4.5)
Then w is a highest weight vector for 〈u〉⊗〈v〉 with the highest weight
(h
(n)
1,3 , h
(n+1)
3,1 ) =
(
n + 1
n + 3
,
n+ 5
n+ 3
)
.
Therefore, A(1/2, c1n) contains L(c
0
n, h
(n)
1,3 )⊗L(c0n+1, h(n+1)3,1 ) as a 〈u〉⊗〈v〉-submodule. A
complete decomposition will be given in the next subsection.
Theorem 4.3 (cf. [A04]).
(1) A(1/2, c1n) is rational and C2-cofinite.
(2) The even part LNS(c
1
n, 0)
[0] is C2-cofinite.
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Proof: The rationality of A(1/2, c1n) follows from Theorem 2.3 and (2) of Theorem 3.4.
Since A(1/2, c1n) has a C2-cofinite full sub VOA L(c
0
n, 0)⊗L(c0n+1, 0), it is also C2-cofinite
(cf. [ABD04, A04]), and the C2-cofiniteness of LNS(c
1
n, 0)
[0] follows from (1) of Theorem
3.4.
4.2 Modules
Let n be a positive integer and let L
sˆl2
(n, j) = L
sˆl2
((n − j)Λ0 + jΛ1) be the level n
integrable highest weight sˆl2-module with highest weight (n− j)Λ0 + jΛ1, 0 ≤ j ≤ n. By
[GKO86], L
sˆl2
(1, 0)⊗L
sˆl2
(n, 0) contains a full sub VOA L(c0n, 0)⊗Lsˆl2(n + 1, 0) and we
have the following decompositions for i = 0, 1 and 0 ≤ j ≤ n.
L
sˆl2
(1, i)⊗L
sˆl2
(n, j) =
⊕
0≤k≤n+1
k≡i+j(2)
L(c0n, h
(n)
j+1,k+1)⊗Lsˆl2(n + 1, k). (4.6)
By [Li97], the affine VOA L
sˆl2
(2, 0) admits an extension to a simple SVOA L
sˆl2
(2, 0) ⊕
L
sˆl2
(2, 2) by a simple current module L
sˆl2
(2, 2). The classifications of irreducible untwisted
and Z2-twisted Lsˆl2(2, 0) ⊕ Lsˆl2(2, 2)-modules are established in (loc. cit.). The adjoint
module is the unique irreducible untwisted L
sˆl2
(2, 0)⊕L
sˆl2
(2, 2)-module and there exist two
inequivalent structures L
sˆl2
(2, 1)± of irreducible Z2-twisted Lsˆl2(2, 0)⊕ Lsˆl2(2, 2)-modules
on L
sˆl2
(2, 1) which are mutually Z2-conjugate to each other. It is shown in [GKO86] that
a tensor product
(L
sˆl2
(2, 0)⊕ L
sˆl2
(2, 2))⊗L
sˆl2
(n, 0)
contains a full sub SVOA LNS(c
1
n, 0)⊗Lsˆl2(n + 2, 0) and we have the following decompo-
sitions for i = 0, 1 and 0 ≤ j ≤ n.
L
sˆl2
(2, 2i)⊗L
sˆl2
(n, j) =
⊕
0≤k≤n+2
k≡j (2)
LNS(c
1
n, h
(n)
j+1,k+1,0)
[i+ j−k
2
]⊗L
sˆl2
(n + 2, k),
(
L
sˆl2
(2, 1)+ ⊕ L
sˆl2
(2, 1)−
)⊗L
sˆl2
(n, j)
=
⊕
0≤k≤n+2
k≡j+1 (2)
(
LR(c
1
n,∆
(n)
j+1,k+1)⊕ LR(c1n,−∆(n)j+1,k+1)
)
⊗L
sˆl2
(n + 2, k).
(4.7)
As we have seen, A(1/2, c1n) = L(1/2, 0)⊗LNS(c1n, 0)[0] ⊕ L(1/2, 1/2)⊗LNS(c1n, 0)[1] contains
a full sub VOA L(c0n, 0)⊗L(c0n+1, 0). We consider the decompositions of irreducible
A(1/2, c1n)-modules as L(c
0
n, 0)⊗L(c0n+1, 0)-modules.
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First, we label the irreducible A(1/2, c1n)-modules as follows.
M(0, h
(n)
r,s,0) = L(1/2, 0)⊗LNS(c1n, h(n)r,s,0)[0] ⊕ L(1/2, 1/2)⊗LNS(c1n, h(n)r,s,0)[1],
M(1/2, h
(n)
r,s,0) = L(1/2, 1/2)⊗LNS(c1n, h(n)r,s,0)[0] ⊕ L(1/2, 0)⊗LNS(c1n, h(n)r,s,0)[1],
M(1/16,∆
(n)
r,s ) = L(1/2, 1/16)+⊗LR(c1n,∆(n)r,s ),
(4.8)
where h
(n)
r,s,p and ∆
(n)
r,s with 1 ≤ r ≤ n+ 1, 1 ≤ s ≤ n+ 3, p = 0, 1 and r− s ≡ 2p mod 2,
are as in (2.9). The zero-mode o(ψ−1/21⊗G(−3/2)1) = φ0⊗G(0) acts on the top level of
M(1/16,∆
(n)
r,s ) by
1√
2
·∆(n)r,s =
s(n+ 2)− r(n+ 4)
4
√
(n + 2)(n+ 4)
. (4.9)
Note that ∆
(n)
n+2−r,n+4−s = −∆(n)r,s so that
L(1/16, 0)
−⊗LR(c1n,∆(n)r,s ) ∼= L(1/16, 0)+⊗LR(c1n,∆(n)n+2−r,n+4−s)
as A(1/2, c1n)-modules andM(1/16,±∆(n)r,s ) are mutually σe-conjugate while M(1/2, h(n)r,s,0) are
σe-invariant. The next theorem follows from Proposition 3.2.
Theorem 4.4. The set of irreducible A(1/2, c1n)-modules is given by the list (4.8).
We decompose an irreducible A(1/2, c1n)-module into a direct sum of irreducible modules
over L(c0n, 0)⊗L(c0n+1, 0). By (4.6), we have
L
sˆl2
(1, 0)⊗L
sˆl2
(1, 0) = L(1/2, 0)⊗Lsˆl2(2, 0)⊕ L(1/2, 1/2)⊗Lsˆl2(2, 2),
L
sˆl2
(1, 1)⊗L
sˆl2
(1, 1) = L(1/2, 0)⊗Lsˆl2(2, 2)⊕ L(1/2, 1/2)⊗Lsˆl2(2, 0),
L
sˆl2
(1, 0)⊗L
sˆl2
(1, 1)⊕ L
sˆl2
(1, 1)⊗L
sˆl2
(1, 0)
=
(
L(1/2, 1/16)⊗Lsˆl2(2, 1)
)+ ⊕ (L(1/2, 1/16⊗Lsˆl2(2, 1))− .
(4.10)
Plugging (4.10) into (4.7), we obtain the following.
Proposition 4.5 ([A04, LS08]). As L(c0n, 0)⊗L(c0n+1, 0)-modules, we have the following
decompositions.
M(ε, h
(n)
r,s,0) =
⊕
1≤j≤n+2
j≡(r+s)/2+2ε (2)
L(c0n, h
(n)
r,j )⊗L(c0n+1, h(n+1)j,s ), ε = 0,
1
2
,
M(1/16,±∆(n)r,s ) =
⊕
1≤j≤n+2
j≡(r+s±1)/2 (2)
L(c0n, h
(n)
r,j )⊗L(c0n+1, h(n+1)j,s ).
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Proof: The decomposition of M(ε, h
(n)
r,s,0) with ε = 0, 1/2 is straightforward (cf. [A04]).
By (4.6) and (4.7) we obtain
M(1/16,∆
(n)
r,s )⊕M(1/16,−∆(n)r,s ) =
⊕
1≤j≤n+2
L(c0n, h
(n)
r,j )⊗L(c0n+1, h(n+1)j,s ).
By (4.3) and (4.9), the top levels of M(1/16,±∆(n)r,s ) contain those of
L(c0n, h
(n)
r,(r+s±1)/2)⊗L(c0n+1, h(n+1)(r+s±1)/2,s),
respectively. Since
A(1/2, c
1
n) =M(0, h
(n)
1,1,0) =
⊕
1≤j≤n+2
j≡1 (2)
L(c0n, h
(n)
1,j )⊗L(c0n, h(n+1)j,1 ),
the decompositions of M(1/16,±∆(n)r,s ) are determined by the fusion rules of L(c0n, 0) and
L(c0n+1, 0)-modules in (2.2) as in the assertion.
4.3 Automorphisms
We will determine the group generated by Miyamoto involutions of c = c0n and c = c
0
n+1
Virasoro vectors in A(1/2, c1n).
Theorem 4.6. Suppose a VOA V contains a sub VOA U isomorphic to A(1/2, c1n). Let e,
u and v be c = c01, c = c
0
n and c = c
0
n+1 Virasoro vectors of U given by (4.3), respectively.
Then the following hold.
(1) [τu, τv] = [τσeu, τσev] = 1 in Aut(V ) and τe centralizes 〈τu, τv, τσeu, τσev〉.
(2) If n is even then τuτv = τσeuτσev = τe, τu = τσeu and τv = τσev in Aut(V ).
(3) If n is odd then τu = τv, τσeu = τσev and τuτσeu = τvτσev = τe in Aut(V ).
(4) 〈τe, τu, τv, τσeu, τσev〉 is an elementary abelian 2-group of rank at most 2.
Proof: Since ω = u + v = σeu + σev are Virasoro frames of U , we have [τu, τv] =
[τσeu, τσev] = 1 in Aut(V ). Since e is of σ-type on U , τe is trivial on U . Then it follows
from τy = ττey = τeτyτe for y ∈ {u, v, σeu, σev} that τe centralizes 〈τu, τv, τσeu, τσev〉. By
(1) of Theorem 4.3, V is a direct sum of irreducible A(1/2, c1n)-submodules. By definition,
Miyamoto involutions preserve each irreducible A(1/2, c1n)-modules. If n is even, it follows
from the decompositions in Proposition 4.5 that τu and τv act on M(ε, h
(n)
r,s,0), ε = 0, 1/2
and M(1/16,∆
(n)
r,s ) as (−1)r+1 and (−1)s+1, respectively. Then the product τuτv = (−1)r+s
is trivial on M(ε, h
(n)
r,s,0) and is equal to −1 on M(1/16,∆(n)r,s ) since r ≡ s mod 2 for the
NS-sectors and r 6≡ s mod 2 for the R-sectors. On the other hand, τe is trivial on
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M(ε, h
(n)
r,s,0), ε = 0, 1/2 and acts as −1 on M(1/16,∆(n)r,s ). Thus τuτv = τe in Aut(V ).
Since M(ε, h
(n)
r,s,0) is σe-invariant and M(1/16,±∆(n)r,s ) are mutually σe-conjugate, we have
τu = τσeu and τv = τσev in Aut(V ).
If n is odd then both τu and τv act on L(c
0
n, h
(n)
r,j )⊗L(c0n+1, h(n+1)j,s ) by (−1)j+1 and it
follows from the decompositions in Proposition 4.5 that τu = τv in Aut(V ). Each summand
L(c0n, h
(n)
r,j )⊗L(c0n+1, h(n+1)j,s ) of M(ε, h(n)r,s,0) with ε = 0, 1/2 satisfies j ≡ (r + s)/2 + 2ε
mod 2 and hence τu = τv acts as (−1)(r+s)/2+2ε on M(ε, h(n)r,s,0). Since M(ε, h(n)r,s,0) is σe-
stable, its decomposition with respect to 〈σeu〉⊗〈σev〉 is isomorphic to that with respect to
〈u〉⊗〈v〉. Therefore τσeu = τσev also satisfies τσeu = τσev = (−1)(r+s)/2+2ε on M(ε, h(n)r,s,0).
Thus τuτσeu = τvτσev = 1 = τe on M(ε, h
(n)
r,s,0). On the other hand, each summand
L(c0n, h
(n)
r,j )⊗L(c0n+1, h(n+1)j,s ) of M(1/16,∆(n)r,s ) satisfies j ≡ (r + s + 1)/2 mod 2 and hence
τu = τv acts as (−1)(r+s+1)/2 on M(1/16,∆(n)r,s ). Since the decomposition of M(1/16,∆(n)r,s ) as
a 〈σeu〉⊗〈σev〉-module is isomorphic to that of M(1/16,−∆(n)r,s ) as a 〈u〉⊗〈v〉-module, we
have τσeu = τσev = (−1)(r+s−1)/2 on M(1/16,∆(n)r,s ). Therefore τuτσeu = τvτσev = (−1)r+s =
−1 = τe on M(1/16,∆(n)r,s ). This completes the proof.
Remark 4.7. (3) of Theorem 4.6 is also proved in [HLY12a] in the case of n = 1.
Theorem 4.8. Suppose n is odd and a VOA V contains a sub VOA U isomorphic to
A(1/2, c1n). Let e, u and v be c = c
0
1, c = c
0
n and c = c
0
n+1 Virasoro vectors of U given by
(4.3), respectively. Then v is of σ-type on the commutant ComV 〈u〉. Moreover, σv and τe
define the same automorphism of ComV 〈u〉.
Proof: Let X be an irreducible 〈v〉-submodule of V . Then X ⊂ ComV 〈u〉 if and only if
there exists an irreducible A(1/2, c1n)-submodule M of V containing a 〈u〉⊗〈v〉-submodule
isomorphic to L(c0n, 0)⊗X . By Theorem 4.4 and Proposition 4.5, X ∼= L(c0n+1, h(n+1)1,s )
and M ∼= M(ε, h(n)1,s,0) with s ≡ 4ε+ 1 mod 4 for ε = 0, 1/2 or M ∼= M(1/16,±∆(n)1,s ) with
s ≡ 3 ± 1 mod 4. Therefore, v is of σ-type on ComV 〈u〉. From the above possibility of
X and M , both σv and τe define the same automorphism on the commutant ComV 〈u〉.
This completes the proof.
Remark 4.9. Theorem 4.8 is also proved in [HLY12a] in the case of n = 1 and in [HLY12b]
in the case of n = 3.
A Appendix
In this appendix we prove the Z2-rationality of LNS(c
1
n, 0). The classification of irreducible
Z2-twisted LNS(c
1
n, 0)-modules is accomplished in [M07] in the category of superspaces.
Our argument is almost the same as in (loc. cit.) but we do not assume the superspace
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structure on Z2-twisted modules. First we recall the Z2-twisted Zhu algebra of an SVOA.
Let V = V [0] ⊕ V [1] be an SVOA such that V [i] has (Z+ i/2)-grading. For homogeneous
a and b ∈ V , we define
a∗
tw
b := ReszY (a, z)b
(1 + z)wt(a)
z
=
∞∑
i=0
(
wt(a)
i
)
a(i−1)b,
a◦
tw
b := ReszY (a, z)b
(1 + z)wt(a)
z2
=
∞∑
i=0
(
wt(a)
i
)
a(i−2)b,
(A.1)
and extend bilinearly. We then set
Atw(V ) := V/Otw(V ), Otw(V ) := SpanC{a◦
tw
b | a, b ∈ V }. (A.2)
We denote the class a + Otw(V ) of a ∈ V in Atw(V ) by [a]. It is shown in [DZ06] that
Atw(V ) equipped with the product ∗
tw
in (A.1) forms a unital associative algebra such
that [1] is the unit and [ω] is in the center. The twisted Zhu algebra Atw(V ) determines
irreducible Z2-twisted representations.
Theorem A.1 ([Z96, DZ06]).
Let V = V [0] ⊕ V [1] be an SVOA such that V [i] has (Z+ i/2)-grading.
(1) Let M be a Z2-twisted V -module and Ω(M) its top level. Then the zero-mode o(a) =
a(wt(a)−1) defines a representation of Atw(V ) on Ω(M).
(2) Let N be an irreducible Atw(V )-module. Then there exists the unique irreducible Z2-
twisted V -module N˜ such that its top level is isomorphic to N as Atw(V )-modules.
(3) There is a one-to-one correspondence between irreducible Z2-twisted V -modules and
irreducible Atw(V )-modules.
We classify irreducible Z2-twisted modules over the N = 1 Virasoro SVOA LNS(c
1
n, 0)
based on Theorem A.1. We first consider the Z2-twisted Zhu algebra Atw
(
MNS(c, 0)
)
of the universal N = 1 Virasoro SVOA MNS(c, 0) = MNS(c, 0)/〈G(−1/2)1)〉. Note that
MNS(c, 0) has a linear basis
L(−n1) · · ·L(−ni)G(−r1) · · ·G(−rj)1, n1 ≥ · · · ≥ ni ≥ 2, r1 > · · · > rj ≥ 3
2
. (A.3)
Images of Virasoro descendants in Atw
(
MNS(c, 0)
)
are easy to compute.
Lemma A.2. [L(−n)a] = (−1)n(n− 1)[a] ∗
tw
[ω] + (−1)n[L(0)a] for n ≥ 1.
Proof: See (4.2) of [W93].
For odd elements we have the following recursion.
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Lemma A.3. [G(−r)a] = −
∑
s<r
(
3/2
r − s
)
[G(−s)a] for r ≥ 5/2.
Proof: By Lemma 2.1.2 of [Z96], for any n ≥ 0 one has
ReszY (τ, z)a
(1 + z)3/2
z2+n
=
∑
i≥0
(
3/2
i
)
τ(−2−n+i)a ∈ Otw
(
MNS(c, 0)
)
.
Noting τ(−2−n+i) = G(−5/2 − n+ i), we obtain the lemma.
Lemma A.4. [τ ]2 = [ω]− c
24
[1].
Proof: By definition, one has
τ ∗
tw
τ =
∑
i≥0
(
3/2
i
)
τ(i−1)τ =
∑
i≥0
(
3/2
i
)
G(i− 3/2)G(−3/2)1
= G(−3/2)21+
(
3/2
i
)
G(−1/2)G(−3/2)1+
(
3/2
3
)
G(3/2)G(−3/2)1
= L(−3)1 + 3L(−2)1− c
24
1.
Then by Lemma A.2, one obtains
[τ ]2 = [τ ∗
tw
τ ] = [L(−3)1] + 3[L(−2)1]− c
24
[1] = [ω]− c
24
[1].
This completes the proof.
Proposition A.5. The Z2-twisted Zhu algebra Atw
(
MNS(c, 0)
)
is isomorphic to the poly-
nomial algebra in [τ ]. More precisely, the class
[L(−n1) · · ·L(−ni)G(−r1) · · ·G(−rj)1], n1 ≥ · · · ≥ ni ≥ 2, r1 > · · · > rj ≥ 3
2
,
corresponds to a polynomial in [τ ] of degree at most 2i+ j.
Proof: We prove that [L(−n1) · · ·L(−ni)G(−r1) · · ·G(−rj)1] is equivalent to a polyno-
mial in [τ ] of degree at most 2i+ j by induction on the length i+ j. By Lemma A.2 there
exists a polynomial f(X) ∈ C[X ] of degree at most i such that
[L(−n1) · · ·L(−ni)G(−r1) · · ·G(−rj)1] = [G(−r1) · · ·G(−rj)1] ∗
tw
f([ω]).
It follows from Lemma A.4 that f([ω]) is equivalent to a polynomial in [τ ] of degree at
most 2i. By Lemma A.3 we can rewrite the class [G(−r1) · · ·G(−rj)1] into a sum of
shorter monomials in L(−n) and G(−r). Note that an even element L(−n) appears when
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we rewrite a pair of two odd elements G(−r)G(−s) by taking a commutator. In the
rewriting procedure L(−n) increase the degree of [τ ] in the terminal form at most two
whereas G(−r) does at most one. So we can apply the induction and [G(−r1) · · ·G(−rj)1]
is equivalent to a polynomial in [τ ] of degree at most j. Therefore, every element of
Atw
(
MNS(c, 0)
)
is equivalent to a polynomial in [τ ] of degree as described in the assertion.
This shows that there exists an epimorphism from C[X ] to Atw
(
MNS(c, 0)
)
defined by
X 7−→ [τ ]. We prove that this is the isomorphism. For any d ∈ C, the zero-mode
o(τ) = G(0) has a minimal polynomialX−d on the top level of the Verma moduleMR(c, d)
over the Ramond algebra. Hence, Atw
(
MNS(c, 0)
)
has an irreducible representation on
which [τ ] acts by an arbitrary scalar. This implies Atw
(
MNS(c, 0)
)
is indeed isomorphic
to a polynomial algebra in [τ ].
Now we describe the twisted Zhu algebra of LNS(c
1
n, 0).
Theorem A.6 ([M07]). The Z2-twisted Zhu algebra of LNS(c
1
n, 0) is isomorphic to a
quotient of a polynomial ring C[X ] modulo the following polynomial.
∏
1≤r≤n+1
1≤s≤n+3
r−s≡1(2)
(
X −∆(n)r,s
)
.
The isomorphism is given by [τ ] 7−→ X.
Proof: By Proposition A.5, there is a polynomial f(X) such that
Atw(LNS(c
1
n, 0))
∼= C[X ]/〈f(X)〉.
It follows from the structure of the Verma modules over the Neveu-Schwarz algebra that
the maximal ideal ofMNS(c
1
n, 0) is generated by two singular vectors, G(−1/2)vc1n,0 and the
one of weight (n+ 1)(n+ 3)/2 (cf. [IK03]). Let x be the singular vector of MNS(c
1
n, 0) of
weight (n + 1)(n + 3)/2. By Proposition A.5 there exists a polynomial g(X) such that
g([τ ]) = [x] in Atw
(
MNS(c
1
n, 0)
)
. It is clear that f(X) divides g(X) since [x] = g([τ ]) = 0
in Atw(LNS(c
1
n, 0)). If n is odd then the weight (n + 1)(n + 3)/2 is an even integer and
x is an even element, whereas if n is even then (n + 1)(n + 3)/2 is a half-integer and x
is an odd element. By this we see that the possible longest monomial of the form (A.3)
in x is L(−2) 14 (n+1)(n+3)1 if n is odd and L(−2) 14n(n+4)G(−3/2)1 if n is even, respectively.
Therefore, by Proposition A.5, the degree of g(X) is at most (n+ 1)(n+ 3)/2 if n is odd
and n(n+4)/2+1 if n is even, respectively. On the other hand, by the GKO construction
[GKO86] (cf. Eq. (4.7)), we have irreducible Z2-twisted LNS(c
1
n, 0)-modules LR(c
1
n,∆
(n)
r,s )
for 1 ≤ r ≤ n+1, 1 ≤ s ≤ n+3 and r−s ≡ 1 (2). The zero-mode o(τ) = G(0) acts on the
top level of LR(c
1
n,∆
(n)
r,s ) by ∆
(n)
r,s . It is straightforward to see that ∆
(n)
r,s with 1 ≤ r ≤ n+1,
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1 ≤ s ≤ n + 3, r − s ≡ 1 (2) are mutually distinct. (Note that h(n)r,s,1/2 = h(n)n+2−r,n+4−s,1/2
but ∆
(n)
n+2−r,n+4−s = −∆(n)r,s .) Therefore, f(X) is divisible by the polynomial
∏
1≤r≤n+1
1≤s≤n+3
r−s≡1(2)
(X −∆(n)r,s ).
The degree of the polynomial above is (n+ 1)(n+ 3)/2 if n is odd and n(n + 4)/2 + 1 if
n is even. Therefore, by comparing degrees, we see that both g(X) and f(X) are scalar
multiples of the polynomial above. This completes the proof.
As a corollary, we obtain the classification of irreducible Z2-twisted LNS(c
1
n, 0)-modules.
Theorem A.7 ([M07]). The irreducible Z2-twisted LNS(c
1
n, 0)-modules are LR(c
1
n,∆
(n)
r,s ),
1 ≤ r ≤ n+ 1, 1 ≤ s ≤ n + 3, r − s ≡ 1 mod 2.
Theorem A.8. LNS(c
1
n, 0) is Z2-rational.
Proof: In this proof we use the notation as in Section 2.2. Since the even part LNS(c
1
n, 0)
[0]
is C2-cofinite by (2) of Theorem 4.3, every Z2-twisted LNS(c
1
n, 0)-module is N-gradable by
[ABD04, Mi04b]. Let M = ⊕n≥0M(n) be an N-graded Z2-twisted LNS(c1n, 0)-module
with non-trivial top level M(0). Then by Theorems A.1 and A.6 M(0) is a semisimple
Atw(LNS(c
1
n, 0))-module and is a direct sum of eigenvectors of o(G(−3/2)1) = G(0) with
eigenvalues ∆
(n)
r,s , 1 ≤ r ≤ n + 1, 1 ≤ s ≤ n + 3, r − s ≡ 1 mod 2. We shall show
that every eigenvector of G(0) generates an irreducible Z2-twisted submodule. Let x be a
G(0)-eigenvector of M with eigenvalue ∆
(n)
r,s and let X be the submodule generated by x.
Then up to linearity there is a unique epimorphism pi : MR(c
1
n,∆
(n)
r,s ) −→ X . It is shown
in Theorem 4.2 of [IK03] that every submodule of MR(c
1
n,∆
(n)
r,s ) is generated by singular
vectors2. For 1 ≤ r ≤ n + 1 and 1 ≤ s ≤ n+ 3, set
h
(n)
r,s,1/2(i) :=


((i(n+ 2) + r)(n+ 4)− s(n+ 2))2 − 4
8(n+ 2)(n+ 4)
+
1
16
if i ≡ 0 mod 2,
(((i− 1)(n+ 2) + r)(n+ 4) + s(n + 2))2 − 4
8(n+ 2)(n+ 4)
+
1
16
if i ≡ 1 mod 2.
It is also shown in (loc. cit.) that the L(0)-weights of singular vectors of MR(c
1
n,∆r,s)
belong to the set
H
(n)
r,s,1/2 =
{
h
(n)
r,s,1/2(i)
∣∣∣ i ∈ Z \ {0}} .
2In the Ramond case the Verma module of central charge c and highest weight h in [IK03] corresponds
to MR(c,
√
h− c/24) ⊕ MR(c,−
√
h− c/24) if h 6= c/24, and to an extension of MR(c, 0) by itself if
h = c/24.
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Suppose X is reducible and we have an L(0)-homogeneous singular vector y of X . Then
by Theorem A.6 the L(0)-weight of y is equal to h
(n)
r′,s′,1/2 = (∆
(n)
r′,s′)
2 + c1n/24 for some
1 ≤ r′ ≤ n + 1, 1 ≤ s′ ≤ n + 3 and r′ − s′ ≡ 1 mod 2. However, for 1 ≤ r, r′ ≤ n + 1
and 1 ≤ s, s′ ≤ n + 3, it is directly verified that h(n)r′,s′,1/2 6∈ H(n)r,s,1/2. Thus X has no
singular vector and is irreducible. Now the theorem follows from Proposition 5.11 of
[DLTYY04].
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