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SYNTACTIC AND SEMANTIC UNDERSTANDING








Conceptual data models are used for discovery and validation communication between analysts and users; as a communication
tool between analysts and designers; as a basis for end-user developed applications; and as part of the systems documentation
(e.g., Batra and Davis 1992; Juhn and Naumann 1985; Siau et al. 1997).  A goal of creating a conceptual model is to develop a
database schema to be used to implement a database that meets the information needs of intended users.  To develop a suitable
database schema, the designer must be able to use the conceptual data model as a communication tool to verify the assumptions
made in its creation.  Batra and Davis state that the conceptual model must be capable of providing a structure for the database
along with the semantic constraints for communication with users.  The conceptual data model also serves as a representation of
the database after its completion:  it is part of the systems documentation, and hence can be used for system evaluation by auditors
or others.  Conceptual data models include several components, each of which provides information content.  Siau et al. examined
the use of two components in entity-relationship data models: the surface semantics and the structural constraints (participation
cardinality) of the relationships. 
Siau et al. found that expert data modelers tended to ignore surface semantics in interpreting data models and instead relied almost
exclusively on the structural constraints.  They attributed the results to cognitive bias exhibited by the expert system modelers
who participated in the task.  However, alternative explanations can account for the attained results.  The current study considers
an alternative explanation and demonstrates that at least two factors influence the primacy of either surface semantics or structural
constraints in decision-making.  As in Siau et al. this study utilizes conceptual models in an entity-relationship format.
This study investigates decision makers syntactic and semantic understanding of conceptual data modeling from the perspectives
of text-centered theory (Faris and Smeltzer 1997) and schema theory (Anderson 1983, 1990; Mandler 1984; Rumelhart 1980).
Text-centered theory posits that meaning is contained in the syntax and core word meanings of the written text and readers are
passive recipients of the text; understanding based on text-centered theory is syntactic understanding.  Schema theory contends
that users assimilate text information into existing knowledge structures and sets of expectations (schemas) to derive meaning.
How a user interprets a written (or other) communication depends on the information presented and on the users schema.
Understanding based on schema theory is semantic understanding.  Semantic understanding is examined in both low and high
information load contexts.  When asked what the entity-relationship diagram portrays, the participants responded as predicted
by text-centered theory, that is, they only looked at the syntax.  When asked what the entity-relationship diagram should portray,
the participants responded as predicted by schema theory, assimilating their pre-existing knowledge with the depicted information.
These results were consistent across domains (general, acquisition, and revenue business processes).  People apply different types
of understanding based on their interpretation of different types of questions.  This provides an alternative explanation for the
results obtained by Siau et al.    Participants interpretation of the question asked, and the corresponding syntactic or semantic
response, rather than cognitive bias, may have driven their results.   
An interaction between information load and structural constraint type was also identified.  When presented with mandatory
structural constraints for a relationship whose underlying semantics are in conflict (i.e., optional participation should have been
specified), the high information load group performed significantly worse than did low information load groups.  This result was
consistent across both the acquisition and revenue business processes.  However, there was no significant difference in
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performance across the groups when presented with optional structural constraints when mandatory participation should have been
specified.  Participants were able to identify the appropriate participation as mandatory in low information loads when structural
constraints depicted it as optional just as well as they could when no structural constraints were included.  When the same
relationships are examined in a high information load condition, participants are equally able to correct the incorrect structural
constraints and identify the appropriate participation as mandatory.  Bodart and Weber (1997) investigated the distinction between
mandatory and optional structural constraints and predicted that individuals using conceptual models that employed subtypes with
mandatory properties would better understand the underlying real-world domain than users of conceptual models with optional
properties.  Bodart and Weber were unable to support their hypothesis.  The current study did not use subtypes, thus it did not
specifically test Bodart and Webers hypothesis; however, the results obtained in this research lend support to their premise that
mandatory properties are more semantically meaningful than optional properties. 
As a result of the information load finding, an implication of this study is that system evaluators should not be asked to assess
diagrams of complete business processes, but should instead be presented with individual relationship clusters.  The danger in
this is that some participation cardinalities may be incorrectly identified as mandatory when optional participation by each of
multiple alternative entities may be appropriate.  Future research may examine whether a medium information load (i.e., enough
multiple relationships to allow identification of alternative entities participation, but smaller than an entire transaction cycle)
changes the results, or whether alternative representations of relationships mitigate the negative effect of high information load.
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