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We prove that the arc set of every 2-arc-strong locally semicomp-
lete digraph D = (V , A) which is not the second power of an even
cycle can be partitioned into two sets A1, A2 such that both of the
spanning subdigraphs D1 = (V , A1) and D2 = (V , A2) are strongly
connected. Moreover, we show that such a partition (if it exists)
can be obtained in polynomial time. This generalizes a result from
Bang-Jensen and Yeo (2004) [5] on semicomplete digraphs and
implies that every 2-arc-strong locally semicomplete digraph D =
(V , A) has a pair of arc-disjoint branchings B−u , B+v such that B−u is
an in-branching rooted at u and B+v is an out-branching rooted at
v where u, v ∈ V can be chosen arbitrarily. This generalizes results
from Bang-Jensen (1991) [2] for tournaments and Bang-Jensen and
Yeo (2004) [5] for semicomplete digraphs.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A digraph D = (V , A) is strongly connected (or just strong) if there exists a path from x to y
and a path from y to x in D for every choice of distinct vertices x, y of D , and D is k-arc-strong
(respectively, k-strong) if D − X is strong for every subset X ⊆ A (respectively, X ⊆ V ) of size at most
k − 1.
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that both of the spanning subdigraphs D1 = (V , A1) and D2 = (V , A2) are strong. We shall refer to
the pair D1, D2 as a good decomposition of D . Clearly, every digraph with a good decomposition is
2-arc-strong.
A digraph D is semicomplete if there is at least one arc between every pair of distinct vertices
of D . A digraph D is locally semicomplete if for every vertex x, the out-neighbours of x induce a
semicomplete digraph and the in-neighbours of x induce a semicomplete digraph. In general a digraph
may contain two arcs with opposite directions between two vertices forming a 2-cycle. A semicom-
plete digraph without 2-cycles is a tournament and a locally semicomplete digraph without 2-cycles
is a local tournament, cf. [7].
Let S4 denote the semicomplete digraph with vertex set {1,2,3,4} and arc set {12,23,34,41,13,
31,24,42}. It is easy to check that S4 is 2-arc-strong but does not have a good decomposition. Bang-
Jensen and Yeo proved that this is the only exception within the class of semicomplete digraphs, i.e.,
the following:
Theorem 1.1. (See [5].) A 2-arc-strong semicomplete digraph D has a good decomposition if and only if D is
not isomorphic to S4 . Furthermore, a good decomposition of D can be obtained in polynomial time when it
exists.
Our goal is to extend the above result to locally semicomplete digraphs. The second power3 of
a cycle Cn , denoted by C2n , is the digraph obtained from Cn by adding the arcs {vi vi+2: 1  i  n},
where Cn = v1v2 . . . vn−1vnv1 and subscripts are modulo n. It is easy to see that the second power of
a cycle is a 2-strong locally semicomplete digraph and that it has a good decomposition if and only if
n is odd. Note that S4 = C24 . Hence Theorem 1.2 below extends Theorem 1.1 to locally semicomplete
digraphs.
Theorem 1.2. A 2-arc-strong locally semicomplete digraph D has a good decomposition if and only if D is not
the second power of an even cycle.
We will prove this theorem in Section 4. Since no second power of a cycle is 3-arc-strong, Theo-
rem 1.2 implies the following:
Corollary 1.3. Every 3-arc-strong locally semicomplete digraph has a good decomposition.
An in-branching B−s (respectively, out-branching B+s ) in a digraph D = (V , A) is connected span-
ning subdigraph of D in which each vertex x = s has precisely one arc leaving (respectively, entering)
it and s has no arcs leaving (entering) it. The vertex s is the root of B−s (respectively, B+s ).
Corollary 1.4. Every 2-arc-strong locally semicomplete digraph D = (V , A) contains arc-disjoint in- and out-
branchings B−u , B+v for every choice of u, v ∈ V .
Proof. If D is not the second power of an even cycle, then by Theorem 1.2, D has a good decomposi-
tion H, H ′ . We can take B−u as any in-branching rooted at u in H and B+v as any out-branching rooted
at v in H ′ . Suppose that D is the second power of an even cycle v1v2 . . . v2kv1. Assume without loss
of generality that v = v1. It is easy to verify that D ′ = D − A(P ) is strong where P is the hamiltonian
path v1v3v4 . . . v2kv2. Thus we can take any in-branching rooted at u in D ′ . 
Thomassen [10] conjectured that there exists a natural number N such that every N-arc-strong
digraph contains arc-disjoint in- and out-branchings B−s , B+t for every choice of roots s, t . In light of
3 Also called the square.
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be seen as a further support of this conjecture.
Conjecture 1.5. (See [5].) There exists a natural number N such that every N-arc-strong digraph has a good
decomposition.
2. Terminology and preliminaries
We refer the reader to [4] for notation not deﬁned in this paper.
Let D = (V , A) be a digraph. If X ⊆ V then we denote by D〈X〉 the subdigraph of D induced by X .
We also use the notation D − S , where S ⊂ V , for the digraph D〈V \ S〉.
The underlying graph UG(D) of D is the graph obtained by ignoring all orientations on the arcs
of D and deleting possible multiple edges arising in this way. We say that D is connected if UG(D)
is a connected graph. We shall assume all digraphs in this paper are connected if otherwise not
speciﬁed.
If there is an arc from a vertex x to a vertex y in D , then we say that x dominates y and use the
notation x → y to denote this. If A and B are disjoint subsets of vertices of D such that there is no
arc from B to A and a → b for all a ∈ A and b ∈ B , then we say that A completely dominates B and
denote this by A ⇒ B . We shall use the same notation when A and B are subdigraphs of D . We let
N−(x) (respectively, N+(x)) denote the set of vertices dominating (respectively, dominated by) x in D ,
and let d−(x) = |N−(x)| and d+(x) = |N+(x)|. We denote by δ−(D), δ+(D) and δ(D) the numbers
δ−(D) = min{d−(x) | x ∈ V }, δ+(D) = min{d+(x) | x ∈ V }, δ(D) = min{δ−(D), δ+(D)} respectively.
A subdigraph H of a digraph D is 2-good (in D) if it satisﬁes that min{|N+(x) ∩ V (H)|, |N−(x) ∩
V (H)|} 2 for every x ∈ V (D) − V (H). A subdigraph H of D is good if H is 2-good and has a good
decomposition.
Paths and cycles in a digraph are always meant directed. For any non-strong digraph D , we can
label its strong components D1, D2, . . . , Ds , s  2, in such a way that there is no arc from D j to
Di when j > i. We call this an acyclic ordering of the strong components of D . Such ordering is
not unique in general, but it is so for non-strong locally semicomplete digraphs, where we have
Di ⇒ Di+1 for i = 1,2, . . . , s − 1 (see e.g. [4, Theorem 2.10.6]).
If D is strong and S ⊂ V (D) such that D − S is not strong, then S is a separating set. A separating
set S is minimal if no proper subset of S is a separating set of D .
For x, y ∈ V (D) we denote by λD(x, y) the maximum number of arc-disjoint (x, y)-paths in D . By
Menger’s theorem (see e.g. [4, Theorem 5.4.1]), D is k-arc-strong if and only if λD(x, y)  k for all
x, y ∈ V (D).
Let R be a digraph on r vertices v1, . . . , vr and let L1, . . . , Lr be a collection of digraphs. Then
R[L1, . . . , Lr] is the new digraph obtained from R by replacing vi with Li and adding an arc from
every vertex of Li to every vertex of L j if and only if vi → v j in D (1  i = j  r). Note that if
D = R[L1, . . . , Lr], then R, L1, . . . , Lr are induced subdigraphs of D .
A 2-strong digraph D = (V , A) is (1,1)-critical if D − x is not 2-arc-strong for any vertex x ∈ V .
That is, for every x ∈ V , there exists an arc a ∈ A such that D − x− a is not strong.
The following lemma will be used frequently in the proof of Theorem 1.2.
Lemma 2.1. Let D = C4[{u}, X, {v}, Y ] where min{|X |, |Y |}  2. If the minimum degree δ(D〈X ∪ Y 〉)
of D〈X ∪ Y 〉 is at least 1 then D is 2-arc-strong.
Proof. By Menger’s theorem and the fact that D is strong, it suﬃces to show that λ(p,q)  2 for
every arc pq ∈ A(D). Suppose D − pq is not strong for some pq ∈ A(D) and let S, T be a partition
of V so that pq is the only arc from S to T . Suppose ﬁrst that p = u. Then q ∈ X and we must have
X − q ⊂ S as u ⇒ X . Now it follows that v ∈ S and then that Y ⊂ S , implying that S = V − q. But
now we obtain a contradiction from the fact that δ(D〈X ∪ Y 〉)  1. Thus p = u and by symmetry,
p = v . It is also easy to see that we cannot have |{p,q} ∩ X | = |{p,q} ∩ Y | = 1 so by symmetry the
only remaining case is p,q ∈ X . Then, as before, we easily get that S = V − q and again we obtain a
contradiction from the fact that δ(D〈X ∪ Y 〉) 1. 
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w such that D − w is also strong.
Finally we shall often use the following fact without explicitly referring to this.
Theorem 2.3. (See [1].) Every strongly connected locally semicomplete digraph has a hamiltonian cycle. Fur-
thermore, If C is a cycle in a locally semicomplete digraph D and x is a vertex not on C which is adjacent to a
vertex on C , then one of the following holds x ⇒ V (C), V (C) ⇒ x or D〈V (C) ∪ {x}〉 is strong.
3. Structure of locally semicomplete digraphs
In this section we recall a useful structural classiﬁcation of locally semicomplete digraphs (see The-
orem 3.7) which will play an essential role in our proofs. To do so we need a number of deﬁnitions.
A digraph D is round if the vertices can be labeled v0, v1, . . . , vn−1 so that for each i, N+(vi) =
{vi+1, . . . , vi+d+(vi)} and N−(vi) = {vi−d−(vi), . . . , vi−1} (subscripts are modulo n). Note that every
round digraph is locally semicomplete.
Theorem3.1. (See [1].) A local tournament is round if and only if each of N+(v) and N−(v) induces a transitive
tournament for every vertex v ∈ V (D).
It follows from Theorem 3.1 that if a local tournament D is round then there exists a unique (up
to cyclic permutations) labeling of vertices of D which satisﬁes the properties in the deﬁnition. We
refer to this as the round labeling of D .
A locally semicomplete digraph D is round decomposable if there exists a round local tournament
R on r  2 vertices such that D = R[S1, . . . , Sr], where each Si is a strong semicomplete digraph. We
call R[S1, . . . , Sr] a round decomposition of D .
We begin with the structure of non-strong locally semicomplete digraphs.
Lemma 3.2. (See [3].) Every non-strong locally semicomplete digraph D has a unique round decomposition
R[D1, D2, . . . , Dp], where D1, D2, . . . , Dp is the unique acyclic ordering of the strong components of D and
R is a round local tournament containing no cycle.
For convenience, we shall call the unique acyclic ordering D1, D2, . . . , Dp the strong decomposi-
tion of D with the initial component D1 and the terminal component Dp .
Another kind of decomposition of non-strong locally semicomplete digraphs described in [6] will
also be useful in our proofs.
Theorem 3.3. (See [6].) Let D be a non-strong locally semicomplete digraph and let D1, D2, . . . , Dp be the
strong decomposition of D. Then D can be decomposed into r  2 subdigraphs D ′1, D ′2, . . . , D ′r as follows:
D ′1 = Dp, ψ1 = p,
ψi+1 = min
{
j
∣∣ N+(D j) ∩ V
(
D ′i
) = ∅}, and
D ′i+1 = D
〈
V (Dψi+1) ∪ V (Dψi+1+1) ∪ · · · ∪ V (Dψi−1)
〉
.
The subdigraphs D ′1, D ′2, . . . , D ′r satisfy the properties below:
(a) D ′i consists of some strong components of D and is semicomplete for i = 1,2, . . . , r;
(b) D ′i+1 dominates the initial component of D
′
i and there exists no arc from D
′
i to D
′
i+1 for i = 1,2, . . . , r−1;
(c) if r  3, then there is no arc between D ′i and D ′j for i, j satisfying | j − i| 2.
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plete decomposition of D .
We now turn to the structure of strong locally semicomplete digraphs.
Theorem 3.4. (See [3].) If a locally semicomplete digraph D is round decomposable, then it has a unique round
decomposition D = R[D1, D2, . . . , Dα].
Proposition 3.5. (See [3].) There exists a polynomial algorithm to decide if a given locally semicomplete di-
graph D has a round decomposition and to ﬁnd such a decomposition if it exists.
Lemma 3.6. (See [3].) Let D be a strong locally semicomplete digraph which is not semicomplete. Then D is
not round decomposable if and only if the following conditions are satisﬁed:
(a) There is a minimal separating set S such that D − S is not semicomplete and for each such S, D〈S〉 is
semicomplete and the semicomplete decomposition of D − S has exactly three components D ′1, D ′2, D ′3;
(b) Furthermore, for each such S, there are integers α,β,μ,ν with ψ2  α  β  p − 1 and p + 1μ
ν  p + q such that
N−(Dα) ∩ V (Dμ) = ∅ and N+(Dα) ∩ V (Dν) = ∅, or
N−(Dμ) ∩ V (Dα) = ∅ and N+(Dμ) ∩ V (Dβ) = ∅,
where D1, D2, . . . , Dp and Dp+1, . . . , Dp+q are the strong decomposition of D − S and D〈S〉, respec-
tively, and Dψ2 is the initial component of D
′
2 .
We can now state a full classiﬁcation of locally semicomplete digraphs.
Theorem 3.7. (See [3].) Let D be a locally semicomplete digraph. Then exactly one of the following possibilities
holds.
(a) D is round decomposable with a unique round decomposition R[D1, D2, . . . , Dα], where R is a round
local tournament on α  2 vertices and Di is a strong semicomplete digraph for i = 1,2, . . . ,α
(b) D is not round decomposable and not semicomplete and it has the structure as described in Lemma 3.6;
(c) D is a semicomplete digraph which is not round decomposable.
Below we shall use the following lemma several times:
Lemma 3.8. (See [3].) Let D be a strong non-round decomposable locally semicomplete digraph and let S be a
minimal separating set of D such that D − S is not semicomplete. Let D1, . . . , Dp be the strong decomposition
of D − S and Dp+1, . . . , Dp+q be the strong decomposition of D〈S〉. Then the following holds:
• Dp ⇒ S ⇒ D1 .
• Suppose that there is an arc s → v from S to D ′2 with s ∈ V (Di) and v ∈ V (D j). Then
Di ∪ Di+1 ∪ · · · ∪ Dp+q ⇒ D ′3 ⇒ Dψ2 ∪ · · · ∪ D j.
• Dp+q ⇒ D ′3 and D f ⇒ D f+1 for f = 1,2, . . . p + q where indices are modulo p + q.
4. Proofs
The proof of Theorem 1.2 relies heavily on the structural characterization of locally semicomplete
digraphs given by Theorem 3.7.
Lemma 4.1. A 2-arc-strong round local tournament D has a good decomposition if and only if D is not the
second power of an even cycle.
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sition. Suppose that D is not the second power of an even cycle. By Theorem 3.1, D has a (unique)
round labeling v1, v2, . . . , vn . Since D is 2-arc-strong each vertex vi dominates vi+1 and vi+2 (indices
are modulo n) and hence D contains C2n . If n is odd then we are done as C
2
n contains two arc-disjoint
hamiltonian cycles. So we may assume that n is even. Since D = C2n there is some index i such that vi
dominates vi+3. Assume w.l.o.g. that i = 1. Now the hamiltonian cycle v1v4v6 . . . vnv2v3v5 . . . vn−1v1
is arc-disjoint from the strong spanning subdigraph formed by the (n−1)-cycle v1v2v4v5 . . . vn−1vnv1
and the path v1v3v4. 
Lemma 4.2. Let D be a locally semicomplete digraph which is obtained from C22k by adding a new vertex x, at
least two arcs from x to V (C22k) and at least two arcs from V (C
2
2k) to
4 x. Then D has a good decomposition.
Proof. Denote C2k: v1v2 · · · v2kv1. Suppose ﬁrst that k  4. We claim that there is an index i such
that vix, vi+1x, xvi+2, xvi+3 are arcs of D . This will imply that claim as D will contain C22k+1. Suppose
ﬁrst that d−(x)  3. Since UG(C22k) has no clique of size 4 and k  4, we must have d−(x) = 3 and
since D is a locally semicomplete digraph, we must have {v j, v j+1, v j+2} → x for some j. This implies
that x → v j+3. Let vp be another out-neighbour of x. Then v j+3 and vp are adjacent in D and we
must have p ∈ { j + 1, j + 2, j + 4, j + 5}. We cannot have p = j + 1 as this would imply an arc
between x and v j−1 which is impossible because there is no arc between v j−1 and v j+2 or between
v j−1 and v j+3. If x → v j+5 then x must also dominate v j+4 as v j and v j+4 are nonadjacent. So
either x → v j+2 or x → v j+4 and we are done (taking i = j or i = j + 1). Now assume that k = 3.
In this case it is easy to check that we have an index i as above unless x is adjacent to all vertices
of C26 and x → {v2, v4, v6}, {v1, v3, v5} → x (possibly after a cyclic shift in the round labeling of C26).
Now D contains the arc-disjoint hamiltonian cycles v1v3xv2v4v5v6v1 and v1xv4v6v2v3v5v1. Finally,
when k = 2, it is easy to see that x must be adjacent to all vertices of C24 and that D has a good
decomposition. 
The following lemma may have independent interest.
Lemma 4.3. Let D = R[D1, D2, . . . , Dr], r  3 be a 2-arc-strong round decomposable locally semicomplete
digraph for which at least one Di has more than one vertex. Then D contains a hamiltonian cycle C such that
D − A(C) is strong. Furthermore we can ﬁnd C in polynomial time.
Proof. First note that if |V (Di)| > 1 then Di contains a hamiltonian cycle as Di is semicomplete.
Denote by Ci a hamiltonian cycle in Di for each i with |V (Di)| > 1. Let s1, s2, . . . , sr be a round
labeling of R . Form a hamiltonian cycle C of D by replacing each si for which |V (Di)| > 1 by Ci
minus one arc ai = ui vi . Let ui be the only vertex in Di when |V (Di)| = 1. To show that D − A(C)
is strong, form a subdigraph D ′ of D as follows: First of all D ′ contains all arcs ai . For each i, j such
that |V (Di)| > 1, |V (D j)| > 1 and |V (Dk)| = 1 with i < k < j, D ′ contains all arcs of the two paths
viui+1ui+3 . . .u j−2u j , viui+2ui+4 . . .u j−1u j when j = i + 2p + 1 modulo n for some p and all arcs of
the two paths viui+1ui+3 . . .u j−1u j , viui+2ui+4 . . .u j−2u j when j = i+ 2p modulo n for some p. It is
easy to see that D ′ is strong and contains no arc from C . Every vertex of D which is not in D ′ (they
all belong to Di ’s with at least 3 vertices) can be added as an ear via a path of length 2 without using
any arc from C and hence D ′ is strong. Hence D − A(C) is strong. 
Lemma 4.4. Let D = (V , A) be a locally semicomplete digraph on at least 5 vertices which is 2-arc-strong but
not 2-strong. Then D has a good decomposition and we can ﬁnd such a decomposition in polynomial time.
Proof. Let x be a vertex such that D − x is not strong and let D1, D2, . . . , Dp , p  2, be the acyclic
ordering of the strong components of D−x. As D is 2-arc-strong there are at least 2 arcs from x to D1
4 We only add arcs incident with x.
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and there is an arc from D1 to x or from x to Dp then D is semicomplete and the claim follows
from Theorem 1.1. Hence we may assume that either V (Dp) ⇒ x ⇒ V (D1) or x is not adjacent to
at least one vertex in V (D1) ∪ V (Dp). Suppose ﬁrst that V (Dp) ⇒ x ⇒ V (D1). Let D ′ be the round
decomposable locally semicomplete digraph which we get by deleting all arcs between x and V (D2)∪
· · · ∪ V (Dp−1). We claim that D ′ is 2-arc-strong. To see this it suﬃces to note that if D contains an
arc from Di to x (to Di from x) for some i ∈ {2, . . . , p − 1}, then Di ⇒ Dp (D1 ⇒ Di ). Now it is easy
to see that min{λD ′(x, y), λD ′(y, x)} 2 for every y ∈ V − x, implying that D ′ is in fact 2-arc-strong
and now that claim follows from Lemma 4.3.
Thus we can assume, by reversing all arcs if necessary, that x is not adjacent to some vertex v
in V (D1). By Theorem 2.3, D〈V (D1) ∪ {x}〉 is strong and this implies that V (D1) ⇒ V (Dp) ⇒ x. Now
it follows that v ⇒ V (D2) ∪ · · · ∪ V (Dp) and V (D2) ∪ · · · ∪ V (Dp) ⇒ x. Let D ′′ be the semicomplete
digraph that we obtain from D〈V (D1) ∪ {x}〉 by adding all missing arcs from V (D1) to x (including
vx). This D ′′ contains a pair of arc-disjoint paths P , Q from x to any vertex v ∈ V (D1) as we may
use such a pair of paths from D . Also, since we added all missing arcs from V (D1) to x, D ′′ contains
two arc-disjoint (u, x)-paths for every u ∈ V (D1). Hence D ′′ is a 2-arc-strong semicomplete digraph
and by Theorem 1.1 it has a good decomposition D ′′1, D ′′2 (It cannot be S4). Let U1,U2 be the set of
in-neighbours of x in D ′′1 and D ′′2 respectively. Then U1 ∩ U2 = ∅ and |Ui | 1, i = 1,2. As |V (Dp)|
2, Dp has a hamiltonian cycle C = u1u2 . . .uqu1. Fix a vertex wi ∈ Ui , i = 1,2. Now we obtain a
good decomposition of D〈V (D1) ∪ V (Dp) ∪ {x}〉 by replacing all arcs from U1 to x in D ′′ by the
following arcs {uu1: u ∈ U1} ∪ A(C[u1,uq]) ∪ {uqx} and all arcs from U2 to x by the arcs {w2v: v ∈
V (Dp) − u1} ∪ {zx: z ∈ V (Dp) − uq} ∪ {wu1: w ∈ U2 − w2} ∪ {uqu1}. Clearly any vertex w belonging
to V (D2) ∪ . . . ∪ V (Dp−1) can be added to each of these strong digraphs by using the arc-disjoint
paths w1wu1 and w2wuq and hence we obtain the desired decomposition of A(D). The polynomial
algorithm follows from the constructive proof above and the algorithmic part of Lemma 4.3. 
Proof of Theorem 1.2. The proof is by contradiction. Suppose that D is a 2-arc-strong locally semi-
complete digraph which is not the second power of an even cycle and yet does not have a good
decomposition. Assume such a D is chosen so that it has the minimum number of vertices and sub-
ject to this it contains as few arcs as possible. By Theorem 1.1 and the fact that every 2-arc-strong
locally semicomplete digraph on at most ﬁve vertices is semicomplete we may further assume that D
has at least six vertices. By Lemma 4.4, D is 2-strong. By Lemma 4.2 and the minimality of D , D is
(1,1)-critical (in particular, D contains no good proper subdigraph) and for every arc uv which is in
a 2-cycle D − uv is not 2-arc-strong, since deleting one arc from a 2-cycle preserves the property of
being locally semicomplete.
By Theorem 1.1 and Lemmas 4.1 and 4.3, D is neither semicomplete nor round-decomposable.
Now we can apply Lemma 3.6. Let S be a minimal separating set such that D − S is not semicom-
plete, has strong components D1, D2, . . . , Dp , p  3 and semicomplete decomposition D ′1 = Dp , D ′2 =
Dr ∪ Dr+1 ∪ · · · ∪ Dp−1 and D ′3 = D1 ∪ D2 ∪ · · · ∪ Dr−1. Let Dp+1 ∪ · · · ∪ Dp+q be the acyclic or-
dering of D〈S〉. Recall that because D is not round decomposable, it has the structure indicated in
Lemma 3.6(b). Furthermore, by Lemma 3.8 we have Dp ⇒ S ⇒ D1.
Claim 1. |V (Dp)| = 1.
Proof of Claim 1. Since D is 2-strong and V (D ′2) ⇒ Dp ⇒ S it follows from Menger’s theorem that
for every choice of b,b′ ∈ V (D) − V (Dp) and w ∈ V (Dp) there are internally disjoint (b,w)- (b′,w)-
paths P , P ′ such that the last arc on each of these goes from V (D ′2) to w and internally disjoint
(w,b)- (w,b′)-paths Q , Q ′ such that the ﬁrst arc on each of these goes from w to S .
Using this observation it is easy to see that if |V (Dp)| 2, then the paths above show that D − w
is 2-arc-strong for every w ∈ V (Dp), contradicting the minimality of D . 
Claim 2. |V (D1)| = 1.
708 J. Bang-Jensen, J. Huang / Journal of Combinatorial Theory, Series B 102 (2012) 701–714Fig. 1. Left: the (1,1)-critical 2-arc-strong local tournament Z . Right: two arc-disjoint spanning strong subdigraphs H1, H2 of Z .
Proof of Claim 2. This follows by the observation above by reversing all arcs and interchanging the
roles of D1 and Dp . 
Let V (D1) = {u} and V (Dp) = {v} in the rest of the proof. We distinguish two cases.
Case 1: There is no arc from V (Dp−1) to V (Dp+1).
Since D is 2-strong and |V (Dp)| = 1 there is at least one arc from Dp−1 to S and at least one arc
from D ′2 to Dp+1 (this also follows from Lemma 3.6(b)). Let i ∈ {r, r+1, . . . , p−1} be chosen minimal
so that yx ∈ A for some x ∈ V (Dp+1), y ∈ V (Di) and let j ∈ {p + 1, . . . , p + q} be chosen maximal
so that zx′ ∈ A for some z ∈ V (Dp−1), x′ ∈ V (D j). Below we shall refer to the vertices x, x′, y and z
frequently.
Using that the arcs zx′ and yx go from V (Dp−1) to V (D j), respectively V (Di) to V (Dp+1) we get
(since we are in Case 1)
j  p + 2, i  p − 2, x → x′, y → z, and V (Dp+1) ⇒ V (Dp−1). (1)
Now it follows from Lemma 3.8 that we have
S ⇒ V (D ′3
) ⇒ V (D ′2
)
. (2)
Recall that S is semicomplete, implying that Dp+1 ⇒ D f for all f ∈ {p + 2, . . . , p + q}. Thus the
choice of j and the fact that Dp+1 ⇒ Dp−1 implies that
D f ⇒ Dp−1 for all f ∈ { j + 1, . . . , p + q}. (3)
Similarly, since D ′2 is semicomplete and Dg ⇒ Dp−1 for all g ∈ {r, r + 1, . . . , p − 2}, we get that
Dp+1 ⇒ Dg for all g ∈ {r, . . . , i − 1}. (4)
Claim 3. |V (D ′3)| = 1.
Proof of Claim 3. Suppose |V (D ′3)|  2. Let u′ ∈ V (D ′3 − u) be arbitrary and note that u → u′ by
Claim 2 and the fact that D ′3 is semicomplete. Let Z be the (1,1)-critical local tournament in Fig. 1.
By the remark above, Z is a subdigraph of D . The right part of Fig. 1 shows that some spanning
subdigraph of Z (and hence of course Z itself) has a good decomposition H1, H2.
We ﬁrst show how to extend H1, H2 to the induced subdigraph D∗ = D〈V (Dp−1) ∪ V (Dp+1) ∪
{x′, y,u,u′, v}〉. This can be done by adding all arcs of each non-trivial strong component among
Dp−1, Dp+1 to H1 as well as adding a path vwu for each vertex w in V (Dp+1 − x) and a path uz′v
for each vertex z′ in Dp−1 − z to H2. This shows that some spanning subdigraph of D∗ , and hence D∗
itself, has a good decomposition. It is easy to check that D∗ is 2-good, contradicting the assumption
that D has no good decomposition. 
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Claim 1, V (D ′1) = V (Dp) = {v}. Recall that u ⇒ V (D ′2) (by (2)) and v ⇒ S . Thus we have
u ⇒ V (D ′2
) ⇒ v ⇒ S ⇒ u. (5)
Note that this implies that V (D ′2) is also a minimal separator and thus we may exchange the roles
of S and V (D ′3) when convenient. We shall use this option frequently below. Note also that (5) allows
us to use Lemma 2.1 on several occasions.
Claim 4. The digraphs D〈S〉 and D〈V (D ′2)〉 contain no 2-cycle, i.e., they are tournaments
Proof of Claim 4. By the remark above it suﬃces to consider the case when some Dg with g ∈
{p + 1, . . . , p + q} contains a 2-cycle with vertices w1,w2. Note that since both D − u and D − v
are strong, at least one of w1,w2 has an out-neighbour (in-neighbour) in W = V − {u, v,w1,w2}. If
g > p + 1 then every vertex in Dg is dominated by x so if we delete the arc wiw3−i where wi has
an arc to W then δ(D〈S ∪ V (D ′2) − wiw3−i〉) 1 and we get a contradiction to the minimality of D
from Lemma 2.1. So we may assume that g = p+ 1. Now it follows from the fact that q 2 that both
w1 and w2 have an out-neighbour in W so if we choose h such that wh has an in-neighbour in W
and delete w3−hwh we obtain a contradiction again from Lemma 2.1. 
Claim 5. |V (Dp−1)| = |V (Dp+1)| = 1, that is, V (Dp+1) = {x} and V (Dp−1) = {z}.
Proof of Claim 5. By the remark above it suﬃces to prove that V (Dp+1) = {x}. Suppose that
|V (Dp+1)|  3 (it cannot be 2 by Claim 4). We shall show that we can delete one vertex x′′ from
V (Dp+1) so that we have δ(D〈(S − x′′) ∪ V (D ′2)〉) 1. This will lead to a contradiction to the mini-
mality of D by Lemma 2.1. Recall that, by (1) we have V (Dp+1) ⇒ V (Dp−1) and V (D2) ⇒ V (Dp−1),
implying that every vertex of D2 is adjacent to every vertex of Dp+1. Let C be a hamiltonian cycle
of Dp+1 and let x′′ be the predecessor of x on C . This x′′ will work unless D2 is a single vertex (in
fact y, by the choice of Di ) and x′′ is the only in-neighbour of y in D〈S ∪ V (D ′2)〉. In that case we
can take x′′ = x because y dominates the successor of x on C . 
Claim 6. |V (Dh)| = 1 for all h = 1, . . . , p + q.
Proof of Claim 6. Suppose not, then, by the remark above and Claim 4 we may assume that
|V (Dh)| 3 for some h where h  p + 2. If h < p + q then it is easy to see that
δ(D〈S − w ∪ V (D ′2)〉)  1 for at least one w ∈ V (Dh): the only vertices we cannot remove safely
are x′ and possibly another vertex if it is the unique in-neighbour of D2 in D〈S ∪ V (D ′2)〉. Thus, by
Lemma 2.1 and the minimality of D , h = p + q must hold and it is easy to see that we may assume
x′ ∈ V (Dh).
Let H be a hamiltonian cycle of Dp+q and let xˆ be a vertex of H with an arc to V (D ′2) chosen in
such a way that if D2 = {w ′} for some w ′ and there is a unique arc from S to w ′ and this comes
from V (Dp+q), then xˆ → w ′ and otherwise xˆ is arbitrary among vertices with an arc to V (D ′2).
If the successor xˆ+ of xˆ on H is not x′ then we can delete xˆ+ and obtain a contradiction via
Lemma 2.1 as above. So suppose that x′ is the successor of xˆ on H and that there is no other out-
neighbour of z on H (in which case we could just rename x′). Then all vertices of H − x′ dominate
z (because x dominates z and all vertices of H). Now we can remove xˆ and apply Lemma 2.1 to get
a contradiction, unless D2 = {w ′} and xˆ is the unique in-neighbour of w ′ which lies in S . So we
may assume that this is the case. Then D〈V (Dp+q) ∪ V (D ′2)〉 is strong and Lemma 2.1 implies that
Dˆ = D〈{u, v}∪ V (Dp+q ∪ V (D ′2)〉 is 2-arc-strong. Note that Dˆ is not the second power of an even cycle
since w ′ has out-degree at least 3 (it dominates all vertices in {x′, v, z}) it follows by the minimality
of D that Dˆ has a good decomposition D1, D2. Let P be a hamiltonian path of D〈S − V (Dp+q − x′)〉.
Note that P must be an (x, x′)-path as V (Dp+1) = {x}. Add the arcs yx and A(P ) to D1 and the arcs
{vw,wu | w ∈ V (S) − V (Dp+q)} to D2. This gives a good decomposition of D , a contradiction. 
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Proof of Claim 7. Suppose S = {x, x′} and V (D ′2) = {y, z}. Then D〈S ∪ V (D ′2)〉 contains the following
arcs {xx′, xz, yx, yz, zx′}. If x′ → y, then D − C is strong where C is the hamiltonian cycle xuzvx′ yx
(after removing C we still have all the arcs {xx′, x′u,uy, yv, vx, yz, zx′}) so we must have y → x′ . Now
both of the arcs xy and x′z are in D as D is 2-arc-strong. Let D ′ be the strong spanning subdigraph
induced by the arcs {uy, yv, vx′, x′u, yx, xx′, yz, zx′}. Then we obtain a contradiction by observing that
D − A(D ′) is strong as it contains the arcs {vx, xy, yx′, x′z, zv, xu,uz}. 
Claim 8. max{|S|, |V (D ′2)|} 4.
Proof of Claim 8. By the symmetry between S and V (D ′2) it suﬃces to show that |S| 4. The claim
follows from Lemma 2.1 and the fact that if we cannot delete a vertex w ∈ V (Dp+2)∪· · ·∪ V (Dp+q−1)
and still have δ(D〈S − w ∪ V (D ′2)〉 1, then w is either x′ or it is the unique in-neighbour of D2 in
δ(D〈S ∪ V (D ′2)〉. 
Now we are ready to complete the proof in Case 1. By the observations above and the symmetry
between S and V (D ′2), we may assume that |S| = 3 or |S| = 4. Suppose ﬁrst that |S| = 4 and let
S = {x, x′,w,w ′}. By the proof of the last claim we must have that V (D f ) = {x′} for f = p+ 2 or f =
p + 3 and the other vertex is the unique in-neighbour of D2 in D〈S ∪ V (D ′2)〉 (if not we could delete
one of these vertices and apply Lemma 2.1). If V (Dp+2) = {x′} then we can delete V (Dp+4) and apply
Lemma 2.1, so we have V (Dp+3) = {x′} and V (Dp+2) = {w} where w is the unique in-neighbour
of D2 in D〈S ∪ V (D ′2)〉. Furthermore, by the choice of x′ , we have w ′z ∈ A(D) (they are adjacent since
x → {w ′, z}). Also there is no arc from x′ to V (D ′2) since otherwise we could delete w ′ and apply
Lemma 2.1. Let D2 = {z′}. If z′ = y then the choice of y implies that x → z′ (they are adjacent as both
dominate z) contradicting that w is the unique in-neighbour of D2 in δ(D〈S∪V (D ′2)〉. So V (D2) = {y}
and it is easy to see that the minimality of D and fact that w ′ → z implies that V (D ′2) = {y, z}. Since
w → {x′,w ′, y} it follows that y ⇒ {x′,w ′}. Let A′ = {xu,uz, zv, vx, xw,wy, yz, vx′, x′w ′,w ′u} and
A′′ = {yx, xz, zx′, x′u,uy, yv, vw,ww ′,w ′z}. Both of these induce spanning strong subdigraphs of D
and A′ ∩ A′′ = ∅, contradiction. Hence |S| = 3, S = {x, x′, v ′} and |V (D ′2)| 3.
Suppose ﬁrst that V (Dp+2) = {x′}. By Lemma 2.1 and the minimality of D , x′ does not dom-
inate the unique vertex in D2 (otherwise we could delete v ′). If |V (D ′2)| = 3, V (D ′2) = {y, z′, z},
then we must have V (D2) = {z′}: suppose instead that V (D2) = {y}. Then, since we cannot apply
Lemma 2.1 to D − z′ , z′ is the unique out-neighbour of v ′ in V (D ′2), but then z dominates v ′ , con-
tradicting the assumption that V (Dp+2) = {x′}. Thus V (D2) = {z′} and the choice of y implies that
x→z′ . Now xx′v ′uz′ yzvx and zx′uyxz′vv ′z are arc-disjoint a hamiltonian cycles of D , contradicting
the assumption that D is not good. Thus we must have V (D ′2) = {y, z}. As above we have v ′ → z
and there is no arc from x′ to y as otherwise we could apply Lemma 2.1 to D − v ′ . If v ′ → y then
xzx′v ′uyvx is a hamiltonian cycle disjoint from the spanning strong subdigraph induced by the arcs
{vv ′, v ′ y, yx, xu,uz, zv, vx′, x′u} so we must have y → v ′ (they both dominate z) and x → y (as
d−(y)  2). Now we get a contradiction by observing that the sets {xx′, x′v ′, v ′u,uz, zv, vx, xy, yz},
{xv ′, v ′z, zx′, x′u,uy, yx, yv, vv ′} induce strong digraphs.
It remains to consider the case when V (Dp+3) = {x′}. Since we cannot remove v ′ and apply
Lemma 2.1, v ′ must be the only in-neighbour of D2 and now the choice of y implies that we have
V (D2) = {y}.
If V (D ′2) = {y, z′, z}, then z′ must be an out-neighbour (the unique by the minimality of D) of x′
and thus xv ′x′uyz′zvx and xuzx′z′vv ′ yx are arc-disjoint hamiltonian cycles. Hence V (D ′2) = {y, z} and
since we cannot delete x′ and apply Lemma 2.1, we must have v ′ → z. Also x′ → z as d(x′) 2. Now
the hamiltonian cycle xv ′zx′uyvx is arc-disjoint from the spanning strong subdigraph induced by the
arcs {xx′, x′z, zv, vv ′, v ′ y, yx, xu,uz}. This contradiction concludes Case 1.
Case 2: There is at least one arc from V (Dp−1) to V (Dp+1).
Below we ﬁx x ∈ V (Dp+1) and z ∈ V (Dp−1) such that z → x.
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Proof of Claim 9. Suppose to the contrary that |V (D ′3)| > 1. By Lemma 3.8, we have Dp+q ⇒ D ′3. Let
u′ ∈ V (Dr−1) be arbitrary. Consider ﬁrst the case when r = p−1, that is, D ′2 is strong. If D ′2 is just a 2-
cycle then it is easy to check that we may delete the arc out of z on this and still have a 2-arc-strong
digraph, contradicting the minimality of D . Thus |V (D ′2)| 3. If |V (Dp+q)| > 1 or there is an arc from
V (Dp+q) to D ′2, then δ(D〈S ∪ V (D ′2)〉) 1 and since we have u ⇒ V (D ′2) ⇒ v ⇒ S ⇒ u, Lemma 2.1
implies D〈{u, v}∪ S ∪ V (D ′2)〉 is 2-arc-strong and clearly 2-good, contradicting to the minimality of D .
Thus V (Dp+q) = {w} for some w and there is no arc from w to D ′2.
Observe that the digraph D∗ that we obtain by deleting all vertices of V (Dp+2)∪· · ·∪V (Dp+q−1)∪
V (D ′3) − {u,u′} is 2-good. If |V (Dp+1)| 2 then D∗ contains a 2-arc-strong spanning round decom-
posable digraph. Hence, by Lemma 4.3, we must have V (Dp+1) = {x}. Let C be a hamiltonian cycle
of D ′2 and let z′ be the successor of z on C . Then the following two disjoint arc sets induce span-
ning strong subdigraphs of D∗: {vx, xw,wu,uu′, zz′} ∪ {u′d|d ∈ V (D ′2) − z′} ∪ {dv | d ∈ V (D ′2) − z},{vw,wu′,u′z′, zv, zx, xu,uz′} ∪ A(C) − {zz′}.
Thus we may assume that r < p − 1. If there is no arc from V (Dp+1) to V (Dp−1), then the span-
ning subdigraph obtained by deleting all arcs between S and V (D ′2) except those from V (Dp−1) to
V (Dp+1) is a round-decomposable locally semicomplete digraph and since Dp+q ⇒ V (D ′3) it is also
2-arc-strong. Now we obtain a contradiction by Lemmas 4.1 and 4.3. Thus D〈V (Dp+1) ∪ V (Dp−1)〉
is strong. By Lemma 3.8, we thus have V (D ′3) ⇒ V (D ′2) and hence V (D ′2) is also a minimal sep-
arator of D . If q = 1 then we obtain a contradiction as above by reversing all arcs and switching
the roles of S and V (D ′2), so q > 1. Let y ∈ V (Dr) and w ∈ V (Dp+q) be arbitrary. Let P be an
(x, x−)-hamiltonian path of Dp+1 (x− is equal to x if V (Dp+1) = {x}) let Q be a (z+, z)-hamiltonian
path of Dp−1 (z+ is equal to z if V (Dp+q) = {z}). Then D ′′ = D〈{u,u′, y, v,w} ∪ V (P ) ∪ V (Q )〉
is 2-good and has two arc-disjoint spanning strong subdigraphs induced by the following arcs:
{vx, x−w,wu,uu′,u′ y, yz+, zv}∪ A(P )∪ A(Q ) and {vw,wu′, zx,uy, yv}∪{u′ f | f ∈ V (Dp−1)}∪{ f v |
f ∈ V (Dp−1) − z} ∪ {vg | g ∈ V (Dp+1) − x} ∪ {gu | u ∈ V (Dp+1)}, respectively. Thus D also has a good
decomposition, a contradiction. 
In the rest of Case 2, we let V (D ′3) = V (D1) = {u}.
Claim 10. There is at least one arc from Dp+q to Dr
Proof of Claim 10. Suppose that there is no arc from Dp+q to Dr . Let f ∈ {r, . . . , p − 1} be as large as
possible so that there is some arc from u to D f . Then S ′ = V (Dr)∪· · ·∪ V (D f ) is a minimal separator
and D − S ′ is not semicomplete. By Lemma 3.6, the semicomplete decomposition of H = D − S ′ has
three components H ′1, H ′2, H ′3 and it is easy to see that Dr is the initial component of H〈S ′〉 and Dp+q
is the terminal component of H ′2 = S . Now we are in Case 1 using S ′ instead of S . 
Below we ﬁx an arc wy from Dp+q to Dr . Note that Lemma 3.8 implies that V (Dp+q) ⇒ u.
Claim 11. u ⇒ V (D ′2)
Proof of Claim 11. Let f ∈ {r, . . . , p − 1} be the largest index such that u dominates a vertex in D f .
If f = p − 1 we are done so suppose f < p − 1 and let S ′ = V (Dr) ∪ · · · ∪ V (D f ). Then Q = D − S ′
is not semicomplete and by Lemma 3.6, the semicomplete decomposition of Q has exactly three
components Q ′1, Q ′2, Q ′3. It is easy to see that Q ′1 = {u}, Q ′2 = S and Q ′3 = V (D f+1)∪ · · · ∪ V (Dp−1)∪{v}. Hence |Q ′3| > 1 and by the existence of the arc wy, we are in Case 2 when we consider S ′ instead
of S . Now we obtain a contradiction from Claim 9. 
Claim 12. min{|S|, |V (D ′2)|} = 2, q 2 and r  p − 2.
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if min{|S|, |V (D ′2)|}  3, then we get a contradiction to the minimality of D using Lemma 2.1 and
Theorem 2.2. Hence min{|S|, |V (D2)|} = 2 and if q  3 or r  p − 3, then it is easy to see that
D〈S ∪ V (D ′2) − t〉 is strong for some t and we obtain a contradiction again. 
Claim 13. The following must hold:
(a) If q = 2 then S = {x,w}.
(b) If r = p − 2 then V (D ′2) = {y, z}.
Proof of Claim 13. Again it suﬃces to prove (a). Suppose q = 2. If |V (Dp+2)| > 1 we take w ′ ∈
V (Dp+2) − w such that Dp+2 − w ′ has a hamiltonian path ending in w and if |V (Dp+2)| = 1 but
|V (Dp+1)| > 1 we take w ′ ∈ V (Dp+1) − x such that Dp+1 − w ′ has a hamiltonian path starting in x.
In both cases D〈S∪ V (D ′2)−w〉 is strong and we obtain a contradiction as above. Hence q = 2 implies
S = {x,w}. Similarly r = p − 2 implies V (D ′2) = {y, z}.
Now we can ﬁnish the proof of Theorem 1.2 as follows:
• If q = 2 and r = p−2 (in which case we have S = {x,w} and V (D ′2) = {y, z} by Claim 13), then D
contains C26 . As D = C26 it contains at least one of the arcs {xy, yx,wz, zw}. In all cases D contains
a spanning 2-arc-strong round locally semicomplete digraph and it follows from Lemma 4.1 that
D has a good decomposition contradicting the assumption.
• If q = 2 and V (D ′2) is strong then let z′ be the successor of z on a hamiltonian cycle C of D ′2.
Let H and H ′ be the spanning strong subdigraphs containing the arcs {xu,uz′, zx, zv, vw,wy} ∪
(A(C) − {zz′}), respectively, {vx, xw,wu,uz, zz′, z′v} ∪ {uz′′|z′′ ∈ V (D ′2) − {z, z′}} ∪ {z′′v|z′′ ∈
V (D ′2) − {z, z′}}. As these digraphs are arc-disjoint, D is good, contradicting the assumption.• If D〈S〉 is strong and r = p − 2 we can reduce to the case above by reversing all arcs and inter-
changing the roles of S and V (D ′2).• Suppose ﬁnally that D〈S〉 and D ′2 are both strong. By Claim 12 and the symmetry between S
and V (D ′2) we may assume that |S| = 2. Let x¯ be the second vertex of S and note that x, x¯
induce a 2-cycle. Let z′ be the successor of z on a hamiltonian cycle C of D ′2. Let L and L′ be the
spanning strong subdigraphs containing the arcs {vx, xx¯, x¯u,uz′, zv, }∪ (A(C)−{zz′}), respectively,
{vx¯, x¯x, xu,uz, zz′, z′v}∪{uz′′ | z′′ ∈ V (D ′2)−{z, z′}}∪{z′′v | z′′ ∈ V (D ′2)−{z, z′}}. As these digraphs
are arc-disjoint, D has a good decomposition contradicting the assumption.
Now we have exhausted all possibilities for the structure of D and reached a contradiction in all
of these. This shows that D does not exist and the proof of Theorem 1.2 is complete. 
Corollary 4.5. There exists a polynomial algorithm for ﬁnding a good decomposition of a given 2-arc-strong
locally semicomplete digraph D which is not the second power of an even cycle.
Proof. The algorithm ﬁrst reduces D to a (possibly smaller) 2-arc-strong locally semicomplete di-
graph D ′ by repeatedly removing a vertex x which is not critical for 2-arc-strong connectivity until
no further vertex can be removed. It suﬃces to ﬁnd a good decomposition H, H ′ of D ′ and then add
back the vertices we removed in the reverse order in such a way that the vertex x which we currently
add to H, H ′ will have at least one arc to and from the vertices in the current H and the same in H ′ .
Clearly this is possible since when we removed x the current digraph was 2-arc-strong so x has at
least two arcs to and from vertices in V (H) = V (H ′). To ﬁnd a good decomposition of D ′ we proceed
as follows. If D ′ is not 2-strong then apply Lemma 4.4 to ﬁnd a good decomposition of D ′ in poly-
nomial time. So we may assume that D ′ is 2-strong. If D ′ is semicomplete, then apply Theorem 1.1
and if D ′ is round decomposable then apply Lemma 4.1 or Lemma 4.3 so we may assume that D ′ is
not semicomplete and not round decomposable. Now the claim follows from the fact that the proof
of the theorem when D is 2-strong and not round decomposable is (highly) constructive. 
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The famous Kelly Conjecture (see e.g. [4, Conjecture 13.4.5]) says that the arc set of every k-
regular tournament can be decomposed into k arc-disjoint hamiltonian cycles. This conjecture is still
wide open despite a lot of attention during more than 40 years but recently an approximate version
was proved for large values of k.
Theorem 5.1. (See [8].) For every η 0 there exists an integer n0 so that every regular tournament on n n0
vertices contains at least ( 12 − η)n arc-disjoint hamiltonian cycles.
In [5] the ﬁrst author and Yeo conjectured the following generalization of the Kelly conjecture (it
is easy to see that a k-regular tournament is k-arc-strong).
Conjecture 5.2. Every k-arc-strong tournament has an arc-decomposition into k arc-disjoint spanning strong
subdigraphs. Furthermore, for every natural number k, there exists a natural number nk such that every k-arc-
strong semicomplete digraph with at least nk vertices has an arc-decomposition into k arc-disjoint spanning
strong subdigraphs.
It was shown in [5] that every k-arc-strong tournament with minimum degree at least 37k has
such a decomposition and that every k-arc-strong semicomplete digraph with a non-trivial k-arc-cut
(leaving at least two vertices on both sides of the cut) also has such a decomposition.
Conjecture 5.2 does not hold for locally semicomplete digraphs as by Theorem 1.2 the second
power of an even cycle cannot be decomposed into two arc-disjoint hamiltonian cycles. If n is rela-
tively prime to both 2 and 3, then it is easy to see that C3n can be decomposed into three arc-disjoint
hamiltonian cycles. In fact, such a decomposition does not exist for any other n.
Proposition 5.3. If n is not relatively prime to 2 or 3, then C3n cannot be decomposed into arc-disjoint hamil-
tonian cycles.
Proof. Let the vertices of Cn be ordered as v1, v2, . . . , vn around the cycle. Suppose to the contrary
that for some n divisible by 2 or 3, C3n is decomposed into arc-disjoint hamiltonian cycles C1, C2, C3.
Observe ﬁrst that no Cr , r ∈ {1,2,3} can contain two arcs of the form vi vi+3, vi+1vi+4 because
that would force the arc vi+2vi+5 to be in Cr and then that all arcs of the form v j v j+3 are in Cr .
This implies that n is not divisible by 3 as otherwise Cr would consist of three vertex disjoint cycles,
a contradiction that Cr is a hamiltonian cycle. So n is divisible by 2. Now the two other hamiltonian
cycles would be a good decomposition of C2n , contradicting Theorem 1.2.
It follows that Cr contains vi vi+3 if and only if it contains vi+1vi+2 for each i = 1,2, . . . ,n and
r = 1,2,3 (if Cr contains vi+1vi+2, then none of the other two hamiltonian cycles can contain vi vi+3).
In particular, no Cr contains both vi vi+1 and vi+1vi+2 for any i = 1,2, . . . ,n. If some Cr contains no
arc of the form vi vi+1, then it contains vi vi+2 for each i = 1,2, . . . ,n. Let Cq be one of the other
two cycles. Then Cq contains only arcs of the form vi vi+1 and v j v j+3 and by the remark above Cq
contains the same number of arcs of each of these kinds. But then n is even, contradicting that Cr is
a hamiltonian cycle.
So Cr must contain at least one arc of the form vi vi+1 for each r = 1,2,3. Let Vr consist of
all vertices vi such that vi vi+1 is contained in Cr . Then V1, V2, V3 form a partition of V (Cn).
From the discussion above, Vr does not contain two consecutive vertices of the cycle Cn for each
r = 1,2,3. Let vi, v j be any two vertices in Vr such that vk /∈ Vr for each k = i + 1, . . . , j − 1.
Call the interval (i, j) = {vi+1, . . . , v j−1} odd if it contains odd number of vertices and even oth-
erwise. Inside an interval Cr can only use arcs of the kind vp vp+2. This implies that if (i, j) is
even then Cr contains the subpath vi vi+1vi+3 . . . v j−2v j v j+1 and if (i, j) is odd, then it contains the
subpath vi vi+1vi+3 . . . v j−3v j−1v j+2. Since Cr makes exactly two ’turns’ around the cyclic ordering
v1, v2, . . . , vn , it is not diﬃcult to check that the number of odd intervals created by the vertices of Vr
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3n − n = 2n is odd, which is a contradiction. 
We believe that the following is true.
Conjecture 5.4. A k-arc-strong locally semicomplete digraph D can be decomposed into k arc-disjoint strong
spanning subdigraphs if and only if D is not the k-th power Ckn of an n-cycle Cn where n is divisible by some
i = 2,3, . . . ,k.
The above conjecture implies the following:
Conjecture 5.5. For every natural number k there exists a natural number f (k) such that every k-arc-strong
locally semicomplete digraph D = (V , A) with δ(D) f (k) has an arc-decomposition A = A1 ∪ A2 ∪· · ·∪ Ak
such that each of the spanning subdigraphs Di = (V , Ai), i = 1,2, . . . ,k are strong.
Finally we mention that Thomassen [9] conjectured that every 3-strong tournament has two arc-
disjoint hamiltonian cycles. We believe that this extends to local tournaments.
Conjecture 5.6. Every 3-strong local tournament has two arc-disjoint hamiltonian cycles.
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