Introduction
The development of multi-echelon models giving the service performance of multi-level inventory networks is a well established research area. By encapsulating all major interactions occurring within a network, multi-echelon models not only allow its study, but also provide the means to evaluate the system parameters which ensure the desired performance. ClarkI and Nahmias 2 give reviews of early work, while only a few more recent examples are Rosenbaum 3 ,  Deuermeyer and Schwarz 4 , Jonsson and Silver 5 • 6 , van Donselaar and Wijngaard 7 , Svoronos and Zipkin 8 ,9, Schwarz 10 ,  van Donselaar ll , Axsater l2 , de Kok I3 and LagodimosI 4 ,15. As a result of this research, models for systems with several network forms and control disciplines are now available.
One issue that, to our knowledge, has hardly been studied is the behaviour of multi-echelon models under demand conditions differing from those originaUy assumed. This becomes particularly important since existing models invariably assume simple stationary demand processes (members of the Poisson family or normal) exhibiting no time correlations. Bearing in mind the complexity of real demand processes as well as the difficulty in exactly determining their form and parameters (see Wagner 16 ) , only if these models proved to be robust, one could suggest their general use. It is the robustness of two multi-echelon service models when faced with autocorrelated demand processes that we explore in this paper. We should note that, for single-echelon service models, a number of similar studies have appeared (see Ray17, The multi-echelon models we consider here were proposed by van Donselaar and Wijngaard 7 and Lagodimos 15 and represent the Q and i measures of service defined in Schneider 21 • The former gives the fraction of periods with no stockouts while the latter relates to the average system ba.ckorders. Both models assume independent identically distributed normal demands and were developed for two-echelon serial networks using echelon-based periodic review orderup-to-S policies at both echelons. The demand is imposed at the upper echelon stockpoint, which is supplied by the lower echelon, and all unsatisfied demand is backordered. In the event of material shortages at the lower echelon, an order placed by the upper echelon is split, to be satisfied entirely when material becomes available. There are no capacity constraints and lead times at both echelons are fixed. A detailed discussion of all operating assumptions is given elsewhere 7 ,15. We should note, however, that the backordering assumption (effectively) permits analytical tractability and has been used by all previously cited papers and most theoretical research in the area.
Despite their simplicity, the ordering policies assumed by the models are of considerable practical interest, since they correspond to those implemented by the well established base stock control (BSC) system (van Donselaar and Wijngaard 7 developed their model while studying a major consumer electronics manufacturer, operating under BSC). As it has been recently shown (see Lagodimos 22 and Axsater and Rosling 23 ), under certain conditions these policies are also identical to those implemented by material requirements planning (MRP) systems, using lot-for-Iot ordering at both echelons. Therefore, all the results in this paper also apply to BSC and MRP systems.
When the demand process is autocorrelated, the accuracy of the above models will inevita.bly deteriorate. The extent of this phenomenon, together with the factors which affect it, is one of the issues we will study. Another issue relates to the demand process specification.
It has been reported (see Ehrhardt et al. 24 ) that first order correlations between successive period demands are sometimes the only reliable correlation estimates that may be available in practice. It is therefore important, when exploring the robustness of multi-echelon models, to study processes with a different autocorrelation structure in order to determine its impact on the models behaviour.
The approach we use to study these issues is analytic. By a simple redefinition of their parameters, we show that both models can be extended to apply for any stationary autocorrelated normal demand process and present them in a form which allows us to compute the resulting service by using standard computer routines or available graphs. In order to study the effects of autocorrelation, the demand process needs to be entirely specified. For this purpose we consider two simple processes, a. moving average MA(l) and an autoregressive AR( l) process, having different autocorrelation characteristics: For both processes, we evaluate the induced correlations between the model parameters and report numerical results demonstrating the behaviour of a and ' Y under different parameter settings. Our analysis is concluded with a discussion of our findings and recommendations for further research.
General service models
We start by presenting models for a and ' Y which are valid for any stationary period demand process d = {d t , tEN}, where N is the set of natural numbers and d t "" N(IL, 0'2). We use the following notation to represent the network pa.ra.meters: 
where Y = Lf~OI dt-L-l+i and X = L~=o dt-l+i. For any stationary normal demand process, the random variables X and Y, being sums of normal variables, are normally distributed. Depending on the demand process, X and Yare genera.lly correlated, with correlation coefficient p. Obviously:
while Var(X), Var(Y) and p depend on the specifications of d.
Although (1) is sufficient to develop models for a a,nd "Y, it is convenient to use nondimensional ratios in our analysis (see Brown 25 and Lagodimos 22 ) . Define:
(2) -:-Var 1 / 2 (X)· Introducing these ratios a,nd the standardising transformations: in expression (1), after some algebra, we obtain: Other than the fact that ZI, Z2, II and 111 have been generalised and that x and yare now correlated, (3) is identical to the expression for It obtained by assuming uncorrelated period demands. As a result, the corresponding models for ex and "Y will also be identical, being (see Lagodimos I5 ): ex = Pr{ x < ZI and x +V y < Z2},
where:
Both models represent integrals over the space of the standardised bivariate normal variable (x, y; pl. Observe that, for independent period demands: Var 1 / 2 (y) = u..;L and p = 0,
so both models reduce to those in Lagodimos1 5 • It is the robustness of these models that we will explore.
Closed-form service expressions
In the form they have been presented, several numerical integrations are necessary in order to evaluate ex and "Y. In this section we outline how it is possible to obtain closed-form expressions which drastically reduce (or even eliminate) the need for numerical integrations. A result of more general interest is given in an appendix.
We start with 0'. From (4) 0' is a function of (x, y; p). Define a new variable:
It is straightforward to show that W"J N(O, 1) and that x and w form a standardised bivariate normal variable (x, W; (pV + 1)A-1 / 2 ). Substitution of wVA for x +Vy in (4) gives: (7) where~("'; () is the standardised bivariate normal probability function with correlation coefficient (. This may be found in mathematical handbooks (see, for example, Abramowitz and Stegun 26 ) and is also available in certain computer packages.
Consider now "Y. Introducing, as before, w from (6) in (4), we can rewrite "Y as:
{ Z2 -ZI AI:::; X > Zl and y < V }, and where y and w form a standardised bivariate normal variable (y, w;
Using the general result in the Appendix with the appropriate limits, we can directly obtain closed-form expressions for the two partial expectations above. We can also express the two probability expressions in terms of the standardised normal probability function. After some cumbersome algebra, we finally obtain:
where </>(.) and 4>(.) are the univariate standardised normal probability density and function respectively, A is defined in (6) and a is the service measure in (7) . We can easily show that, for p = 0, (8) reduces to the expression for "' ( derived in Lagodimos 15 for independent period demands.
The proposed closed-form expressions for a and, are general and apply for any normal demand process d. Therefore, provided that reliable estimates for the ratios Z}, Z2, V, M and the correlation coefficient p are available, (7) and (8) can be used irrespective ofthe exact specifications of d, which do not need to be known. Tables 1 and 2 give values of 0' and, for different scenarios. By considering the linear expression (1 -"'()M instead of " the variables involved were reduced. Moreover, by introducing the ratio p = Zl / Z2, we can also observe the impact of different safety stock allocation policies (using the definitions of ZI and Z2 we immediately see that
hence p represents the fraction of the total available safety stock allocated at the upper echelon). As it has been theoretically shown elsewhere (see Lagodimos and Anderson 27 ), for all serial systems 0' and "' ( are increasing function of p, irrespective of either the demand process characteristics or the available safety stock. We further discuss the results in Tables 1 and 2 in a later section.
In all cases, we evaluated the bivariate probability function using an exact procedure proposed by Owen 28 which, by appropriate transformations, reduces the problem to a one-dimensional numerical integration, which may be performed very accurately. Our results have been exhaustively tested using both Owen's tables and the Abramowitz and Stegun 26 graphs, and found very satisfactory.
Specific demand processes
In this section we focus on two stationary processes and propose exact expressions for Var(X), Var(Y) and p. The processes we consider are a moving average MA(1) and an autoregressive AR(1) process. An interesting feature ofthese processes is that they exhibit entirely different autocorrelation structures. This is one of the reasons (together with their simplicity) that these are often used for studying the impa.ct of demand autocorrelation on inventory models (see Fotopoulos et al. 18 and An et al. 20 ) .
In the following, we use the notation f = {ff, tEN} for a random noise process, consisting of a stream of independent random variables f( "" N(O, 0-;). We also use (Jk for the autocorrelation coefficient between any terms d t and dt+k of d. We start with some definitions which may be found in any sta.ndard textbook (see, for example, Kendall and Stuart 29 ).
When d is a stationary MA(1) process, d t is given by:
where each {t E (, a and b are constants, and IbI< 1. It can be shown that: b 1I·=a,
while 8k = 0 for k > 1; hence, only consecutive terms of MA(1) are correlated. For this reason it is said that :MA( 1) has a short memory. We can easily show that the maximum obtainable first order correlation coefficient for the MA(1) process is
When d is a stationary AR(1) process, d t is given by:
where each {t E {, a and b are constants, and Ib I< 1. It can be shown that:
Observe the long autocorrelation structure of AR(1), which spans an infinite number ofterms.
Also note that, for AR( 1), any 18 1 I < 1 can be obtained. Omitting the cumbersome and lengthy algebra required for its derivation, we now state the major result of this section (see Verrijdt and Lagodimos 3o for derivation details).
Proposition 1 Consider a stationary normal stochastic process d. Let X and Y be the consecutive sums of consecutive terms of d defined in (1) and let p be the correlation coefficient between X and Y. When d is !IfA (1) defined by (9) , then:
When d is AR(1) defined by (11) , then:
For any system parameters setting and for either demand process, this proposition can be used to evaluate the non-dimensional ratios in (2) and, subsequently, the resulting 0: and 7 service. Observe that, for b = 0, all expressions reduce to those in (5) , which correspond to the uncorrelated demand case.
In a previous study, An et 01. 20 proposed expressions for determining Var(X) or Var(Y), which are slightly different from those given in Proposition 1. We should stress that the latter have been exhaustively tested and found to perform as expected for all particular cases examined.
Analysis and discussion
We can now test the robustness of the two multi-echelon models under consideration. Having extended the original models, however, we are able to explore the service impact of demand autocorrelation in a more general context. This is, in fact, one of the major advantages in using a.nalytic models, instead of computer simulation, in exploratory studies.
Useful insight into the effects .of demand autocorrelation can be obtained from Tables 1   and 2 . Each line of the tables gives the corresponding service for systems with identical V, Z2 and p( = ZdZ2) ratios, but facing demand processes resulting in different p values. Recall that, for any given network, p only depends on the demand autocorrelation structure. In this context, these results highlight the impact of demand autocorrelation, effectively isolated from all other parameters which may influence service.
Provided that the available safety stock allocation allows the system to operate as a real two-echelon network (we further discuss this point later), both a and 1 depend on p. The nature of this dependence, however, is quite complex. Hence, although 1 always decreases with increasing p E [-0.8,0.8], the behaviour of a is contingent on the entire system setting.
In this context, a may either decrease with p or even obtain a minimum value for different parameter combinations.
Both tables reveal that, when the demand process is autocorrelated (p :F 0), errors in estimating the system performance may be incurred when using models which ignore autocorrelation (Le. assume that p = 0). For a given demand process, the extent of this phenomenon depends on the system design (through V), the available safety stock (through Z2) and its allocation between stock points (through p). In general, the original models become quite inadequate in situations where: the lower echelon demand variability over its lead time is much higher than that of the upper echelon (high V values)i there is not sufficient total safety stock (low Z2 values)i the lower echelon is relatively understocked (high p values).
It is also interesting to notice a few cases for which service appears quite indifferent to changes in p (for example V = 0.5, Z2 = 2.5 and p = 0.5 in both tables). These effectively demonstrate that, for certain parameter combinations, the two-echelon network may degenerate into a single-echelon network due to relative overstocking at the lower echelon. We can easily show that, when this happens:
and which are the corresponding single-echelon service models, and which only depend on the magnitude of Z}. Observe that, in general, a approaches its limiting value quicker than 1.
Our analysis, so fa,r, has ignored the demand autocorrelation characteristics. In order to explore them, we considered identical systems facing MA(1) and AR(1) demand processes.
In all cases, both processes were selected to have identical It, C1 and 8}. This was easily achieved by first determining the appropriate a, band C1( values (solving the corresponding algebraic system of three equations with three unknowns). Subsequently, using the results of Proposition 1 together with expressions (2), the ratios V, Z}, Z2 and M were evaluated and introduced in (7) and (8) to give a and 1. Tables 3 and 4 give numerical results showing the behaviour of a and 1 as functions of 8} for both MA(1) and AR(1) demand processes. Since 18}1 < 1/2 for MA(1), only such values are shown. All results correspond to It = 1000 and C1 = 300, values which ensure that Pr{d t < O} is sufficiently small (less than 0.0005). Aiming to encapsulate the effects of different system designs, we considered systems with different cumulative lead times (L +1) and different lead time allocations between stock points (q = 1/L + 1). In order to obtain some common terms of reference, for each system we evaluated the total safety stock so as to ensure a desired Q service for a single-echelon system with lead time equal to L + ,. The cumulative lead time, as well as the total safety stock used for each system, are shown in Ta,ble 5 . Tables 3 and 4 reveal that, for all system settings, both Q and '"Yare decreasing functions of°1• In general, under identical conditions, the service level for AR(l) is always higher than for MA(I). This ha.ppens for both measures, although 'Y appears more sensitive to changes in O}, particularly for 0 1 > O. More important, however, is to observe the difference between the service performance under ARCl) and MACl). Both tables indicate that, for not extreme autocorrelation values (Le. Ifh I < 0.3), the service difference between the two processes is not significant. Otherwise, the difference may increase considerably and this depends on the magnitude of the available safety stock, as well as the lead time and safety stock allocation between stock points. It appears that, in general, the difference increases with decreased amount of total safety stock in the system (low SSI +SS2)'
A final issue relates to the substantial errors that may result when models ignoring demand autocorrelation are used in conjunction with lead time demand variance estimates, not measured directly, but eva.Iuated from the variance of the demand process using expressions (5) .
In Tables 3 and 4 , all entries with 0 1 = 0 may effectively be interpreted as service estimates obtained in this manner (recall that all values in the tables correspond to demand processes with identical mean and variance). ' We can directly observe that such service estimates may deviate dramatically from the true system performance. This becomes particularly i:lDportant for processes which may exhibit high 18 1 1 va.Iues, such as the AR(I) process.
Numerical Example
An example will hopefully clarify some of the issues we discussed. Consider a two-echelon serial network with I = 2 and L = 8, having SSl = 1637 and SS2 = 0, and facing an N(1000,300 2 ) period demand. From Tables 3 and 4 (SS1 + SS2 = high, L + 1 = 10, P = 1, q = 0.2, fh = 0) we note that, if period demands were independent, the~Q = 0.95 and 'Y = 0.979. However, if successive period demands were correlated according to an AR(l) process with 0 1 = 0.9, then the service levels achieved by the system would differ considerably (to obtain the required demand process characteristics, the AR( 1) model coefficients are easily evaluated to be: a = 100, b = 0.9 and a( =130.8). From the same tables (55 1 +552 = high, L + I = 10, p = 1, q = 0.2,8 1 = 0.9) we see that, in this case, 0 = 0.722 and "y = 0.524.
Hence, in the presence of demand autocorrelation, the system exhibits considerably worse performance than the one estimated by models which entirely ignore autocorrelation. In this example, we observe a 456 % increase in stockout occasions, while the average system backorders rise from 21 to 476 units, an increase of 2167 % (!). Average backorders are directly evaluated from the expression: backorders = (1 -"Y lit (see Schneider 21 ) .
Improved service estimates may be obta.ined, even with models that assume independent demands, provided that accurate estimates of Var( X) and Var(Y) are available (either through the knowledge of the exact demand process specifications or through direct measurements).
To demonstrate this we consider the previous example and assume that the demand process is known exactly. For this AR(l) process, from Proposition 1 we obtain Var(X) =740173.79
and Var(Y) = 4455819.03 and using the definitions in (2), we can easily evaluate the relevant ratios to be: ZI = 1.903, Z2 = 1.903 and 1I = 2.454. Introducing these values in (7) and (8) with p = 0 (to obtain the models that assume uncorrelated demands in van Donselaar and \Vijngaard 7 and Lagodimos l5 ) we find 0' = 0.751 and "Y = 0.680. Direct comparison with the actual system performance given earlier (Q =0.722, "Y =0.524) shows that the estimated increase in stockout occurrences and average backorders is now 12 % and 49 % (from 320 to 476 units) respectively, a considerable improvement over the previous estimates.
Conclusions
In this paper we have tested the robustness of two different multi-echelon service models under conditions where the demand process is autocorrelated. For this purpose, we extended the original models to allow them to hold exactly for any autocorrelated demand process, and numerically explored the behaviour of the extended models for two simple demand process exhibiting different autocorrelation characteristics.
Our results demonstrate that, depending on the overall system setting, service models which ignore demand autocorrelation may provide 0 and "Y estimates which deviate substantially from their true values. This phenomenon becomes more significant for systems with comparatively high lower echelon lead time demand variance and not sufficient safety stock.
In cases, however, where such models are used in conjunction with lead time demand variance estimates obtained indirectly only from (estimates of) the demand process variance, the errors in estimating the resulting service may be dramatic.
Another issue relates to the effects of the demand autocorrelation characteristics. Our results demonstrate that, other than for moderate autocorrelation values, knowledge of the entire demand autocorrelation structure is essential. In this context, the knowledge of only the first order autocorrelation coefficient appears insufficient either to obtain accurate service estimates or to determine the safety stocks which will ensure a desired level of service.
Several related issues are open for further research. In this context, it may be worth exploring the behaviour of other service measures used in practice, such as the fill rate.
Although i is considered to be a good approximation for the fill rate (see, for example, Brown 25 ) , there are cases where the fill rate deviates considerably from i (see de Kok 13 ).
Using the methodology presented here, it would be straightforward to develop an exact model for the fill rate under autocorrelated demands and subsequently study its behaviour.
The analysis we have presented here has exclusively considered the simplest possible network configuration: two-echelon serial networks. This allowed us to concentrate on exact models demonstrating the pure effects of demand autocorrelation, avoiding additional complications and interactions, that arise in more complex networks. It is important, however, also to extend this analysis to other networks and particularly to networks with divergent form. This will allow a study of the impact of demand autocorrelation on the system design and the determination of its effects on the optimal allocation of safety stocks within these networks.
Appendix: Partial expectation integrals
In this appendix, we derive a closed-form expression for partial expectations of the form:
is the bivariate normal probability density of (x,y; T).
Introducing the notation: 
First consider It. After evaluation of the interna.l integral we obtain:
where ¢(x) = exp(-x 2 /2)/-Ifi is the standardised univariate normal probability density.
Straightforwa.rd integration and introduction of the original variables gives:
where ep(.) is the standardised univariate normal probability function.
We also need to evaluate 1 2 in (14) . Observe that 1 2 has exactly the same form as the original integral I except that it represents the partial expectation of y rather than x. So, since A(x, y) is symmetric with respect to x and y, by reversing the order of integration and using identical steps as before, we can write:
We can evaluate 1 21 using the same transformations we used to evaluate II. After some algebra:
Observe now that, by reversing the corresponding order of integration 1 22 becomes identical to Ij so, h2 = I. Therefore, using (14) and (17) a.nd solving the resulting algebraic equation, we obtain the following exact expression for I:
where hand 1 21 are given by (16) and (18) Table 3 : The behaviour of a for AR(l) and MA(I) as a function of 8 1 for systems with different lead times and safety stocks. olL+Z+l Table 5 : The total safety stock values used for different cumulative lead times and service requirements.
