Abstract. The problem of resolving genotypes into haplotypes, under the perfect phylogeny model, has been under intensive study recently. All studies so far handled missing data entries in a heuristic manner. We prove that the perfect phylogeny haplotype problem is NP-complete when some of the data entries are missing, even when the phylogeny is rooted. We define a biologically motivated probabilistic model for genotype generation and for the way missing data occur. Under this model, we provide an algorithm, which takes an expected polynomial time. In tests on simulated data, our algorithm quickly resolves the genotypes under high rates of missing entries.
Introduction
A current challenge in human genome research is to learn about DNA differences among individuals. This knowledge will hopefully lead to finding the genetic causes of complex and multi-factorial diseases. The distinct single-base sites along the DNA sequence, which show variability in their nucleic acids contents across the population, are called single nucleotide polymorphisms (SNPs) . Millions of SNPs have already been detected [19, 22] , out of an estimated total of 10 millions common SNPs [8] .
In diploid organisms (e.g. humans) there are two nearly identical copies of each chromosome. Most techniques for determining SNPs provide a pair of readings, one from each copy, but cannot distinguish from which of the two chromosomes each reading came [14] . The goal of phasing (or resolving) is to infer that missing information. The original conflated data from both chromosomes are called the genotype of the individual, and is represented by a set of two nucleotide readings for each site. The two separated sequences corresponding to the two chromosomes of an individual are called his/her haplotypes. If the two bases in a site are identical (resp. different), the site is called homozygote (resp., heterozygote). For recent reviews on biological and computational aspects of haplotype analysis see [11, 13] .
Resolving the genotypes is a central problem in haplotyping. It is believed that more accurate association studies can be performed once the genotypes are resolved [14, 4] . In the absence of additional information, each genotype can be resolved in 2 h−1 different ways, where h is the number of heterozygote sites in the genotype. To find the correct way, resolution is done simultaneously on all the available genotypes, and according to a model. A pioneering approach to haplotype resolution was Clark's parsimony-based algorithm [3] . A likelihood-based EM algorithm [6, 15] gave better results. Stephens et al. [21] and Niu et al. [16] proposed MCMC-based methods which gave promising results. All of those methods assumed that the genotype data correspond to a single block with no recombination events. Hence, for multi-block data the block structure must be determined separately.
Recently, a new combinatorial formulation of the phasing problem was suggested by Gusfield [10] . According to this model, phasing must be done so that the resulting haplotypes define a perfect phylogeny tree. This model is based on the biological assumption that there are regions along the chromosome, where recombination occurred infrequently, and on the infinite site model [10] . Gusfield showed how to solve the problem efficiently, and improved algorithms were subsequently developed by Bafna et al. [2] and Eskin et al. [5] . Eskin et al. [5] showed good resolving results with small error rates on real genotypes. They also reported that their algorithm was faster and more accurate in practical settings than previous methods as [21] .
In real genotype data (e.g., [17, 7, 4] ) some of the data entries are often missing, due to technical causes. Current phasing algorithms (which are based on perfect phylogeny) require complete genotypes. This situation raises the following algorithmic problem: Complete the missing entries in the genotypes and then resolve the data, such that the resulting haplotypes define a perfect phylogeny tree. We call this problem incomplete perfect phylogeny haplotype (IPPH). It was posed by Halldòrsson et al. [11] . In order to deal with such incomplete data, Eskin et al. [5] used a heuristic to complete the missing entries, and showed very good results. However, finding an algorithm for optimally handling missing data entries should allow more accurate resolution. In this paper we address the IPPH problem.
A special case of IPPH was studied in phylogeny by Pe'er et al. [18] . In the incomplete directed perfect phylogeny problem, the input is an n × m species-characters matrix, the characters are binary and directed, i.e., a species can only gain characters, and some of the characters are missing. The question is whether one can complete the missing states in a way admitting a perfect phylogeny. Pe'er et al. provided a near optimal O(nm) time algorithm for the problem. (We use O notation to suppress polylogarithmic factors in presenting complexity bounds 1 ). This problem is a special case of IPPH in which all the sites in all genotypes are homozygote, and the root is known.
The IPPH problem can be stated in two variants: rooted (or directed) and unrooted (or general). In the rooted version, the root haplotype is given as part of the input. The unrooted version is a more direct formulation of the practice in biology, since in phasing, the root of the haplotypes is not given. However, we argue that the more restricted rooted version is of practical importance: Though theoretically finding the root might take an exponential time, in practice it can often be found efficiently by finding one genotype which is complete and homozygote in all sites. Once such haplotype is found, it can be used as a root for the construction of perfect phylogeny tree. This haplotype need not be the real evolutionary root of the tree. This procedure is correct, since each one of the haplotypes can be used as a root in the perfect phylogeny tree, as was shown by Gusfield [9] . As we shall demonstrate in Section 5, on simulated and real biological data, virtually always at least one such genotype exists. If there is no such genotype, one can seek a genotype with few undetermined sites and enumerate the values in these sites. In the rare cases that this too is not feasible, one can physically separate the two chromosomes of a single individual and sequence one haplotype, as was done in [17] . This procedure is considerably more expensive than standard genotyping techniques, but it will be performed only for one individual, so the price is small. Thus, both variants of IPPH are biologically important.
In this paper, we show that both the rooted and the unrooted versions of the problem are NP-complete. The hardness of unrooted IPPH also follows immediately from the hardness of determining the compatibility of unrooted partial binary characters (incomplete haplotype matrix) [20] . This was observed first by R. Sharan (private communication). However, this result does not imply the hardness of rooted version. In fact, our proof for rooted IPPH is quite involved.
To cope with the theoretical hardness of IPPH, we invoke a probabilistic approach. We define a stochastic model for generating the haplotypes and for the way missing entries occur in them. The model assumptions are mild and seem to apply to biological data. In addition, we assume that the number of sites m grows much more slowly than the number of genotypes n. Specifically, we assume that m = o(n .25 ). As m is bounded by the block size which in practice is not more than a modest constant , this condition also holds in practice. We design an algorithm which always finds the correct solution, and under the assumptions above takes an expected time of O(m 2 n).
To test our algorithm, we applied it to simulated data under biologically realistic values of the parameters, and calculated an upper bound Γ on the main factor in the running time. Γ may be exponential, but under the model assumptions was shown to have an expected polynomial time. Γ m gives a bound on the number of times the polynomial algorithm of [18] would be invoked to complete the calculation. On data with 200 genotypes and 30 sites, we show that on average Γ < 4000 even when only two haplotypes are present and the rate of missing entries is 50%. For a more realistic case of five haplotypes and 20% missing entries, E[Γ ] < 100. Hence, the algorithm requires modest time even far beyond the range of its provable performance.
The paper is organized as follows: Section 2 presents definitions and preliminaries. Section 3 shows the hardness result. Section 4 presents the algorithm and the probabilistic analysis. Section 5 summarizes our experimental results. Due to lack of space most of the proofs are deferred to an appendix.
Preliminaries
In this section we provide basic defnitions, lemmas and observations that are needed for our analysis.
Given n genotypes, the haplotype inference problem is to find n pairs of haplotypes vectors that could have generated the genotypes vectors. Formally, the input can be presented by an n × m genotype matrix M , with M [i, j] ∈ {0, 1, 2}. An equivalent definition appeared in [2] , with the difference that here, we replace edges with multiple labels by paths with a single label per edge.
From the above definition, the vertices of perfect phylogeny forest correspond to M 's columns, and reflect the order of mutations in the phylogeny tree. Clearly, each perfect phylogeny tree can be converted into perfect phylogeny forest and vice versa. Thus, M admits a perfect phylogeny tree iff M admits a perfect phylogeny forest. For a column j ∈ {1, 2, . . . , m} of M , we denote by u j its corresponding vertex in the perfect phylogeny forest.
For a perfect phylogeny forest F , we say that two vertices are in parenthood relation if one is an ancestor of the other. Otherwise, we say that they are in brotherhood relation. Note that brothers can either be in different connected components, or be in the same component and have the root on the path connecting them.
The following special case of IPPH will be a main subject of our investigation.
Problem 2. Incomplete Perfect Phylogeny Haplotype, rooted version (IPPH-ROOTED)
Given an incomplete genotype matrix M and a haplotype r, can one complete M , such that there exists an expansion M of M , which admits an perfect phylogeny, with r as a root?
In this problem, w.l.o.g., we assume that the root haplotype is r 0 = (0, . . . , 0) (cf. [9] ). The following lemma explains the connection between F and M , assuming that the root is r 0 .
Lemma 1. ([2]
, [5] ) Let M be a haplotype matrix 2n × m, then F = (V F , E F ) is its perfect phylogeny forest with the root haplotype r 0 iff for all u a , u b ∈ V F and for all i ∈ {1, ..., 2n}:
In the rest of this section, we provide our own definitions, building on those introduced above, and prove several lemmas which will be needed for our analysis.
Definition 4. Constrained Mixed Graph
A constrained mixed graph is a triplet G c = (V, E, X), where G = (V, E) is a graph and X = {X 1 , X 2 , ..., X p }, where for each i: 
Problem 3. Constrained Mixed Graph Spanning (CMGS) problem The input to CMGS problem is a constrained mixed graph G. The output is a constrained mixed completion graph of G, if such exists.
An example of CMGS problem is presented in Figure 2 . The decision version of CMGS problem is to decide whether there exists a constrained mixed completion graph G for G. An important quality of the constrained mixed completion graph, is that it can be viewed as a directed spanning forest F , with additional edges between nodes, according to the relation of those nodes in the forest: a dashed undirected edge for a brotherhood relation, or a directed edge for a parenthood relation.
The following notations are adopted from Eskin et al. [5] : c(M, x) is defined as the set of rows of M containing the value x at column c. Let c, c be columns and x, y be elements of {0, 1}. The pair c, c induces ( 
Definition 7. Preliminary Label Completion
A preliminary label completion of G c (M ) is assigning a label to the unlabelled pairs of vertices, according to the following algorithm: while possible, iteratively find three vertices:
Define U Gc to be the set:
the set of pairs of vertices with an unknown label, after preliminary label completion was performed.

Definition 8. Secondary Label Completion
A label completion of a constrained of G c (M ) is assigning to all (u a , u b ) ∈ U Gc a label {0, 1}, such that for each XOR relation X i , for every three vertices:
After secondary label completion, we can perform label resolution of the incomplete genotype matrix, which is defined to be: The algorithm described in definition 7, was suggested by [2] as part of their algorithm for complete genotype matrix phasing. Interestingly, they proved that once preliminary label completion is performed, for any possible (legal) secondary label completion of U Gc , a label resolution of the genotype matrix results in a haplotype matrix, which admits a perfect phylogeny. This is true for a complete genotype matrix (with no missing entries), but not for the incomplete case: Not every secondary label completion followed by its corresponding label resolution of the incomplete genotype matrix, results with an incomplete haplotype matrix, that can be completed to a complete haplotype matrix, which admits a perfect phylogeny. The following lemma, which is proven in the Appendix in Subsection 7.4, describes a weaker connection between secondary label completion and the solution of IPPH. 
The Hardness Result
In this section we show that IPPH and IPPH-rooted are NP-complete. Trivially, both versions belong to NP. To prove NP-hardness, we will show the following polynomial reductions: 3-SAT ∝ CMGS ∝ IPPH-ROOTED ∝ IPPH, which implies that both the rooted and unrooted versions are NP-complete.
The reduction IPPH-ROOTED ∝ IPPH is as follows: Given an instance (M, r) of IPPH-ROOTED, we simply add the genotype row r to M . The resulting matrix M * is the input to IPPH. In a solution to the latter, there will be a leaf labelled with r, and thus it solves the former problem. Conversely, if M has a solution with root r then it is also a solution for M * . The exact same idea was used by Bafna et al. [2] , only that here, it is applied to an inomplete genotype matrix.
The following two theorems, which are both proven in the Appendix in Subsections 7.2 and 7.3, imply the hardness of IPPH:
An Algorithmic Solution for IPPH
In spite the results of Section 3, we provide an algorithmic approach to IPPH. We restrict the problem, by applying some biological insights, in which the data is assumed to be generated by a stochastic model. We provide an algorithm that takes an expected polynomial time for both the rooted and the unrooted versions of IPPH.
Pe'er et al. [18] et al. suggested a polynomial time algorithm of O(mn) time for solving the rooted version of perfect phylogeny with missing data. Let the input incomplete haplotype matrix be M , with M[i, j] ∈ {0, 1, ?}, and the root be r. We denote by IDP ( M,r), the completion matrix M , i.e. after performing this algorithm on M. We also use IDP ( M) to denote IDP ( M,r 0 ). We use h(·, ·) to denote the hamming distance between two binary vectors. The following notation is used in the description of the algorithm: Σ 0 (M [ * , j]) and Σ 1 (M [ * , j]) are the numbers of 0s and 1s in the j th column, respectively.
Consider that the root is known (r 0 ). Given an instance of an incomplete matrix M, we build a constrained mixed graph, as described in Section 2. We then perform preliminary label completion (definition 7). According to Lemma 2, if M can be completed, so that there exists an expansion M of M , which admits a perfect phylogeny, then there exists some secondary label completion of U Gc , where a label resolution of the incomplete genotype matrix M gives an incomplete haplotype matrix, that can be completed to M . Thus, the computational challenge, is to find such secondary label completion. Suppose, we were able to guess the correct secondary label completion by an oracle. In that case, let M be the resulted incomplete haplotype matrix, by performing label resolution (definition 9) accordingly. A completion of M can be done in polynomial time by IDP( M ). Hence, the bottleneck step is finding a secondary label completion.
Due to the hardness result in Section 3, a polynomial time oracle for finding the correct secondary label completion does not exist, unless P=NP. However, when assuming additional properties of the genotype data, this can be performed by a polynomial expected time algorithm. We now describe those assumptions, and for each, we describe its biological motivation:
1. Each entry value in the original genotype matrix is replaced by '?' with probability p, independently of the other values. This assumption makes sense as missing data entry are caused by technical problems in the biological experiment. The same value p may be used for all entries. One may claim, that there are situations such that in each allele (SNP) there is a different probability for a missing entry, due to distinct difficulties in sequencing along different regions in the human genome. In that case, we denote by p i the probability for a missing entry in the i th allele and determine p to be: p ≡ max i { p i }. 2. We can assume that each haplotype h i , which is a node in a perfect phylogeny tree, is chosen to be in a genotype with probability of α i , independently. This assumption is also made as part of the Hardy-Weinberg equilibrium model [12] . An additional assumption is that those probabilities do not depend on n or m. The logic behind the last assumption is that probabilities of the haplotypes in the population do not depend on the number of sampled genotypes (n) nor on the size of a block (m). 3. Assume that the number of columns (m) and the number of rows (n) maintain a rule, that states that when n becomes larger, m is not considerably increased. Specifically, we use m = o(n .25 ). The last assumption applies in all biological constellations: In future experiments, the number of genotypes is expected to be larger, while m is not expected to grow substantially, since m is the size of a region in the chromosome where the number of recombination events in the sampled population is small. A constant value of m is thus also plausible, but for our analysis, a much weaker assumption than that is required.
Prob-IPPH(M ):
1.
Let Gc(M ) = (V, E, X) be the constrained mixed graph of M .
2.
Perform preliminary label completion of Gc(M).
3.
Let r be a vector such that
is compatible then output IDP ( f M ) and halt. 5.
Output: "no solution". The above algorithm was designed to solve IPPH under the assumptions above. Informally, algorithm Prob-IPPH(M ) ignores the missing data entries in order to decide the relation between each two columns in the matrix. As we shall prove, if unable to conclude deterministically from the matrix, with high probability, a correct relation is obtained just by guessing. The following theorem is proven in Subsection 7.5 in the Appendix. 
Experimental Results
In order to assess our algorithm, we applied it on simulated data. The simulations used parameters which were adopted from several large scale biological studies [4, 17, 7] . By Theorem 3 the algorithm always outputs a correct solution. Although we proved that under our model assumptions the expected running time is O(m 2 n), we wanted to estimate the actual running time, under realistic biological parameters and beyond the range of the model assumptions. Specifically, we wanted to calculate the expected number of different phylogenic tree solutions for a given data set. The proof of Theorem 3 implies that Γ = 2 |UG c | is an upper bound on the number of different phylogeny solutions, and the dominant factor in the complexity of the algorithm.
In each different experiment, we randomly generated N = 10 5 perfect phylogeny trees. We used the following procedure to generate a perfect phylogeny tree of haplotypes: We start with a binary root vector with m = 30 sites. Initially, no site is marked. In each step, we randomly pick a tree node and an unmarked site, add a new child haplotype to that node in which only the state of that site is changed, and mark the site.
For each tree, we randomly chose k haplotypes for reconstructing the genotypes, where k = 2, 3, . . . , 9. We assigned probabilities, denoted by α 1 , α 2 , . . . , α k , to the k chosen haplotypes, such that k i=1 α i = 1 and ∀i : α i ≥ 0.05. For each tree, different probabilities were assigned. Next, we generated 200 genotypes according to the chosen haplotypes and their assigned probabilities. Introducing missing data entries to the genotypes was performed as follows: Each site in the genotypes data was flipped into a missing entry independently with probability p. Recalling that in real data p ≈ 0.1, we checked a wider range: p = 0, 0.05, . . . , 0.5. Thus, for each sampled tree T j : j = 1, 2, . . . , N , we sampled one incomplete genotype matrix M j of size 200 × 30. We performed our algorithm on each M j . We denote U Gc(Mj ) by U j . We stopped when i = 0 to calculate 2 |Uj | , after performing steps 1-3 of the algorithm. As was shown in Section 4, if the secondary label completion is known, it is possible in O(m 2 n) time to output the solution to IPPH. Hence, completion of the algorithm, for each M j , should take less than , which its expectation is approximated by:
. The results are presented in Figure 6 in the Appendix (Subsection 7.6). Generally, E[Γ ] is below 3500. When the missing data rate is below 20%, E[Γ ] is bounded to be smaller than 100. Another observation, is that the larger the number of chosen haplotypes from the phylogeny tree, the smaller the value of E[Γ ]. Notably, in all cases we assessed a correct root: either by finding at least one haplotype, which is homozygote with no missing entries in all sites, or by using the majority rule described in the algorithm.
For demonstrating that in real biological data, the root can practically be found in a linear time, we chose the genotype data of Daly et al. [4] . This data set consists of 103 SNPs and 129 genotypes. We checked all possible 103 2 blocks. In all the blocks, which their size was smaller than 65 SNPs, there could always be found at least one genotype, which is homozygote in all alleles, without any missing entry. This genotype, can be resolved in only one possible way, and hence, this known haplotype can be used as a root. Since the size of a block is almost always smaller than 30, this naive simple method can be used for finding a root in biological data.
Concluding Remarks
We investigated the incomplete perfect phylogeny haplotype problem: phasing of genotypes into haplotypes, under the perfect phylogeny model, where some of the data are missing. We proved that the problem, both in its rooted and unrooted version is NPcomplete. We also provided a practical expected polynomial-time algorithm for a biologically motivated restriction of the problem. We applied our algorithm on simulated data, and concluded that the running time and the number of distinct phylogeny solutions are relatively small, under common biological conditions and parameters, even when the missing data rate is 50%. A more accurate treatment for phasing of genotypes with missing entries can now be obtained. In addition, due to the small number of phylogenic solutions resulted in simulations, incorporation of other statistical and combinatorial models with our algorithm is feasible. 
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Figures of Graphs
Proof of Theorem 1
Proof. Given an instance of constrained mixed graph G c = (V, E, X), for CMGS problem, we build a matrix M , which together with r : ∀i, r[i] = 0, serve as input for IPPH-ROOTED. M is built to be in the size of (2|E|+p)×|V |. For each e ∈ E there are two rows correspondingly, and their indices are denoted by N 0 e and N 1 e , respectively. For each X i ∈ {X i } 1≤i≤p there is one row correspondingly, and its index is denoted by N Xi . For a column i ∈ {1, 2, ..., |V |}, we denote its corresponding vertex in G c by u i .
The construction of M is as follows: 
For each {X
(⇒) Suppose that IPPH-ROOTED(M ,r) = TRUE, i.e. M has an expansion to M , such that M admits a perfect phylogeny tree, with r 0 as a root. Thus, M has a directed perfect phylogeny forest F = (V F , E F ). Let F = (V F , E F ) be complete graph, where for each u, v ∈ V F , we add a directed edge from u to v if u is an ancestor of v in F , We claim that F is the constrained mixed completion graph of G c . This is proven by checking that all three properties of F as a constrained mixed completion graph of graph G c exist. Property 2 exists since by the construction of F from F , F is a rooted spanning forest of F as required. In order to prove property 3 we use Lemma 2 in [2] : the rows {M [N Xi , * ]} 1≤i≤p forces that for each of the XOR relations, for every three vertices: u, v) in graph G c . Since, by the assumption, M has an expansion to M , such that M admits a perfect phylogeny forest F , then for each u, v ∈ F , the edge e : (u, v) ∈ E F must be determined according to e : (u, v) ∈ E in G c : if e is an undirected edge then e must be a directed edge, if e is a dashed undirected edge then e must be a dashed undirected edge, if e is a directed edge from u to v then e must be a a directed edge from u to v, and if e is a dashed directed edge from u to v then e must be a dashed undirected edge or a directed edge from u to v. This concludes the existence of property 3. Thus, F is the constrained mixed completion graph of G, and CMGS(G) = TRUE.
(⇐)
Suppose that CMGS (G C ) = TRUE, i.e. there exists a constrained mixed completion graph G for G c . According to the second property of G , there exists a directed forest F = (E F , V ), which spans on V . Due to the third property of constrained mixed completion graph, the completion of edges in G c , does not violet the XOR relations. We create an expansion of M into M as follows: Resolve the '2' of the genotypes in those rows, according to G : for 2 vertices
) unequally, and if there is an directed edge between u a , u b ∈ V , then resolve the submatrix equally. Since those edges are completed in G according to XOR relations (see definition 6, property 3), then each of the 2s in these rows can be resolved accordingly.
We denote the remaining matrix by M *
. Note that M * [i, j] ∈ {0, 1, ?}. We call the {0, 1} components "constants", and the '?' components "variables". We denote the set of column's indices of constants in row i by C i , and the set of column's indices of variables in this row by V i . Complete the variables components in the matrix M * to create matrix M * * according to:
(which is an expansion of M ) admits a perfect phylogeny forest. Moreover, this forest is F . This will be proven by showing that each two columns in M * * do not contradict F , and thus, according to Lemma 
Proof of Theorem 2
Proof. For a 3-SAT instance, we build a CMGS graph G c . Denote the variables by {Y i } 1≤i≤t and the clauses by {C j } 1≤j≤s .
First we define four graph structures (figures of those structure are presented in the Appendix, in Subsection 7.1): ) are undirected dashed edges. In this case, there is only one directed edge, which connects Con 1 and Con 2 , so directed trees T 1 and T 2 can be built on Con 1 and Con 2 respectively, and then T 1 and T 2 can be united to a spanning directed tree on Con 1 ∪ Con 2 .
It follows that the graph can be divided into h parenthood connectivity components {R i } 1≤i≤h , where a directed spanning tree T i can be built in each of this components, under the constrains of G c . Since each of the trees is in different parenthood connectivity component, then h i=1 T i is a directed forest spanning on G c vertices. The constrained mixed completion graph can now be accomplished simply by completing the rest of the missing edges, in each parenthood connectivity component according to its spanning tree, and between the components, by undirected dashed edges. It follows that
Suppose that 3-SAT({C j } 1≤j≤s ) = FALSE. Then for each for {Y i } 1≤i≤t , at least in one of the clauses, all variables are assigned to be FALSE. This implies that in any completion of G c , there will be always one clause base graph Cl j , such that all the 3 edges: (c 
Proof of Lemma 2
Proof. Suppose an incomplete genotype matrix M can be completed, so that there exists an expansion M of M , which admits a perfect phylogeny. Let C be the set columns of M . After completing the missing data in M , and since M admits a perfect phylogeny, each two columns have to be resolved according to some label function f L of the pairs of the vertices of G c (M ), i.e. ∀i, j ∈ C : f L (u i , u j ) ∈ {0, 1}. This complete label function can not contradict the XOR relations of G c (M ) (for proof, see [2] ). Next, preliminary label completion of G c (M ), for the known pairs, must give the exact label as f L , as there is only one possible preliminary label completion. Then, we can chose the following secondary label completion:
which obviously gives an equivalent label function to f L . Thus, using this secondary label completion of M , a label resolution of the incomplete genotype matrix M gives an incomplete haplotype matrix, that can be completed to M .
Proof of Theorem 3
Proof. Correctness: According to lemma 2, it is enough to find one correct secondary label completion of U Gc , if the root is known. There are 2 m possibilities for the root, and 2 |UG c | ≤ 2 ( m 2 ) possibilities for secondary label completion of U Gc . The starting point is when i = 0: The algorithm sets U Gc to an arbitrary labelling: (u a , u b ) ∈ U Gc : L(u a , u b ) = 1, and the root according to the majority rule in each column (see [9] ), while ignoring '?'. In step 4, for each i, the algorithm checks all possible roots and secondary label completions, while permitting only i changes from the starting point. Thus, eventually, the algorithm enumerates all possible roots and secondary label completions, and hence always results with a correct solution, if such exists. Complexity: Steps 1-3 can all be done in O(m 2 n) time. The main time consuming step of the algorithm is step 4. The algorithm can stop for any 0 ≤ i ≤ m M i,j denotes those submatrices. For each pair of columns denote by I i,j , E i,j the events that that the pair of columns i, j is an informative or an enigmatic pair in the submatrix M i,j , correspondingly. Since M i,j ⊂ M and ∀i 1 < j 1 , i 2 < j 2 : M i1,j1 ∩ M i2,j2 = ∅, we conclude:
Note, that the events {I i,j |E i,j } i<j are independent (because they are induced on disjoint submatrices). We have at most m 2 unknown pairs of vertices in U Gc , so there are at most m 2 possibilities for a mistaken decision in determining the label of an edge. If the relation between two columns can not be concluded, then the algorithm start with a guess of a brotherhood relation. Thus, an error might occur when i = 0, only if a pair is an informative pair. Let n = ω(m 2 ) denotes the number of rows in submatrix M i,j . We replace n with cm 2 , where c is a constant. There exists m 0 , such that ∀m ≥ m 0 the probability that the algorithm finds the correct solution when i=0, and when the root is known to be r, is: 
We now calculate the probability for an error in deciding the root, when i = 0. Denote by r, the root calculated by the algorithm when i = 0. Let P 0 i , P 
where y = max{e −b , u}. Since 0 < e −b < 1 and 0 < u < 1, it follows that 0 < y < 1, which together with inequality (5) 
where the last inequality follows from assumption 3: m = o(n .25 ), by substituting √ n = cm
2
, where c is a constant.
We compute the limit of the dominating factor in inequality (6), using L'Hospital's rule: Note that 0 < y < 1, and since m = o(n .25 ) we can choose c large enough, such that the above limit equals 0, and thus:
Observe, that in addition to proving that the expected running time is polynomial, we also showed that the running time is polynomial with high probability. 
