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1INTRODUCTION
In this work the characteristics of rare earth ion doped crystals are
investigated by use of combined magneto-optical techniques. Precise
Hamiltonian parameters are determined and used to study and improve
processes, which are important for the storage of quantum information
carried by optical photons into a solid material.
The narrow optical transitions of rare earth ions doped into dielectric
crystals have fascinated researchers since the very early days of high
resolution spectroscopy [153]. Their optical line widths can be as narrow
as 50 Hz [146], which is about eight orders of magnitude smaller
than typical electronic transitions in solids [37, 99, 146]. Typical rare
earth ions in crystals have inhomogeneous optical line widths of about
10 GHz, which consist of very narrow ≈ 1 kHz frequency-shifted
homogeneous optical lines, represented by single absorbing ions in the
same spatial area [100]. Therefore, the medium can absorb at various
optical frequencies at the same time. The narrow optical line width of
the single frequency channels incorporates long coherence lifetimes.
Together, high frequency bandwidth and long optical lifetime, allow
storage of optical input data with very high bandwidths and storage
times [84]. The storage times can even be extended, since the optical
transitions are connected to long lived nuclear spin states [119]. In
rare earth ion systems high bandwidth, multi-mode optical inputs
can be transferred by fast coherent optical control pulses into long
lived nuclear spin population gratings of the electronic ground state
[84, 10, 90]. These properties offer an enormous potential for high
density and high time-bandwidth product optical storage, but also can
be used for state of the art real-time broadband spectral analysis [115]
and high time-bandwidth signal processing [64].
With the upcoming of quantum information science [120], rare earth
ions were soon identified as promising candidates for implementations
[98, 73]. The optical transitions allow application of control-operations
at timescales of ￿ 100 ns and already offer decoherence times of the
order of 1 ms. Mapping the quantum information by fast optical pulses
into coherences between nuclear spin levels can utilise the nuclear
lifetimes. Using well established radio frequency pulse based nuclear
magnetic resonance decoupling techniques, the nuclear spin coherence
lifetimes may become as long as tens of seconds [43]. This holds the
potential to apply many control operations, before the information in
the “qubits” are lost due to decoherence. On the track of quantum
computing with rare earth ions milestones, including arbitrary single
qubit rotations [132] and two-qubit conditional phase gates [94], have
been demonstrated. In parallel the research has grown in the direction
of quantum memories based on rare earth ions.
Beside the storage of the pulse energies quantum memories also re-
quire to accurately store the relative phases of the input photons, while
keeping the “quantum” nature of the input state [148]. For example,
a gain of the medium by stimulated emission violates the no-cloning
theorem and would degrade the memory fidelity [133]. An “original”
quantum memory has important applications, i.e. it represents a de-
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terministic single photon source and is a key component for quantum
repeaters [148]. Through the use of quantum repeaters [25] the max-
imum distance for secure quantum cryptographic communication in
optical fibre networks could be extended. The underling quantum key
distribution is already commercially available, but due to the lack of
quantum repeaters and memories, is currently limited to distances of
below ≈ 100− 250 km.††See e.g.
www.idquantique.com,
www.magiqtech.com.
In the last couple of years a few original quantum memory schemes
have been proposed [117, 69, 4, 32] and experimental prototypes have
been demonstrated. A lot of attention was focused on the quantum
fidelity [30, 138], the multimode capability [151, 22] and the storage and
retrieval efficiency [66] of the optical absorption process. The storage
in the nuclear spin degrees of freedom and the later retrieval into an
optical output have been demonstrated in principle [5]. Nevertheless,
none of the more recent photon echo based quantum memory schemes
have used the full potential of long nuclear spin storage by refocusing
the nuclear spin dephasing with radio frequency pulses.
This may be attributed to a very early demonstration of coherence
lifetimes of more than 30 s [46] and “stopped light” for impressive
storage times greater than 1 s [95] in the nuclear spin states of the rare
earth compound Pr3+: Y2SiO5. The stopped light demonstration was
carried out using electromagnetically induced transparency [63], which
only allows storage of low bandwidth light pulses compared to the
photon echo based techniques [134, 32]. Pr3+ : Y2SiO5 is known to be
a “low-noise” sample with very long natural coherence lifetimes [38].
Up to now it represents the only compound for which the so-called
zero first order Zeeman technique, which is essential for the observed
long coherence lifetimes, was demonstrated [44].
One of the main points of the work presented in this thesis is the
first test of the applicability of the zero first order Zeeman technique in
an other sample, the “high-noise” sample: Pr3+: La2(WO4)3. Limiting
the active research to low-noise samples sometimes comes at other
costs. For instance in the high-noise compound Pr3+: La2(WO4)3 the
inhomogeneous line broadening is much lower compared to Pr3+:
Y2SiO5 with the same level of Pr doping [54]. A high doping level
incorporates high optical absorption density, which is required by
all photon echo based quantum memory schemes in order to reach
high memory efficiencies [148] and thus makes Pr3+: La2(WO4)3 an
interesting new compound. Promising results for the zero first order
Zeeman experiments in Pr3+: La2(WO4)3 demonstrate the potential
of this compound. Motivated by this, an experimental investigation of
the enhancement of the optical to nuclear spin storage times by radio
frequency pulsed decoupling techniques, within the framework of high
bandwidth photon echo storage schemes is also presented in this study.
All these experiments require a high level of control and accuracy,
i.e. for the radio frequency pulses, the optical control fields and the
static magnetic fields used for the zero first order Zeeman technique.
Detailed knowledge of the rare earth ion Hamiltonian parameters is
a prerequisite to apply the controls in exactly the right way. In this
work a precise hyperfine Hamiltonian characterisation for three rare
earth compounds is presented. The technique uses Raman heterodyne
spectra collected for > 200 static magnetic fields for each sample. For
Pr3+: La2(WO4)3 this represents the first full hyperfine characterisation.
A previous characterisation of Pr3+ : Y2SiO5 [93] is refined to higher
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precision and the new characterisation further resolves a controversy
in the literature [122] for this very widely-used compound. For Pr3+:
YAlO3 the characterisation results in Hamiltonian parameters of higher
accuracy than previously published. This is especially the case for the
excited state, since Pr3+: YAlO3 is analysed the first time with a more
general Hamiltonian model, abandoning an approximation used in the
literature.
1.1 outline
Part I introduces a variety of techniques that are required for the control
of the optical transition and at the same time the nuclear spin trans-
itions under the aspects discussed above. The relevant spectroscopic
properties of trivalent rare earth ions and the connection between the
nuclear spin and the electronic degrees of freedom, forming the hy-
perfine Hamiltonian, are discussed in chapter 2. In chapter 3 a short
description of the basic experimental methods is presented.
Part II of the thesis describes the experimental apparatus. Chapter 4
explains the optical setup, with an emphasis on the improvements
achieved for the laser phase stability and the recently set up calibration
system for accurate arbitrary optical pulse generation. Both systems are
a crucial prerequisite for optical to nuclear spin storage experiments.
The radio frequency control for the various nuclear spin transition
frequencies involved, and the signal demodulation for optically detec-
ted Raman heterodyne nuclear magnetic resonance experiments are
described in chapter 5. Chapter 6 presents the magnet systems, which
have been used and developed during this thesis as well as the cryo-
genic system for cooling the samples to liquid helium temperature.
Part III is dedicated to the experiments investigating rare earth ionic
crystals. The characterisation of all three compounds are presented in
chapter 7. This includes a description of the scheme collecting about
200 Raman heterodyne spectra in precisely controlled magnetic fields.
Furthermore the procedure for fitting the theoretical Hamiltonian para-
meters to the spectra, which is based on simulated annealing for robust
convergence to the global minimum solution, is presented in detail.
Chapter 8 presents the first successful experimental demonstration of
the zero first order Zeeman technique by an independent research group
and in an other compound, using Pr3+: La2(WO4)3. The coherence
times and mechanism for the ground state of Pr3+ :La2(WO4)3 are
discussed for different magnetic fields as well as for single and multiple
radio frequency pulse rephasing and decoupling techniques. The same
decoupling techniques are further applied to photon echo based optical
to nuclear spin storage schemes, which makes this the first study of
their performance in a high bandwidth quantum memory test bed.

Part I
GENERAL BACKGROUND

2THE RARE EARTHS
All experiments within this work use the electronic and nuclear trans-
itions of the rare earth ion praseodymium.
141Pr, which has a nuclear spin of I = 5/2, has the atomic number
Z = 59 and therefore belongs to the lanthanides (Z = 57− 71). This
class of elements has completely filled 5s and 5p orbitals, whereas the
4f shell is filled with increasing atomic number. A characteristic is that
the radial extent of the filled 5s and 5p electrons is larger than that of
the 4f electrons (see figure 1). This shields the 4f electrons from the
environment and leads to very narrow optical line widths for inner
4f-4f transitions [47], which are excited by the optical fields in this work.
Figure 1: Typical radial charge density plot for the 4f, 5s, 5p and 6s electrons of
rare earth ions (here Gd+). The figure was taken from Ref. [47].
In its compounds praseodymium appears as triple ionised Pr3+,
which has a [Xe]4f2 electron configuration. In the used samples praseo-
dymium substitutes the atomic positions of other triply ionised lan-
thanoids in the matrix of optically transparent single crystal com-
pounds. In particular this crystal host materials are YAlO3, Y2SiO5
and La2 (WO4)3, with yttrium and lanthanum being substituted by
praseodymium. The crystals are grown out of a melt of the host crystal
compounds, to which a small amount of praseodymium is added. Typ-
ical doping levels are 0.1% at. of praseodymium. In the following the
rare earth ionic crystal (REIC) compounds Pr3+: YAlO3, Pr3+: Y2SiO5
and Pr3+: La2(WO4)3 will be named by the short-forms PrYAP, PrYSO
and PrLaWO respectively. The wavelength of the optical Pr3+ inner 4f2
transition changes by less than 1% between these compounds, which
is attributed to the shielding of the 4f electrons. The low doping levels
lead to very low Pr ion-ion couplings and the trapping in the crystal
matrix removes Doppler broadening, which together lead to very nar-
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row optical lines. The crystals are of high optical quality, mechanically
and chemically stable, which simplifies their handling.
The host material subjects the Pr3+ ions to its local crystal field. Ions
in different substitution sites of the crystal unit cell often are exposed
to different local crystal fields, which may give rise to different signals
of these Pr-sites. The effect of the crystal field on the electronic level
structure is discussed in the following section.
2.1 hamiltonian
Within this work a simple approximation for the rare earth Hamiltonian
[11] is sufficient:
H0 = [HFI +HCF] +
￿
HHF +HQ +HZ +Hz
￿
. (2.1)
The first two terms describe the free ion, including the spin-orbit coup-
ling, and the crystal field Hamiltonian. Although the explicit form of
HFI and HCF is not important for this work, they represent the domin-
ant part of H0. They determine the optical transition wavelength and
the form of the remaining terms of the Hamiltonian.
Using Hund’s rules for the free ion of praseodymium, which has a
[Xe]4f2 electron configuration, results in a 3H4 ground state [72]. AllRussell-Saunders
symbol: 2S+1LJ 4f states of the free ion are (2J+1)-fold degenerate in their magnetic
quantum number mJ.
Interaction of the ion with the charges of a lattice - the crystal field
- may lift this degeneracy partially [13]. Rare earth ions with an even
number of 4f-electrons, like Pr3+, show singlet levels when they are
doped into crystals of less than axial symmetry, thus the degeneracy
is lifted completely. Figure 2 a) and b) show a schematic energy level
diagram for this situation.
This work focuses on transitions between the lowest energy levels of
the corresponding J-manifolds. Due to the lack of intra-J-level spontan-
eous phonon emission channels, these transitions exhibit long lifetimes
[100] and are referred to as “zero phonon lines”. The lifetimes are also
relatively long, since the transitions between 4f-states are forbidden
due to the parity selection rules of the electric dipole radiation. The
crystal field causes weak admixture of states with different parity to
the 4f-wave functions, which causes the transitions to become at least
weakly allowed and explains the relatively low oscillator strengths in
these compounds [153].
The remaining terms of equation 2.1 represent the hyperfine inter-
action HHF, the quadrupolar interaction HQ, the electron HZ and the
nuclear Zeeman interaction Hz. Together, they will be referred to as
the spin or hyperfine Hamiltonian. The individual parts are expressed
in terms of effective Hamiltonians, which are specific for an electronic
state (e.g. 2S+1LJ or
2S’+1L’J’ in figure 2) and are determined by the ei-
genfunctions ofHFI+HCF, as they dominate the total energy structure.
For the case of electronic singlets the electronic angular momentum is
quenched [152] to first order and its expectation value vanishes as the
J-degeneracy is lifted completely [142]. The hyperfine interaction HHF
and the electronic Zeeman interaction HZ depend on the electronic
angular momentum operator J [100], therefore can only contribute in
2.1 hamiltonian 9
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Figure 2: Schematic energy level diagram for an REI with an even number of
4f-electrons. It shows the kind of degeneracy for different degrees
of approximation a), b) and c), further details are given in the text.
The numbers represent typical values for lifetimes T1 and energy
level splittings for trivalent rare earths [100]. The quoted optical zero
phonon line transition wavelength is typical for the Pr compounds
studied in Part iii of this thesis.
(Conversions: y cm−1=ˆ y 29.98 GHz =ˆ y−1107nm.)
second order perturbation theory. Their effective Hamiltonians can be
represented by [147]:
HeffZ +H
eff
HF = −g
2
Jµ
2
B
￿B · Λˆ · ￿B− 2AJgJµB￿B · Λˆ ·￿I+A2J￿I · Λˆ ·￿I, (2.2)
where gJ is the Landé g-value, µB the Bohr magneton, ￿B the external
magnetic field vector and ￿I = (Ix ￿ , Iy ￿ , Iz ￿) the vector of the nuclear
spin operators. AJ is the hyperfine constant of the J-multiplet state, the
tensor Λˆ follows from second order perturbation theory and can be
written as:
Λα ￿β ￿ =
2J+1￿
n=1
￿0| Jα ￿ |n￿ ￿n| Jβ ￿ |0￿
En − E0
. (2.3)
Here α ￿ and β ￿ denote the axes (x ￿, y ￿, z ￿) and En the energy of the
nth crystal field level |n￿ , whereas |0￿ is the J-multiplet level to which
the effective Hamiltonian of equation 2.2 applies, e.g. the 3H4(0) or
1D2(0) level. The purely nuclear Zeeman and quadrupolar interaction
Hamiltonians can be expressed by [147]:
Hz = −gIµN￿B ·￿I (2.4)
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and
HQ = P
￿
I2z ￿￿ −
1
3
I (I+ 1) +
1
3
η
￿
I2x ￿￿ − I
2
y ￿￿
￿￿
, (2.5)
here gI is the nuclear g-factor, µN the nuclear magneton. P is the quad-
rupole coupling constant and η = (Vx ￿￿x ￿￿ − Vy ￿￿y ￿￿)/Vz ￿￿z ￿￿ describes
the asymmetry of the electric field gradient, given in its principal axis
system (PAS) tensor components Vα ￿￿α ￿￿ , underling the quadrupolar
interaction with nuclear spins of I > 1/2.
The quenching of the electronic angular momentum causes the con-
tributions to the Hamiltonian arising from the electron spin (Eq. 2.2)
and due to nuclear spin (Eq. 2.4-2.5) to become comparable. Using
DpQ = A
2
J
￿
1
2
￿
Λx ￿x ￿ +Λy ￿y ￿
￿
−Λz ￿z ￿
￿
(2.6)
and
EpQ = A
2
J
1
2
￿
Λy ￿y ￿ −Λx ￿x ￿
￿
(2.7)
the last term of equation 2.2, representing the second order hyperfine
interaction, can be written in the same form asHQ(Eq. 2.5), i.e.HpQ. In
the literature [11] this is referred to as pseudo-quadrupole interaction.
Since HQ and HpQ are of the same functional form, they usually can
not be distinguished in experiments, and thus are combined in one
effective quadrupole Hamiltonian, using
D = P+DpQ, E =
1
3
Pη+ EpQ. (2.8)
The resulting Hamiltonian, HeQ = HQ +HpQ, can be diagonalised
in a third PAS with the axes (x ￿￿￿, y ￿￿￿, z ￿￿￿). The effective quadrupolar
Hamiltonian lifts the nuclear spin I-degeneracy of the energy levels
typically by some MHz as shown in figure 2 c), leaving them twofold
degenerate in the magnetic nuclear spin quantum number mI. With
the abbreviation
gα ￿ = gIµN + 2gJµBAJΛα ￿α ￿ , α’=x’,y’ or z’ (2.9)
the second term of Eq. 2.2 can be combined with the isotropic nuc-
lear Zeeman interaction, which leads to an enhanced nuclear Zeeman
Hamiltonian [20, 3]. Thus the effective spin Hamiltonian can be written
in the form:
HS = −g
2
JA
2
J
￿B · Λˆ · ￿B−
￿
α ￿
gα ￿Bα ￿Iα ￿
+
￿
D
￿
I2z ￿￿￿ −
1
3
I (I+ 1)
￿
+ E
￿
I2x ￿￿￿ − I
2
y ￿￿￿
￿￿
. (2.10)
The quadratic Zeeman effect, the first term of Eq. 2.10, only leads to
an uniform shift of all spin levels. This effect can be neglected for the
typically applied external magnetic fields. The enhanced nuclear Zee-
man Hamiltonian, given by the second term, leads to non-degenerate
levels for non-zero magnetic fields ￿B. It is also responsible for an energy
structure which is not only a function of the absolute value, but also
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of the direction of ￿B. This property will be utilised in chapter 7 to
determine the spin Hamiltonian parameters form measured spectra.
2.2 specific properties
Magnetic and Optical Transitions
The hyperfine energy levels, which are determined by the effective spin
Hamiltonian (Eq. 2.10), will by convention be labelled with mI = ±1/2,
±3/2 and ±5/2 in the following. Nevertheless for non-zero B field and
non-axial symmetries (E ￿= 0) the six non-degenerated hyperfine levels
are not represented by pure eigenstates of Iz, but given by linear com-
binations of Iz eigenstates. The admixture of different Iz eigenstates
allows violation of the ∆mI = ±1 selection rule and all transitions
between the hyperfine levels mI = ±1/2, ±3/2 and ±5/2 can be ob-
served.
The admixture of different Iz eigenstates in the ground and excited
state hyperfine levels has also implications for the relative optical
transition strengths. Assuming that the electronic (|φ￿) and the nuclear
wave functions (|m￿) are separable for the ground (g) and excited state
(e), the optical transition matrix elements (µeg) can be written as [111]: µ represents the
transition dipole
moment operator.
µeg = ￿ψg|µ |ψe￿ = ￿φg|µ |φe￿ ￿mg| me￿ = µopt ￿mg| me￿ .
The optical part µopt is equal for all transitions. The nuclear wave
function overlap ￿mg| me￿ differs for all transitions and therefore de-
termines the relative optical transition strengths |￿mg| me￿|2. This can
be used to verify spin Hamiltonian parameters by comparison of cal-
culated |￿mg| me￿|2 values to optically measured relative transition
strengths (Sec. 7.4.1-7.4.3).
Homogeneous and Inhomogeneous Line Widths
The homogeneous line width is the line width of a single ion. The
optical homogeneous line width Γh is ultimately limited by the radi-
ative lifetime of the excited state Topt1 . The homogeneous line width
can be calculated from the coherence time Topt2 , Γh = 1/πT
opt
2 . With
increasing temperature Topt2 decreases rapidly due to phonon inter-
action processes, which typically limits the temperature for coherent
experiments to below 10 K [100]. For PrYAP, PrYSO and PrLaWO, the
excited state lifetimes are in the range of Topt1 ≈ 50− 200 µs and the
coherence times are about Topt2 ≈ 20− 150 µs (see Sec. 7.4.1-7.4.3).
Intrinsic crystal defects and strain cause small local variations of
the crystal field, which cause individual ions to have different optical
transition frequencies [99]. The effect typically increases with the doping
level, since the dopants have different ionic radii (or charge) [100].
Typical inhomogeneous optical line widths are of the order of 10 GHz,
which is also the case for the used samples.
Due to the hyperfine interaction (see Λ in, e.g. Eq. 2.2) the effects
causing an inhomogeneous broadening in the nuclear spin transition
of the ground and exited state are the same and the inhomogeneous
width is typically in the range of 20− 200 kHz (see Sec. 7.4.4). The
nuclear coherence times are in the range of THF2 ≈ 200− 500 µs and the
lifetimes are THF1 ≈ 1− 100 s (see Sec. 7.4.1-7.4.3).

3BAS IC EXPER IMENTS
This chapter contains a qualitative description of the main types of
experiments, which are used in the subsequent chapters. Relevant
terms are introduced.
3.1 hole burning
Optical hole burning used within this work is due to population re-
distribution in the hyperfine levels of the ground state [100]. Since the
splittings of the hyperfine levels in the ground state are of the order of
10 MHz, at a temperature of 2 K all ground state levels are populated
with the same probability. A pump laser which is resonant with the
transition between one ground state level and an excited state hyperfine
level, will transfer the population of the ground state level to the ex-
cited state. From there, after a time limited by the excited state lifetime,
the population may decay into any of the (in zero field) three ground
state levels. If the population redistribution within the ground state is
slower than the pump rate of the laser, the resonant ground state level
will be de-populated effectively after a few optical cycles. Probing the
absorption of this transition results in weak absorption compared to
the thermal equilibrium situation due to the reduced population. This
is referred to as a spectral hole and the situation is illustrated in the
energy level scheme (Ia) of figure 3. In contrast, the absorption of a
probe laser, which connects the same excited state level with a different
ground state level, will result in a higher absorption due to the addi-
tional population in this ground state level. Accordingly, this is referred
to as an anti hole (see Fig.3 (Ic)). Since there are three excited state
levels, a probe laser can become resonant with any of the transitions
between the excited state levels and the de-populated ground state level.
In the pump/probe situation illustrated in Fig.3 (Ib) this creates a “side
hole” at the frequency of the next higher excited state hyperfine level.
The inhomogeneous optical transition line width of the rare earth
compounds, investigated in this work, are in the range of a few GHz.
A weak laser pulse, which probes the inhomogeneous optical transition
in a range of a few tens of MHz, has an almost uniform absorption
over the whole frequency scan range. Since the homogeneous line
width is in the range of 2− 10 kHz, this absorption is be due to the
excitation of many individual ions, which have slightly different optical
transition frequencies. As the electronic ground and the excited states
each have three levels, multiple different combinations of one ground
and one exited state level are resonant at the same time, too. In a
hole burning experiment the pump and probe beams can be resonant
with different ion classes, whose optical transition frequencies differ
by either a ground or excited state hyperfine transition frequency. In
figure 3 this is illustrated for three ion classes “I”, “II” and “III” and
their contributions to the main hole (a) and a specific side (b) and anti
hole (c).
At zero field the ground and excited state have three hyperfine levels
and therefore a total of nine different ion classes exists (see Fig. 49a). A
13
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Figure 3: Hole burning spectrum for PrLaWO at zero field. The inserts (Ia-Ic,
IIa, IIc and IIIb) show hyperfine energy levels of the ground and
excited state for zero magnetic field. Within the inserts, schematic
examples of pump (νpump) and probe (νprobe) beam frequency
combinations are shown, which explain the frequency position of the
main hole “a” (Ia, IIa), the side hole “b” (Ib, IIIb) and the anti hole
“c” (Ic, IIc) in the hole burning spectrum. By usage of the population
decay from the excited state, the pump beam transfers all population
from the connected ground state level (dashed circles) to the other
non-pumped ground state levels (solid circles). In (Ia-Ic) and (IIa, IIc)
respectively the pump beam excites the same optical transition. (Ia-Ic),
(IIa, IIc) and (IIIb) distinguish three of a total of nine ion classes at
zero field (see also Fig. 49a).
total of 81 possible lines in the hole burning spectra results, but since
some frequency differences for the ion classes are equal, at maximum
49 are visible in the spectra. As discussed, due to the hole burning
mechanism, the line positions directly yield the hyperfine splittings.
Due to the symmetry of the hole burning spectra with respect to the
frequency, the energetic order of the levels is not accessible. Combined
magneto-optic techniques [16] or selective hole burning techniques,
burning at multiple frequencies in one experiment [122], can break the
symmetry and yield the level order, which determines the sign of the
effective quadrupole coupling constant D (see Eq. 2.10). The mentioned
selective hole burning techniques are used in Sec. 8.3.2 to select one spe-
cific class of ions only and create a pure population state for one specific
ground state hyperfine transition (see Fig. 49b). Since different optical
transitions contribute to each hole burning line, the spectrum contains
also information about the relative oscillator strengths. Comparison of
experimental spectra to theoretical hole burning spectra, which can be
calculated using rate equations, can yield relative oscillator strengths
[82].
The resolution of hole burning spectra is often limited by the laser
stability. Laser frequency instability makes the holes wider, since the
burn laser pumps at different frequencies during its interaction time.
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Figure 4: Two pulse Hahn echo schematic. On the top a representation of
the rotating frame system [42] is shown and the bottom shows the
pulse sequence applied to the two level system. a) starting from a
population state along +z, a pulse at time t = 0, with a π/2-flip angle
and rotating around the x-axis, creates a coherence with a −y-phase
in the rotating frame. The pulse excites an inhomogeneous ensemble
of width ∆ in the frequency domain. For a duration of about 1/∆ a
FID is visible after the pulse (see bottom trace). During this time, the
single ensemble members dephase due to their different transition
frequencies. b) Some individual frequencies are higher (red) than the
rotating frame frequency, others are lower (blue). For times t ￿ 1/∆
this leads to destructive interference of all signal contributions. c)
A π-pulse, at t = τ and along the x-axis, inverts the y-components
and the phase differences start to decrease. Complete rephasing is
accomplished at t = 2τ and leads to the formation of a macroscopic
dipole-moment, which involves the emittance of an echo.
The laser jitter further is present while the laser probes the hole burn-
ing spectrum. This often dominates the line width in comparison to
other contributions like the optical homogeneous line width, power
broadening or the inhomogeneous broadening of the hyperfine levels
[99].
3.2 photon and spin echo
Echos can be used to measure the coherence life time in inhomogenous
ensembles [59]. The process is illustrated in figure 4.
In a first step a pulse with θ = π/2† area creates coherent superposi- †θ = ￿µ12E(t)dt,
with µ12 the
transition matrix
element of the
involved two level
system and E the
field strength of the
pulse.
tion states. The lifetime of this superpositions is given by the coherence
lifetime T2 of the system. Directly after the excitation (Fig. 4 a)) the
created coherences, which can be represented as transverse vectors
on the Bloch sphere, have the same phase. In the case of an optical
excitation, these coherences are associated with a macroscopic optical
polarisation [1, 100]. The polarisation oscillates with the frequency of
the transitions and thereby emits an electromagnetic field. This will be
referred to as free induction decay (FID) in analogy to the signal of a
oscillating macroscopic magnetic-dipole moment from nuclear spins.
Since an inhomogeneous ensemble was excited, the total signal is the
sum over all single ensemble member contributions. The inhomogen-
eous frequency width of the ensemble is given by ∆. The individual
members (i) of the ensemble all have slightly different transition fre-
quencies ν(i)o . Each ensemble member allocates a specific phase over
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time (see Fig. 4 b). After t ￿ 1/∆ the individual phases 2πν(i)0 t are
effectively distributed uniformly in the xy-plane. Summation leads to
a destructive interference of the single contributions in the xy-plane.
Typically the decay constant of the pure dephasing is smaller than
the (homogeneous) coherence time 1/∆ < T2 . The inhomogeneous
dephasing therefore dominates the signal decay and prohibits to infer
T2 directly from the FID.
A second pulse with a π-flip angle, applied at a time τ ￿ T2 after
the first pulse, inverts the y-components (see Fig. 4 c)). Therefore the
phase differences between the components, which increase during
t = 0 → τ, decrease in the same way during t = τ → 2τ. This leads
to a rephasing of all coherences and accordingly to a reestablished
macroscopic polarisation at t = 2τ, which leads to emittance of a
photon echo. T2 can be inferred from the decrease of the echo height as
a function of the pulse separation τ.
For the investigated rare earth compounds and applied laser powers
the inhomogeneous optical broadening is much larger than the typical
optical pulse bandwidths. The width of the inhomogeneous distribution
∆ is therefore typically predetermined by the optical pulse bandwidth
used for the generation of the photon echos. This may be altered by
the preparation of narrow absorption lines in a previously prepared
transparency window within the inhomogeneous optical line (see Fig.
50).
The laser stability is not a limiting factor for measurements of the
optical coherence times, as long as it is stable during the single optical
pulse durations. A laser phase change in between the pulses only
changes the rotation axis orientation in the xy-plane. The echo stills
occur at t = 2τ, but it has a different phase. This does not affect the
intensity of the echo and therefore results in the same T2 when τ is
varied. Nevertheless this effect prohibits the accumulation of photon
echos detected with heterodyne detection [100].
The inhomogeneous distribution width ∆ in the case of spin echos,
e.g. excited between the ground state hyperfine levels (Ch. 8), is typically
determined by the inhomogeneous broadening of the hyperfine levels.
The RF pulse bandwidths are usually comparable to or larger than
the inhomogeneous broadening. Therefore the temporal shape of the
spin echo usually is dominated by the inhomogenous hyperfine line
broadening.
If the pulse bandwidth is large enough to excite multiple hyperfine
levels at the same time, quantum-beat-like interference as a function
of τ may become visible in the echo signal [100]. This applies for both,
the optical and the RF bandwidths and sometimes make it difficult to
extract T2 from the recorded data (see Fig. 52).
3.3 raman heterodyne scattering
Raman heterodyne scattering (RHS) [114, 162] is a magneto-optical
technique. As in the case of nuclear magnetic resonance (NMR), radio
frequency magnetic fields applied by a coil are used to excite nuclear
spin coherences. Unlike conventional NMR techniques, which use the
magnetic induction in the same coil also for detection, the response
of the system is detected optically. Figure 5 shows a schematic of the
RHS signal generation. To generate a RHS signal at minimum three
transitions are required. In Fig. 5 these are given between two ground
3.3 raman heterodyne scattering 17
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Figure 5: Schematic for the generation of the Raman heterodyne scattering
signal. Starting from a thermal equilibrium population distribution
(a), a laser depletes the ground state level |1￿ (b). In c) a resonant RF
pulse generates a coherence in the |1￿ ↔ |2￿ ground state transition.
As final step (d) a weak resonant laser field is applied to the optical
transition |1￿ ↔ |3￿. The laser scatters the ground state coherence
in the optical transition |3￿ ↔ |2￿ and at the same time serves as
a heterodyne field. µ21, µ13 and µ32 denote the transition matrix
elements involved in the RHS signal generation.
state hyperfine levels (|1￿ and |2￿) and one excited state hyperfine level
(|3￿). As discussed in Sec. 3.1 optical excitation can create a non-thermal
population distribution in the ground state. Conventional NMR works
with thermal population differences, which are of the order of 10−5
between the nuclear spin levels. In rare earth systems, hole burning can
almost completely depopulate one level, which is one major source for
an enhanced sensitivity of the RHS technique compared to conventional
NMR. In the schematic of Fig. 5 b) a previously applied laser pulse
or hole burning scheme has depleted ground state level |1￿ and has
transferred its population to state |2￿. In a second step a resonant radio
frequency field creates a coherence between the ground state nuclear
spin levels |1￿ ↔ |2￿ (Fig. 5 c)). Finally a weak laser field, resonant with
one optical transition, e.g. |1￿ ↔ |3￿, scatters the ground state coherence
in the other optical transition, in the given example |2￿ ↔ |3￿ (Fig. 5
d)). Since the optical coherence in |2￿ ↔ |3￿ represents an oscillating
polarisation, it is the source of an electromagnetic field. This “Raman
field”, is superimposed with the same laser light which is also used
for the scattering process. This results in an optical heterodyne beat,
which beats with the frequency of the involved ground state transition.
In the case of weak applied fields, the pump effect of the laser field
can be neglected and the beat signal is dominated by the hyperfine
coherence evolution. Whereas the figure suggests a pulsed excitation
scheme the technique works equivalently using continuos excitation
fields. A second order perturbation theory of the RHS process [162]
yields
Is ∝ |EL|2 |HRF|
￿
ρ022 − ρ
0
11
￿
µ21µ13µ32
for the steady state solution of the Raman heterodyne scattering beat
signal Is. The term
￿
ρ022 − ρ
0
11
￿
represents the population difference
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between the hyperfine levels in the first step and µ21, µ13 and µ32 are
the transition matrix elements involved in the RHS signal generation
(see Fig. 5 d)). EL represents the (weak) scattering laser field strength
and HRF the (weak) RF field strength.
The heterodyne detection brings a twofold enhancement for the de-
tection sensitivity. First of all, the heterodyne laser field power |EL|2 and
not the weak Raman field signal (∝ |ELHRF|2) is detected. Furthermore
the modulation with the hyperfine transition frequency shifts the signal
away from low frequency noise components. Compared to conventional
NMR, shot noise limited detection of optical photons yields a further
increase of sensitivity. Typical RHS signals within this thesis originate
from only about 108 spins, which may be compared to the ≈ 1018 spins
required for conventional NMR experiments. Although the scheme
shown in Fig. 5 detects the ground state nuclear spin coherences, the
method works equivalently with excited state coherences. In this case,
by creating a hyperfine coherence between two excited state hyperfine
levels and scattering it into an optical transition connecting to a ground
state level, optically detected NMR of excited states becomes possible.
The method is to first order insensitive to laser frequency jitter, since
the laser interacts at the same time with both involved optical trans-
itions. Thus the RHS technique can yield the hyperfine transition fre-
quencies with a higher precision than, e.g. optical hole burning.
Is is linear in the transition matrix element µ21 of the nuclear spin
coherence. This allows to measure the effect of the RF field on the
coherence directly using the RHS signal and further enables for phase
sensitive quadrature detection of the coherence like in NMR. Unlike
many other optical techniques the RHS signal is linearly dependent on
all involved transition matrix elements. The triple product µ21µ13µ32
can lead to interference effects. One effect is the destructive interference
of RHS signals from two different rare earth ion sites (see Sec. 7.4.1-
7.4.3) in the host crystal [110]. The RHS signals of the two sites have the
same frequencies and magnitudes, but opposing signs due to µ32 and
µ13. A necessary requirement for this is that the principal axes of the
nuclear quadrupole tensors (Eq. 2.10) in the ground and excited state are
incongruent [110]. The signals from a single site can also interfere due to
an effect called Zeeman interference [111]. For zero magnetic field site
and Zeeman interference cause the RHS signal to vanish [111] or, under
typical laboratory conditions, to be vanishingly small. Furthermore the
signals from different RHS “scattering-pathways”, which are due to
different ion classes (see Sec. 3.1), can interfere destructively [19].
As indicated above RHS experiments can be performed with continu-
ous RF and laser fields (CW RHS) or with pulsed fields (pulsed RHS).
In the pulsed scheme a single RF pulse excites multiple hyperfine coher-
ences at a time. All coherences contribute to the RHS heterodyne beat
signal and Fourier transformation of the transient yields the transition
frequencies. In the CW RHS scheme the beat signal is recorded, while
the RF frequency is varied over a range of hyperfine transition frequen-
cies. A coherence is excited when the CW RF frequency is resonant with
a hyperfine transition. This gives rise to a beat signal with the resonant
RF frequency. For phase sensitive detection the signal is demodulated
with the RF frequency, this applies for both CW and pulsed RHS (see
Sec. 5.1). For the pulsed technique the accessible frequency width of
the spectra is determined by the pulse excitation bandwidth, which
is typically below 2 MHz. Broader spectra can be recorded with the
3.3 raman heterodyne scattering 19
CW technique. For the different hyperfine transitions and samples,
pulsed and CW spectra often yield different signal to noise ratios. For
the experiments shown in the following chapters each time the most
appropriate technique for the specific situation was chosen.
At non-zero static magnetic field each of the three ground and excited
state hyperfine levels splits into two non-degenerate Zeeman levels (see
Fig. 2 c)). Typically only one hyperfine manifold, e.g. |±1/2￿ ↔ |±3/2￿, is
addressed in a single pulsed or CW RHS experiment.
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Figure 6: Different |±1/2￿ ↔ |±3/2￿ hy-
perfine manifold level split-
tings of the sites 1 and 2 in
a non-zero field (Ba).
As an example, figure 6 shows
the transitions excited in the RHS
experiments with non-zero field
for the |±1/2￿ ↔ |±3/2￿ mani-
fold. For small fields the inner
transitions, |+3/2￿ ↔ |−3/2￿ and
|+1/2￿ ↔ |−1/2￿, are smaller than
the zero field splitting of the man-
ifold |±1/2￿ ↔ |±3/2￿. Therefore
these inner transitions usually are
not in the scan range of the CW
RF or the excitation bandwidth of
the RF pulse. In the most general
case, the sites of the investigated
samples are inequivalent with re-
spect to their Zeeman splittings at non-zero magnetic field. Each nuclear
site has different transition frequencies for the same connected hyper-
fine levels, which is indicated by the different colour arrows in Fig. 6.
Therefore at maximum eight transition frequencies are visible in the
RHS spectra of a single hyperfine manifold.

Part II
EXPER IMENTAL APPARATUS

4OPT ICAL EXCITAT ION
The wavelength of the 3H4-1D2 transition in praseodymium based
REIC is in the range of about 600 to 610 nm. Since high power diode
lasers were not available for a long time for this wavelength range, the
experimental setup consists of a solid-state pump laser and a dye laser.
Figure 7 shows a schematic of this setup.
A Nd:YVO4 laser (Coherent Verdi-V8) pumps the continuos wave
(CW) dye laser at optical powers of about 7 W. Using Rhodamine 6G
dissolved in ethylene glycol as dye, the Coherent 899-21 dye-jet laser
offers a spectral range from about 570 to 630 nm. With optimum cavity
tuning and dye absorption the system yields optical powers of up to
1.25 W (602 nm). Furthermore the 899-21 offers a 30 GHz scan range in
high resolution single frequency mode.
An inherent problem of dye lasers are fast fluctuations of the dye-jet.
Since the jet is an optical element of the laser cavity, any variation of its
effective optical length directly affects the laser wavelength. The active
stabilisation system of the manufacturer monitors and compensates
such fluctuations, but the level of stability is insufficient for many high
resolution experiments with REIC. Therefore a fraction of the laser
output is guided to additional stabilisation systems, which provide suf-
ficient active suppression of laser wavelength and intensity fluctuations.
For time resolved experiments the continuos laser radiation can be
cut into pulses with durations of about 10 ns at minimum. On the same
time scales the setup can also modify the laser frequency in the range
of the ground and excited state hyperfine splittings, which for example,
allows fast chirped hole burning experiments.
A more detailed discussion of the optical pulse generation and laser
stabilisation setups, with a focus on the achieved improvements, is
given in the following sections.
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Figure 7: Schematic of the optical setup. (P)BS denotes a (polarising) beam
splitter and AOM the acousto-optic modulator, which is part of the
intensity stabilisation.
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4.1 laser stabilisation system
The general laser stability is improved by minimisation of fluctuations
in the laser environment. This includes stabilisation of the room and
dye temperature, limitation of humidity (hygroscopic dye), reduction
of dust (flow box) and passive acoustic damping (air buffered optical
breadboard). Residual variations, which affect the laser efficiency on a
daily basis or on short time scales, are reduced by active feedback.
4.1.1 Intensity Stabilisation
In its original version, the Coherent 899-21 laser system shows low
intensity variation, when using the internal frequency scan controls.
The insertion of the intra-cavity EOM (electro-optic modulator), which
is required for the homebuilt frequency stabilisation (see Sec. 4.1.2),
reduces the stability with respect to such scans and leads to intensity
variations of up to 15 %. Furthermore, there is no active stabilisation
for fast random intensity fluctuations.
The homebuilt intensity stabilisation measures the current laser in-Internal manual no.
150. tensity using a high bandwidth photodiode. The difference between
the photodiode voltage and an adjustable set-point voltage is applied
to a PID (proportional–integral–derivative) amplifier, which generates a
control voltage for the RF amplifier supplying the intensity stabilisation
AOM (acousto-optic modulator, see Fig. 7). A part of the incoming laser
power, proportional to the AOM driving power, is diffracted into an
other direction. Adjusting the set-point voltage to a level below the
largest laser fluctuation induced photodiode voltage drop, will ideally
remove any intensity fluctuation from the non-diffracted beam. Besides
removing noise, the stabilisation is also used to get a constant intensity
for all the following parts of the setup, independent of the actual total
899-21 laser power, which may change from day to day.
The real performance is limited mainly due to the bandwidth of the
PID circuit and the diffraction efficiency of the AOM. In combination,
these characteristics also limit the useable dynamical range for the
stabilised laser intensity. Adjusting a too low or too high set-point
leads to uncontrolled oscillations of the regulating circuit. In addition
to a limited dynamical range of about 30 % of the input intensity, the
original setup tended to induce periodic intensity oscillations with
about 20 % of the set-point amplitude and periods of a few minutes.
Through optimisation of the individual P, I and D gains and band-
widths the dynamical range could be increased to about 80 %, with
a generally lower tendency of uncontrolled oscillations. The overall
bandwidth could be increased by about 50 %(≈ 10 kHz). The periodic
low frequency intensity oscillations have not been observed anymore
afterwards.
4.1.2 Frequency Stabilisation
In its passive operation mode, a birefringent filter and two etalons,
limit the 899-21 laser line width to approximately 10 MHz. The active
compensation system included with the Coherent 899-21 laser further
stabilises with respect to a small, thermally stabilised optical cavity.
A part of the laser light is coupled into the low finesse Fabry-Pérot
cavity and the change of its transmission is used as a reference for laser
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Figure 8: Stabilised laser line width, using the commercial Coherent (a) and
homebuilt (b) stabilisation. The Allen deviation data was acquired
with kind support of the Sirah Laser- und Plasmatechnik GmbH,
using their EagleEye optical spectrum analyser.
wavelength drifts and fast random frequency fluctuations (jitter). The
899-21 control unit generates an error signal using this information and
drives two active tuning elements in the laser to compensate the error
by changing the effective laser cavity length. Slow (￿ 100 Hz), and big
range (￿ 30 GHz ) changes are covered by a tiltable transparent plate
within the cavity light path. Faster fluctuations are corrected using a
mirror, which is mounted on a piezoelectric actuator allowing for cavity
length adjustment in the range of acoustic frequencies (￿ 1kHz). Figure
8(a) shows the typical line widths achieved for this stabilisation system.
On typical timescales for hole burning in REIC, the commercial
Coherent stabilisation yields a laser line width of 0.3 to 1.3 MHz. The
homogenous optical line width of, e.g., PrYSO is about 2 kHz, therefore
a higher grade of stabilisation is required for high resolution hole
burning, but also for experiments with high demands on coherent
control.
Principle Function
The homebuilt stabilisation is based on the Pound-Drever-Hall (PDH)
technique [36]. Figure 9 shows a schematic of the 899-21 ring laser
cavity and the homebuilt frequency stabilisation.
Before the diagnosis laser beam is coupled into a high finesse Fabry-
Pérot reference cavity, its frequency is modulated using a local oscillator
of 8 MHz and an EOM. The PDH scheme uses the reflection from the
entrance of the reference cavity to generate an error signal. Using
a Faraday isolator the reflected light is guided to a fast photodiode.
When the laser is in resonance with one of the narrow cavity modes
(500 kHz), the signal of the photodiode contains modulation sidebands
at the frequency of the local oscillator. Phase sensitive demodulation
of the cavity-reflection signal, with the original local oscillator RF,
generates the error signal, which is proportional to the current laser
frequency offset from the cavity mode. Within the window defined by
the modulation sidebands, the error signal yields information about
the direction the effective laser cavity length has to be adjusted to
compensate for the error.
The controller electronics, consisting of different PID based amplifiers,
distribute the error signal to the different intra laser cavity tuning ele-
ments. In this step the signal bandwidths (see Fig. 9) and amplifications
are adapted for the different elements. Besides the already included
tilting Brewster-plate (BP) and the piezoelectric mounted mirror (PZT)
an additional EOM (Gesänger PM25) was built into the optical path of
26 optical excitation



		


 
 


 
 !  ! ! 
 
"#$
%

&
'&$ "$

Figure 9: Schematic of the homebuilt laser frequency stabilisation and the
Coherent 899-21 ring laser cavity. The blue elements denote the intra
laser cavity tuning elements: a Brewster-angle tilt-plate (BP), a mirror
mounted on a piezoelectric actuator (PZT) and the intra-cavity EOM.
The lower part of the figure indicates the error signal generation with
respect to a high finesse external Fabry-Pérot cavity and the values in
the box denote the driving control bandwidths (−3 dB) for the intra
cavity tuning elements.
the 899-21 ring laser cavity. It is configured as a phase-modulator, to
change only the effective cavity length and is driven by the signal of two
fast regulation circuits. This increases the bandwidth for corrections
from ≈ 1 kHz to ≈ 5 MHz.
As indicated above, the laser fluctuations may only be corrected as
long as the laser frequency resides close to a resonator mode, or more
precisely, within the window defined by the modulation sidebands. To
relock the laser to the same mode, after it was steered out of the mod-
ulation sideband window by some event, the error signal is extended
by a digital information. This extended error signal uses the signals of
the light, which is reflected and transmitted through the cavity, and
contains information about the direction in which the laser frequency
deviated with respect to the last lock of the laser to a resonator mode.
The digital error signal is applied to the slow, but high frequency range,
PZT and BP tuning elements, until the laser frequency matches the
resonator mode again.
Final Performance
Most of the electronics included were originally developed at the Aus-
tralian National University by Dr. Matt Sellars. In Dortmund, the system
was set up and run by two predecessors of the author. Since the system
was not operable at the beginning of the author’s work and several de-
fects occurred after reestablishment, the system was rebuilt, in particular
most of the phase sensitive demodulation electronics were replaced.The detailed changes
can be found in the
chair’s internal
manual no.
151-152.
By shortening the electronic closed loop controller path length and
replacing some of the PID integrated circuits by faster low noise ampli-
fiers, the effective control bandwidth of the fast analog part could be
tripled. General reduction of noise in the error signal and re-adaptation
of all analog control bandwidths to each other, led to a generally bet-
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Figure 10: Laser frequency drift (black line) over 20 minutes. The central hole
position of a PrYSO hole burning spectrum (colour coded intensity
plot) was used as a reference.
ter performance compared to the previously documented benchmarks.
The shielding of the reference cavity with respect to external impacts
was improved, too. This included a long term active temperature sta-
bilisation of the Invar-reference cavity to 32± 0.01 ◦C and improved
acoustical shielding against vibrations transmitted through the optical
table into the vacuum box, which contains the reference cavity. Under
typical conditions, the improved stability allows for continuos laser
locking to one cavity mode over several hours, without prohibiting
(careful) work on the optical table. The fast and robust locking now
allows tracking of the reference cavity mode, while scanning the Fabry-
Pérot mirror distance by the incorporated piezoelectric mirror. This
enables for ultra-high resolution scans of up to 500 MHz width and
minimum scan durations of about 50 ms.
The line width of the stabilised laser (see Fig. 8(b)) is well below
20 kHz for the typical timescales of the coherent experiments shown
in chapter 8. Nevertheless, the Allen deviation in Fig. 8 was measured
with an optical spectrum analyser (Sirah EagleEye) whose resolution
limit is about 20 kHz. Furthermore, the EagleEye reference cavity was
not placed in a vacuum, nor was it thermally stabilised to prevent cavity
drifts. This motivated for independent measurements of the short term
laser jitter and the long term drifts.
Low laser frequency drift rates are of special importance for spectral
tailoring experiments (see, e.g. Sec. 8.3.2). In these experiments, specific
ground state populations are prepared, based on the precise relative
frequencies of short laser pulses, which are applied over periods of
typically about 100 ms. To probe the laser drift of the current system
on these time scales, the long spectral hole lifetimes of about 100 s
in PrYSO have been utilised. In a first step, using a 2 ms long laser
pulse, a spectral hole was burned into the inhomogenous optical line.
Then the hole burning spectrum was repetitively read out every second.
The faint readout probe was chirped by 32 MHz within 100 µs and
otherwise switched off. This enabled monitoring of the hole position
over about 20 minutes. Since the hole was only burned once at the
beginning, any change of the hole position with respect to the current
probe laser frequency is due to laser drift. Figure 10 shows a typical
hole decay (colour coded) and the associated laser drift (black line)
during this time. The highest absolute drift rate could be observed
at the beginning of the measurement and was about 5 kHz/s. The
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Figure 11: Coherence beat experiment pulse sequence. Using chirped pulses
a transparent window (pit) is prepared in the inhomogeneously
broadened optical line. The optical reference coherence is excited
with a laser pulse of frequency ν1, outside the pit. The probe field
has a frequency of ν2 = ν1 + 13 MHz and is in the centre of the
transparent pit.
mean absolute drift, averaged from periods of 1 second duration, is
(0.4± 1.9) kHz/s. Comparing spectra with 10 s separation yielded a
mean of (2.5± 3.6) kHz/s and for 60 s (26± 7) kHz was found. These
rates compete very well with those of laser systems stabilised to a
persistent hole, e.g. ≈ 1 kHz/s averaged over 1 second in Ref. [74].
The short term laser phase stability is important for pulsed coherent
experiments like photon echos. To measure the laser stability for these
time scales, a coherent beat note experiment was used. Figure 11 shows
the schematic pulse sequence. As a first step a transparent window was
prepared in the inhomogeneous optical line of PrYSO. Then a narrow
band pulse with frequency ν1 excited an absorbing part of the line,
setting up an optical FID. Ideally the ions will keep radiating for a
time limited by the optical coherence time, here up to Topt2 = 150 µs,
and the inverse bandwidth of the pulse. During this time the ions are
no longer being excited, and thus their FID represents a fingerprint of
the laser phase during the excitation pulse. Finally, a weak heterodyne
probe laser pulse with a frequency of ν2 was applied, which interferes
with the optical field irradiated by the macroscopic optical polarisation
of the FID. The frequency of the probe laser was set to the centre of the
prepared transparent window to avoid any excitation of the medium.
The beat note between the two fields, with a frequency of ν2 − ν1, was
recorded using a fast photodiode. Typical transients are shown in figure
12(a).
The beat notes, recored using the home built stabilisation, were
typically visible for durations of 50 to 120 µs. After Fourier transforma-
tion the longest beat notes yield spectral line widths of about 13 kHz
(FWHM) (see Fig. 12(b)). Figure 12(c) shows the laser phase deviation
as a function of time. The green and blue curves show the instantan-
eous phase of the previously shown beat notes, with respect to the RF
signal generating the laser pulse frequency difference ν2 − ν1. Since
the beat notes varied from shot to shot, a series of n = 400 single beat
notes were recorded. The data was divided into i short bins along its
time axis as long as the signal to noise ratio was larger than 5. The
magenta line in Fig. 12(c) shows the absolute value of the mean bin
phase of all beat notes j, φm,i = | 1n
￿
j φi,j −φ0,j|, relative to the first
time bin. Its low variation and mean value close to zero indicates that
the laser frequency did not show a significant drift over the beat note
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Figure 12: Short term laser stability characterisation, using a PrYSO coherence
beat note. (a) compares the best observed beat note using the home
built stabilisation (green), to a typical other single shot (blue) and a
beat note acquired with the commercial Coherent stabilisation (red).
The inset shows a magnification. In (b) the corresponding spectra
are plotted (commercial system now red dots). (c) shows the phase
deviation over time. Besides the instantaneous phase of the of the
two ultra high resolution beat notes (green and blue), statistical
data from 400 processed beat notes is presented. The absolute of the
mean phase (magenta, φm,i see text) is shown. Further, the standard
deviation of the phase relative to the first time bin (solid black line,
φstd,i see text), together with a corresponding linear fit of the first
20 µs (dashed line), is shown.
time. Following the analysis presented in reference [131], the standard
deviation of the phase relative to the first time bin is calculated:
φstd,i =
￿￿￿￿ 1
n− 1
￿
j
(φi,j −φi)2.
φstd,i (solid black line in Fig. 12(c)) represents the evolution of the laser
phase error with time. A linear fit (dashed line) for bin times below
20 µs yields a phase error evolution of φstd(t) ≈ 4◦ + 1◦µs · t. Using the
relation f = ∂φ∂t the authors of Ref. [131, 74] calculated a characteristic
laser frequency error of fstd,i(10µs) ≈ 1.1 kHz for their laser, which
is stabilised to a spectral hole in PrYSO. The analogous value for the
laser system used here, following from the data shown in Fig. 12(c)), is
fstd,i(10µs) ≈ 1.3 kHz.
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4.2 optical pulse generation
The experimental techniques introduced in chapter 3 require the con-
tinuos output of the laser to be modified in several ways. The selection
of different ions in the inhomogenous optical line requires control of
the laser frequency. Time resolved experiments require the continuos
output of the laser to be cut into pulses with precise timings. Further-
more the pulse power, as well as all previously mentioned parameters,
needs to be adjusted in a wide range and on miscellaneous time scales.
Acousto-optic modulators (AOM) enable control of all three parameters,
i.e. power, frequency and pulse duration, with sufficient accuracy and
dynamic range. Figure 13 shows a schematic of the optical beam lines,
including some of the controls for pulse forming and calibration.
The heart of each beam line is an AOM, which consists of a transpar-
ent crystal (e.g. TeO2) to which a piezo-electric transducer is attached.
The transducer is driven by a RF and thereby induces acoustic sound
waves in the crystal. A laser beam, which passes the crystal perpendic-
ular to the sound wave direction, is diffracted at the induced periodic
density modulation, since the latter acts as a grating. The laser is dif-
fracted into n different orders at angles θ, which can be described by
Bragg’s law:
sin(θ) =
nλL
2λRF
, n = ±0, 1, 2, ... ,
with λRF representing the RF- and λL the light wavelength in the
AOM crystal. Typically the face of the AOM crystal is aligned at the
Bragg angle for a first order diffraction, relative to the input laser
beam. This maximises the optical power in the first order of diffraction.
Variation of the driving RF power affects the magnitude of the density
modulation, and thus the amount of diffracted light. This is used to
vary the optical power in (e.g.) the first order and in case of switching
the RF to generate light pulses. The process can also be understood on
the basis of a scattering of the light photons at the sound wave phonons.
Besides changing the direction of the light as a function of the number
n of scattered phonons, the light energy and thus the light frequency
νL,n also changes in the same way:
νL,n = νL +nνRF.
The laser beam is always supposed to interact with the same spatially
fixed ions in the crystal, thus the frequency induced change of the
diffraction angle has to be compensated. This is accomplished by a
retro-reflection setup (see “Retro-reflection 1” in Fig. 13), where the
laser light passes the AOM twice. Since the laser direction is opposite
for the second pass, but the phonon direction does not change, the
single pass diffraction angles cancel each other. The double passage
further doubles the RF induced optical frequency shift. At the same
time the available optical power is reduced, since the single passage
zero-to-first order diffraction efficiency is only 0.7 ∼ 0.8. Due to double
passage through a λ/4-wave plate, the linear polarisation of the first
order diffraction light is rotated by a total of 90◦, which allows it to be
separated from the incident light with a polarising beam splitter.
Figure 13: Schematic representation of the pulsed optical beam lines. Retro-
reflection setup 1, which uses a DDS or a VCO as RF source, is
used for low power and small rate frequency chirps. The frequency
dependent AOM deflection efficiency is compensated by active feed-
back (Intensity-stabiliser 2). λ/2-wave plates, together with polarising
beam splitters, are used to adjust the relative maximum power levels
for the three retro-reflection pulsed beam lines. Each beam line has
a beam expander, which is used for spatial mode cleaning and to
adjust the minimum focal spot width, if the beams are focused into
the sample by a lens (not shown). Beam 3 and 2 are guided collin-
early to the sample, but at 90◦ relative (linear) polarisation. Beam 1
crosses beam 2 in the centre of the sample. The transmission of each
beam can be detected by the signal photodiode (Sig. PD, Thorlabs
APD110A). To avoid saturation or destruction of the detector, intense
pulses may be gated by an AOM (NEC OD-8813A) in front of the Sig.
PD. A 8% reflection beam splitter and a matched reference photodi-
ode (Ref. PD), in front of the cryostat are used for pulse monitoring
and AWG waveform pre-calibration (see Sec. 4.2.1). The RF for the
retro-reflection setups 2 and 3 is generated by the sketched single
sideband (SSB) up-conversion of the RF from a DDS and one AWG
channel per beam line. The DDS directly generates the required
0/90◦- quadrature RF signals, whereas the AWG signal is split up
by quadrature power splitters. Power splitters are indicated by black
dots at line crossings and RF frequency mixers are represented by
circles with crosses. After combining the single sideband hybrid
signals (see inside SSB), a further reduction of spurious sidebands is
achieved by a bandpass filter (BP).
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The diffracted intensity of the laser changes as a non-linear func-
tion with respect to the RF power and frequency. One reason is that
the optimum alignment of the AOM, with respect to the input laser
beam, can only be met for one specific frequency [87]. Other reasons
are the limited bandwidth of the AOM piezo-electric transducer RF-
impedance-matching circuits, or RF amplifier power non-linearity and
saturation. A way to compensate such unwanted non-linear responses
is by active feedback. Retro-reflection beam line 1 employs this method.
It is connected to an intensity stabiliser (see Fig. 13), which is equivalent
to that used for reduction of the general laser power fluctuations (see
Sec. 4.1.1). This works well for slow changing intensities, e.g. due to
slow frequency chirping, and in the optimum case may further reduce
the noise of this beam. Nevertheless, the control response time is of the
order of 10 µs, therefore this method is unsuitable for pulses with total
durations of e.g. 1 µs, as used in Sec. 8.3.2. Furthermore, some experi-
ments require specific pulse power shapes. For such high bandwidth
and arbitrary shape pulse beam lines 2 and 3 (see Fig. 13) are used.
To correct for AOM related distortion of the optical pulses a system
using pre-corrected input RF-waveforms from an arbitrary waveform
generator (AWG) RF-source was implemented.
4.2.1 AOM Calibration System
As discussed in the previous section the intensity of the light diffracted
by an AOM depends on the RF frequency and power, but also on
“environmental” parameters, like the optical alignment and for example
the RF characteristics of incorporated amplifiers, mixers etc.. Most of
the environmental impacts change only very slowly, e.g. on a daily base,
and therefore may be considered as constant for the duration of most
experiments. As long as this is fulfilled, it is sufficient to characterise
the intensity of the diffracted light by a function of the RF power and
frequency, which are used to control the optical pulse forming:
IL = f(νRF,PRF). (4.1)
For the beam lines 2 and 3 (see Fig. 13) arbitrary variations of νRF
and PRF can be generated by a two channel arbitrary waveform gen-
erator (AWG). The retro-reflection setup of beam line 3 (and 1) use a
NEC OD-8813A AOM, which has a RF centre frequency of 140 MHz.
For beam line 2 an AA model MT200-B100A0.5-VIS AOM is used,
which has a centre frequency of 200 MHz. The maximum useable RF
bandwidths for light diffraction are for both AOM types about half
of their RF centre frequency. The AWG, a Tabor Electronics WW1072,
has 14bit vertical resolution, 1 MS waveform memory and 100 MS/s
sampling rate. The 100 MS/s sampling rate limits the useable output
frequency to about νAWG = 45 MHz. To supply the AOMs with their
required RF centre frequencies (140 and 200 MHz), the AWG output
frequency is up-converted by RF-mixing with the constant local os-
cillator frequency of a direct digital synthesis (DDS) RF source. To
reduce mixing sidebands, e.g. the down-converted frequencies, single
sideband (SSB) up-conversion mixers (see Fig. 13) have been built for
each AWG channel. To avoid a frequency overlap of the SSB output
with the DDS local oscillator, the AWG is only operated in the range
of νAWG = 10− 45 MHz. Therefore, the effective range for frequency
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changes at the output of the SSB mixers is about 35 MHz. Due to the
(first order) double passage in the retro-reflection setups, a range of
70 MHz results for the laser light. All incorporated RF power have been
adjusted to obtain an almost linear dependence of the SSB output as a
function of the AWG power. Nevertheless, residual non-linear responses
will be accounted for by the calibration, explained in the following.
The light used for the calibration is separated from the beam line
by a beam splitter in front of the cryostat and subsequently detected
by a 50 MHz bandwidth avalanche photodetector (Ref PD, see Fig. 13).
The laser pulse intensity is characterised as a function of the frequency An initial version of
the calibration system
was developed
together with the
bachelor student
Timo Paschen [125].
and output power of the AWG (Eq. 4.1). To achieve a high resolution
in both variables the frequency is varied in 50 steps and the intensity
is varied in 100 steps. The intensity variation is done in four separate
measurements. For each step different (calibrated) neutral density fil-
ters are placed in front of the sensitive detector, starting with no filters
for the first 25 low intensity steps. The different attenuations cover 4
orders of magnitude. By averaging, the resolution of the digitalisation
is enhanced up to 11bits. In this way the dynamic range of the charac-
terisation for intensity changes is approximately 6 orders of magnitude.
Figure 14(a) shows the AWG waveform output power PAWG (black),
programmed for the intensity steps 75− 100, and the measured light
intensity IL(νAWG, PAWG) (red). For each step with constant PAWG,
the AWG frequency νAWG is varied in 50 steps. To allow for more
convenient handling of the data, for each pair of νAWG and PAWG
a single pulse is generated, as shown in the blow-up Fig. 14(b). The
complete mesh of characterised IL(νAWG, PAWG) values is shown in
Fig. 14(c).
By linear interpolation a continuous function IL = f(νAWG, PAWG)
is calculated. Its inverse with respect to the AWG power The characterisation
data processing and
creation of calibrated
waveforms for
various pulse forms
(chirps, complex
hyperbolic secant
pulses [130], etc.)
was implemented in
the MATLAB script
TaborCalib.m.
PRF = f
−1(νAWG, IL)
allows calculation of pre-calibrated AWG waveform powers PAWG
for any required optical pulse power IL and optical frequency νL,1 =
νL + 2νAWG.
Programmed and measured calibrated intensity shapes and abso-
lute powers typically deviate by less than 2%. Due to the limited
sampling rate of the AWG, the deviation becomes larger, especially for
νAWG > 40 MHz. For high duty cycles the pulse droop of the 3 W
RF amplifiers can further increase the deviation slightly. In general
the highest accuracy is achieved directly after the characterisation isv
carried out. Changes of the laboratory temperature, e.g. due to the
additional heat generated by the full setup equipment running, as well
as changes of the optical alignment, e.g. due to some work on the op-
tical table, may require re-characterisation and generation of calibrated
waveforms more frequently than on a daily base.
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Figure 14: Typical calibration system input data. (a) shows the light intensity
measured by the reference photodetector (red, IL) for the 25 largest
programmed AWG output power levels (black, PAWG). The vertical
scale is in mW for IL. PAWG was normalised in order to show
the non-linear increase of the IL intensity with linear increasing
PAWG. All single AWG intensity and frequency (νAWG) steps are
programmed in form of pulses, within a single AWG waveform (in
total four waveforms, each covering 25 different intensity steps, see
text). For one constant PAWG, 50 pulses with different, during one
pulse constant, νAWG-values are applied. Part (b) show a blow-up
of the data shown in (a). The scale on the top is in ms whereas the
bottom scale shows the increase of the (constant) frequency for each
pulse. (c) shows the full space of parameters covered in one AOM
characterisation, with 100 points in the PAWG and 50 points in the
νAWG dimension, which in total takes about 10 minutes to record
and process.
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5RADIO FREQUENCY SYSTEM
The nuclear spin hyperfine level splitting of the investigated samples
ranges from 7 − 40 MHz for the electronic ground states and from
0.9−12MHz for the excited states (see Sec. 7.4). The transitions between
levels of one electronic state can either be driven indirectly by bi-
chromatic laser pulses or by direct resonant excitation with resonant
radio frequency (RF) fields. Unlike the bi-chromatic optical method, the
direct excitation with RF typically excites all rare earth ions within the
used samples, since the inhomogeneous broadening of the hyperfine
levels is ￿ 200 kHz (see 7.4.4) and moderate RF powers of about 100 W
already achieve comparable Rabi frequencies if resonance circuits are
used.
The RF system enables the excitation with continuos wave (CW) and
pulsed RF, which is synchronised with the optical pulse generation
(see Sec. 4.2). Furthermore it allows to demodulate optically detected
transients, e.g. those of Raman heterodyne experiments.
5.1 rf excitation and demodulation
The timing for all experiments is controlled by a digital word generator.
Figure 15 shows a schematic of the RF system including its main
components. The WG triggers the AWG waveforms, which generate the
optical pulses (see Sec. 4.2) and controls fast high-isolation RF switches,
which cut RF pulses out of the CW output of the direct digital synthesis
(DDS) RF sources used to excite the nuclear spin transitions. Compared
to the use of pre-programmed AWG waveforms the use of the CW DDS
output has the advantage, that the relative phase between two cut-out
RF pulses is always well defined. Using an AWG the experimentalist has
to take care of the relative RF phases of the pulses by pre-programming
correct waveforms, which single phases account for the frequency and
timing of the pulses in the actual sequence. Especially for multi-pulse
sequences, as used in Sec. 8.3, a DDS has clear advantages. Changes of
the DDS and thus of the RF pulse frequency, phase and amplitude can
be controlled by instruction patterns using the WG. The change of a
single DDS parameter is limited only by the internal 300 MHz system
clock and the analog output bandwidth of ≈ 120 MHz of the DDS as
long as two subsequent changes are separated in time by more than the
instruction word processing duration (￿ 120− 300 ns). Faster, quasi-
continuos changes of the RF amplitude and phase can also be applied
by the optional usage of one channel of the 100 MS/s AWG, which
was originally used for the pulse generation in one optical beam-line
(compare Fig. 15 and 13).
Different RF power amplifiers† increase the pulse powers to levels † ENI 3200L:
0.25− 150MHz,
200W.
ENI 5100L:
1.5− 400MHz,
100W.
Barthel RFPA:
0.1− 50MHz,
300W.
of ≈ 10 W for CW Raman heterodyne experiments and for pulsed
experiments to ≈ 200 W. The pulses are applied to the sample using
appropriately tuned RF resonance circuits, which will be described in
Sec. 5.1.1.
Optical transients that contain relevant information modulated in the
frequency of the photodetector signal are routed to the RF demodula-
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Figure 15: Schematic of the RF excitation and demodulation (green) system,
including synchronisation to the optical pulse generation (orange,
see Fig. 13). A 250 MHz digital word generator (WG, Interface Tech-
nology RS-690) controls all relative timings. It triggers the AWG and
can reset the general phase of the DDSs. AWG and DDS frequencies
are synchronised by a stabilised master clock (MC, grey connections).
All excitation lines can be interrupted by fast switches, which are
controlled by the WG and used to generate RF pulses from CW
RF. The sources for the RF excitation and demodulation are given
by DDS. Their frequency (fixed or linearly chirped) and amplitude
can be set and changed by the WG on time scales of ￿ 200 ns. One
WG output can control two DDSs using diplexers (black squares).
One channel of the AWG, which is part of the optical pulse genera-
tion setup can optionally be used for arbitrary RF power shape and
frequency pulses with 10 ns resolution. The pulse power levels are
adjusted or limited by variable attenuators, which are in between
the RF sources and the power amplifiers “1” and “2”. The amplifiers
can be connected directly (see text) or by using lumped elements
resonance circuits (LCR, for details see Fig. 16) to the RF coils, which
are mounted on two sides of the sample within the cryostat. The
RF excitation and demodulation share the same DDSs as sources,
but only one of the excitation channel DDSs is connected to the
demodulator at a time. Optical transients are detected with a photo
detector of high bandwidth (Sig. PD, 50 MHz Thorlabs APD110A,
125 MHz New Focus 1801 or 100 MHz balanced Femto HCA-S).
The transient signal may be gated optically by an AOM or by a RF
switch in the demodulator (not shown). A combination of tuneable
high and low pass filters at the input of the demodulator (HP, LP)
allows signal-adapted filtering to avoid saturation of the following
(optional) preamplifier “3” (Miteq AU-1114), e.g. by strong DC or
other signals outside the signal carrier bandwidth. The signal is
split by a power splitter (black circle) and then demodulated in a
quadrature scheme using the fixed 0/90◦ DDS outputs as local oscil-
lators. The following amplification and filtering of the demodulated
(DC-2 MHz) signal is accomplished by a programable filter (Krohn-
Hite 3940). The transients are recorded by a digital oscilloscope (DSO,
LeCroy WR 104Xi).
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tion system (see Fig. 15 ). The DC intensity of the heterodyne signals
in some situations can be very high compared to the amplitude of the
relevant frequency modulation of the signal. For very small modula-
tion signal pre-amplification with a low-noise amplifier is beneficial
before the signal is actually demodulated. To avoid saturation of the
pre-amplifier by large DC components or other unwanted frequency
signals, a combination of adjustable high and low pass filters is used.
The phase sensitive demodulation uses the 0/90◦ quadrature RF of
the same DDS that is used for the excitation. The demodulated signal
can be further amplified and low pass filtered by programmable filters
before it is recorded for further processing by a digital oscilloscope.
All DDS and the AWG use a central oven-stabilised master clock
oscillator as frequency reference. This reduces frequency drifts to the
minimum, determined by the difference of the 300 MHz clock of the
DDS and the 100 MHz clock of the AWG, which is sufficient for all per-
formed experiments since the laser stability is lower (see Sec. 4.1.2). To
enable the accumulation of heterodyne beats without RF demodulation
the internal phase-wheel of the DDS can be reset with the WG before
execution of each single shot.
5.1.1 Resonance Circuits
The RF pulses are applied to the sample by a solenoid coil of about
6 mm diameter. The sample is in the centre of the coil, which is split
into two equal parts connected in series by a short piece of wire. Both
coil ends are accessible from the outside of the cryostat. Figure 16 shows
the different configurations in which the coil is connected to the RF
amplifiers and resonance circuits.
For CW RHS experiments the power amplifier is directly connected to
the sample coil. To reduce power reflection due to impedance mismatch
a small ten-turn coil is used and grounded at its other side by a R = 50Ω
resistance (Fig. 16 a)). The cables connecting the sample coil to the
external terminals of the cryostat, represent a “stray capacitance” of
(together) about 30 pF connected in parallel to the sample coil. This
represents a low pass characteristic for the RF transmitted through the
coil. The damping at ≈ 30 MHz is about −3 dB and therefore has to be
considered for wide-scan or high frequency CW RHS experiments.
For pulsed experiments resonance circuits are used to increase the
effective Rabi frequency of the RF pulses. Depending on the sample and
the resonance frequency of the hyperfine transition, different circuits
are used, in particular for PrLaWO and PrYSO these are simple single
resonance circuits (Fig. 16 b) and c)). The sample coil and a capacitor
(CT), which is connected in series (a) or in parallel (b), form a resonance
circuit. In conjunction, a second capacitor (CM) is used for impedance
matching to the 50Ω RF system. To allow a broader tuning range all
capacitors have a variable capacity. Stray capacities and inductivities,
due to the about 30 cm long cables inside the cryostat, cause series and
parallel resonance circuits to have other resonance frequency ranges,
although the same capacitors are used. One of both configurations
is chosen for each experiment on the basis of the best achievable im-
pedance matching. The impedance matching can be verified using
bi-directional couplers. Readily achievable transmission to reflection
voltage ratios are about 10 − 30, typically limited by the harmonic
output of the RF amplifiers.
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Figure 16: Different configurations for the RF coil and resonance circuits.. The
configuration shown in a) is used for CW RHS experiments. The
power amplifier is directly connected to a ten-turn coil. The other
side of the coil is grounded using a R=50Ω resistance out side
of the cryostat. For single resonance experiments with PrLaWO
and PrYSO the sample coil forms a resonance circuit with a vari-
able capacitor (CT), which is connected in series (b) or in parallel
(c). For these samples also a ten-turn coil is used. The variable ca-
pacitors for resonance tuning (CT) and for impedance matching
(CM) are connected to the coil end on the outside of the cryostat
(indicated by the dashed boxes). Different capacitance values in
the range of 10− 150 pF are used for these samples. d) shows the
double-tuned single (sample) coil resonance circuit, which is used
for the excitation of the PrYAP hyperfine transitions. The excitation
of the excited state (|e￿) and the ground state (|g￿) is based on par-
allel resonance circuits (like in c)) and a 48-turn sample coil. The
variable capacitors for the excited state resonance frequencies are
tuneable in the range of CM/Te = 35− 1500 pF. For the ground state
CTe = 1− 7 pF and CMe = 11− 52 pF are used. The amplifiers are
isolated against each other by (tuneable) double frequency switches
(i and ii). In ii the ground state frequency “blockade” capacitor range
is CBg = 35− 1500 pF, the excited state “pass” capacitor range is
CPe = 1.4− 72.3 nF. For i Ceg = 44 pF is a fixed value capacitor. All
coils in i and ii are homemade multilayer coils with ferrite cores, LBe
and LPg are tuneable. The inductances have not been measured.
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For PrYAP a doubly tuned resonance circuit is used (Fig. 16 d)).
It allows to excite ground and excited state hyperfine transitions at
the same time. The sample coil in this case is doubly tuned by two
distinct parallel resonance circuits from each of its sides. A cross-talk
between the two distinct resonance circuits is effectively suppressed
by double frequency switches (see Fig. 16 d) i and ii boxes) on each
side of the sample coil. Each double frequency switch consists of a
series resonance circuit, which has low impedance in resonance, and a
parallel resonance circuit, which has a high impedance in resonance.
In double frequency switch “ii” (see Fig. 16 d)) the parallel resonance
circuit given by CBg and Lge has a very high effective impedance for
ground state frequencies, which therefore pass to the sample coil. The
series resonance circuit, which follows on the other side of the coil and
is given by Ceg and LPg in double frequency switch ”i”, has a very low
impedance for ground state frequencies and therefore effectively ter-
minates this RF frequencies to the ground at this point. For the excited
state frequencies the “pass” and “block” parts of the double frequency
switches exchange accordingly. The distinct resonance circuits and the
connected RF power amplifiers are in this way isolated by more than
50 dB. The single tuning ranges, for the particular capacitance values
given in the caption of figure 16, are ≈ 0.8− 1.4 MHz for the excited
state and ≈ 4 − 6 MHz for the ground state. By using modular ex-
changeable sample coils and capacitors CM/Te,g other frequency-range
combinations are achievable.

6CRYOGENIC SETUP AND STAT IC MAGNET IC
F IELD
6.1 cryostat and sample mount
Raman heterodyne experiments can be performed in the temperature
range between 2 K and 12 K for the samples investigated in this work.
For photon echo and hole burning experiments the temperature is more
critical and usually did not exceed 5 K. A continuos flow cryostat (Cryo
Industries RC110) is used to reach these temperatures. A pressure of
about 130 mbar transfers liquid helium from a storage dewar through
the flow cryostat, which has a sample mount at its coolest point. To this
“cold finger” adapted sample mounts for the crystals can be attached.
The sample mounts are made out of oxygen-free copper. Two silicon
diodes together with a temperature controller (Conductus LTC 10)
are used to monitor the temperature directly at the cold finger and
at the far end of the crystal sample mount. If not quoted differently,
the temperatures are given for the sensor mounted directly at the
cold finger. This may be lower than the real sample temperature due
to non-perfect thermalisation.† The cold finger and the sample are †See Fig. 55 for a
sample temperature
estimate based on
optical coherence time
measurements.
placed in a vacuum, pumped within a four window optical dewar. The
cold finger and the sample mount are surrounded by an aluminium
(or brass) thermal radiation shield. If thermal radiation is shielded
maximally, with leaving only two 3 mm holes for laser transmission,
temperatures of 1.6 K are reached and the liquid helium consumption
is about 0.7− 1.5 litres per hour.
Figure 17a shows the sample mount attached to the cold finger and
the fixed PrLaWO crystal as an example. The samples are pressed by
fitted brass clamps or swivelled delrin frames (see Fig. 17b) to the
lapped sample mount surface. The crystals thereby are centred over a
3 mm hole in the centre of the mount, which allows laser transmission.
For fluorescence measurements, the construction allows to observe
the sample in a small solid angle from the side, too. To enlarge the
thermally contacted areas all joints are coated by a thin layer of heat
conducting silver paint or, which proved to be slightly better, Apiezon
N vacuum grease. The RF coils are mounted centric around the laser
axis and as close as possible to the sample using delrin frames (see Fig.
17 a and b). To reduce induction of eddy-currents in the copper, which
would heat the sample and reduce the resonance circuit quality factor,
the sample mounts have two perpendicularly cut slits.
6.2 magnet systems
The characterisation of the hyperfine Hamiltonians requires precisely
set magnetic field vectors, which have to be applied in various directions
(see Sec. 7.1.2). Arbitrary magnetic field vectors are applied either by
three orthogonal Helmholtz coil-pairs or a superconducting 3-axis
vector magnet.
The room temperature Helmholtz coil-pairs are mounted centrically
around the cryostat vacuum dewar with the sample in their centre
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(see figure 17c). The coils have diameters ranging from ≈ 20− 40 cm,
depending on the field direction. A highly stable linear current source
(Servowatt, three channel DCP-390/30) applies currents of ≈ 15 A to the
coils, which generates fields of ≈ 10− 12 mT at maximum in the centre
of the coil-pairs. The individual coil fields are controlled by setting an
analog control voltage for the current sources with 12bit precision (Na-
tional Instruments NI USB-6009). The actual field vector magnitude and
direction is monitored by three perpendicularly orientated Hall effect
sensors (Chen Yang CYTHS119), whose output voltages are amplified
and recorded with 14bit resolution (NI USB-6009). Together with the
diploma student Philipp Glasenapp a computer controlled feedback
loop for the coil current control and the field monitoring was developed,
which is documented in detail in Ref. [51]. The field strengths for all
three coil-pairs are calibrated with a precision of
δBi =
￿
(
Bi
400
)2 + (0.06 mT)2 , i = x, y or z,
where the linear uncertainty (1/400=ˆ0.25%) and the absolute field uncer-
tainty (0.06 mT) are dominated by the precision of the calibrated Hall
detector (Project Elektronik FM-205 and AS-LTM sensor) used for all
calibrations.† The feedback control system allows to reduce the effect†The field (voltage)
noise level is below
0.01 mT and the
error due to
calibration sensor
spatial-misalignment
is < 0.1 %.
of non-linearity and drift of the components. Furthermore small back-
ground magnetic fields, e.g. due to a residual magnetic hysteresis of the
optical table, may be compensated by measuring them in a controlled
way and setting a compensation field (see Sec. 7.4.1 and Ref. [51]).
The control system is currently adapted to be used at the same time
also for the superconducting coils, shown in figure 17b. The coils are de-
signed to be cooled under the critical temperature for super-conduction
by the available cold finger. The construction is adapted to the par-
ticular needs of sample accessibility, mounting precision and fitting
and the exchangeable RF coils. The spatial dimensions preset by the
available cryostat were maxed out to achieve (simulated) fields of about
200 mT with 9 A per coil axis. The calculated field homogeneity is
better than ±0.3% in a 5x5x5 mm volume in the coil-system centre.
The coil-system was manufactured by GVL-Cryoengineering using the
preset specifications. The single-block coil-frame is made of oxygen-free
copper. The superconducting single filament NbTi/Cu-matrix coil wire
has an outer dimension of 102 µm. Together with the bachelor student
Philipp Wirth a first test and calibration was carried out recently [160].
Thermalisation below the critical temperature (9.2 K) and operation
in the superconducting regime was achieved. With the current status
the coils enable 222, 165 and 136 mT per direction, where the latter
two values are below 200 mT due to quenching at currents below 9 A.
The achieved fields can be monitored by a miniature 3-axis Hall sensor
(Arepoc, custom product) mounted as close to the sample as possible
(see Fig. 17b.), which measures the field in a volume of ≈ 250 µm3. The
motivation for this coil-system is to enable the hyperfine characterisa-
tion (Sec. 7.4) and zero first order Zeeman experiments (Sec. 8.2) with
the same coils.
(a) (b)
(c)
Figure 17: Magnet system and sample mount. In (a) the sample mount, which
is mounted at the end of the cold finger (top of the figure), is show.
The crystal (in the centre) is pressed and fixed onto the oxygen-free
copper mount-plate by two brass clamps. The mount-plate itself is
pressed to the sample mount by four screws. To avoid eddy-currents
when RF pulses are applied perpendicular slits are cut into the
mount-plate. To allow transmission of the laser a central hole of
3 mm is drilled in the mount-plate, which is not visible since the
crystal covers it. On the left the front-RF coil and its mounting frame
is visible. This part is centred and fixed using the four big screws.
To increase thermal conduction silver paint is applied between all
relevant surfaces. (b) shows the fully assembled 3-axis superconduct-
ing vector magnet, mounted at the cold finger. The swivelled delrin
frame, which fixes the sample on the holder, and a part of the sample
itself are visible. Thermal conduction is improved by use of Apiezon
N grease between all contact surfaces. Above the central hole of the
delrin frame, the miniature 3-axis Hall sensor is visible. The modular
exchangeable RF coil on the right fits into the facing superconducting
coil centre and can be fixed by two screws (in diagonal, only one
screw is inserted here). The backside RF coil module is mounted
in the same way. On the right side of the picture in (c) the three
orthogonal room temperature Helmholtz coil pairs are visible. The
cryostat dewar is in the centre of this arrangement. Close to the front
window of the cryostat, a small cube on which three Hall sensors
are mounted orthogonally is visible. In left backside, a part of the
optical pulse generation setup and the 899− 21 laser cavity is visible.
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Part III
RARE EARTH INVEST IGAT IONS

7SP IN HAMILTONIAN CHARACTER ISAT ION
Detailed and precise knowledge of the Hamiltonian is a crucial pre-
requisite for the realisation of sophisticated experiments, like the at-
tempts to implement a quantum memory.
Currently suggested schemes for quantum memories in RE systems
use techniques like selective hole burning [122], coherent operations
between specific levels [157] and special external magnetic field con-
figurations, which result in so-called ZEFOZ (zero first order Zeeman)
conditions for a specific transition and thereby enhance its coherence
lifetime [44]. All those techniques heavily rely on the parameters de-
termined by the spin Hamiltonian: the transition frequencies and re-
lative oscillator strengths. Sometimes the optimisation of a single ex-
perimental step can be carried out by tweaking the single parameters
in a trial and error procedure (e.g. for selective hole burning at zero
magnetic field). In contrast, such a search for the specific ZEFOZ field
vector is typically not feasible or possible to accomplish with reasonable
experimental effort (see e.g. section 8.2). The same usually applies for
the very precise parameters required by optimal control techniques
[75]. Thus, the latter two techniques require prior knowledge of the
spin Hamiltonian. The combination of such techniques also leads to a
substantial increase of complexity, e.g. when the magnetic field used to
enhance the coherence time leads to closely adjacent levels, which can
not be resolved by the selective hole burning techniques. A completely
characterised spin Hamiltonian allows identification and avoidance of
such problems.
This chapter will introduce the experimental and numerical tech-
niques used to characterise the spin Hamiltonian. Furthermore, the
achieved results for three important Rare Earth systems will be presen-
ted.
7.1 introduction of the method
The method used to find the spin Hamiltonian parameters relies on the
comparison of measured hyperfine spectra with calculated ones. Since
the spin Hamiltonian determines the frequencies and the transition
strengths, spectra measured with known external parameters can be
used to fit the Hamiltonian parameters.
7.1.1 Generation of the Spectra
Hole burning experiments may often cover the whole spectral range
of hyperfine transitions for a given optical transition. However, the
resolution of the derived spectra is limited to the laser stability [100].
Furthermore, the spectra may become very difficult to interpret when
a magnetic field lifts the hyperfine degeneracy, as the spectral line
frequencies are determined by combinations of all hyperfine level split-
tings in the ground and excited state. The number of lines multiplies
from a maximum of 49 lines at zero field, to 961 lines for non-zero
fields, which causes overlaps and crossings. This makes the lines be-
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come indistinguishable or trackable for relatively small magnetic fields.
This is especially the case if the hyperfine splittings of the excited and
the ground state are similar and the enhanced nuclear Zeeman effect
becomes comparable to the effective quadrupolar interaction.
In pulsed or CW RHS (see Sec. 3.3) spectra the line positions are
given by the level structure of one electronic state (ground or excited
state), which reduces the number of lines to be interpreted in the
spectra significantly. Furthermore, the resolution of RHS spectra is
independent of the laser stability [162], which makes the line frequency
become a very precise measure. In the ideal case the resolution is only
limited by the (in-)homogeneous line width of the particular hyperfine
transition. But RHS spectra also have some limitations. Even though it is
possible to calculate the RHS spectra directly from the Hamiltonian, the
resulting amplitudes typically do not match the experimental ones. In
CW experiments the excitation dynamics are rather difficult to consider,
and in general experimental details like RF amplifier non-linearity, the
cable lengths, the tuning curves of the RF resonators and coil(s), etc.,
may change the local amplitude and the relative phase in the spectra as
a function of all involved tuning parameters. One other point is that
RHS spectra are insensitive to some symmetry related operations on
the spin Hamiltonian (see Sec. 7.2.1), e.g. to the energetic order of the
hyperfine levels, thus the sign of the Hamiltonian parameters can not
be extracted from the spectra.
As a consequence of the above implications, within this work absolute
value RHS spectra are used. Only the precise resonance line frequencies
will be utilised to derive the spin Hamiltonian parameters. The absolute
signs of the parameters will be considered as far as covered by the
literature [55, 16, 78, 122].
7.1.2 Variation of External Control Parameters
For zero magnetic field ￿B = 0, the line positions are determined com-
pletely by the effective quadrupolar constants D and E (see Eq. 2.10
or Sec. 7.2). By measuring spectra with a finite magnetic field, whose
magnitude and orientation within the laboratory reference frame are
known, one can infer the magnetic parameters gα ￿ and the orientation
of the tensor PA systems relative to the laboratory reference, or equi-
valently relative to each other. As the number of parameters which
characterise the spin Hamiltonian completely is rather large (see Sec.
7.2), it is necessary to measure the spectra for many different mag-
netic fields to get unambiguous Hamiltonian parameters. Therefore, a
scheme introduced by Longdell et al. [93] was implemented.
As a first step a series of RHS spectra for different ￿B-fields are
collected for the electronic excited and the ground state. The field is
generated by a precise and computer-controlled vector magnet (see. Sec.
6.2 and 6.2), allowing collection of ￿ 100 spectra for each series. In the
second step, using appropriate numerical techniques (see. Sec. 7.3), all
collected spectra are fitted simultaneously for one electronic state on its
own.
The applied magnetic field vectors should cover a variety of spatial
directions with sufficient resolution to allow a precise determination of
the spin Hamiltonian tensors orientation with respect to the field’s ref-The relative
orientation between
LAS and the crystal
lattice will be
disscued in the
results section 7.4.
erence axis system, which in the following is the same as the laboratory
axis system (LAS). Furthermore, the magnitude of the field should be
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large enough to get a sufficient absolute precision of the derived spin
Hamiltonian (or tensor) eigenvalues, since the induced splittings are
proportional to the magnitude, but the RHS line widths are assumed to
be independent. To cover both aspects the field vectors trace a spiral,
which itself lies on the surface of an ellipsoid. This is parameterised by:
￿B(t) =
 Bx
√
1− t2 · cos(6πt)
By
√
1− t2 · sin(6πt)
Bz · t
 . (7.1)
Figure 18: The magnetic field used
for hyperfine characterisa-
tion. The black line indicates
the trajectory of the field vec-
tor tip and the grey dots in-
dicate the discrete applied
fields for Ntot = 101 experi-
ments.
Herein
t = (N− 1)
2
Ntot − 1
− 1
is used to represent the dis-
crete coordinate along the traject-
ory of the magnetic field vector
trace, with N = 1, 2, ..., Ntot be-
ing the index of the experiment
and Bx,y,z representing the max-
imum values of the applied field
flux along the laboratory system
coordinate axes. Figure 18 shows
a typical trace of applied mag-
netic field vectors, using the max-
imum field strengths of the room
temperature coils (see. Sec. 6.2)
and Eq. 7.1 but starting at ￿B = 0
to include a zero-field reference
spectrum.
7.2 spin hamiltonian model
All alignments relevant to the measurements, like coil axes, laser wave
vector and crystal orientation with respect to each other, are done
in the LAS (x, y, z). The most elegant way to write a Hamiltonian is
to choose a diagonal representation, thus to write it in its own PAS.
The relevant principal axis systems of the particular rare earth crystal
typically do not coincide with the LAS. It is therefore convenient to use
similarity transformations, considering the relative orientation of the
principal axis systems to the LAS, in order to transform the diagonal
representations of the Hamiltonians into the LAS.
Following section 2.1, the relevant principal axis systems are the
PAS of the effective quadrupolar interaction (x ￿￿￿, y ￿￿￿, z ￿￿￿) and the PAS
(x ￿, y ￿, z ￿) of the Λˆ tensor (Eq. 2.3). (x ￿, y ￿, z ￿) determines the PAS of
the pseudo-quadrupolar and the quadratic and enhanced Zeeman in-
teraction (see Eq. 2.2). Especially in related earlier work considering
PrYAP [39, 161, 110, 111, 18, 79, 78] the approximation was made, that Section 7.4.2 gives
more details on the
symmetry of PrYAP.
the PAS (x ￿￿, y ￿￿, z ￿￿) of the pure quadrupolar Hamiltonian (Eq. 2.5) co-
incides with the PAS (x ￿, y ￿, z ￿) of the pseudo-quadrupole Hamiltonian,
thus (x ￿￿￿, y ￿￿￿, z ￿￿￿)=ˆ(x ￿, y ￿, z ￿). Considering both axis systems to be not
coincident is more general and appropriate, since the Pr site symmetry
of the other crystal systems studied in this chapter (C1 [54, 71]) is lower
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than that of PrYAP (C1h [39]). But even in the latter compound a better
match of the data is achieved (see Sec. 7.4.2 on page 75).
By omitting the quadratic Zeeman effect, only the enhanced nuclear
Zeeman effect and the effective quadrupolar interaction terms remain
in the spin Hamiltonian (Eq. 2.10). Using the above model, the spin
Hamiltonian can be represented in the LAS by:
H1 = ￿B · Mˆ ·￿I+￿I · Qˆ ·￿I, (7.2)
Mˆ = RM ·
 gx ￿ 0 00 gy ￿ 0
0 0 gz ￿
 · RTM, (7.3)
Qˆ = RQ ·
 E−
1
3D 0 0
0 −E− 13D 0
0 0 23D
 · RTQ. (7.4)
The Ri = R(αi,βi,γi), with i = M orQ, represent rotation matrices and
Euler angles, transforming from the Zeeman (Mˆ) and the quadrupole
(Qˆ) PAS to the LAS. For these rotations the “zyz”-convention [53] with
right-handed coordinate systems will be used. Accordingly, the rotation
matrices are given by:
R(α,β,γ) = C ·B ·A, with α and γ￿[−π,π], β￿[0,π]
A =
 cosα sinα 0− sinα cosα 0
0 0 1
 , B =
 cosβ 0 − sinβ0 1 0
sinβ 0 cosβ
 ,
C =
 cosγ sinγ 0− sinγ cosγ 0
0 0 1
 .
Since Mˆ and Qˆ can not be diagonalised in the same PAS in general, the
related Euler angles (αi,βi,γi) will differ for both.
To consider the crystal site symmetry (see e.g. Sec. 2, 3.3 and 7.4.1-
7.4.3) with a minimum number of model parameters the spin Hamilto-
nian for the second Pr-site ions is defined utilising the underlying C2
symmetry in the following way:
H2 = ￿B · (RC2 · Mˆ · RTC2) ·￿I+￿I · (RC2 · Qˆ · RTC2) ·￿I, (7.5)
RC2 = R
T
C · Rπ · RC,
RC = R(αC2 ,βC2 , 0), Rπ = R(180
◦, 0, 0).
RC2represents a series of rotations, in which first the LAS tensors Qˆ
and Mˆ are transformed (RC) into an axis system where the C2 axis
is along the z-coordinate. The rotation of 180◦ around this z-axis (Rπ)
is then applied. Finally, the tensor is transformed back into the LAS
(RTC) . In this way the angles αC2 and βC2 correspond to the spherical
coordinates of the C2 axis in the LAS.
While in one measurement only one electronic state is being meas-
ured, it is possible to extract the relative angles between the PAS of
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the ground and excited state Hamiltonian, since all orientations are
extracted with respect to the LAS. By mechanical alignment the lat-
ter is also fixed to the crystal axis system, with respect to which all
tensors are intrinsically fixed. Nevertheless, the site assignment by the
Hamiltonian parameters is arbitrary in the sense that, e.g., the physical
ground state site described by H1 might be characterised by the H2
parametrisation in the excited state. This twofold ambiguity will be
resolved by comparison to related studies sensitive to this issue (see
results section 7.4 on page 62).
7.2.1 Symmetries
The Hamiltonian parameters will be extracted by fitting the frequencies
resulting from the eigenvalues of the model spin Hamiltonian to that
of the recorded RHS spectra. At this point it has to be realised that
different Hamiltonians can lead to the same RHS spectra.
The most trivial symmetry operation that causes such ambiguity is
sign inversion of the model Hamiltonian H→ −H. Typical minimum
temperatures for the experiment are about T = 2 K and the splitting
of the hyperfine levels of interest is approximately ∆E/h ≈ 10 MHz. In
this regime the Boltzman factors e−∆E/kBT are very close to one and
no effect on the populations will be visible for the sign inversion of H.
The differences between its eigenvalues, that give the line frequencies
in the RHS spectra, also do not change for H → −H. Therefore the
model parameters are insensitive, too.
At first, considering the Qˆ tensor only, this inversion would corres-
pond to simultaneous changes of the signs of D and E, as can be seen
from Eq. 7.4. But also relative changes of the signs e.g. only E → −E
can lead to the same spectra. This kind of inversion is equivalent to a
exchange of the x and y-axis in the Qˆ PAS (see Eq. 7.4 or 2.10). Using
two different rotation matrices RQ and R ￿Q, both signs for E are com-
patible with the RHS spectra. In close analogy, permutations involving
the z-axis lead to different values for D and E, e.g.: 1 0 00 0 1
0 1 0

 E−
1
3D
−E− 13D
2
3D
 =
 E−
1
3D
2
3D
−E− 13D
 =ˆ
 E
￿ − 13D
￿
−E ￿ − 13D
￿
2
3D
￿
 ,
here the vector represents the diagonal of Qˆ. Solving the linear equation
on the right leads to the new quadrupole constants D ￿ = D/2+ 3E/2
and E ￿ = D/2− E/2. The 3! possible permutations of the axes (x, y, z)
combined with the sign inversion lead to 12 equivalent solutions of the
form
D ￿ = ±D and E ￿ = ±E or (7.6)
D ￿ = ±
￿
D
2
± 3E
2
￿
and E ￿ = ±
￿
±
￿
D
2
∓ E
2
￿￿
, (7.7)
where in Eq. (7.7) the signs have to be evolved dependent on the bracket-
rank/type, resulting in a total of three different |D| and |E| pairs. This
and all other discussed ambiguities will be treated in section 7.2.2 by
certain conventions.
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For the Mˆ tensor the same implications concerning axes permutations
and sign inversion apply. All transformations (expect from inversion)
will require different RM transformations to fit the RHS spectra.
Finally for the complete spin Hamiltonian, according to Longdell [92]
the coordinate transformations P (P†P = E) which keep Qˆ invariant
(PQˆP† = Qˆ) have to be considered. These are:
P = UQPAS
 ±1 0 00 ±1 0
0 0 ±1
U†QPAS,
with the rotations UQPAS being defined such that, the similarity trans-
formation U†QPASQˆUQPAS transforms a given Qˆ into its PAS (e.g.,
UQPAS = RQ). P therefore represents inversion, reflections at planes
normal to the Qˆ PAS axes, π-rotations around the Qˆ principal axes and
the identity. For the spin Hamiltonian this leads to:
H = ￿B · Mˆ ·￿I+￿I · Qˆ ·￿I
= ￿B · MˆPP† ·￿I+￿I · PP†QˆPP† ·￿I
= ￿B · MˆP · (P†￿I) + (P†￿I) · Qˆ · (P†￿I). (7.8)
In the first and last line the eigenstates are given in an other representa-
tion resulting from the new angular momentum operators ￿I ￿ = (P†￿I),
that now are given in terms of different axes.
Requiring Mˆ to be symmetric (Eq. 7.2 and 7.3) and using the same
axes to represent Mˆ and Qˆ, it can be shown that inversion is the only
possible operation for the term Mˆ→ MˆP (see first term of Eq. 7.8) in
order to fulfil Eq. 7.8. [92] For the most general case where the PAS of
Qˆ and Mˆ do not coincide, this means that the Hamiltonian is sensitive
to the individual signs of gx ￿ , gy ￿ and gz ￿ , but not to a simultaneous
inversion of all the gα ￿ .
7.2.2 Conventions
As discussed before, only |gα ￿ |, |D| and |E| and the relative orientation
of the connected PAS, up to the site assignment, can be deduced from
the RHS spectra. The absolute signs have to be extracted using other
methods. The relative signs between the gα ￿ values or between D
and E can be changed by choosing different reference axis systems,
or equivalently, different Euler matrices RM and RQ. |D| and |E| are
connected to an additional ambiguity between three pairs of values.
Keeping all ambiguities unresolved, it is no obstacle to fit the RHS
spectra appropriately, or to predict spectra for a given magnetic field.
Nevertheless, comparing and discussing the fit results, different samples
or fit trials becomes more difficult. Therefore the results for the Hamilto-
nian parameters presented in the next sections will obey following
conventions:
The absolute signs of D and E can be extracted from the literature
that covers (selective) hole burning [55, 122, 78], or two beam RHS [16]
studies, and will be given in the sections (7.4.1-7.4.3) dealing with the
samples.
The D and E ambiguity, arising from permutation of the coordinate
axes (Eq. 7.6 and 7.7), will be resolved using the convention [2]
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0 ￿ 3E
D
= η ￿ 1,
thereby fixing the sign of E and also forcing the z-principal value of Qˆ,
2/3D, to be the one of the greatest magnitude.
Although the axis permutations are restricted in this way, the Euler
rotations are not unambiguous in the sense that different Euler angles
(α,β,γ) can give the same transformation matrices R. Typically, one
set of Euler angles describing the Qˆ tensor orientation in the LAS,
resulting e.g. from multiple equivalent fit trials, serves as reference
for the Mˆ tensor axis permutation and Euler angle set. Accounting
for the fact that some sample systems are relatively close to axial
symmetry (|D|￿ |E|), and therefore as described above the PAS of Qˆ
and Mˆ should be close to overlap, the permutation of the gα ￿ will be
chosen such that the principal value of the biggest magnitude is aligned
with the Mˆ PAS z-direction. Of the sets of Euler angles allowing for
that, the set with the smallest deviation, which is defined as a vector
norm |(αQ,βQ,γQ)− (αM,βM,γM)|, is chosen. The selection of the
Mˆ principal value permutation and the Euler angle set is done post
fitting using a script [51].
7.3 numerical fitting
To treat the numerical problem of fitting the spin Hamiltonian, a pack-
age of MATLAB scripts was developed. These cover all necessary steps,
beginning with importing the original MacExp data, which contains the
RHS spectra, up to the analysis and visualisation of the final fit result
properties. The following sections describe the subject matter relevant
to reliably obtain the results presented in section 7.4.
7.3.1 Spectral Line Identification
The base data to fit either the parameters for the ground or excited
state typically incorporates 200 spectra for each hyperfine transition
manifold. Therefore, the frequency positions of about 200 · 2 · 8 = 3200
lines have to be extracted from the RHS spectra for one electronic state.
To improve speed, reduce false notes and offer more accuracy compared
to a manual identification of the line peak maxima, a script-based fitting
of all spectra was implemented.
As mentioned in Sec. 7.1.1 only the frequencies in the spectra are to
be understood as precisely determined by the spin Hamiltonian. Several
sources of noise and experimentally caused line shape distortions make
it especially difficult to identify weak lines. Furthermore, adjacent lines
can cause false identifications or frequency shifts, if e.g. a weak and a
strong line overlap partially. The script therefore utilises features like
the global noise level in the spectra or the mean RHS line widths to
define thresholds and rejection-/acceptance discriminators.
As a first step, the script analyses all RHS spectra of a single hyperfine
transition manifold (e.g. |±1/2￿ ↔ |±3/2￿) and searches for spectra with
well resolved single RHS lines and regions with undistorted noise. The
corresponding data of all suitable spectra is averaged and thresholds
for minimum signal levels (S/N ￿ 1.5) and acceptable line widths
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(within 20− 250% of mean line width) are calculated based on empirical
relationships. In a second step all spectra are processed again and each
spectrum is analysed for peaks of sufficient S/N, then subdivided in
regions with single or possibly multiple overlapping peaks. In the latter
case the peaks are fitted to a corresponding number of Gaussian peaks
simultaneously. Only fitted lines fulfilling the line width thresholds are
kept. At maximum eight lines of those are kept, by discarding the ones
with smaller amplitudes.
The drawn procedure typically captures 98% of all lines one would
identify manually, but with more exact frequencies and further includes
the fit parameters (amplitudes and frequencies of peaks and fits, widths
from fits). To cover the remaining lines, each spectrum can be inspected
manually together with the overlaid fit results. This especially helps in
accounting for lines that can be traced through some of the spectra but
at some point start to diminish due to a reducing overlap integral (see
Sec. 2.2) or to sort out false lines that somehow managed to fulfil all
thresholds before.
Besides the use of the precise RHS line frequencies to fit the Hamilto-
nian parameters, the fitted line widths and amplitudes are used to
estimate the individual fit-errors and to analyse the properties of the
inhomogeneous hyperfine line broadening (Sec. 7.4.4).
7.3.2 Line Mapping
As the spin Hamiltonian of Eq. 7.2 is a 6x6 matrix, and its RHS spectra
are measured simultaneously with the one of the site 2 Hamiltonian
Eq. 7.5, a maximum of 30 transition lines can be observed. Not all lines
are visible or resolvable in each recored spectra. Some have a too small
transition matrix element, overlap or might even interfere destructively
(see Sec. 3.3). Others might be at frequencies not excited or detected (e.g.
|g,+1/2￿ ←→ |g,−1/2￿ ). For the fitting at some point the experimentally
observed lines have to be compared with those following from Eq. 7.2
and 7.5. Thus a mapping has to be established. It was found to be
effective to map each experimental line with the closest theoretical line
in frequency, if lines where this mapping is not unique are rejected for
this fitting step. This simple scheme is intended to avoid ambiguous
mappings, that could cause erroneous convergence of the fit. When
the spin Hamiltonian parameters are not well determined, e.g. at the
beginning of the fitting, it typically rejects 20 to 50% of the experimental
lines. When the fitting becomes accurate, typically more than 99.5% of
the experimental lines are mapped to unique theoretical lines.
7.3.3 Simulated Annealing and the Fitting Algorithm
The problem Hamiltonians (Eq. 7.2 and 7.5) require a total of 13 para-
meters to characterise one electronic state:
D, E, αQ, βQ, γQ, gx ￿ , gy ￿ , gz ￿ , αM, βM, γM, αC2 and βC2 .
Gradient based algorithms proved to be inefficient in fitting the RHS
spectra line frequencies in this 13-dimensional space. They tended to
lock to local minima in the large and complicated solution space. In
the work of Longdell et al. [93] the simulated annealing algorithm [77]
showed to be effective in finding a global minimum for this explicit
problem.
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Simulated annealing is based on the probabilistic Metropolis-Hastings
algorithm [107, 65]†. The latter samples the probability distribution †Metropolis et al.
invented the
algorithm, whereas
Hastings provided a
generalisation for
arbitrary probability
distributions.
function of the system, e.g. determined by a Boltzmann distribution
p ∝ e−
￿
E
kBT
￿
,
by iterating many random variations of the model parameters. E is
adapted to the problem, and here represents the deviation between
theoretical and experimental spectra. The algorithm is intended to
minimise the energy E of the system by choosing and modifying one of
the model parameters (e.g. αQ) at random for each iteration (k). If the
system energy Ek becomes smaller compared to Ek−1, the modified set
of parameters is accepted and the iteration goes on with those. In the
case of Ek > Ek−1 the acceptance function
pk = exp
￿
−
Ek − Ek−1
kBT
￿
(7.9)
defines the probability of accepting the modified parameter. The last
step enables the Metropolis algorithm to leave local minima with a
certain probability.
In simulated annealing this probability is modified during the op-
timisation process. As suggested by its name, the temperature T is
gradually lowered while the iteration goes on. By this, the probability
to accept worse trials is high at the beginning of the search and is suc-
cessively lowered as the algorithm approaches the optimal model para-
meters. The annealing can reduce considerably the necessary number of
total iterations to find a global optimisation minimum, compared to the
pure Metropolis algorithm. The introduction of a variable temperature
may also be seen as an adaptive “divide-and-conquer” approach [77]:
At high temperatures coarse features of the problem (e.g. magnitude of
the gα ￿ ’s) may be revealed first and fine details (e.g. exact orientation
of the tensors) are probably developed later at lower temperatures.
Simulated annealing proves to be reliable by means of finding a global
minimum, with respect to the Hamiltonian parameters for the different
REIC (Sec. 7.4), starting from a random guess. Nevertheless, the time
and the approximative number of iterations necessary are strongly
dependent on the actual implementation. This includes the annealing
schedule, the random parameter trial generation, the parameter space
restrictions and the actual definition of the energy E or, in other terms,
the objective function for the optimisation, which will therefore be
defined in the corresponding paragraphs at the end of this section.
When the simulated annealing is finished an optimisation based
on the pattern search [149] algorithm, which polls grids of adjacent
(parameter-) points to seek for a better minimum, is performed. This
helps to further reduce the number of necessary iterations in the anneal-
ing. On the other hand, as pattern search is also suitable to find global
minima of complex problems [9], it represents a test of the quality of the
suspected “global minimum” found by the annealing. If the simulated
annealing worked satisfyingly, typically only very minor changes of the
fit and of the parameters result from the pattern search iterations.
In this work the simulated annealing and pattern search implement-
ations of MATLAB (simulannealbnd and pattersearch) have been used to
supply a framework for the basic algorithmic steps. The actual im-
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plementation of the relevant parts to consider the REIC system and
the specific optimisation problem are described in the following para-
graphs.
Objective Function
For the spin Hamiltonian characterisation the output of the objective
function is selected to be the RMS (root mean square) deviation between
the measured RHS line frequencies νexpi and the frequencies calculated
by using the model Hamiltonians (Eq. 7.2 and 7.5) νki for the input
parameter set of the kth-iteration. To be effective for an unambiguous
fitting, the objective function considers all available RHS lines of all
measured spectra, respectively, all sampled ￿B-orientations:
frmsk =
￿￿￿￿Ntot￿
N=1
￿QN
i=1
￿
νexpi,N − ν
k
i,N
￿2
QN
, (7.10)
herein N is the index of the ￿B-orientation (see Sec. 7.1.2) used and QN
is the number of RHS lines with unique mapping for the Nth spectrum
(see Sec. 7.3.2). In the described optimisation algorithm fRMSk replaces
the system energy Ek (e.g. in Eq. 7.9). Besides the calculation of the RMS
deviation the implemented version of the objective function (Hamdevi.m)
evokes the calculation of the actual Hamiltonian matrices (Eq. 7.2 and
7.5, HamiltonOP.m) and the theoretical frequencies νki (HDdiffs.m) at
each call. The latter are derived by solving for the eigenvalues of the
Hamiltonians and calculating all differences between those. The line
mapping code is implemented in the objective function as well, since
the mapping changes during iteration.
Besides the main features, given above, the objective function also
can incorporate the RMS deviation of experimental and theoretical
transition matrix elements (Sec. 2.2 and HDdiffs.m) by the use of the ex-
perimental line heights. As mentioned before (Sec. 7.1.1) the “true” RHS
line heights are distorted, especially for CW RHS spectra, by effects of
the experimental apparatus, which are difficult to compensate. There-
fore the transition strengths have only been used in situations where
the fitting did not converge sufficiently or to discriminate between two
non-perfect fits of similar quality in early first trials.
Acceptance Function
As introduced before, the acceptance function decides if a trial para-
meter set is kept for the following optimisation iterations. A first dis-
crimination is based on the comparison of the current trial (k) and the
previous (accepted) trial (k− 1) RMS deviation. For fRMSk < f
RMS
k−1 the
modified parameter is accepted (pk = 1). If fRMSk > f
RMS
k−1 then the
acceptance probability (MLacceptancesa.m), analogous to Eq. 7.9,
pRMSk = exp
￿
−
￿
fRMSk − f
RMS
k−1
￿
kBlTkl
￿
, (7.11)
is calculated and compared to a random number pr￿ [0, 1]. The last step
implements the probabilistic feature of the Metropolis algorithm, as
the new trial parameter is accepted only for pRMSk > pr. In Eq. 7.11
the 13 Hamiltonian parameters are indexed by l. The temperatures
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Tkl are given in l
th-parameter units. The conversion factors kBl are
constants and keep the exponent unit-free. Furthermore, they scale the
denominator in pRMSk , such that the resulting acceptance probability is
independent of the selected trial parameter (see the annealing schedule
paragraph).
Annealing Function - Random Trial Parameter Generation
When the optimisation package (FitRotplot.m) is called, it is possible to
specify if the required input parameter set or if a random trial, obeying
the search bounds, shall be used as the starting point for the following
iterative optimisation.
For each iteration k a new trial parameter set (Annealingfun(), see
FitRotplot.m) is generated. To do so, first one of the 13 Hamiltonian
parameters in the full set is chosen at random. This parameter is then
varied at random by an amount proportional to the actual simulated
annealing temperature. The last step may be repeated until the new
parameter fulfils the predefined constrains for the search.
This constrains and parameter-bounds are typically chosen relatively
diverse for the different Hamiltonian parameters. Usually the D and E
values are known with good precision from hole burning experiments,
whereas this is not the case for the effective gyromagnetic ratios and
the tensor orientation angles of e.g. PrLaWO (Sec. 7.4.1). Thus, for the
latter parameters it is advantageous to chose relatively unconstrained
bounds, e.g ±100% of the gyromagnetic ratio from a similar sample.
To adapt the selection probability to this, the single trial parameter is
chosen at random, but with a probability proportional to the relative
size of the single parameter’s search bounds with respect to the initial
input parameter set value. A new trial for the selected parameter xkl is
then generated by
xkl = x(k−1)l + Tkl (2pr − 1) , (7.12)
wherein pr￿ [0, 1] is a new random number. If xkl violates the para-
meter’s constrain the process is repeated. D and E typically were
constrained to ±10% of the hole burning values, which are considered
to be less accurate than values, which can be inferred from the RHS
spectra. The gα ￿ ’s were restricted to ±100% of their initial input values
and the angles (α,β,γ)Q/M/C2 were allowed to vary over the whole
definition range (see Sec. 7.2 and note γC2
!
= 0) .
Annealing Schedule
At a given stage of the iteration the simulated annealing temperature
Tkl controls the search radius and the acceptance probability for moves
degrading the objective.
Initial temperatures T0l are defined relative to the initial input para-
meter set, using 2% for D, 5% for E , and 70% for the gα ￿ ’s. For the
angles 30° are used. This order of magnitude for the temperature allows
the initial trial parameters to probe within the whole bounds using a
few evaluations of Eq. 7.12. A change of an ideal parameter value by the
given initial temperature results in an increase of the RMS deviation by
typically 50 kHz to 500 kHz. For the studied samples this corresponds
to 1 to10 inhomogeneous RHS line widths.
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The conversion factors kBl (Eq. 7.11) are defined by setting the
product kBlT0l = ν
RHS
σ , where νRHSσ is the mean width of all RHS lines
in the spectra. The latter results in a balanced initial acceptance probab-
ility, which allows escape from local minima, but also avoids arbitrary
scrambling of the parameters at medium stages of the annealing. The an-
nealing schedule takes 80% of the maximum iterations (kmax) to reach
the final temperature and then iterates keeping the temperature con-
stant. The final temperatures are set by requiring kBlTfl = 0.1 · νSNRσ ,
where the latter frequency is the expected statistical error in the line
positions (see Eq. 7.21 in Sec. 7.3.4). This level is 1-2 orders below
the typical best fit RMS deviations (Sec. 7.4), and thus is sufficiently
low to sample the least significant changes of the parameters in the
final stage of the optimisation. Explicitly the scheduler (Tempfun(), see
FitRotplot.m) reduces the temperature using the following function:
Tkl =
￿
T0l − Tfl
￿ · ￿1− kkmax￿Fl + Tfl , k ￿ 0.8 · kmax (7.13)
Tkl = Tfl , k > 0.8 · kmax. (7.14)
The implemented annealing scheduler includes an option to lower the
temperature at three different rates (FD,E, Fgα ￿ and F(α,β,γ)Q/M/C2
[51]), but it proved to be sufficient and, in the general case of an
unknown global minimum, beneficial to reduce all parameter temper-
atures using Fl = 2 for the power law in Eq. 7.13. At times individual
factors Fl > 2 caused the corresponding parameters to settle early
at unfavourable values, even though the parameters with individual
Fl = 2 were still changing. Nevertheless, individual Fl values might be
beneficial if the initial input parameter set is already fitting the spectra
well and only a minor refinement of single parameters is desired.
Additional Options
Besides the implementations described above the FitRotplot-package al-
lows fitting of the spectra with different core options. Those incorporate
modified spin Hamiltonian models e.g. where the two RE sites are not
connected by a C2 symmetry or e.g. the pure and pseudo-quadrupole
hyperfine interaction PAS ((x ￿￿, y ￿￿, z ￿￿) = (x ￿, y ￿, z ￿) ) are forced to be
aligned (see Sec. 7.4.2).
Furthermore, the objective function and acceptance function para-
meter kBlTkl can be selected to correspond to:
flsqk =
Ntot￿
N=1
QN￿
i=1
￿
νexpi,N − ν
k
i,N
￿2
, (7.15)
a) kBlT0l = 2
￿
2 · νRHSσ
￿2
and b) kBlTfl = 2
￿
νSNRσ
￿2
. (7.16)
Both, the least squares based fLSQk and the root mean squares based
(Eq. 7.10, default) fRMSk objective function, have the same minima.
Nevertheless, as fLSQk scales quadratically with the single model/RHS
lines deviation, its slope to the minima is much more steep than that of
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the linearly dependent fRMSk . Furthermore, using Eq. 7.15 and 7.16 b),
the acceptance probability (Eq. 7.9) becomes:
pLSQk = exp
Ntot￿
N=1
QN￿
i=1
−
1
2
￿
νexpi,N − ν
k
i,N
νSNRσ
￿2 . (7.17)
This is identical to the statistical expression for the probability for a
series of data points νexpi,N , if the model given by ν
k
i,N is supposed to
be “true” [127] (compare Eq. 7.19 in the next section). Concerning con-
vergence and fit error estimation (see next section), the latter equations Note: Longdell’s [92]
annealing schedlue
differs from Eq. 7.13.
This does not affect
the following
argument.
is an obvious choice and Longdell et al. [93] used these to fit the spin
Hamiltonian of PrYSO for the first time. Serving as a reference, the
implementation of Eq. 7.15-7.17 (including the parameter bounds and
kBl ) approximate that of Ref. [92].
The least squares implementation in FitRotplot.m shows faster con-
vergence than the RMS version, but at the same time, starting from a A typical local
minimum
lock-situation for
PrLaWO yielded a
125% greater
fLSQbest-based RMS
deviation with respect
to the fRMSbest -based
global minimum.
random trial, relatively often tends to remain locked in local minima,
which can be attributed to the rapid scaling of Eq. 7.17 to very low
acceptance probabilities during the first third of the complete number
of iterations. The latter is the main reason to use the RMS deviation as
objective by default for unknown spin Hamiltonians.
7.3.4 Fit Error Estimation
The probabilistic optimisation scheme can be interpreted using the
Bayes theorem:
P(A|B) = P(A)
P(B|A)
P(B)
,
herein e.g. P(A|B) is the conditional probability of the event A given
that B is true, whereas e.g. P(A) is the unconditional (prior) probability
for A. Identifying A with the “model” and B with measured “data”
one can calculate the probability for the model. Obviously in most cases
not “all” possible data and models can be measured or computed and
the objective is to find the most “likely”model using the available data
P(model|data) ∝ P(data|model), (7.18)
setting the prior probabilities to be constants and supposing they are
non-informative.
Assuming that the measurement error of the collected data points
(νi) are independent, random and distributed normally, with the same
standard deviation σ for all data points, around the ideal (“true”) model
(ν(xi,l)) one gets [127]
P(data|model) ∝
N￿
i=1
exp
￿
−
1
2
￿
νi − ν (xi,l)
σ
￿2￿
, (7.19)
which is identical to the product of the individual probabilities.
As indicated before, by comparison of Eq. 7.17 it is directly evid-
ent that P(data|model) is proportional to pLSQk . Using Eq. 7.18 and
remembering that σ and νSNRσ are constants, this directly becomes
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the justification to minimise fLSQk (or, as showing the same global
minimum, fRMSk ) to find the “most feasible” model parameters.
Statistical (Fit) Error
Eq. 7.19 itself enables inference of the fit error of the “best” found
parameters. Assuming the model (using the best-fit parameters xbesti,l )
is true, one can calculate the probability to accept a slightly deviated
parameter xbesti,,l + ￿, based on the finite width of the data point prob-
ability distributions. To approximate this, the simulated annealing part
of the fitting procedure (Sec. 7.3) is repeated using a constant temper-
ature Tσl . This temperature (see ErrorTempBounds() in FitRotplot.m) is
selected such that adding it to a single best-fit parameter (xbestl + Tσl )
results in a rise of the objective function by the product kσlTσl- the
denominator of the acceptance probability Eq. 7.11. By Following Eq.
7.19 strictly, this product has to be set to a level corresponding to the
expected (random) error in the data points
kσlTσl = 2ν
2
σ. (7.20)
At this point the expected mean RHS line position error (νSNRσ ) is used
to approximate νσ:
νSNRσ =
1
L
L￿
i=1
∆νi (1σ)
SNRi
, (7.21)
here L is the total number of RHS lines identified (see Sec. 7.3.1), ∆νi
the 1σ-half width of a Gaussian fit to the ith’s line and SNRi is their
individual signal to noise ratio (using the RMS-noise in a free region of
the ith’s line spectrum).
The results in Sec. 7.4 show that the mean (full width half max)
line width of the RHS lines typically are 5 to 10 times bigger than
the best fit RMS deviations. Thus, all the RHS lines can be explained
very well by the fitted model. On the other hand it is also found that
RMS
￿
f
RMS/LSQ
best
￿
/νSNRσ ≈ 20, which implies that it is quite likely
to find a single experimental line centre deviating by νSNRσ from the
calculated line position. Calculating the acceptance probability using
the strict rule of Eq. 7.20 for an average deviation of νSNRσ from the best
fit gives pk = exp(−1/2(1/1)2)N. With N ≈ 103, being the number of
accepted lines by the mapping (Sec. 7.3.2), the probability becomes
pk = 0 + O
￿
10−218
￿
, which does not correspond to the observed
number of such “outliners”. An obvious reason for this is that the
assumption of independent and normal distributed errors is false. More
relevant reasons are that the lines are inhomogeneously broadened,
leading to less defined line centres due to a distribution of the model
parameters within the observed line widths (e.g. see Sec. 7.4.4) , or vari-
ous systematic errors. The general impact of the latter will be discussed
at the end of this section.
To estimate the error Longdell [92] scaled the error acceptance prob-
ability by choosing kσlTσl = 2
￿
fLSQbest
￿2
. As a reference for comparis-
ons the error estimation routine of FitRotplot.m does the same when
fLSQk (Eq. 7.15) is the objective for an error simulation. For the default
implementation of the procedure, utilising the RMS deviation fRMSk ,
kσlTσl = ν
SNR
σ defines the acceptance level. Comparing the error ac-
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ceptance probabilities for mean line position deviations of 0.1νSNRσ , e.g.
in PrLaWO, both give similar probabilities: pLSQk ≈ 0.5 and respect-
ively pRMSk ≈ 0.9 . For line deviations of νSNRσ the least squares version
rejects all trials (pLSQk ≈ 0), whereas the RMS version has pRMSk ≈ 0.17,
which is already low but still supported by the observed line widths.
The parameter errors for the least squares and the RMS procedure
are estimates, the first most probably under-estimating and the second
over-estimating the effective sensitivity of the simulated annealing best
fit parameters to noise in the line positions. Varying all the experimental
line positions at random by the estimated noise (±νSNRσ ) and then
calculating the RMS deviation using the original best-fit parameter set,
results after 1000 such trials, typically to a RMS deviation distribution
with a standard deviation of νSTDσ , which typically approximates to
νSTDσ ≈ 0.03 · νSNRσ and has its centre at RMS(fbest) + 0.02 · νSNRσ .
FitRotplot.m offers an option to calculate and set kσlTσl = ν
STD
σ for the
error estimation procedure. As shown above this results in parameter
errors reflecting the fRMSbest parameter set sensitivity on random fluctu-
ations of the line positions by ±νSNRσ , expecting the latter to happen
frequently.
Systematic Errors
The systematic errors are much more trivial to estimate and for the
most Hamiltonian parameters these errors are larger than the statistical
errors discussed above.
The most relevant systematic error is due to the calibration error of
the static magnetic field. For the room temperature Helmholtz coils
and fields smaller than 10 mT its relative error is below 0.65% (see Sec.
6.2). This error directly translates to the same fractional uncertainty
for the gyromagnetic ratios gα ￿ . The error for the orthogonality of the
coils (static magnetic field) in both cases is estimated to be smaller than
1◦, as the super conducting and room temperature coil-frames were
CNC-machined with high precision.
The surfaces of the crystals investigated are cut and polished per-
pendicular to the three principle axes of polarisation, (X, Y, Z), which
typically are denoted by b, D1 and D2. The orientation of these axes
with respect to the surfaces is usually determined by usage of a polar-
ising microscope and is accurate to the order of 1◦. Thus, the orientation
of the Pr-site symmetry axis C2 with respect to the crystal surfaces is
only known to about the same order. As tensor orientations in section
7.4 are given relative to the laboratory axis system (x, y, z) , a misalign-
ment of the crystal within the field coils does not contribute to the
systematic error in the parameters. It translates to the angles αC2 and
βC2 not being exactly those intended (e.g. αC2 = βC2 = 90
◦) when
mounting the crystal. Nevertheless, the uncertainty in the alignment
of the crystal relative to the laboratory system (x, y, z) and that of the
crystal surfaces to the principle axes of polarisation (X, Y, Z) can result
in an error of up to 5◦ for the angles seen relative to the crystal axis
system. Due to alignment of the laser by back-reflection, this error is
smaller for the axis normal to this surface. In case one needs to cal-
culate spectra with precise amplitudes for the axis of the RF coils, an
alignment error of up to 5◦ can be expected.
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Other sources of systematic error, e.g. drift of the RF frequency or
the field calibration during the measurements, are better controlled and
have much smaller impact on the data.
7.4 application to specific compounds and results
All experiments in this work are carried out using the transitions of
praseodymium, which resides as dopant in different crystal hosts. Due
to its well characterised energy levels, strong transitions and their
accessibility by rhodamine-6G dye lasers Pr 3+ is one of the most
studied rare earth ions [100, 99]. Although PrYAP (Pr3+:YAlO3) repres-
ents a testbed system for high resolution spectroscopy experiments (e.g.
[101, 110, 111, 79, 80]) and the physical properties were studied in-depth
in the past (e.g. [39, 40, 161, 15, 18, 81, 82]) its spin Hamiltonian was
not fully characterised until now. PrYSO (Pr3+:Y2SiO5) and PrLaWO
(Pr3+:La2 (WO4)3) represent systems in which proof of principle and
experiments for methodical development in the context of quantum
memories are preformed (e.g. [52, 66, 5]). PrYSO’s spin Hamiltonian
was fully characterised in the past [71, 38, 93], but there was some con-
troversy in the results from the RHS based hyperfine characterisation
and results from (amongst others) selective hole burning experiments
[122, 123]. Section 7.4.3 will show a characterisation that proves to be
consistent with the mentioned hole burning experiments.
The data for the characterisation of PrYAP and PrYSO were measured
together with Philipp Glasenapp, who discussed them in his diploma
thesis [51]. Section 7.4.2 and 7.4.3 will show an unique analysis in-
cluding corrections, an updated error analysis (Sec. 7.3.4), conventions
being in agreement with the terminology of the literature (Sec. 7.2.2)
and further insights and results.
PrLaWO represents a novel compound of recent interest in REIC
QIP [54, 55, 52]. As there was no published experimental data on
the gyromagnetic part and the tensor orientations of the hyperfine
Hamiltonian, this system is the main motivation for the deployment of
the hyperfine characterisation within this work and the results will be
presented in the next section.
Finally, section 7.4.4 will summarise the findings on the observed
inhomogeneous (RHS) hyperfine line widths for all three compounds.
7.4.1 PrLaWO
Motivation
The efficiency of many quantum memory protocols and related tech-
niques is a function of the available optical depth [148, 33, 4, 32]. The
latter can be increased by doping the host material at higher levels with
the desired REI. In many materials yttrium atoms are replaced by the
doped REI, e.g. by praseodymium. Since the ionic radii for Y3+ and
Pr3+ differ (rY3+ = 1.02Å, rPr3+ = 1.14Å [141]), raising the doping
level increases the density of crystal defects and the crystal strain, which
enlarges the inhomogeneous width of the Pr3+ transitions [100]. At the
same time as the number of absorbers within the inhomogeneous line
width is increased, the line width grows too, which limits the achievable
optical depths [83].
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With Pr3+:La2 (WO4)3 a new quantum memory candidate material
was proposed [54], wherein lanthanum is substituted by praseodymium
instead. The close match of the Pr3+ and La3+ (rLA3+ = 1.18Å [141])
ionic radii results in an up to 15 times smaller inhomogeneous line
width compared to PrYSO with the same doping level [71, 38, 54].
Besides this positive effect, the new compound incorporates a higher
magnetic moment density, which is supposed to be detrimental for
the coherence lifetimes [27] (see also Sec. 8.2). Whereas the tungstate
host itself has low impact†, lanthanum has a much higher magnetic †: 183W with
14.31% at. is the
only stable isotope
possessing a low
nuclear magnetic
moment (0.12 nm
[128]) .
moment (2.78nm, 139La 99.91% at. [128]) than yttrium (−0.14nm, 89Y
100% at. [128]), resulting in a 7.6 times higher magnetic moment density
in LaWO compared to YSO [54].
Thus this material seems to be a compromise between a low inhomo-
geneous line width, allowing for high optical densities, and a high
density of perturbing magnetic moments, being suspected to cause low
coherence lifetime. Surprisingly, the coherence lifetimes for the ground
state hyperfine transitions of PrYSO (THF2 ≈ 500 µs [60]) and PrLaWO
(THF2 = 250± 15 µs [52]) are very similar and allow performance of
quantum memory related experiments like EIT [52] in the latter, too.
To further exploit the potential of this material for QM related ex-
periments, the full hyperfine characterisation was carried out within
this work. This subsequently allowed to successfully apply special tech-
niques to prolong the hyperfine coherence time by use of a precisely
oriented external magnetic field vector, which will be presented in
Sec. 8.2. Furthermore, these findings also motivated studies related to The results of Sec.
7.4.1 and 8.2 were
recently published,
see Ref. [97].
the question of how long an optical coherence can be stored within a
ground state spin coherence in PrLaWO (see Sec. 8.3).
Crystal and Structure
La2 (WO4)3 forms a monoclinic crystal of space group C2/c. Its unit
cell, shown in figure 19, contains four formula units of LaWO and
measures a = 7.873(2)Å, b = 11.841(2)Å , c = 11.654Å , with the
angles of α = γ = 90◦ and β = 109.25(3)◦ [48].
The eight lanthanum ions per unit cell occupy a single site of C1
symmetry, which will also be occupied by the doping REI. This site
can be subdivided into two groups of four REI positions connected by
inversion, translation and C2 symmetries. The C2 axes are identical
to the crystal b axis. If an external magnetic field is oriented along or
perpendicular to the b axis the REI will give the same hyperfine line
splittings, causing RHS interference effects [110, 111] (see Sec. 3.3). For
general field orientation the splittings will be determined by Eq. 7.2
and 7.5. As defined in Sec. 7.2 the b axis orientation with respect to
the laboratory frame is specified by the αC2 and βC2 angles of the
characterisation.
The specific crystal used for the following experiments was grown,
using the Czochralski method and the procedure of Ref. [91], by Phil-
ippe Goldner et al. at LCMCP. It contains 0.2% at. Pr3+ and measured
5x5x5 mm, its polished surfaces being orthogonal to the principle axes Note: For the
experiments of Sec.
8.2 a (cutout) piece of
this crystal was used.
of polarisation (X, Y, Z) .
Gathering of the RHS Data
The crystal was fixed by pressing it onto the sample holder by metallic
clamps or a swivelled delrin frame. The Z axis was aligned parallel to
64 spin hamiltonian characterisation
Figure 19: LaWO unit cell (grey bounding box). The small polyhedra contain
different classes (cyan, green, magenta, yellow) of WO4 tetrahedra,
with tungsten at their centre. The big polyhedra contain lanthanum
at their centre and oxygen of the first coordination shell at the edges.
Red and blue polyhedra mark the two REI crystal sites. Additionally
to the Z=4 formula units of PrLaWO per unit cell the (O) atoms
necessary to complete the polyhedra, with centre-atoms (W/La)
inside the unit cell, are drawn too. (The figure was created using the
program Balls & Sticks and the data from Ref. [48])
the LAS z-axis by rotating the inserted cryostat assembly and using
the back reflection of the laser beam, which propagated parallel to the
z-axis. The parallelism of the polished crystal Z surfaces, mechanical
production precision, optical spot size and measure distance limit this
alignment to a precision of about 1◦. The X and Y axes were aligned
by fixing the clamps/frame after carefully aligning these axes’ crystal
surfaces parallel to the sample holder sides and centring of the crystal
by eye. Thus, the axes x/X and y/Y are supposed to be parallel. Due to
the small dimensions of the sample and the lack of a solid alignment
reference with respect to the sample holder sides or the field coils
themselves, this alignment is expected be precise to about 5◦, with a
centring precision with respect to (x, y, z) of approximately 0.5 mm).
For the RHS measurement the apparatus described in part ii was
used. For the laser, the full stabilisation system (Sec. 4.1.1 and 4.1.2)
except for the AOM calibration system (Sec. 4.2.1) was active. The laser
was tuned to the centre of the inhomogeneously broadened 3H4 − 1D2
zero phonon line, see figure 20. After passing through the AOM setup
(Sec. 4.2) it had a collimated diameter of 1.5 mm and then was focused
into the sample using a f = 300 mm lens. Figure 21 shows the pulse
sequences used and the detailed parameters (see caption) for the record-
ing of the RHS spectra. All optical powers quoted in the figure caption
are measured in front of the cryostat entrance window, those of the RF
represent values corrected for the reflected RF power in the pulsed RF
experiments or the mean power dissipated in the 50 Ω load following
the RF coil in the CW RF experiments. For the ground state the CW
RHS technique (Sec. 3.3) and the sequence shown in Fig. 21(a) were
used. The optimum temperature of the cold finger for this scheme was
4.5 K, since still lower temperatures give such slow hyperfine level re-
laxation rates, that it would be necessary to re-pump the hyperfine level
population. Additionally, the RF sweep, besides creating the RHS coher-
ence, shuffles the ground state hyperfine population. Both effects result
in a quasi-stable signal amplitude after a few repetitions of the single
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Figure 20: PrLaWO level structure of the zero phonon line levels 3H4(0) and
1D2(0), indicating their optical transition vacuum wavelength. The
order of the energy levels follows from Ref. [55]. The hyperfine
transition frequencies follow from this work, using (near) zero-field
RHS spectra, resulting in values of higher precision (see brackets)
than the previously published hole burning data. The arrows on the
right indicate which Zeeman split hyperfine level manifolds have
been addressed in the individual RHS experiments, as described in
the text. The quantities listed in the table were measured for the
0.2 at. % sample (zero static field and T ≈ 2.5 K) and are in good
agreement with previously published data (1.4 at. % sample [54, 55]).
The ground state THF1 value was taken form literature (a) [54]). Own
measurements gave values in the range of 10 to 40 s.
sequence. Nevertheless, due to the complicated and not considered
rate-equations incorporated with this process, the individual RHS line
amplitudes lose their direct proportionality to the transition strength
determined by the hyperfine Hamiltonian. Figure 20 shows which hy-
perfine manifolds have been accessed by the RF sweeps in separate RHS
experiments. In the case of the ground state, performing two separate
series of experiments was a matter of guaranteeing vertical resolution,
as the RHS signal amplitude for the |g,±3/2￿ ↔ |g,±5/2￿ transitions is
about 10 times smaller than that of the |g,±1/2￿ ↔ |g,±3/2￿ manifold
(see. Fig. 29). For both series the static magnetic field vector was incre-
mented in Ntot = 101 steps, following Eq. 7.1 and using maximum
field components of [Bx, By, Bz] = [7, 9, 8] mT. The field was generated
by the room temperature coil set (Sec. 6.2), which were also used for all
remaining characterisations.
To get better signal to noise ratios the excited state was investigated
by the pulsed RHS technique (Sec. 3.3) using the sequence given in
Fig. 21(b). Compared to the ground state the gyromagnetic factors, and
thus the Zeeman line splittings, are smaller and a single RF pulse is
more likely to have sufficient bandwidth to cover a full Zeeman split
hyperfine transition manifold (e.g. |e,±3/2￿ ↔ |e,±5/2￿). In contrast
to the previously described CW RHS experiment, an optical re-pump
scheme is used to avoid population trapping in the ground state. The
erase beam (Fig. 21(b)) is scanned several times over a frequency range
of at least twice the sum of the greatest hyperfine transition in the
ground and excited state†. In this way, it resonates with all possible †E.g. at zero field in
PrLaWO at
minimum
2 · [24.44+
14.87+ 7.23+
4.94] = 102.97
MHz comp. Fig. 20.
population traps being relevant for the RHS probe beam. Using high
optical power, a reasonable fraction of the (trapped) ground state pop-
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Figure 21: Used RHS pulse sequences. The blue lines indicate the frequencies
and the green areas the applied optical/RF powers.
(a) A low power laser probe (Pp = 0.3 mW) and a scanning fre-
quency RF (PRF ≈ 1 W, τs = 50 ms, ν1 = 7.4 and ν2 = 22.4
MHz for |g,±1/2￿ ↔ |g,±3/2￿ or respectively 17.1 and 32.1 MHz for
|g,±3/2￿ ↔ |g,±5/2￿) were applied to the sample for a duration τs
and were switched off for a further τs to allow for relaxation. For
each value of the external magnetic field the sequence was repeated
100 times to increase the SNR by accumulation.
(b) Probe and erase beam were overlapped in the sample at an
angle of 0.6◦. To allow for higher repetition rate the chirped
erase laser (∆ = 64 MHz, τe = 10 ms, average power Pe ≈ 20
mW) redistributed the populations. An initial population differ-
ence between hyperfine sub levels was created by the probe beam
(Pp = 1.2 mW, τp = 100 µs) and was converted to coherences
by an RF pulse (νRF = 4.94/7.23 MHz (|e,±1/2￿ ↔ |e,±3/2￿ resp.
|e,±3/2￿ ↔ |e,±5/2￿), PRF = 214/287 W, τRF = 4 µs). For optical
heterodyne detection the same probe beam was left active for an
additional time τdec. The signal was accumulated for 100 cycles of
the whole sequence.
ulation is excited by each scan. Cycling the scan on a time base τe
with Topt1 < τe ￿ THF1 , the optical relaxation redistributes all ions
in the ground state to some constant quasi equilibrium level in the
centre of the optical scan. The optimum temperature of the cold finger,
with respect to signal amplitude for this scheme, was T = 2.4 K. To
achieve high Rabi frequencies, and thus high effective bandwidths for
the RF pulses, single resonance tuned circuits (see Sec. 5.1.1) have been
used. However, the limited RF pulse bandwidth of the order of 250
kHz required the measurement of the hyperfine transition manifolds
in two separate experiments. For each series spectra for Ntot = 251
orientations of the static magnetic vector field have been recorded, but
with maximum field amplitudes of Bx,y,z = 6.5 mT†.† In early
experiments the
software limited the
field components to
6.5 mT for saftey
reasons.
To compensate for small magnetic background fields the effect of
destructive site-interference [111] for the RHS signal at real zero field
was utilised. The small compensation field reduced the RHS signal
amplitude to less than 10% compared to the normal situation with zero
coil currents. The control software used the compensation field for the
subsequent data acquisition.
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Between the excited and ground state measurements, the crystal
was remounted on the sample holder, following the same procedure
as described above. This should be considered when comparing the
results and crystal alignment errors.
Fitting Constrains and Best Results
The fitting procedure described in Sec. 7.3 was developed, and in
later stages, tuned using the PrLaWO RHS data as a prototype. Thus,
the exemplary parameter bounds given in section 7.3 already apply
for PrLaWO. Explicitly for D and E the published values from hole
burning [55] were used to define the centre of the search region, the
latter being constrained to ±10 % of their value. In early stages the
gyromagnetic factors were unknown and the initial values were set to
gα ￿ = 100 MHz/T for the ground state and gα ￿ = 50 MHz/T for the
excited state, restricting the search extend to ±100 % of these values.
In later stages, after several fit trials starting from random parameters
converged to the final values given in table 1, those final values, again
generally constrained to ±100 % , were used for refinement fits or
further tuning/analysis of the general fitting procedure. The same
applies for the search extents and start values for the tensor angles. In
the beginning all angles were set to random values out of the full Euler
angle definition range, without restricting the search region further.
Later the values from table 1 were used and constrained to ±50◦ for
all angles. In the final stages the (α/β)C2 angle were restricted further
to ±10◦. Using kmax = 2 · 106 maximum iterations for the simulated
annealing, the less and the more constrained initial conditions described
above lead to the same global minimum, given in table 1. Nevertheless,
the parameters of the more constrained searches had smaller deviations
from the values in the table, before the pattern search was activated.
Furthermore, the alternative least squares based objective function
(fLSQk , see Eq. 7.15) typically did not tend to converge so regularly in a
local minimum†. †Especially for
PrLaWO there exists
one particular local
minimum with a
deviation of
1.14 · fRMSbest . It has
similarD/E/gα￿
values but
incompatible angles
αC2 = 2.2
◦ and
βC2 = 33.0
◦.
As indicated above, table 1 lists the best fitting spin Hamiltonian
parameters found for PrLaWO. Figure 22 shows the collected RHS
data for PrLaWO and the calculated line positions following from
the parameters in table 1. From the total 1221 identified (Sec. 7.3.1)
ground state RHS lines Lg = 1218 could be unambiguously mapped
(Sec. 7.3.2, 1616 theoretical lines). The best fit parameters lead to a
fRMSbest = 32.3 kHz deviation between calculated and measured lines.
This residual deviation is 6 times smaller that the average ground
state RHS line width (see Sec. 29), thus all predicted lines are within
the observed line widths and close to their centre. Furthermore the
RMS deviations fRMS(N) for the individual spectra (see Fig. 22(b)) do
not show significant systematic shifts, with respect to the mean value
fRMSbest of all spectra. Both findings indicate that the residual deviation
is dominated by statistical error.
A similar situation is found for the excited state. Using the best fit
parameters Le = 2345, experimental lines could be uniquely mapped
to theoretical lines. The total number of identified lines was 2353 (4016
theoretical lines). The fit has a residual deviation of fRMSbest = 3.1 kHz
which, in comparison to the mean excited state RHS line width of 22.3
kHz, represents an even better overlap between calculated and observed
lines than in the ground state case. Whereas the RMS deviations of the
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Figure 22: PrLaWO RHS data overlaid with fit. The RHS data are shown as a grayscale coded
intensity plot. The maximum amplitude for each individual spectrum (indexed by N) was
normalised to one, in order to obtain a uniform contrast over all orientations. The calculated
line positions (using Tab. 1 and Eq. 7.2 and 7.5) are given by the overlaid black lines. For
both, (a) the excited state and (b) the ground state data, additionally the RMS deviations
fRMS for the N individual orientations are plotted (black line in (a/b) top row plots). The
blue horizontal lines indicate the mean value (see Tab. 1) of the deviations.
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ground state excited state
value σνSNRσ σνSTDσ value σνSNRσ σνSTDσ
D -6.3114 0.42￿ 0.12￿ 1.90705 0.12￿ 0.02￿
E -0.8915 2.4￿ 0.79￿ 0.35665 0.40￿ 0.09￿
αQ 20.4 3.3 0.6 -18.51 0.71 0.11
βQ 147.7 1.4 0.2 73.83 0.48 0.07
γQ 10.2 1.4 0.3 -84.22 0.37 0.06
gx -51.7 7.0 % 2.3 % -17.22 1.5 % 0.2 %
gy -23.5 4.7 % 1.6 % -14.39 0.68 % 0.13 %
gz -146.97 0.51 % 0.20 % -18.37 0.75 % 0.11 %
αM 30.1 3.8 0.8 -23.7 2.4 0.61
βM 146.59 0.55 0.09 88.5 4.1 0.72
γM 13.09 0.69 0.12 80.1 1.8 0.32
αC2 88.34 0.47 0.10 88.63 0.25 0.04
βC2 92.45 0.31 0.06 92.69 0.24 0.04
fRMSbest 32.3 2.1 0.3 3.089 0.358 0.004
Table 1: PrLaWO best fit parameters and fit errors. D and E are given in
MHz, the gα￿ values in MHz/T, all angles in degrees and the res-
ulting RMS deviation fRMSbest is given in kHz. For D, E and the gα￿
the errors are given in relative units. The errors are defined by the
1σ-widths of Gaussians fitted to the histograms of the accepted para-
meter trials, resulting from 2 · 106 simulated annealing iterations with
a fixed temperature level of kσlTσl = νSNRσ for the 1σνSNRσ error and
kσlTσl = ν
STD
σ for the 1σνSTDσ error respectively. Form the ground
state spectra νSNRσ = 1.4 kHz was found and subsequently yielded
νSTDσ = 0.04 kHz (see Sec. 7.3.4). For the excited state νSNRσ = 136
Hz and νSTDσ = 3 Hz were found. For all fit parameters the source
histograms showed Gaussian shape and were centred around the best
fit parameter value. The errors in the fRMSbest row correspond to the
width of the RMS deviation histograms.
individual spectra are again symmetrically distributed around their
mean, now in the centre of the N-range an accumulation of spectra
with slightly higher deviation from the mean level (see Fig. 22(a))
seems to exist. Compared to the total spread of fRMS(N) values this
effect seems to be barely significant, but may be an indication of a
slightly higher calibration error for the x and/or y axis static magnetic
field compared to the z component, which in contrast has its maximal
amplitude at extremal values of N. This effect might be more visible
in the excited state, since the pulsed RHS spectra are of higher quality
and the RHS line widths are smaller in relation to the state’s gα ￿ values.
Furthermore, the Mˆ tensor of the excited state is almost isotropic,
yielding an almost constant maximum Zeeman splitting in all spatial
directions. The ground state Mˆ tensor is anisotropic, with a large
projection component along the LAS z-axis, but smaller ones along y
and x (in this order). Because of the latter, the ground state fRMS(N)
graph is less sensitive to the assumed calibration error.
Referring to the estimates of the fit errors given in table 1, the uncer-
tainty arising from the calibration error of the magnetic vector field is
of similar magnitude as the statistical error for the gα ￿ ’s (1σνSTDσ ). In
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general the ground state parameters, but especially the g-factors, show
a lower sensitivity to changes in the line positions than compared to the
excited state. This again can be accounted to the better quality of the
excited state spectra. Nevertheless, the larger inhomogeneous broad-
ening of ground state RHS lines and a potentially connected greater
inhomogeneous distribution of the Hamiltonian parameters themselves
(see. Sec. 7.4.4) may also be a reason for the larger uncertainties.The actual angles
between the C2 and
the LAS axes are:
ground state
C2x=(88.4±0.1)◦
C2y=(3.0± 0.1)◦
C2z=(87.6±0.1)◦
excited state
C2x=(88.6±0.1)◦
C2y=(3.0± 0.1)◦
C2z=(87.3±0.1)◦
The general alignment actually reached and realignment precision
seems to be approximately 3◦ and 0.5◦ respectively. This can be inferred
from the comparison of the fit results for the C2/b axis orientation of the
excited and ground state, pointing out that the sample was remounted
completely between those RHS measurements.
For the discussion of the tensor properties, the first thing to note
is that the Qˆ and Mˆ tensors of the ground state are more anisotropic
than those of the excited state. While for the quadrupolar tensors the
asymmetry parameters ηg ≈ 0.42 and ηe ≈ 0.56 are relatively similar,
the situation for Zeeman tensors is different. The ground state Zeeman
tensor has relatively similar gx ￿ and gy ￿ but a 400% larger gz ￿ principal
value. In contrast, the excited state Zeeman tensor is almost isotropic,
consisting of principal values differing only by about 20 %. Due to the
lack symmetry (C1) for the Pr site in LaWO, a useful visualisation of
the tensor orientations is not as straight forward as e.g. in PrYAP (see
Sec. 7.4.2 on page 7.4.2). Crystal field calculations [56] approximating
the PrLaWO tensor parameters by assuming a higher symmetry (C2v
orthorhombic) give essentially similar tensor principal values as found
experimentally. At the same time these calculations in C2v symmetryActual angles
between ground and
excited state site 1
Qˆ \ Mˆ-principal
axes:
Qx=(50.2± 0.4)◦
Qy=(86.1± 0.5)◦
Qz=(74.0± 0.2)◦
Mx=(43.5± 0.8)◦
My=(77.4±0.6)◦
Mz=(87.0± 0.6)◦
also predict that the Qˆ tensors of different crystal field levels are collin-
ear, which contradicts the experimental results for the actual symmetry
of C1 [97]. The relative tensor orientations between ground and excited
state determine the nuclear overlap integrals, and thus the relative
optical oscillator strengths[100]. For the latter experimental data from
zero field spectral tailoring experiments exists for PrLaWO [55]. By
comparing the calculated overlap integrals following from Tab. 1 with
this data, a verification of at least the relative Qˆ tensor orientations is
possible. Table 2 shows the comparison of the values, using the site
1 data of Tab. 1 for both electronic states. The calculated relative os-
cillator strengths are in almost prefect agreement with experimental
values, which greatly supports the tensor orientations by the hyperfine
characterisation.
7.4.2 PrYAP
Motivation
As with many REIC in early days, the main interest in studying PrYAP
was the search for efficient laser host materials. Using low doping
levels, PrYAP was studied in-depth using high resolution spectroscopy
techniques [101, 39, 40, 161], also revealing new non-specific properties
like the Raman heterodyne interference effect [110, 111]. Due to its
favourable and well studied hyperfine and coherent properties, PrYAP
developed to a testbed system for the development of several high res-
olution magneto-optical techniques [15, 16, 18, 81, 82, 79, 80]. Besides
the technological demonstration, the latter further refined the hyperfine
parameters. The sign of the quadrupole parameter, D < 0 [16, 78], was
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PrLaWO
￿￿e,±12￿ ￿￿e,±32￿ ￿￿e,±52￿￿￿g,±12￿ 0.09±0.01 0.28±0.01 0.63±0.01 (exp.)0.084±0.002 0.244±0.003 0.672±0.004 (calc.)
￿￿g,±32￿ 0.33±0.01 0.39±0.01 0.28±0.02 (exp.)0.311±0.003 0.448±0.003 0.241±0.003 (calc.)
￿￿g,±52￿ 0.55±0.01 0.36±0.01 0.09±0.01 (exp.)0.605±0.003 0.308±0.002 0.087±0.001 (calc.)
Table 2: Relative oscillator strengths for PrLaWO. The calculated values are
derived from Tab. 1 (calc., site 1 for both states) and are compared to
the values gained from spectral tailoring experiments (exp.) [55]. Rows
correspond to transitions starting from the ground state hyperfine
levels and columns correspond to transitions to different excited state
hyperfine levels.
determined. Furthermore, the angle between the PAS z-axes of the
excited and the ground state was corrected to α0 ≈ 42◦ [82]; different
values have been published previously [161, 111, 109, 112, 17]. Neverthe-
less, all former studies used the approximation that the PAS of the pure
quadrupole Hamiltonian coincides with that of the pseudo-quadrupolar
Hamiltonian, such that the Qˆ and Mˆ tensors are aligned. This is a good
approximation for the ground state of PrYAP, nevertheless this is not the
case for the excited state [161]. The more general Hamiltonian model
used here (Sec. 7.2) resolves the specific orientations of the Qˆ and Mˆ
tensor PAS independently.
Crystal Structure and Sample
YAlO3 has a perovskite like crystal structure of space group D162h [49,
35]. Its orthorhombic unit cell, shown in figure 23, has the dimensions
a = 5.330(2)Å, b = 7.375(2)Å and c = 5.180(2)Å [35]† and contains †The dimensions are
given in Pnma
notation.
four Y-positions. The latter show a C1h point symmetry [39] and two
of the Y can be grouped to a pair subjected to the same crystal field. In
figure 23 the two distinct Pr/Y-sites are given by the two upper and
two lower Y-positions (blue) [78]. Both sites can be converted into each
other by a translation in the bc-plane and a subsequent mirroring at the
same plane. Considering the impact of this symmetry on the Raman
heterodyne frequencies for each site, both sites are equivalent up to
a C2 rotation around the crystal b-axis [110]. Thus, as in the case of
the PrLaWO characterisation, the orientation of the crystal b-axis with
respect to the laboratory axis system will be given by the αC2 and βC2
angles.
The Pr doping level of the sample was 0.1 at. %. The 5x5x1 mm
crystal was mounted such that its thinnest dimension was aligned with
the LAS z-axis. The other surfaces being aligned with the LAS x- and
y-axes. For the mounting precision and procedure the same applies as
in the case of PrLaWO (see page 64). Figure 24 summarises the energy
level structure and the main relevant properties for PrYAP.
Figure 23: YAP unit cell (grey bound box). The yttrium positions are in blue
colour, the aluminium ions in green and the oxygen in pink. (The
figure was created using the program Balls & Sticks and the data
from Ref. [49, 35])
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Figure 24: PrYAP level structure. The quoted zero field hyperfine transition
frequencies follow from the characterisation result given in Tab. 3.
The order of the 3H4 state hyperfine levels follows from [16], the
order for the excited state from [18, 78]. Γinh is given as a measured
value for this particular sample, whereas the relaxation times (B = 0)
are taken from literature (a) [39], b) [101], c) [113, 81], d) [41]), but fit
with those measured (not shown) during this thesis. The grey arrows
on the right indicate the hyperfine transition manifolds addressed
during the single RHS experiments.
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Hyperfine Characterisation
As in the case of PrLaWO, the PrYAP ground state hyperfine spectra
were measured using the CW Raman heterodyne technique, and for
the excite state, pulsed RHS spectra were acquired. To account for
the different signal strengths from the different hyperfine manifolds
and the limited excitation bandwidth in the pulsed case, four separate
experiments for the different frequency ranges, indicated in Fig. 24,
were performed. Population trapping in the ground state can be avoided
by using a repetition rate lower than approximately 2 per second, since
THF1 for PrYAP is sufficiently short. Thus the main differences in the
pulse sequences used, compared to that used for PrLaWO (Fig. 21), were
the different resonant RF frequencies and the fact that no erase beam
was used. All other parameters were subjected to minor changes only
[51]. For the ground state spectra Ntot = 151 field orientations with
maximum magnitudes of [Bx, By, Bz] = [9.5, 11, 10.5] mT (using Eq.
49) were measured. For the excited stateNtot = 101 and [Bx, By, Bz] =
[6.5, 6.5, 6.5] mT were used.
As mentioned before, this source data sets have recently been ana-
lysed and discussed by Glasenapp [51], but are subject of this thesis
also. The best fit results shown in table 3 are the result of an unique
RHS line identification (Sec. 7.3.1) and fitting. As some of the lines have
to be picked manually, this causes minor changes on the parameter
values compared to Ref. [51], but also checks the general robustness of
the data processing procedure. Furthermore, the analysis shown here
adapts to more common conventions for the Euler angles.
For the ground state, 1599 of the 1607 identified lines (2416 theoretical
lines are possible) were finally considered by the line mapping. In the
excited state 1153 of 1168 lines contributed (1616 theoretical lines). The
best fit RMS deviations achieved for both electronic states of PrYAP,
are well below the observed inhomogeneous hyperfine line widths,
yielding mean-width/fRMSbest ratios of about 7 and 10 for the ground
and excited state respectively (see Fig. 30) . The calculated transitions
fit decently over the whole range of measured magnetic fields, as can
be seen in figure 25, showing the data and the superimposed fit.
The individual deviations for all field orientations are centred around
the mean deviation and do not show a significant preference for any
particular direction, indicating that the residual deviation is dominated
by statistical error. Nevertheless, looking closely at some particular field
indexes (e.g. N = 76 in Fig. 25(a)), there might be indications of small
deviations. Those can be explained by overlapping lines close to the
zero-field hyperfine transition frequency, some systematic effect due to
not-well resolved, or not precisely picked, overlapping line positions
or problems arising from an unwanted residual magnetic field. The
latter effect may be expected to be more significant in the case of PrYAP,
as here attempts to achieve better zero-field destructive interference
by usage of a compensation field [51] were not as successful as in the
PrLaWO experiments. Some decrease of RHS signal amplitude due to
interference could be observed by tuning the field, but the effect was
not comparable to the situation in PrLaWO. The same was observed
for the PrYSO experiments, which may indicate a connection between
the ease of finding a good interference/compensation-field with the
inhomogeneous RHS line width, since PrYAP and especially PrYSO
show much narrower RHS lines than PrLaWO (see. Sec. 7.4.4).
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Figure 25: PrYAP RHS data overlaid with fit. The RHS data for the excited state (a) and the ground
state (b), covering the range where lines have been identified, are shown as a grayscale
coded intensity plot. The maximum amplitude for each individual spectrum (indexed by
N) was normalised to one in order to obtain a uniform contrast over all orientations. The
calculated line positions (using Tab. 3 and Eq. 7.2 and 7.5) are given by the overlaid black
lines. Additionally the RMS deviations fRMS for the N individual orientations are plotted
(black line in (a/b) top row plots). The blue horizontal lines indicate the mean value (see
Tab. 3) of the deviations.
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ground state excited state
value σνSNRσ σνSTDσ value σνSNRσ σνSTDσ
D -3.5276 0.6￿ 0.1￿ -0.40211 1.3￿ 0.2￿
E -0.037 54 % 6 % -0.050463 11.2￿ 0.4￿
αQ -88 17 3 1.6 1.0 0.2
βQ 88.49 0.37 0.07 89.24 0.54 0.08
γQ 118.55 0.56 0.09 99.82 0.39 0.08
gx 36.99 3.4 % 0.5 % 16.769 3.97 % 0.04 %
gy 25.6 5.8 % 0.9 % 13.06 2.1 % 0.4 %
gz 117.59 0.61 % 0.10 % 18.475 1.32 % 0.04 %
αM 1.9 2.7 0.5 1.3238 2.5207 0.0003
βM 88.33 0..25 0.04 86.58 5.34 0.01
γM 122.36 0.26 0.04 146.12 1.11 0..03
αC2 2.18 0.17 0.03 1.85 0.27 0.06
βC2 88.00 0.27 0.05 88.3 0.6 0.1
fRMSbest 15.90 0.78 0.02 2.381 0.351 0.009
Table 3: Best fit parameters and fit errors for PrYAP. D and E are given in MHz,
the gα￿ values in MHz/T, all angles in degrees and the resulting RMS
deviation fRMSbest is given in kHz. For D, E and the gα￿ the errors are
given in relative units. The error estimation was done in the same
way as for the values given in table 1. For the ground state spectra
νSNRσ = 545 kHz was found and subsequently yielded νSTDσ = 13 Hz.
For the excited state νSNRσ = 248 Hz and νSTDσ = 8 Hz were found.
For all fit parameters the source histograms had Gaussian shape and
were centred around the best fit parameter value. The errors in the
fRMSbest row correspond to the width of the RMS deviation histograms.
Note: To describe the same physical Pr-site, (e.g.) the site 1 data of the
table for the ground state and the site 2 data of the table for the excited
state have to be used in conjunction (see text).
Looking at the individual parameter errors, E and αQ for the ground
state particularly stand out. Since E is very small it is difficult to de-
termine it, which also indirectly implies that this parameter is not
too critical for the deviation. The same also holds true for αQ. In the
following discussion all parameter errors will be propagated and it
will become evident, that even though these two parameters have large
relative errors, their contribution to the total error of the orientations is
relatively small.
Comparison to Previous Studies
The relative optical transition matrix elements have implications on
virtually all optical experiments in REIC systems [17]. The size of the
overlap integrals between the ground and excited state nuclear wave
functions, which determine the transition matrix elements, depends
on the relative orientations of the ground and excited state tensor PAS
systems. Due to the C1h site symmetry in PrYAP, the quadrupolar
and Zeeman tensors of the ground and excited state share a common
quantisation axis [161], which is the crystal c-axis. This implies that the
tensors’ principal z-axes lie in the crystal a-b plane. In this case, know-
ledge of the relative angle between the Qˆ PAS z-axes of the ground and
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Figure 26: Orientation of the PrYAP quadrupole and Zeeman principal axes.
The LAS x-y plane is given by the black and the crystal a-b plane
by the blue arrows (C2 ￿ b). The green lines show the z-axis of
quadrupole tensors (gQ1, eQ2) and the red lines show the z-axes of
the corresponding Zeeman tensors (gM1, eM2). The angles between
the C2 axis and the LAS axes (e.g., αC2/x) are only given in the
figure legend, the other relevant angles are drawn in the figure: The
angles between the drawn axes and the C2 axis (αgQ1, αeQ2, αgM1,
αeM2 ), relative angles between the Qˆ and Mˆ z-axes within one
state (αgQM and αeQM) and the mixing angles between the ground
and excited Qˆ and Mˆ tensor z-axes (αQ and αM). The angles for
site 1 follow from Tab. 3 and Eq. (7.3)-(7.4) and site 2 additionally
incorporates the C2-transformation (Eq. (7.5)). Errors follow from
propagation of the σνSTDσ errors.
excited state is sufficient to determine the overlap integrals [111, 100, 82].
Figure 26 shows the orientation of the principal z-axes for the quadru-
pole and Zeeman tensors following from the hyperfine characterisation
results (Tab. 3). As discussed before the RHS signal is insensitive to the
signs of the quadrupolar and the Zeeman interaction (Sec. 7.2.1), thus in
the figure the directions of the axes have been omitted and the quoted
angles are the smallest between them. Furthermore, the RHS scheme
does not correlate a given physical Pr site from the ground state with
one specific of the excited state[18]. Likewise, the fitting itself is insensit-
ive to the assignment of the sites. The lines representing site 1 of one fit
can become site 2 in a second run without affecting the resulting RMS
deviation. Thus, two possible assignments for the ground to excited†Slight deviations
compared to Ref. [51]
follow from the
independent data
analysis, the errors
were being calculated
with a preliminary
routine and from Ref.
[51] using only the
angle’s error for
propagation.
state sites are possible: g1/e2 or g2/e1. The relative angles between Qˆ
PAS z-axes of the ground and excited state that follow from this study
are: αQ(gQ1/eQ1) = (18.8± 0.1)◦ and αQ(gQ1/eQ2) = (42.1± 0.2)◦.†
The latest related studies, using coherent Raman beats and high resol-
ution hole burning spectra of the excited state, showed that the most
probable angle between the ground and excited state Qˆ tensor z-axes
is αQ = (47± 5)◦ [17] or, respectively, αQ = (42± 1)◦ [82]. This clearly
determines the site assignment for the given fit-results (Tab. 3) to g1/e2
(and g2/e1), strongly supports the characterisation result and further
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￿￿e,±12￿ ￿￿e,±32￿ ￿￿e,±52￿￿￿g,±12￿ 0.244±0.014 0.648±0.005 0.109±0.009 (calc.)0.239 0.647 0.114 (lit.)
￿￿g,±32￿ 0.541±0.003 0.038±0.009 0.421±0.006 (calc.)0.549 0.003 0.417 (lit.)
￿￿g,±52￿ 0.215±0.012 0.314±0.004 0.471±0.015 (calc.)0.212 0.319 0.469 (lit.)
Table 4: Relative oscillator strengths for PrYAP. The calculated values are de-
rived from Tab. 3 (calc., site 1 values for the ground state and site 2
values for the excited state) and are compared to the latest published
values (lit.) [82]. Rows correspond to transitions starting from the
ground state hyperfine levels and columns correspond to transitions to
different excited state hyperfine levels.
resolves the controversy in some of the previously published values
([161, 111] vs. [109, 112, 17, 82]). To conclude, the zero field relative
oscillator strengths following from the hyperfine characterisation and
the g1/e2 site assignment are compared to the published oscillator
strengths by Klieber et al. [82]. Table 4 shows the results, which are in
very good agreement.
All previously mentioned quantitative studies on the hyperfine
Hamiltonian tensor orientation in PrYAP use a simplified model. In this
the pseudo-quadrupole (x ￿, y ￿, z ￿) and pure-quadrupole (x ￿￿, y ￿￿, z ￿￿)
tensors PAS are considered to coincide, which approximately is the
case if DpQ ￿ P. As the quadrupolar tenors are of the same form
(see Sec. 2.1), they are formally merged and thus treated in a third
PAS (x ￿￿￿, y ￿￿￿, z ￿￿￿ ). Since the enhanced nuclear Zeeman interaction,
respectively the Mˆ tensor PAS, is given by the pseudo-quadrupole
axes (x ￿, y ￿, z ￿) (Eq. 2.10) the simplified model assumes that the PAS
axes of the Mˆ and Qˆ tensors coincide. The hyperfine characterisa-
tion justifies this approximation for the ground state of PrYAP, since
the observed angles between the Mˆ and Qˆ z-axes and the b/C2 axis,
αgM1 = (55.4± 0.1)◦† and αgQ1 = (59.2± 0.1)◦, correspond to those †Due to the site
symmetry negative
signs follow for the
other site, e.g.
αgM2
C2= −αgM1.
published for the simplified model ≈ 56.4◦ [39, 40, 110, 111]. The
small deviation can be attributed to the more general spin Hamilto-
nian model, resolving non-coincident Mˆ and Qˆ tensor configurations.
Whereas the angle between the principal axes of Mˆ and Qˆ in the ††gz of the excited
state is only
10− 30% bigger
than the gx/y values.
The angles between
Qˆ-z and Mˆ-x/y axes
are (90.6± 0.1)◦
and (43.7± 0.1)◦.
ground state αgQM = (3.8± 0.1)◦ is small, and the tensors are ap-
proximately collinear in z, the situation in the excited state is dif-
ferent: αeQM = (46.4± 0.1)◦††. This measures for the first time the
†††The corresponding
C2 vs. Mˆ-x/y axes
angles are
(91.9± 0.1)◦ and
(58.0± 0.1)◦.
known violation [161] of the simplified model quantitatively. Thus, the
previously published values for the angle between the excited state
quadrupole tensor z-axis and the b/C2 axis of ≈ 82◦ [110, 111, 82]
shows a greater deviation with respect to the results presented here
αeQ2 = (78.3± 0.1)◦, since the corresponding angle for the Zeeman
tensor z-axis was resolved αeM2 = (32.0 ± 0.1)◦††† and differs sig-
nificantly from αeQ2. The fit routine FitRotplot.m also supports the
simplified model with Qˆ and Mˆ being forced to have the same PAS.†††† †††† Specify the
FitRotplot.m option
"symQZ" instead of
default "sym".
Using the Qˆ parameters of Tab. 3 and the simplified model led to a RMS
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deviation of 69 kHz for the ground state and 27 kHz for the excited
state RHS data, without further fitting. A fit using the simplified model
results in RMS deviations of, at best, 23 kHz for the ground state and
13 kHz for the excited state. Thus, the simplified model leads to a 145 %
increase of the ground state RMS deviation and respectively an increase
of 546 % for the exited state, both seen in relation to the best fit results
of the model with non-constrained Qˆ and Mˆ tensor orientation. This
emphasises the importance of the new results, especially for the excited
state of PrYAP in the case of experiments with high precision demands
on the Hamiltonian.
The relative orientation of the ground and excited state Zeeman
tensors reveals an other interesting feature, the angles between the
x-axes is 2.8◦, the y-axes 92.3◦ and the z-axes 87.8◦. Thus, if the y
and z axes, respectively the tensor PAS values of the excited state
Mˆ tensor, are exchanged both Zeeman tensors would almost coin-
cide: α(gMx/eMx) = (2.8 ± 0.5)◦, α(gMy/eMz) = (3.4 ± 0.4)◦ andFor the sake of
readability the site
assignment g1/e2 is
now implicit, as
discussed above.
α(gMz/eMy) = (2.6 ± 0.1)◦. As discussed in section 7.2.2 such an
exchange of axes is just a matter of convention and does not affect
the general fit accuracy. Nevertheless, exchanging the y and z prin-
cipal values of Mˆ without changing the corresponding Euler angles
according to the conventions, lets the RMS deviation rise tenfold. Even
though the Zeeman tensor is almost symmetric, the fitting is very sens-
itive to the small anisotropic contributions determined by the pseudo-
quadrupole axes Λα ￿α ￿ (α ￿ = x’, y’, z’). Given that the Zeeman tensor
for both electronic states are aligned, the angle between the quadru-
polar tensors in both states is not influenced by the directions of the
pseudo-quadrupole tensor in PrYAP. Anyway, the magnitude of the
Λα ￿α ￿ , the Landé g-factors gJ, the hyperfine coupling constants AJ and
the pure-quadrupole tensor components Vα ￿￿α ￿￿ have an influence (see
Sec. 2.1) and may change between the ground and excited state.
7.4.3 PrYSO
Motivation
In recent years, praseodymium as a dopant in yttrium orthosilicate was
the most commonly used REIC system for investigations in the field of
quantum information processing. The list of achieved milestones using
PrYSO is long and includes conditional phase gates [94], single qubit
arbitrary rotation [132], development [122, 121] and test of efficient
multimode quantum memories protocols [69, 66, 5]. The success of
this compound is mainly based on the fact that it pairs strong optical
transitions with very long coherence lifetimes [38]. Especially the good
coherence times, attributed to the low magnetic moment density of
YSO [164, 37], made the sample interesting for memory applications.
For all types of experiments performed within this thesis, PrYSO gave
superior signals compared to the systems PrYAP and PrLaWO.
Longdell et al. [93] were the first to use RHS spectra and simulated
annealing to characterise the full hyperfine Hamiltonian of an REIC.
They first characterised PrYSO [93] and then europium-doped yttrium
orthosilicate and europium chloride hexahydrate [96]. Their work also
serves as a basis for the development of the scheme used here, with
the intention to characterise the new compound PrLaWO. The work of
Longdell also was the basis for the so-called ZEFOZ (zero first order
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Zeeman, see also Sec. 8.2) technique [44]. The latter minimises the
residual impact of host spin fluctuations in such a way that stopped
light with storage times exceeding 1 second [95] and coherence times
of more than 30 seconds [46] could be demonstrated in the ground
state of PrYSO. Nevertheless, it proved to be non-trivial to use the
published hyperfine characterisation for PrYSO from Longdell et al.
[93, 92]. Furthermore, the independent selective hole burning study
from Nilsson et al. [122] revealed relative optical oscillator strengths
between the ground and excited state that differ significantly from those
deduced by Longdell. The characterisation shown before for PrLaWO
[97] yields overlap integrals in agreement with selective hole burning
data [55]. Thus a refinement of the PrYSO characterisation and a test
on the observed relative oscillator strengths is the aim of this section.
Crystal Structure and Sample
Yttrium orthosilicate forms a monoclinic crystal of space group C2/c
(C62h) [38], its unit cell contains eight molecules and measures a =
14.371Å, b = 6.71Å, c = 10.388Å with β = 122.17◦ [29, 88]. Praseo-
dymium can substitute two inequivalent crystallographic sites of C1
symmetry. The ions residing in one of the particular sites have differ-
ent optical transition wavelength, all experiments reported here were
performed on “site 1” with λ = 605.977 nm [38]. Similarly to PrLaWO,
the ions of site 1 from two magnetically inequivalent sites [93]. Those
are related by a C2 rotation, give different RHS frequencies for non-
zero fields and thus will be referred to as the two distinct sites in the
following.
A 10x10x10 mm sample doped with 0.05 at. % Pr was obtained from
Scientific Materials Corp. [31]. For the measurements a 5x5x1 mm piece
was cut out and polished. Finally the crystal was mounted with its thin Internal sample no.
30b.dimension, the b-axis, pointing along the laser direction respectively
the LAS z-axis. The D1 axis was orientated along the LAS y-axis and
the D2 along the x-axis. For the mounting procedure and thus for the
expected precision of the given orientations the same as in the case of
PrLaWO applies (Sec. 7.4.1 on page 64).
Hyperfine Characterisation
Due to the similar coherence and population lifetimes compared to
PrLaWO the same sequence (Fig. 21 on page 66) with optical and RF
frequencies adopted to PrYSO (see. Fig. 27) has been used. RHS spectra
were collected for Ntot = 250 field orientations with maximum mag-
netic field amplitudes of [Bx, By, Bz] = [9.5, 11, 10.5] mT. The ground
state data, especially the transitions of the |±1/2￿ ↔ |±3/2￿ manifold,
showed very good signal to noise and 3209 of 3212 identified lines (4000
theoretical lines) accounted for the fitting. The best fit for the ground
state has an RMS deviation of fRMSbest = 7.48 kHz, which is roughly eight
times smaller than the mean RHS line width (Fig. 31) and about three
times better than the value obtained by Longdell et al. [93]. Table 5 lists
the characterisation results for both electronic states and figure 28 shows
the spectra with the best fit. Due to the overlapping frequency ranges
of the excited state hyperfine manifolds, their spectra are much more
complicated due to excessive crossings and overlapping. Although the
signal to noise ratio was good, a manual identification of the lines to
be fit was necessary. A total of 2567 lines were identified (4000 theoret-
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Figure 27: PrYSO level structure. The quoted zero field hyperfine transition
frequencies follow from the characterisation result given in Tab. 5.
The order of the hyperfine levels is taken from Ref. [71, 122], the
values for Γinh (0.02 at. % Pr) and the relaxation times (B = 0)
follow from a) [38], b) [130] and c) [61]. The grey arrows on the right
indicate the hyperfine transition manifolds addressed during the
single RHS experiments.
ical), including their line widths and amplitudes. Considering all lines
restricted the best fit RMS deviation to about 13.5 kHz. It can be ob-
served that most of the lines have only relative amplitudes of less than
30% and many of those small lines further showed a suspiciously high
line width. To reduce the impact of noisy and badly shaped lines, the
presented fit was carried out only on lines with an amplitude greater
that 15% and with a width below 67 kHz. This reduces the number†Using the best fit
parameters of the full
recorded data set
results in a deviation
of 14 kHz.
of lines to still a sufficient 1330 lines (4000 theoretical), of which 1297
finally contributed to the best fit deviation of 9.93 kHz†. This is slightly
worse than the deviation of 7 kHz achieved by Longdell et al. [93].
A reason for this could be that Longdell used another magnetic field
trajectory for the excited state experiments, keeping one component
constant and just varying the other two. This results in simpler spectra
with fewer line crossings and possibly fewer ill-shaped lines. In this††Actual angles
between ground and
excited state site 1
Qˆ \ Mˆ-principal
axes:
Qx=(75.8± 0.1)◦
Qy=(86.7± 0.1)◦
Qz=(87.0± 0.1)◦
Mx=(43.9± 1.1)◦
My=(72.6±4.2)◦
Mz=(73.8±0.1)◦.
Angles between the
C2 and the LAS
axes: ground state
C2x=(89.5±0.1)◦
C2y=(88.5± 0.1)◦
C2z=(1.6± 0.1)◦
excited state
C2x=(89.7±0.1)◦
C2y=(88.6± 0.1)◦
C2z=(1.7± 0.1)◦
work the helical shape for the magnetic field trajectory (Fig. 18) was
always used to avoid an unwanted possible restriction of the RHS line
frequency changes to a subspace.
Since the Pr site of YSO has C1 symmetry, the tensor axes are not
restricted in this case††. An explicit discussion of the tenor axis orient-
ations will not be given here, but can be found to some extent in the
diploma thesis of Glasenapp [51]. As mentioned already in the PrLaWO
section, a check of the correctness of relative tensor orientations can
be performed by comparison with spectral tailoring data. Table 6 lists
relative optical oscillator strengths calculated on the basis of the new
characterisation for PrYSO (Tab. 5), using the site 1 fitted parameters
for both the ground and excited state. The calculated relative oscillator
strengths are in perfect agreement with the zero field hole burning data
of Nilsson et al. [122]. The previously published data on the PrYSO
hyperfine Hamiltonian failed in this test [93, 92] and raised doubts
on the reliability and applicability of RHS characterisations [122]. The
throughout robust results presented in this chapter demonstrate that
RHS characterisations are able to deliver correct overlap integrals.
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Figure 28: PrYSO RHS data overlaid with fit. The RHS data are shown as grayscale coded intensity plot.
The maximum amplitude for each individual spectrum (indexed by N) was normalised to
one, in order to obtain a uniform contrast over all orientations. The calculated line positions
(using Tab. 5 and Eq. 7.2 and 7.5) are given by the overlaid black lines. Additionally the
RMS deviations fRMS for the N individual orientations are plotted (black line in (a/b) top
row plots). The blue horizontal lines indicate the mean value (see Tab. 5) of the deviations.
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ground state excited state
value σνSNRσ σνSTDσ value σνSNRσ σνSTDσ
D -4.4435 0.35￿ 0.05￿ 1.35679 0.46￿ 0.08￿
E -0.56253 2.0￿ 0.20￿ 0.42192 1.3￿ 0.2￿
αQ 62.1 1.0 0.1 123.51 0.60 0.09
βQ 31.81 0.23 0.03 94.69 0.33 0.06
γQ 93.94 0.61 0.07 170.56 0.39 0.7
gx 26.57 3.3 % 0.3 % 14.54 3.3 % 0.6 %
gy 31.01 3.4 % 0.4% 14.30 2.1 % 0.3 %
gz 113.08 0.32 % 0.05 % 33.76 1.2 % 0.2 %
αM 112.0 4.7 0.6 44 26 6
βM 35.68 0.14 0.02 63.91 0.38 0.07
γM 101.54 0.22 0.03 3.0 0.4 0.1
αC2 110.0 3.5 0.5 120 7 1
βC2 1.574 0.076 0.009 1.65 0.25 0.05
fRMSbest 7.48 0.70 0.01 9.928 0.140 0.007
Table 5: PrYSO best fit parameters and fit errors. D and E are given in MHz,
the gα￿ values in MHz/T, all angles in degrees and the resulting RMS
deviation fRMSbest is given in kHz. For D, E and the gα￿ the errors are
given in relative units. The error estimation was done in the same
way as for the values given in table 1. For the ground state spectra
νSNRσ = 535 Hz was found and subsequently yielded νSTDσ = 9.4 Hz.
For the excited state νSNRσ = 101 Hz and νSTDσ = 2.9 Hz were found.
Almost all the source histograms had Gaussian shape and were centred
around the best fit parameter value. The only exception was the αM
histogram for the excited state νσSNR error, which showed some tails
compared to the Gaussian fit. The errors in the fRMSbest row correspond
to the width of the RMS deviation histograms.
The characterisation of PrLaWO, presented before, was able to predict
a ZEFOZ point too (see Sec. 8.2). This test was not performed for PrYSO,
but since the PrYSO characterisation was done in the same way, there
is considerable prospects that this would succeed. Combined with the
prediction of correct relative oscillator strengths, now a complete and
non-controversial characterisation for the important compound PrYSO
is present.
7.4.4 Hyperfine Line Widths
While identifying the line positions in RHS spectra, the line widths
are fitted as well. Figure 29 shows representative RHS spectra and
line width histograms for the ground and excited state of PrLaWO.
For both states, i = g or e, the data of the hyperfine manifolds
|i,±1/2￿ ↔ |i,±3/2￿ and |i,±3/2￿ ↔ |i,±5/2￿ can be drawn separately,
since their frequencies do not overlap. In the ground and the excited
state the |i,±3/2￿ ↔ |i,±5/2￿ line widths are larger. The mean line
widths are |g,±1/2￿ ↔ |g,±3/2￿ ≈ 105 kHz, |g,±3/2￿ ↔ |, g± 5/2￿ ≈ 301
kHz and approximately 196 kHz, when averaged over both manifolds.
For the excited state these values are ≈ 18.3 kHz, ≈ 26.3 kHz and
≈ 22.3 kHz, given in the same sequence. Thus, as can also be seen
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￿￿e,±12￿ ￿￿e,±32￿ ￿￿e,±52￿￿￿g,±12￿ 0.55±0.01 0.38±0.01 0.07±0.01 (exp.)0.560±0.004 0.373±0.004 0.067±0.001 (calc.)
￿￿g,±32￿ 0.40±0.01 0.60±0.01 0.01±0.01 (exp.)0.399±0.004 0.594±0.004 0.007±0.001 (calc.)
￿￿g,±52￿ 0.05±0.01 0.02±0.01 0.93±0.01 (exp.)0.041±0.001 0.033±0.001 0.936±0.002 (calc.)
Table 6: Relative optical oscillator strengths for PrYSO. The calculated values
are derived from Tab. 5 (calc., site 1 for both states) and are compared
to the values from spectral tailoring experiments (exp.) [122]. Rows
correspond to transitions starting from the ground state hyperfine
levels and columns correspond to transitions to different excited state
hyperfine levels.
directly in the histograms in figure 29, the transition manifolds with
larger splittings also have larger line widths. For example, the ra-
tio of the mean line widths of both manifolds in the ground state is
rg = 301 kHz/105 kHz ≈ 2.9 and for the excited state this quantity
becomes re = 26.3/18.3 ≈ 1.4 (see Fig. 29).
Single ions at different positions in the crystal see different local fields,
which result in a distribution in the crystal field parameters, and thus a
distribution in the single Hamiltonian parameters. The scaling of the
line width as a function of the transition frequency becomes reasonable,
if one focuses on the predominant part of the spin Hamiltonian (see e.g.
Eq. 2.10) given by D:
H ≈ D[I2z −
1
3
I(I+ 1)]
￿→ ∆E(±1/2↔ ±3/2) = |2D|,
∆E(±3/2↔ ±5/2) = |4D|.
This factor of 2 between the splittings of the two hyperfine manifolds
splittings is qualitatively in agreement with the situation shown in the
histograms and the calculated ratios from above. Distributions in the
gα ￿ values should influence the observed line widths in the same way,
as they also originate from the crystal field Λˆ tensor. Furthermore, the
line widths of the ground state transitions are about 9 times larger
than those of the excited state, noting that the principal values of the
Hamiltonian are only 3 to 4 times larger for the ground state (Tab.
1). This indicates a further proportionality between the magnitude
of the Hamiltonian parameter and the width of its inhomogeneous
distribution.
Qualitatively a similar effect can also be observed in PrYAP and
PrYSO, whose histograms are given in the figures 30 and 31. In both
cases the hyperfine manifold line width differences are not as pro-
nounced as in PrLaWO. For PrYAP mean line widths of |g,±1/2￿ ↔
|g,±3/2￿ ≈ 104 kHz, |g,±3/2￿ ↔ |, g± 5/2￿ ≈ 134 kHz and approxim-
ately 114 kHz, when averaged over both manifolds, have been found for
the ground state. For the excited state the values are (given in the same
order) ≈ 21.1 kHz, ≈ 24.7 kHz and ≈ 23.3 kHz. In the case of PrYSO
84 spin hamiltonian characterisation
13 14 15 16 17
0.0
0.5
1.0
Frequency (ground state) [MHz]
N = 15
22 24 26 28
0.00
0.05
0.10
N = 15
4.6 4.8 5.0 5.2
0.0
0.5
1.0
Frequency (excited state) [MHz]
N = 211
7.1 7.2 7.3 7.4
0.0
0.1
0.2
0.3
0.4 N = 211
i = g N = 1-101
0.0 0.1 0.2 0.3 0.4
 
 
i = e N = 1-251
0.00 0.03 0.06
￿￿￿￿i, ± 12
￿
↔
￿￿￿￿i, ± 32
￿ ￿￿￿￿i, ± 32
￿
↔
￿￿￿￿i, ± 52
￿
N
o
rm
al
iz
ed
 R
H
S 
si
g
n
al
[a
rb
. u
n
it
s]
R
el
at
iv
e 
o
cc
u
rr
en
ce
[a
rb
. u
n
it
s]
Figure 29: PrLaWO RHS line width histograms and representative ground and
exited state absolute value RHS spectra.
The histograms, on the top, show the distributions of fitted full width
at half maximum (FWHM) RHS line widths for all recorded data,
plotted separately for the two hyperfine transitions (|i, j￿ ↔ |, ik￿,
i = e/g and j/k = ±1/2/± 3/2 (blue) or ±3/2/± 5/2 (green)). The
spectra for the ground state were recorded at ￿B = (2.60,−5.27,−5.76)
mT, those for the excited state at ￿B = (4.62, 1.19, 4.42)mT. The spectra
were normalised relative to the largest line from the shown ground
or excited state spectra, respectively. The shown ground state spectra
resolve all 8+8 possible RHS transitions, while in the excited state
spectra not all lines are resolved.
the line widths for the ground state are |g,±1/2￿ ↔ |g,±3/2￿ ≈ 50.5
kHz, |g,±3/2￿ ↔ |g,±5/2￿ ≈ 75.4 kHz and approximately 61.1 kHz,
when averaged over both manifolds. Since the hyperfine manifolds of
the excited state were not separable only the overall line width was de-
termined. For the restricted data set used for fitting (see. Sec. 7.4.3 and
yellow histogram in Fig. 31) approximately 18.9 kHz and incorporating
all lines 24.5 kHz have been found. Although the lines belonging to the
two hyperfine manifolds of the excited state can not be separated in
frequency, there is a bi-modal distribution in the histogram with two
peaks at approximately 12 and 18 kHz.
Analogous to the discussion for PrLaWO, from the above line widths
ratios of rg ≈ 1.3 and re ≈ 1.2 for PrYAP and rg,e ≈ 1.5 for PrYSO can
be calculated. Comparing the values for rg and re for the different com-
pounds supports the assumption that the inhomogeneous line widths
are influenced by the magnitude of the compound’s D. The indication
that the line widths themselves are proportional to the magnitude of
D is supported by the observed values when comparing PrLaWO and
PrYAP, but not when comparing PrYAP and PrYSO. The D values for
PrYSO are higher than those of PrYAP, but the line widths behave in
the opposite way.
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Figure 30: PrYAP RHS line width histograms and representative ground and
exited state absolute value RHS spectra.
For the excited state, 47 (of 1168) lines between 1.160 and 1.252MHz
have been excluded for the histograms, since the hyperfine manifolds
overlap in this region (compare Fig. 25). The ground state spectra
were recorded at ￿B = (−3.35, 8.25,−5.88) mT and for the excited
state spectra ￿B = (3.76,−2.73,−4.55) mT. The vertical scale of each
single spectrum was normalised to the largest line.
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Figure 31: PrYSO RHS line width histograms and representative ground and
exited state absolute value RHS spectra.
The excited state histogram shows both hyperfine manifolds binned
together (black), as they overlap over the whole RHS frequency range.
The yellow histogram contains only lines with a minimum amplitude
of 0.15 and a maximum width of 67 kHz, which were selected
for the fitting (Tab. 5). The ground state spectra were recorded at
￿B = (−4.83, 9.15,−2.32) mT. For the excited state the spectrum with
N = 70 a field of ￿B = (−4.44,−8.40,−4.68) mT was used and for
the spectrum with N = 115 ￿B = (−0.18,−10.96,−0.89) mT was used.
The vertical scale of each ground state spectrum was normalised to
one on its own. Those of the excited state have been normalised to
the largest line in the shown spectra.
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TECHNIQUES
High speed and high density storage of classical optical data in REIC is
one of the concerns for applications [119]. In REIC ratios of inhomogen-
eous to homogeneous optical line widths as high as 107 − 108 [99] are
present, which allows high-bandwidth frequency domain storage. Since
only a diffraction limited focal spot size is needed, the data can also
be distributed spatially, allowing high storage capacity. Finally, since
REIC have very long optical coherence times, storing a series of pulses
in the time domain can additionally increase the storage capabilities.
Combing these properties may lead to very high storage density and
bandwidth [84, 10, 90].
Besides density and bandwidth, the achievable storage times are also
of great importance. Using an optical transition to store not only the
optical power but also the phase, as required for quantum information, Classical data storage
can be carried out
using populations,
e.g. by a three pulse
photon echo protocol
[119], this allows for
longer storage times.
will limit the storage times to the optical coherence time of the system.
REIC have very long optical coherence times, in particular in Er3+:YSO
a coherence time of up to Topt2 ≈ 6.4 ms [146, 23] was observed,
which represents one of the narrowest optical lines in a solid. Even
longer coherence times can be observed in the nuclear transitions of
the ground state of some REI. Using special decoupling techniques
hyperfine coherence times of up to 30 s were demonstrated in the
ground state of PrYSO [46]. To extend the optical memory storage
time, the stored optical coherence may be transferred to a nuclear
spin coherence in the electronic ground state and later recalled into an
optical reemission process. This will be referred to as “optical to spin”
storage.
PrLaWO was suggested as new candidate material for storage and
retrieval of quantum information carried by optical photons [54]. The
development of quantum memories in REIC profited from decades of
classical data storage and material science research in REIC. But due to
the more delicate nature of quantum data compared to classical data,
quantum memories require special protocols. The next sections will
give a short overview of the very recent development of photon echo
based memories, since their extension to longer storage times using
optical to spin storage were the motivation for the experiments with
PrLaWO, presented later.
8.1 photon echo based quantum memories
The classical optical data storage discussed above utilises the long op-
tical phase memory time of REIC, but focuses mainly on the storage
of the optical energy and timing of the optical pulse trains [119]. An
optical quantum memory is supposed to store the full quantum inform-
ation carried by photons, whether the information of the “qubits” [120]
is encoded within the polarisation state of the photons, or e.g., in the
relative temporal localisation or phase of the photon wave-packets, the
latter being referred to as time-bin qubits [24, 33].
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Figure 32: Two pulse photon echo storage scheme. Ions absorbing the input
photons (grey wave-packet) are drawn as circles with grey back-
ground. The intense refocusing pulse (black) exchanges all ions
(grey+black background) between ground and excited state. Ions
only contributing to spontaneous emission background noise are
drawn in black. The box at the end of the time scale indicates, that
the system is being left with some excited and thus fluorescing REI
while and after the echo emission.
Such devices are of particular importance for quantum communi-
cation. For instance quantum repeaters [25], which could be used e.g.
to extend the maximum distance for secure communication based
on quantum cryptography and require a quantum memory as their
basic building block. Since a mapping of the optically carried quantum
information to stationary absorbers is possible in atomic ensembles
[85], photon echo like techniques [116, 62] in REIC [118] were proposed
for quantum storage.
The most basic storage scheme is the two pulse photon echo se-
quence, shown in figure 32. As a first step the input pulse, carrying
the information to be stored, is absorbed by the ensemble of REI (time
t = 0). Using a small area input pulse, its information can be assumed
to be mapped purely into atomic coherences, without changing the pop-
ulation of the system. Since the optical transition is inhomogeneously
broadened the ions will start to accumulate different relative phases,
which causes the excited coherence to rapidly de-phase. Irradiating an
intense refocusing pulse of π area at t = τ, inverts the populations and
coherences of the ions in range of its ideally very high bandwidth. The
inversion triggers the REI coherence to re-phase at t = 2τ and results
in re-emittance of the stored pulse in form of the photon echo. The
major drawback, for the use of this simple scheme as quantum memory,
is the inversion of the medium by the refocusing pulse. It excites all
ions within its bandwidth and causes fluorescence, which is in general
still active at t = 2τ. The echo therefore is overlaid by a spontaneous
emission background noise [133]. The inverted population can also lead
to amplification of the echo photons, since the excited ions serve as a
gain medium [158]. Additionally coherent propagation effects distort
the refocusing pulse, which can lead to a trailing pulse edge superim-
posing the reemitting echo [133, 134]. The gain effect multiplies the
echo photons and the spontaneous emission noise adds photons to the
echo. Remembering the quantum nature of the information to be stored
and of the non-cloning theorem [139], it follows that this is detrimental
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to the scheme when considering it for the storage and retrieval of single
photons [133, 148, 86] in the context of a real quantum memory.
Different schemes have been proposed, which avoid e.g. the spontan-
eous emission noise, but still try to keep the advantageous properties
of the photon echo scheme. One example is the controlled reversible
inhomogeneous broadening (CRIB) protocol [117]. Here the population
inversion is avoided by initiating the optical re-phasing by inversion
of the inhomogeneous broadening itself, e.g. by inverting externally
applied electric fields (gradients) that control the REI optical transition
frequency by using their Stark-shifts [121]. With this technique very Here the GEM
(gradient echo
memory) protocol
[7, 69, 70] is
included, since it
represents a CRIB
derivate.
high quantum memory efficiencies of up to 69% have been demon-
strated [66]. But CRIB intrinsically requires very high optical depths,
since the controlled inversion of the inhomogeneous broadening only
works with a small group of ions, which have to be selected in the
preparation phase [122, 121]. A scheme with lower demands on the
optical depth is the atomic frequency comb (AFC) protocol [4].
The AFC consists of a series of narrow, highly absorbing peaks,
which are equally spaced by a fixed frequency separation ∆, with non-
absorbing gaps between them. The structure is prepared in some region
of the inhomogeneous REIC line by optical pumping [68, 33, 5]. A
storage input pulse is absorbed by the collective of the REI provided by
the highly absorptive comb peaks [4]. This is only true if the bandwidth
of the input pulse is larger than the comb gaps, and can be understood
on the basis of the time-energy uncertainty relation [120], broadening
the atomic resonance over the short input wave-packet duration [33].
The initial (t = 0) in-phase collective excitation rapidly de-phases into
a non-collective state, since the REI in each of the ni comb peaks
accumulates a relative phase of approximately φi = ni∆ · t. Since the
n ￿is are integers, at t = 2π/∆ all phases will again be the same. This
causes the collective state becoming reestablished and leads to the
reemission of the stored information [4], without requiring an inversion
pulse, which can cause spontaneous emission noise. Since the storage
uses the accumulative optical depth of the comb peaks, the demands
on the optical depth are strongly reduced [21]. Furthermore, the AFC
bandwidth and multimode capacity is the highest of the actual quantum
memory protocols [124], since the combs can be made very broad with
respect to frequency [151, 22]. Until now memory efficiencies of up
to 21% were demonstrated with AFCs [137], but in principle unity
efficiency is possible with sufficiently high optical density [4].
CRIB and AFC both require complex state preparation and set rel-
atively high general demands on the whole experimental setup. Com-
pared to the simple two pulse photon echo (TPPE), the preparation
steps of both schemes select only sub groups of ions. This reduces
the number of total absorbers in the light-matter interfacing process,
lowering the potential efficiency. Very recently a surprisingly simple
scheme, called ROSE (revival of silenced echo), was proposed [32],
which retains the simplicity of the two pulse photon echo but “silences”
the spontaneous emission noise. A second refocusing π-pulse, which
is applied at the time τ1 after the first π-pulse of the TPPE sequence,
de-excites the ions back to the ground state. When the “ROSE” echo due
to all three pulses is reemitted at t = 2τ1, there are ideally no excited
ions and therefore no gain or spontaneous emission. Nevertheless, to
avoid a loss of quantum information due to the “TPPE” echo at t = 2τ,
the two π pulses have to be applied in different directions ￿k2 and ￿k3,
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Figure 33: Basic optical to spin storage scheme. The ions, which are supposed
to store the incoming wave-packet, e.g. in an AFC quantum memory,
populate the upper ground state level of the Λ level scheme. The
information is stored as optical coherence in the corresponding
transition to the excited state (black arrow). Optical transfer pulses
can efficiently [108] invert the other optical transition (grey), which
is utilised for the optical to spin transfer at τ. During the spin storage
(τspin) additional RF-pulses may be applied for refocusing, e.g., the
hyperfine inhomogeneity. After a transfer back to optical coherences
(t = τ+ τspin), the optical re-phasing of e.g. the AFC protocol leads
to reemission of the stored wave-packet at the enhanced storage time
t = 2τ+ τspin. The box at the left indicates the pure ground state
population, left afterwards in case of an original quantum memory
scheme.
compared to the input pulse wave vector ￿k1. Choosing e.g. a counter
propagating input with ￿k2 = ￿k3 = −￿k1 “silences” the unwanted TPPE,
since |￿kTPPE| = |2￿k2 − ￿k1| = |− 3￿k1| ￿= |￿k1| represents a spatial phase
mismatch with respect to the atomic macroscopic polarisation [32, 1].
For the quantum memory echo at t = 2τ1, ￿kROSE = 2￿k3 −￿kTPPE = ￿k1
results in a matched phase condition, allowing the remittance of the
stored input in the same direction as it was applied. A configura-
tion with the refocussing pulses applied from the side, with angles
of (￿k1,￿k2) = (￿k2,￿k3) = π/3, leads to emission of the echo in the −￿k1
direction and allows potential efficiencies of unity [32]. This, the high
bandwidth, the experimental and systematic simplicity intrinsic to the
simple TPPE scheme, on which ROSE is based on, raises some prospects
that it might be very useful as a quantum memory protocol.
8.1.1 Spin Wave Storage
All original quantum memory schemes introduced above allow spin
storage, if the selected REIC supplies a suitable Λ-system. Figure 33
shows a basic scheme using e.g. a previously prepared AFC for the
optical storage and additional optical pulses for the transfer to the spin
storage. This basic scheme is applicable in the same way to CRIB, ROSE
or TPPE by adding the specific refocusing pulses of the protocols in anSee Sec. 8.3 for TPPE
based examples. appropriate way. In all protocols at some point the optical coherences
are transferred to the ground state transition of the Λ-system. Due to the
much longer ground state hyperfine coherence lifetimes (see e.g. figures
20, 24 and 27), the otherwise limited pure optical storage time τ can be
extended significantly adding the spin storage time τspin. Nevertheless,
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since the hyperfine levels are also inhomogeneously broadened (see
Sec. 7.4.4) a refocusing by e.g. RF π-pulses would be necessary to
fully exploit THF2 . Further increase of the storage time is suspected
if dynamical decoupling (DD) techniques or the ZEFOZ technique
are used [44, 46, 148]. Using the much longer spin storage times can
also be seen as enabling the memory for on-demand emittance of the
stored data, since a transfer back to optical coherences can be triggered
anywhere within t = τ to τ+ τspin.
Most of the recent research concerning photon echo based quantum
memories in REIC focuses on the development of original quantum pro-
tocols [117, 7, 4, 32], verifying their “quantum” features (e.g. entangle-
ment preservation) [30, 138, 33], optimising the storage and retrieval ef-
ficiency [66, 137, 21, 108] or the multimode capabilities [70, 151, 22, 138].
Regarding the potential storage times many of the mentioned refer-
ences point out the potential of spin storage, but just one demonstration
of spin storage in such a photon echo based protocol exists [5] so far.
While experiments focusing on the capabilities of the ZEFOZ tech-
nique, combined with DD pulses in PrYSO, demonstrated hyperfine
coherence times of more than 30 seconds [46], stopped light experi-
ments in the same compound showed impressive storage times of more
than 1 second using these techniques [95]. Nevertheless, the storage
protocol used, EIT (electromagnetically induced transparency), is sup-
posed to have an intrinsically low bandwidth [124, 32]. Utilising the
AFC protocol with a sequence corresponding to Fig. 33, Afzelius et al.
[5] demonstrated a storage time of up to 20 µs incorporating a storage
bandwidth of 1/450 ns ≈ 2 MHz in PrYSO. This experiment showed
a low storage time, since no hyperfine refocusing was used, but still
established the record of a photon echo based implementation in an
REIC. Note, Ref. [137]
quotes to not yet
published storage
times of up to 100 µs
in PrYSO, achieved
by Lars Rippe et al. in
the same laboratory.
The aim of the experiments described in the next sections was to use
the capabilities of the setup described in part ii to test the spin storage
in PrLaWO using photon echo based schemes, since all demonstrations
so far were mostly carried out in PrYSO only.
8.2 zero first order zeeman transitions
While it was known for a long time that static magnetic fields can
cause an extension of the REIC optical coherence lifetimes [101, 102],
Fraval et al. [44] realised that a field of specific magnitude and direction
can remove the sensitivity of a REIC hyperfine transition to magnetic
fluctuations. For many REI random magnetic fluctuations of nuclear
moments close to the RE lattice site are an important factor for the
residual dephasing [99]. Since the RE hyperfine Hamiltonian contains
a magnetic field independent quadrupole term and a field dependent
anisotropic Zeeman term (see Sec. 7.2) it is possible to find a magnetic
field vector, where one of the hyperfine transitions shows zero frequency
shift with respect to small variations around that field [44]. Such a
transition or condition will be referred to as ZEFOZ (zero first order
Zeeman) [96]. If the curvature of the ZEFOZ transition is small enough,
the magnetic fluctuations of the host can no longer affect the ZEFOZ
transition. It becomes effectively decoupled from these perturbations
and in PrYSO, using this technique for the first time, a coherence
time increase from 0.5 ms to 82 ms was achieved [44]. In a second
approach a further increase of the coherence time for the same ZEFOZ
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transition to 860 ms could be achieved due to more precise control
of the magnetic field, since the technique’s demands on the absolute
tuning precision to the optimum ZEFOZ field are typically higher than
1/1000 [46] (see also Sec. 8.2.2). Reducing the remaining de-phasing to
such a low level, enabled DD techniques [106, 154] to further increase
the lifetime and to finally demonstrate a coherence time of more than 30
seconds for this ZEFOZ transition [46]. This represents the longest REIC
hyperfine coherence lifetime ever reported. A few further experiments
by the same research group used the ZEFOZ technique again [95, 12].
But even though they identified different ZEFOZ points, also in other
compounds [96], the same PrYSO ZEFOZ transition was always used
in the experiments.
The hyperfine characterisation of Sec. 7.4.1 allows to search for ZE-
FOZ transitions. Therefore an experimental verification of its correctness
using the ZEFOZ technique and a first test of the seemingly enormous
potential of the latter technique in a compound other than PrYSO was
performed.
8.2.1 Identification of ZEFOZ Transitions
A ZEFOZ transition is defined by its zero Zeeman shift ￿SI for small
field deviations from the ZEFOZ field ￿Bopt in any direction:
￿SI(￿B)
￿￿￿
￿Bopt
!
= 0, with ￿SI(￿B) =
￿
∂νi(￿B)
∂Bx
,
∂νi(￿B)
∂By
,
∂νi(￿B)
∂Bz
￿
. (8.1)
Using the hyperfine characterisation results from Tab. 1 and solving
for the eigenvalues of the Hamiltonian given by Eq. 7.2 and 7.5, all
ground state transition frequencies νi can be calculated for arbitrary
magnetic fields. Utilising this, a numerical search was carried out,
which identified transitions fulfilling Eq. 8.1 in a range of ±200 mT for
all three field components. ZEFOZ transitions with a low curvature
with respect to field variations are expected to allow longer coherence
times [44, 96]. To quantify the potential quality of a ZEFOZ point the
second derivatives SIIjk(￿Bopt) can be calculated:
SIIjk(￿B) =
∂2νi(￿B)
∂Bj∂Bk
￿￿￿￿￿
￿Bopt
. (8.2)
Using the maximum absolute eigenvalue (s2) of the matrix following
from Eq. 8.2 as its criterium, tabular 7 lists the best ZEFOZ points found
for the ground state of PrLaWO in this way. By inspection of the table
it is apparent, that for each s2 the ZEFOZ points found show similar
fields and identical frequencies for site 1 and site 2. This arises from the
C2 site symmetry and the circumstance that its axis is not completely
aligned with the field axis directions (see Sec. 7.4.1). These ZEFOZ
points represent the same ZEFOZ conditions and are still listed for
practical reasons, since the field components for the two sites expressed
in the laboratory axes system deviate already significantly. Furthermore,
for example, the ZEFOZ point investigated in the next section is at a
field of ￿Bopt = (57.51, 3.99, −36.14) mT and has, except for a sign
inversion of the field, exactly the same properties as the corresponding
ZEFOZ point (￿Bopt = (−57.51, −3.99, 36.14) mT) listed in table 7. This
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s2 Bopt,x Bopt,y Bopt,z site i νi
kHz
(mT)2 mT MHz
5.5 20.88 2.76 38.58 1 2 3.079
-20.78 0.65 -38.73 2
6.0 -21.23 -2.80 -39.23 1 4 10.8604
-21.13 0.66 -39.38 2
7.6 62.26 -1.95 116.03 2 1 3.9115
-62.55 -8.26 -115.59 1
7.9 -63.21 -8.35 -116.81 1 3 9.5310
-62.91 1.97 -117.25 2
12.0 -57.51 -3.99 36.14 1 4 12.6025
57.10 -10.37 -35.52 2
15.9 -14.56 8.78 110.50 2 3 12.3059
-14.76 1.55 110.81 1
15.9 -96.77 -9.28 -40.73 1 3 12.3059
-96.17 11.33 -41.61 2
22.9 -27.47 156.93 40.07 1 4 11.1268
-36.37 -151.08 53.26 2
28.9 -69.56 155.87 -35.17 1 3 10.8241
-78.51 -154.03 -21.89 2
Table 7: List of the best 9 ZEFOZ points (site 1 and 2 listed separately) for the
ground state of PrLaWO, identified within a ±200 mT field search
range. s2 is the maximum absolute eigenvalue of the second derivate
matrix Eq. 8.2 and i denotes the transition number, following from
ascending transition frequencies νi for the given field.
is a direct consequence of the spin Hamiltonian symmetry ambiguities
(Sec. 7.2.1).
8.2.2 Experimental Verification with PrLaWO
At the time when the hyperfine characterisation for PrLaWO was made,
the superconducting coils presented in Sec. 6.2 were not available.
Since the room temperature coils used for the characterisation could
not reach the field magnitudes where ZEFOZ points were found, the
following experiments were carried out at Lund University, with the
equipment and support of Prof. Stefan Kröll’s group [97]. The successful
use of the characterisation result in an independent laboratory, besides
being a source of additional complications, also greatly supported the
quality and correctness of the characterisation data itself, including the
procedure, conventions etc.
The focus of the laboratory in Lund is currently on the compound
PrYSO. A sophisticated setup was built and optimised for this com-
pound [131, 129, 74, 156]. It especially allows experiments requiring
very high precision optical controls (e.g. [132, 157, 5, 137]). Measure-
ments of the hyperfine coherence time therefore should be done by
pure optical excitation of Raman echos, like it was done previously
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Figure 34: Sequence used to measure Raman echos at the ZEFOZ field. First the
Laser was scanned repetitively to burn a transparent pit structure of
16 MHz width (burn pit) in the inhomogeneous line. After letting
the fluorescence decay first an RF π/2-pulse was irradiated, exciting
coherence from the ions polarised during the “burn pit” phase. After
a time τ later an RF π-pulse was transmitted. Due to the limited
available RF power (3 W) in Lund, only RF pulse lengths of 25 and
respectively 50 µs could be achieved. Shortly before the appearance
of the Raman Echo (2τ) a heterodyne probe beam (RHS) was applied,
to record the Raman beating. To ensure a quasi equilibrium state
of the populations for the next experiment, all ions in a ±100 MHz
range were optically cycled a few times (erase). Additionally the
laser was set to scan slowly (few minutes) over a range of 1 GHz.
at zero field in the same laboratory with PrLaWO [55]. In Lund the
already mentioned ZEFOZ point at ￿Bopt = (57.51, 3.99, −36.14) mT
was chosen to be investigated. Since the existing hardware restricted
the possible transition frequencies to be ideally above 12 MHz, the
ZEFOZ points with even lower s2 values had to be excluded for the
measurements.
The magnetic field was created by two homebuilt superconducting
coils for the x- and z-axis, where the z-axis again was also the laser
direction. The y-axis field was generated by an Oxford Spectromag
7 T magnet assembly, of which also the bath-cryostat was a part of.
Using a 16 bit DAC the field step resolution for the x- and z-axis was
about 4 µT , the Spectromag system allowed only a step size of 100 µT
in the y-axis. The x and z-axis coils were not calibrated and the sample
holder also limited the alignment of the crystal to about 10◦ with
respect to the x- and y-axis. For a first rough calibration of the actual
magnetic field at the sample, CW RF Raman spectra were collected for
a few current-/field settings of all coils and subsequently compared to
calculated spectra using the characterisation data. After a rough match
was found, the calculated ZEFOZ field was approached and fine tuned
by comparing the spectra to the calculated RHS line positions at the
ideal field condition. Since the ZEFOZ line shows zero slope at the
correct field, RHS spectra at this point became an insensitive reference
and actual measurements of the coherence time had to be utilised for
further tuning of the magnetic field match. Unfortunately the pure
optical bichromatic excitation of the Raman echo, which initially was
planed to be used for the set up, proved to be ineffective for this
transition. An RF based excitation of the Raman echo using the RHS
scheme, shown in figure 34, finally led to visible echos. By maximisation
of the Raman echo amplitude at elevated evolution times τ the magnetic
field components were tweaked, until no further improvement could be
achieved. Figure 36 shows the resultant Raman echo decay curve of the
ZEFOZ transition, including some comparisons and figure 36 shows
the calculated transition frequencies for all ground state hyperfine
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Figure 35: PrLaWO Raman echo decay curves for different magnetic fields and
transitions. The red and blue data show decays of the zero-field
transition (14.9 MHz), when the coil currents were set to zero. The
black data represents the ZEFOZ transition decay for the best match
to the ZEFOZ condition field ￿Bopt = (57.51, 3.99, −36.14) mT. The
green data was measured using the same field by resonating the
RF pulses with an other hyperfine transition, which did not have
a ZEFOZ shift at this field. All decays were fitted with a single
exponential decay function. The ZEFOZ transition decay included a
modulation term (see Eq. 8.3).
levels. For the ZEFOZ transition a coherence time THF2 ≈ 158 ms could
be achieved, corresponding to an increase of almost three orders of
magnitude compared to the zero field value (THF2 ≈ 234− 250 µs, see
figure 35 or [55]). Measurements on the other hyperfine transitions
between 12 and 18 MHz, not showing a ZEFOZ shift at this magnetic
field (see Fig. 36), gave coherence times in the range of 11 to 17 ms.
This clearly demonstrates that the high increase of THF2 for the ZEFOZ
transition is dominated by the ZEFOZ-effect on its own.
Nevertheless, a coherence time enhancement due to application of a
weak field can also be observed, and is represented by the blue decay
curve in figure 35. This curve was recorded with zero current settings
for the magnet coils, but after the measurements at the high ZEFOZ
field have been carried out. The long THF2 of this decay indicated that
in Lund some components in the environment of the sample were
magnetic, which gives a residual magnetisation when the currents were
shut off. During the measurements in Lund this was not known, but Note: Since the
ZEFOZ field was
tuned by
maximisation of THF2
the residual field does
not affect any other
argument in this
paragraph.
the existence of a residual field of the order of |2| mT could be verified
afterwards by the comparison of the calculated line positions and the
used currents and further by measurements in Dortmund (e.g. see the
red “true” zero-field decay curve in Fig. 35, see also Sec. 8.3). In PrYSO
an increase of the coherence time from the zero-field value from 0.5
ms to 6 ms by fields of |B| > 2 mT was reported [45], thus the effect
of a small field on THF2 in PrLaWO is of similar magnitude. In PrYSO
this was attributed to an effect of the Pr-Y spin interaction [45]. In
this compound Pr and Y are supposed to interact via their magnetic
moments. The relevant mechanism for the field influence on THF2 is the
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Figure 36: Calculated PrLaWO ground state hyperfine transition frequencies
for the used ZEFOZ field ￿Bopt = (57.51, 3.99,−36.14) mT. The field
was varied by ±10 mT around the ZEFOZ field, which is indicated
by the blue vertical line. Site 1 transitions are in black, those of site 2
in grey. The ZEFOZ transition is represented by the bold black line
(site 1). The green line corresponds to the transition (site 2) whose
decay curve is plotted in green in figure 35. The three upper plots
show the full range of ground state transitions, whereas the lower
three plots show only the range closely around the ZEFOZ transition.
Pr-Y superhyperfine interaction. In many analogous REIC systems [34,
159, 104], the magnetic moment of Pr is sufficiently strong to Zeeman
shift a group of the surrounding nuclear spins with respect to the
remaining “bulk” of this spins in the crystal host. This group then forms
a so-called “frozen-core” [34]. Since the frozen-core spins have shifted
frequencies with respect to the bulk, they are partly decoupled from the
bulk “noise”. This causes their spins flip rates to be lower than those of
the bulk spins. The reduced dynamics of the frozen-core is considered
to enhance the coherence time of the Pr ion in their centre. The field of
the Pr ion defines the quantisation axis for spins of the frozen-core. A
change of the Pr spin state, e.g., by external excitation, mixes the spin
states (e.g., Y or La) of the core and thereby causes a higher probability
for their state to change subsequently. Therefore, a excitation of the
Pr nuclear spin, e.g., by the RF pulses of the Raman echo sequence,
leads to changes of both, the Pr and the Y spin states. This leads to
many possible different quantum pathways when exciting a Pr spin
echo, which can interfere during the echo decay time. The frequencies
of the different pathways differ by multiples of the Y Zeeman splitting,
which leads to modulations in the echo decay curves with the splitting
frequency [43]. By applying a magnetic field, the role of the Pr-induced
local fields for the frozen-core is degraded. For sufficiently high fields
exclusively the external field defines the Y quantisation axis. At this
point Pr spin flips are stopped to induce simultaneous Y spin flips by the
superhyperfine coupling and the modulations in the echo decay curves
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Figure 37: PrLaWO Raman echo decay curve of the ZEFOZ transition studied,
recorded at the best ZEFOZ field match (￿Bopt) and at −0.2 and −0.5
mT detunings in the z-direction relative to this.
disappears. In PrYSO the high field limit of the coherence time is also
about 6 ms (|B| = 100 mT, Fraval et al. [44]), so in Ref. [45] the authors
conclude the Pr-Y superhyperfine interaction effect is decoupled for
fields greater than |B| = 2 mT. Therefore, no modulation was observed
for the ZEFOZ point investigation in PrYSO at the field of about |B| = 78
mT [44, 46].
In contrast the ZEFOZ decay shown here for PrLaWO does show
modulations. Figure 37 shows the ZEFOZ transition decay in more
detail and includes measurements for the same transition but at −0.2
and −0.5 mT field detunings in the z-direction.
The modulation is strongly visible, especially in the detuned curves.
Although the temporal resolution of the measurements was not fully
sufficient to fit the modulation depth with high accuracy, it seems that
the curve with the lower detuning (green) has a higher modulation
depth than the other two (noting the outliners at t ≈ 0.025 ms and
t ≈ 0.1 ms). The curves were fitted using
f(t) = [A+Mcos(2πνMt)] exp (−t/THF2 ) . (8.3)
In all three cases the observed modulation frequency is covered by
νM = 24.5± 1.7 Hz. A change of νM with field magnitude could not
be resolved, due to the low field change. The modulation in PrLaWO
may also be attributed to Pr-La spin couplings. The interaction might
be more complicated to consider than in PrYSO, since lanthanum has
a spin I = 7/2, in contrast to the I = 1/2 nuclear spin of yttrium. A
further indication for the latter also might be the good fit of the decay
envelope to a single exponential. In PrYSO an exponential decay with a
quadratic time dependence was observed in the first experiments. This
was interpreted to arise from a spin diffusion process due to magnetic
dipole-dipole interaction with the spin system, which led to a slower
reconfiguration of the spin system, compared to a magnetic dipole-
dipole dephasing process [44]. A magnetic dipole-dipole dephasing
in concentrated spin systems is considered to give a linear single ex-
ponential decay [44]. Thus, the possible physical origin of the 24.5 Hz
modulation and its apparently very sensitive response to detunings
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from the ZEFOZ field so far remains unclear and would require further
investigation to be resolved.
The fitted coherence time for the ZEFOZ transition is THF2 (￿Bopt) =
158± 7 ms, those measured for the same transition but for the detuned
fields ￿B0.2 = ￿Bopt − (0, 0, 0.2) mT and ￿B0.5 = ￿Bopt − (0, 0, 0.5) mT
are THF2 (￿B0.2) = 133 ± 16 ms and THF2 (￿B0.5) = 97 ± 19 ms. These
demonstrate how sensitive the hyperfine coherence time depends on a
precise match of the ZEFOZ field, even though the transition has very
low curvature (see. Fig. 36) with respect to field changes. Concerning
the best achievable THF2 using this ZEFOZ point in PrLaWO, it should
be noted that the tuning precision for this particular experiment was
limited by the 1 mT step resolution of the Oxford magnet system. By
iteratively approaching the ZEFOZ condition it is possible that the
effective tuning precision was better than 1 mT, since the coils were not
perfectly orthogonal and/or the residual magnetisation of the setup
helped in that sense to achieve effective cross-talk between the low
resolution y and the higher resolution x and z coils. The residual
modulation in the best achieved decay curve indicates that a “perfect”
match may not have been reached, but also that the residual deviation
is probably not very large.
Level of Intrinsic Magnetic Fluctuations
Based on the vast increase of the coherence time, when the ZEFOZ
condition removes all linear contributions of fluctuation field, a simple
model of dephasing can be motivated. For PrYSO the assumption that
the achieved THF2 at the ZEFOZ point was limited only by the second
order Zeeman shift, led to an approximation for the intrinsic magnetic
fluctuation at the Pr site of ∆Bs2 = 14 µT. The value estimated from the
Pr-Y distances in the YSO crystal and the Y magnetic dipole moment,
∆BDD ≈ 3.8 µT [43], is only in qualitative agreement. To derive an
approximate value of ∆Bs2 for the data presented here the hyperfine
transition frequency is expanded around a field ￿B [97]:
νi|￿B = νi(
￿B) + s1Boff +
s2
2
B2off, (8.4)
here Boff is the linearised field offset from the expansion point ￿B. For
the ZEFOZ point ￿B = ￿Bopt the first derivate vanishes, s1 = 0. Due to
small shifts the frequency variation then becomes
∆ν =
s2
2
B2off
and the importance of the second order shift coefficient s2 becomes
evident. Since the magnetic fluctuations at the Pr site are random, a
line broadening of
T−12 =
s2
2
(∆Bs2)
2 (8.5)
may be assumed. With THF2 (￿Bopt) and the value for s2 from Tab. 7 the
magnitude of the fluctuations can be calculated: ∆Bs2 = 32.5± 1.4 µ T.
Comparing this to the value found in the same way for PrYSO gives
a good match, especially when considering the zero field coherence
times of 500 and 250 µs for PrYSO and PrLaWO respectively. The latter
can be used as a reference, since the (enhanced) gyromagnetic ratios
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(see. Tab. 5 on page 82 and Tab. 1 on page 69) are similar and thus will
lead to similar s1 values at zero field. Nevertheless using this simple
model for the slightly detuned conditions shows its weakness. For a
field offset Boff ￿ ∆Bs2 the frequency shift becomes
∆ν =
s2
2
B2off + s2∆Bs2Boff. (8.6)
The first term is only the static line-shift, resulting from the detuning
of ￿Bopt and the assumed curvature s2 of the transition frequency
curve. The second term describes the line broadening arising from
the field fluctuation at this detuning. Using ∆Bs2 and s2 from above
then yields THF2 (Boff = 0.2 mT) ≈ 13 ms and THF2 (Boff = 0.5 mT) ≈ 5
ms, whereas both are in contradiction to the observed coherence times.
This applies not only for PrLaWO, but also for the published values of Values in Ref. [43]:
T2(0.2) = 320 ms,
T2(0.5) = 100 ms,
where e.g. "(0.2)"
denotes a 0.2 mT
detuning from the
ZEFOZ with
T2(0) = 860 ms.
Ref. [96] gives
∆Bs2 = 14 µT.
With this numbers
Eq. 8.6 yields
≈ 60 ms and
≈ 24 ms for the
coherence times of the
two detunings.
PrYSO.
This result indicates that the residual dephasing might not be entirely
determined by magnetic field fluctuations or that the ZEFOZ condition
was not met accurately, both which can be expressed by additional
terms:
T−12 = T
−1
2,0 + s1∆B+ s2∆BBoff. (8.7)
The first term T2,0 includes all contributions being independent of the
random field fluctuations ∆B, e.g. phonon contributions. The second
term accounts for a possible mismatch of the ZEFOZ condition. Both
terms are independent of the field offsets Boff used and therefore can
not be discriminated by the available data. Additional data recorded at
different temperatures and different Boff might help to resolve both
effects. Nevertheless, the data presented and Eq. 8.7 can be used to get
a less contradictory estimate for the level of the field fluctuations.
The linear fits of T−12 (Boff) on the PrLaWO and PrYSO, shown in
figure 38, yield ∆B(PrLaWO) = 1 µT and ∆B(PrYSO) = 3 µT. The
calculated value from [43], following simulation of the magnetic dipole-
dipole couplings due to the Pr-Y distances in the PrYSO crystal, was
∆B ≈ 3.5 µT. Thus the magnitude of the fluctuations is actually much
lower than previously estimated.
Although the data consists only of three data points, the simple
model set up by the equations 8.4 and 8.7 yields good explanation of
the observed coherence times. This is also backed up by a superb fit
of the quadratic approximation for the transition frequency (see right
plot in Fig. 38) with the frequencies following from the characterisation
data, especially if the z-projection (−s2z = −8.2 kHz/mT2) of the
second derivative matrix is used for the approximation. The projected Using s2 instead of
s2z to calculate ∆B
results in a change of
only ≈ 1 %.
maximum ZEFOZ T2(Boff = 0) values for PrYSO and PrLaWO are 1.8
s and 162 ms respectively. The values reached in experiments are, with
0.86 s and 158 ms, already quite close to T2(Boff = 0) . Ref. [96] reports
measurements of a second ZEFOZ point in PrYSO, not showing any
data, with s2 ≈ 3 kHz/mT2 (the point discussed so far had s2 ≈ 6
kHz/mT2 ) and a measured ZEFOZ coherence time of 1.4 seconds for it.
This, together with the values for the residual dephasing indicated by
the model (see left plot in Fig. 38) and its good fit to the data, justifies
the assumption that the limiting term T−120 in PrLaWO is approximately
5 to 10 times larger than in PrYSO. The latter could arise from a more
complicated Pr-La coupling, possibly including other relevant terms
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Figure 38: Estimation of ∆B based on Eq. 8.7. The coherence time dependence
on a field offset Boff from the ZEFOZ points is shown in the plots
on the left and in the middle. The PrLaWO data is given by the black
crosses and the PrYSO data [43] by the blue circles. The solid lines
represent the fits of Eq. 8.7 to this data, where the terms T−12,0 + s1∆B
are fitted as single offset in the T2 axis. From this ∆B(PrLaWO) = 1
µT and ∆B(PrYSO) = 3 µT follow. The right plot shows the fre-
quency of the PrLaWO ZEFOZ transition plotted against the field
offset. The bold grey line corresponds to the frequency calculated
using the Hamiltonian and the characterisation result from Sec. 7.4.1.
The red dashed line represents the frequency that follows using
the quadratic approximation of Eq. 8.4 and the second derivative
−s2 = −12.0 kHz/mT2. The green dashed line (overlapping with
the grey) follows using the projection of the second derivative matrix
(Eq. 8.2) on the z-axis direction, −s2z = −8.2 kHz/mT2. s2z was
used to approximate ∆B(PrLaWO).
since La has a nuclear spin of I = 7/2, in contrast to Y with I = 1/2. As
mentioned above more data including e.g. temperature as a variable
would be required to conclude this at a level with higher certainty.
Spin Diffusion at the ZEFOZ Condition
To investigate the influence of spin diffusion processes in PrLaWO,
three pulse stimulated echo decay curves were also recorded. Since
only a few hours of the experiment’s time schedule in Lund were
left at the time these measurements began, they had to be recorded
at the expense of lower signal accumulation counts and no tweaking
parameters. Together this resulted in poor data quality, but at least
the approximate timescales and the impact of spin diffusion can be
estimated from the data. Figure 39 shows the pulse sequence used
(a) and the recorded stimulated echo decays (b). In the three pulse
sequence the first π/2-pulse creates coherences, which evolve for a time
τ1, before a second π/2-pulse transfers the coherences (partly) into
a population grating. After a time τ2, which may be longer than τ1,
since the population life time THF1 is expected to be much longer than
the coherence life time THF2 , a third π/2-pulse transfers the population
grating again into coherences. The coherences will refocus a time τ1
after the last pulse in the form of a stimulated echo. For the curves
shown in Figure 39 (b) τ1 was always kept fixed, while the decays along
the varied τ2 contain information about changes of the population
grating due to e.g. spectral diffusion processes on this time scales. In



 	

  

	
 	





(a) Three pulse Raman echo sequence.
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(b) Three pulse Raman echo decays.
Figure 39: Three pulse stimulated Raman echo data. (a) shows the used pulse
sequence. For the optical pulse sequence the same description applies
as for Fig. 34. The RF part shows the stimulated echo three pulse
sequence, specifying the pulse separations τ1 and τ2 used in figure
part (b). For the decays in the upper plot of (b) the first evolution time
was fixed to τ1 = 3 ms for all three measurements. The stimulated
echo decay curves of the ZEFOZ transition and two non-ZEFOZ
transition, recorded at the same field, are shown. The coherence
times, from two pulse echo decays, for the non-ZEFOZ transitions
were THF2 (ν = 17.1 MHz) ≈ 11 ms and THF2 (ν = 17.5 MHz) ≈ 14
ms. The decay show in the lower plot of (b) are all recorded for the
ZEFOZ transition, but with different τ1 for each curve.
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the upper plot of Fig. 39 (b) the ZEFOZ transition does not show any
particular echo amplitude losses due to spectral diffusion for times τ2
up to about 1.5 s. The non-ZEFOZ transitions, recorded with the same
conditions, already show a rapid decrease for τ2 ￿ 50 ms. The large
point to point variations can mainly be attributed to the high noise
level of the measurements in general and a relatively large tendency
to shot-to-shot variations for the echo amplitudes. In all experiments
the latter was more exaggerated for the non-ZEFOZ transitions and
was partly due to small instabilities of the field currents, shifting those
lines more strongly than the ZEFOZ transition. Furthermore, the Lund
laser could only be run at a frequency jitter level of about 1 to 2 MHz,
since it can only be further stabilised to ultra-high stability by locking
it to a spectral hole of PrYSO [74, 129], which has a (far) off-resonant
optical frequency with respect to the inhomogenous line of PrLaWO.
In this way the only “highly” stabilised laser, besides contributing in
some degree to a generally higher noise level in the RHS experiments
by laser amplitude noise effects [111], also is supposed to exhibit drifts.
Especially on long timescales these might have been sufficient to let
the echo amplitudes vary from shot-to-shot. The lower plot of Figure
39 (b) shows the ZEFOZ transition stimulated echo decay for different
τ1. For τ1 ￿ 50 ms a significant decrease of the echo amplitude can
be observed. For lower τ1 the curves are similar, all showing a slow
almost monotonic decay with a rate of about 1 s−1. The data published
in [44] shows qualitatively the same attributes. The data quality shown
here allows for a quantitative comparison, the decays of the ZEFOZ
transition for different τ1 values seem to be slower for PrLaWO than
for PrYSO.
Summarising this section, it was demonstrated that the ZEFOZ tech-
nique can successfully be used also in other systems than PrYSO.
Besides confirming the hyperfine characterisation of PrLaWO, an in-
crease of the coherence time by 630 times could be achieved on the
first attempt. Furthermore, the order of the magnetic fluctuations was
approximated to be ≈ 1 µT, much lower than previously expected. The
model for the dephasing in the vicinity of the ZEFOZ point indicates
a more significant role of non-magnetic dephasing effects in PrLaWO.
Nevertheless, the spin diffusion impact seems to be comparable to that
of PrYSO and again PrLaWO demonstrated to be an interesting system
for e.g. quantum memory related testbed experiments.
8.3 dynamic decoupling
The usage of the ZEFOZ technique in REIC already allows impressive
enhancements of the ground state coherence time for the particular
transition. Using a pulsed (dynamical decoupling) sequence, Fraval
et al. [46] could extend the coherence times further, already coming
close to the limits set by THF1 in PrYSO. In this particular experiment
the ZEFOZ technique [44] increased the coherence time of the system
already by about 1700 times. The resulting very low dephasing rates
enabled the pulsed decoupling sequence [46], originating from NMR
[106], to increase the coherence time further by an additional factor
of 35. Nevertheless, the ZEFOZ technique is only effective for one
specific transition at a time. Furthermore, the relatively high magnetic
field incorporated, also generates complicated hyperfine spectra. The
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latter may lead to problems when, for example, spectral tailoring of the
optical absorption is indispensable for the planned experiments.
The idea to investigate the dynamical decoupling potential in PrLaWO
was motivated by the observation of millisecond-range ground state
coherence times at low magnetic fields, while investigating the ZEFOZ
transition (see Fig. 35). Since RF Rabi frequencies in the range of a
few hundred kHz are readily achievable with the present spectrometer
hardware (Sec. 5), application of dynamical decoupling pulse sequences
was assumed to considerably enhance the coherence times in PrLaWO.
The basic idea of dynamical decoupling (DD) is to decouple the
quantum system of interest HS from the effect of a perturbing environ-
ment HE by application of strong control operations acting exclusively
on the system HS’s degrees of freedom [154, 155].
H = HS +HSE +HE
The system interacts with the environment due to the system-envi-
ronment interaction HSE, which may change on time scales of the
environment correlation time τE. The control operations are applied to
the system in a stroboscopic manner and will change its state periodic-
ally. During this time the system can be considered to evolve under the
action of an effective Hamiltonian Heff, which may be expressed by a
series expansion [58]:
Heff = H
(0) +H(1) +H(2) + ...
An ideal DD control sequence inverts the system-state on time scales
τc ￿ τE, significantly faster than the environment changes. In the case
of non-interacting spins (HS +HSE) averages over the time and the
effective Hamiltonian becomes Heff = HE [8]. Thus the evolution is
independent of HS and HSE, and the system was effectively decoupled
from the environment during this time. For real physical systems and
sequences this averaging will not work perfectly. When the environment
is weakly coupled to the system [103, 76], the system evolution can be
described by
Ueff(t) = e
−iHefft ≈ exp
￿
−iHEt+O
￿
[τc/τE]
n+1
￿￿
, (8.8)
with the decoupling being effective up to an order n [163, 8]. For non-
ideal conditions, e.g. τc ∼ τE, higher order terms will contribute and
will lead to residual dephasing.
8.3.1 Decoupling Sequence Performance using Raman Heterodyne Scatter-
ing
Dynamic decoupling has it roots in experiments as early as those done
by Hahn [59], using “intense radiofrequency power in the form of
pulses” to refocus the inhomogenous dephasing and thereby remove
its effect by the formation of spin-echos (see, e.g. RF-part of Fig. 34).
Applying a periodic sequence of identical inverting RF pulses can
lead to an increase of the coherence time compared to that measured
with a Hahn echo, as already indicated by Carr and Purcell when
publishing their famous CP-sequence [28]. Repeating the pulses rapidly,
allows fulfilment of τc ￿ τE in Eq. 8.8 for longer total evolution
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times τtot = N · τc of the system compared to the Hahn echo, where
τtot = τc = 2τ.
But not only the rate of the pulses is of importance. Errors in, e.g. the
flip-angle of the pulses will lead to non-perfect refocusing. Given that
each applied pulse rotates the spins a bit too far, this will accumulate
over the whole sequence and lead to a quick loss of the coherence.
This effect can also be used to very precisely adjust the pulse length
[26]. Nevertheless, pulse sequences intended for decoupling are made
such that these unavoidable experimental errors, like length, phase,
homogeneity or off-resonance, are compensated for by their design[50].
As an example, a simple modification of the CP sequence, by matching
the axis of the refocusing pulses with the initial spin orientation will
lead to an effective compensation of the pulse length error [106, 163].
This latter sequence is called CPMG sequence and is still one of the
most effective decoupling sequences for special conditions [8, 6]. Figure
40 shows a short-hand notation for this and other used sequences,
including a visualisation of their robustness with respect to flip-angle
and off-resonance to the spin transition pulse-errors.
Changing the phase of the initial spin coherence phase by 90◦ trans-
forms the effective CPMG sequence back to the less effective CP se-
quence. Thus, CPMG can be considered as sensitive to the “input
phase”. Especially in the context of quantum information processing
it is important that the DD sequence decouples the system effectively
from the environment independently of the initial system state or the
type of the system-environment interaction. A sequence, originating
from NMR [105], called PDD (periodic dynamical decoupling) was
realised to fulfil these criterions in the context of DD [76]. It consists
of a basic building block of four inversion pulses (see Fig. 40b) with
perpendicular rotation axes, which makes the sequence less sensitive
to the actual initial system state. The reason to use 4 pulses instead of
only 2 pulses to define the PDD sequence, is that each cycle of a DD
sequence is supposed to leave the system (ideally) in the same state
as before the DD. Applying 2 π-rotations around one axis fulfils that
trivially, but incorporating more axes also requires more pulses, e.g. 4
in the case of PDD.
By comparison of Fig. 40a and 40b it becomes apparent that the
additional pulses and rotation axes improve the robustness† of the†Here compared by
using a fidelity:
F = |TrAB
†|√
TrAA†TrBB†
,
A = 1ˆ ="ideal",
B = Ueff(τtot).
DD sequence, not just with respect to pulse length errors, but also
with respect to other errors, in this case frequency offset errors. The
so-called KDD sequence, which is shown in Fig. 40c, compensates
such errors even better [143]. This new sequence is of a special kind.
It has its roots in a so-called composite-pulse. In NMR composite
pulses were developed to compensate the pulse-error effects within
a single pulse. This is done by subdivision of the complete intended
pulse rotation into small parts, each rotating around different axes [89].
Such a pulse was recently found to be very robust and effective for
decoupling experiments with nitrogen-vacancies in diamond [135]. This
specific composite pulse represents five π-rotations around different
axes, resulting in an effective rotation of 60◦around the (spin) Z-axis
followed by a π-rotation around the X-axis (same phase notation as
in Fig. 40). Souza et al. [143] have put delays in-between the single π-
rotation segments (see Fig. 40c) and by doing this created a DD sequence
- KDD - out of a composite pulse. For a higher total compensation of the
pulse errors, the KDD sequence consists of four primitive KDDφ-blocks
(a) CPMG sequence, with nDD = 2 pulses.
(b) PDD sequence, with nDD = 4 pulses.
(c) KDD sequence, with nDD = 4 · 5 pulses.
Figure 40: The dynamical decoupling sequences used are given in short-hand
notation within the rectangular brackets [...]N. τ is a delay and X, Y
denote pulses of π-area, with 0◦, respectively 90◦ relative RF phase.
For the KDD-sequence, e.g. Xφ denotes a π-pulse with a relative
phase of 0◦ + φ. For each sequence the first bracket defines the
standard initial phase, since it is assumed that the initial coherence
is created starting from an equilibrium state (“Z”). All sequences are
symmetric with respect to their basic building block [...]N, which
are repeated N times. The duration of each block is τc and the π-
pulses have a duration of τp. The plots on the right, reproduced
from Ref. [143], show the fidelity (see margin note (†) on page 104)
of the sequences with respect to flip angle and off-resonance pulse-
errors. The fidelities were calculated for typical (NMR) pulse-error
parameters and a total of 100 applied pulses [143].
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Figure 41: RHS-DD sequence. Each experiment started with a optical spectral
tailoring sequence, which empties the
￿￿￿g,±32￿ levels and populates
the active REIC
￿￿￿g,±12￿ levels (see Fig. 49b). From this a π/2-area
RF pulse creates hyperfine coherence. Then the DD sequence, e.g.
CPMG, is repeated N times. Synchronised with this, a weak RHS
probe laser beam is switched on shortly at the beginning and at the
end of the RF-DD sequence. Within this time-windows the current
coherence is probed and recorded by a sample and hold amplifier
or the gated demodulator (see Sec. 5.1). The RHS probe had about
15 kHz Rabi-frequency, resonates with the
￿￿￿g,±32￿↔ |e￿ transition
and had a total on-time for one DD cycle of less than 200 ns.
(see Fig. 40c) shifted in phase analogous to the single pulses in the PDD
sequence .
The efficiency of such DD sequences in real experiments is a function
of many experimental control variables, including τc, τp , symmetric
and asymmetric transient errors of the pulse phase [58, 26]. Furthermore
each physical system has its own specific properties. An REIC system,
besides having many close hyperfine transitions at low magnetic field,
also requires special detection techniques for the coherence subjected
to the DD sequence. Whereas the DD sequence is applied to the system
by RF pulses, the detection cannot be done by magnetic induction as in
NMR, since typical REI doping levels are only about 0.1 %. To probe the
potential of the shown DD sequences in PrLaWO hyperfine transitions,
a RHS-DD scheme was used, since it is the most basic sufficiently
sensitive technique. Figure 41 shows the basic pulse sequence used forFor photon echos and
DD see Sec. 8.3.2. all RHS based DD measurements presented in this section. The optical
preparation creates an approximately 1.5 MHz broad absorptive peak,
within an ≈ 16MHz broad non-absorptive region of the inhomogenous
optical line. Due to the frequencies used for the optical pumping,
the peak represents REI having only their
￿￿g,±12￿ and ￿￿g,±52￿ levels
populated (see Fig. 49b on page 116). The DD-RF is only resonant
with the
￿￿g,±12￿↔ ￿￿g,±32￿ transition. To detect the coherence after a
time N · τc a RHS probe beam resonant with
￿￿g,±32￿↔ |e￿ transition,
with respect to the centre of the absorptive peak, is applied. Since
working in an REI ensemble it was possible to monitor the coherence
while the DD sequence was still active. Figure 41 shows the windows
within the coherence was Raman scattered for detection of its current
amplitude. Since the RHS probe beam will also optically pump the ions,
a loss of coherence is incorporated with the monitoring [41]. To avoid
a significant RHS beam pump-effect a very low power probe beam,
which was switched on only for very short times, was used. For each
series of measurements the effect of the RHS probe on the DD-decay
was checked by activating the RHS probe only for each nth DD-cycle
(n = 2, 3, 4, ..., N). n was increased until the DD-decay did not change
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Figure 42: Transition frequencies for the
￿￿￿g,±12￿ ↔ ￿￿￿g,±32￿ transitions of
PrLaWO for two different magnetic fields. The vertical blue line
indicates the field around which the transition frequencies are cal-
culated within a window of ±0.5 mT. Note that the vertical and
horizontal scales are the same and thus allow to directly compare
the transition slope.
anymore due to pumping effects and this configuration was then used
to record the decay. The validity of this procedure was also verified
by comparing the RHS-echo amplitude after many N · τc cycles to the
RHS-echo amplitude resultant when the probe was inactive except for
the very last detection window of the same number of cycles.
Magnetic Field Influence
As mentioned in real systems all DD sequences will show different
“performance”, which will be measured here by the remaining coher-
ence/echo amplitude after τtot = N·τc. The performance for different
systems will differ, since each has unique system-environment coup-
lings and the incorporated time scales (e.g., τE) will be different. In
REIC systems the timescales for one particular compound can already
change when the static magnetic field is changed. This has been shown
for the ZEFOZ technique in Sec. 8.2, but also happens for small fields
with non-specific orientations. One effect is the (partial) change of the
quantisation axis for the local host spin environment of the REI (see
“frozen-core” discussion in Sec. 8.2.2 on page 96). Furthermore, the
slope of the transition frequency also changes. This varies the impact of
small magnetic fluctuations of the host’s spins on the coherence time.
The latter also differs for different hyperfine transitions at the same
magnetic field. This can be seen in figure 42, showing the transitions for
fields used in the following. Figure 43 shows the coherence lifetimes
recorded using Hahn echos (circles) and the CPMG sequence (squares),
for magnetic fields of zero (blue) and at about 8 mT (green, ￿Ba see
caption). Additionally, a FID (black) for the 8 mT field is shown.
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Figure 43: Comparison of the coherence lifetimes for different magnetic fields
and DD sequences, using the
￿￿￿g,±12￿ ↔ ￿￿￿g,±32￿ transitions of
PrLaWO. For the blue data the field was approximately 0, whereas
for the black and green data the field was ￿Ba = −(1.8, 8.0, 0.0) mT.
The black curve shows a FID decay (￿Ba). The data represented by
circles shows Hahn echo decay data for the corresponding field. The
data represented by squares show examples of CPMG decay curves
at those fields. For B ≈ 0 the (nearly) degenerated ±1/2 − ±3/2
transition at 14.87 MHz was excited resonantly. The Hahn echo
curves for the field ￿Ba measure the T2 of the 14.65 MHz transition
(filled circles) and of the 14.87MHz transition (empty circles, see Fig.
42b) . The pulses for the shown CPMG curves were resonant with
the 14.87 MHz transition at the two fields (comp. Fig. 42a and 42b).
The effect of the static magnetic field can be seen by comparison
of the Hahn echo curves (circles). Since the slopes of the 14.87 MHz
transition at B = 0 and ￿Ba are similar, the corresponding Hahn echo
decay curves (blue circles, and empty green circles in Fig. 43) yielding
coherence lifetimes of 234 µs and 6.9 ms respectively, indicate the effect
of a changing quantisation axis for the local host-spin environment. TheNote: Measured T2
values, for fields of
≈ 5, 9 and 14 mT
magnitude, at corresp.
transitions at 14.8,
14.8 and 14.3
MHz, are 4.5, 5.1
and 4.7 ms. Which
may be indicated as
limiting order for
T2(|￿B|)￿ 5 mT.
effect of the transition frequency slope with respect to field changes is
demonstrated by the longer coherence lifetime of 9.7 ms measured for
the 14.65 MHz transition (filled circles in Fig. 43), since this has a much
smaller slope in comparison to the 14.87 MHz transition at the same
field ￿Ba (see Fig. 42b).
The CPMG DD data sets were both recorded for the 14.87 MHz
transition, but at different fields. For the field ￿Ba the CPMG (green
squares, pulse delay τ = 80 µs) coherence time of about 313 ms exceeds
that of the Hahn echo (6.9 ms) by a factor of 45. For zero field data the
factor is 205, representing an increase from 234 µs (Hahn echo) to 48
ms (CPMG, blue squares, τ = 40 µs). Although the fractional increase
of the coherence time at zero field was higher, the coherence time
achieved for the small field of about 8 mT magnitude is significantly
higher. The latter is attributed to the reduced dynamics of the dephasing
environment at this field, which also allows for higher DD τc’s to be
used [8, 143].
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Figure 44: PrLaWO ground state T2 as function of the DD pulse separation
τ.T2 decay times resulting from different CPMG (green), KDD (blue)
and PDD (red) data is plotted. Data for zero field are connected
by solid lines, those for ￿Ba are connected by dashed lines. The
data markers refer to different RF pulse lengths and frequency (see
legend). The bold, grey lines indicate coherence lifetimes (values
adjacent to lines) measured with Hahn echos for the two different
transition frequencies (ν1,2) and magnetic fields. The RF pulse power
levels were adjusted to obtain optimum signals for the used pulse
lengths of τp1 = 1.5 µs and τp2 = 4.0 µs, and other parameters.
Influence of the Pulse Separation - T2
The range of parameters defining the DD sequence, together with the
REIC specific choice of the magnetic field and the hyperfine transition,
results in a diverse parameter space for the DD characterisation. A
systematic variation in all parameters was not in the scope of this work, Recent related NMR
studies are, e.g., Ref.
[8, 143].
but a selection of tested parameters suitable for the quantum memory
experiments (see Sec. 8.3.2) is shown in Figure 44. The figure shows the
T2 values resulting from single exponential fits to the RHS echo decays
of different DD sequences for two magnetic fields: B = 0 and ￿Ba(see
previous paragraph). Here T2 is plotted as a function of the pulse
separation τ. This compares the efficiency of the DD sequences based
on the same number of pulses per time, rather than cycles (M · τc).
Since a KDD cycle consists of 20 pulses and the CPMG cycle only of
two, plotting T2(τ) is more reasonable than T2(τc). Nevertheless, since
the sequences are constructed to obey τc = nDDτ both representations
are equivalent.
As introduced before the cycle time τc of the sequence should be
as short as possible. One reason is that more rapidly following DD
110 optical to spin storage decoupling techniques
control pulses can decouple faster dynamics of the system-environment
interaction, and thus lead to more effective decoupling in real systems.
The other benefit is to avoid higher order terms in Eq. 8.8 to become
significant. On the other hand, by making τc shorter the total number
of pulses (N · nDD) and the impact of their cumulative errors will
increase for the same observation time τtot = N · τc = N ·nDDτ. Each
DD sequence compensates such errors in a different way, therefore the
efficiency of some DD sequences will be less sensitive to higher error
contributions for short τ. Further effects arise from the finite pulse
lengths and characteristics of the RF-circuits, causing phase transient
errors to be a function of the pulse length. This is evident in figure 44
for the PDD and CPMG data using pulse lengths of τp1 = 1.5 µs and
recorded at ￿Ba (red/green circles, dashed line). First, starting from high
τ values, the T2(τ) becomes larger towards smaller pulse separations,
because the rate of control operation becomes higher. T2(τ) will increase
up to the point were the effect of the pulse errors starts to dominate,
which is roughly at the maximum of the curve. The KDD data (blue
circles, dashed line) is almost independent of τ attributed to its higher
error compensation (see Fig. 40). On the other hand the KDD coherence
times of ≈ 20 ms are much lower than those of the CPMG and PDD
data, which reach almost 400 ms using the same parameters.
Comparing the data of CPMG, KDD and PDD for τp1 at zero field
(green, blue and red circles, solid line) it is apparent that now only
CPMG shows very long decay times (up to 77 ms). KDD achieves at
maximum 7.4 ms, whereas PDD reaches 3.6 ms for zero field, although
PDD was very efficient for the ￿Ba field. Nevertheless, using a different
RF pulse length of τp2 = 4 µs the coherence life time with PDD became
as large as 19 ms, showing the typical maximum for a specific τ. PDD
with the pulse lengths set to τp2 was also tested for the field ￿Ba. The
red diamonds connected by a dashed line show the PDD data. For
this measurement the RF pulses were in resonance with the low-slope
transition at ν2 = 14.65 MHz (compare Fig. 42b). This PDD decay
shows relatively high T2 of up to 58 ms and as suspected the T2(τ)
maximum, although not in the range of the probed τs, seems to be
at a higher pulse separation than for the higher slope transition at
ν1 = 14.87 MHz. This is in contrast to the zero field situation, where
the PDD decay for τp1 shows much higher T2 values, even if it was
measured at the low-slope transition ν2.
Absolute Echo Amplitude
A property that also has to be considered is the total signal after a
given evolution time. In Fig. 44 the echo decay times were obtained
from fits to the corresponding decay curves, assuming their decays are
single exponential. This is a good approximation for the majority of the
data points in a single decay curve. In some decay curves the signal
amplitude oscillates during the very first DD cycles, but after only a few
cycles the decays become smooth and well approximated by a single
decay rate. Nevertheless, some of the decays showing long coherence
lifetimes have smaller maximum signal amplitude than decays with
short coherence lifetimes. Figure 45 shows the non-scaled echo decay
signal amplitudes for two of the data points in Fig. 44. At zero field,
using a pulse separation of τ = 10 µs, the echo signal for the CPMG
sequence (T2 ≈ 73 ms) decays much slower than for KDD (T2 ≈ 2 ms).
Nevertheless, up to an evolution time of about 2 ms KDD preserves the
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Figure 45: Non-scaled RHS echo signal amplitude at B = 0 and ￿Ba for CPMG
(green), KDD (blue) and PDD (red) with τ = 10 µs and τ = 20µs.
The pulse power was adjusted to achieve a pulse length of τp1 = 1.5
µs and the RF frequency was ν1 = 14.87 MHz.
echo amplitude better than CPMG (see upper plot in Fig. 45). For the
magnetic field set to ￿Ba and using τ = 20 µs a similar behaviour can
be observed. In comparison to CPMG (T2 ≈ 220 ms) the KDD sequence
(T2 ≈ 21 ms) can preserve the coherences better, up to a time of about 7
ms (see lower plot in Fig. 45). For PDD this time extends to about 25 ms.
As can be seen in the figure PDD already loses most of the coherences
after a few basic cycles, but then tends to preserve the residual echo
amplitude for very long times with T2 ≈ 222 ms.
Input Phase Sensitivity
In the most general case the state of the system prior to the application
of the DD sequence is supposed to be unknown. For a quantummemory
the information will be coded into coherences, in general with an
arbitrary phase. Thus it is important, that the DD sequences preserve
the coherence independently of the “input phase”. As introduced before,
the performance of CPMG is known to be very sensitive to the input
phase. Attributed to their design, KDD and PDD are supposed to be
less sensitive to the initial state phase [105, 8, 143]. To test the input
phase sensitivity of the DD sequences in PrLaWO, the RF phase for the
π/2-pulse, that creates the coherences (see Fig. 41), was varied relative
to the constant phase of the DD-sequence pulses. Figure 46 shows data
that demonstrate the sensitivity of CPMG (green). The decays measured
with the ideal CPMG input phase 0◦ result in about 28 times higher
coherence lifetimes compared those with the worst-case input phase.
With a corresponding ratio of 5, PDD (red) is less sensitive than CPMG.
Nevertheless, recent NMR studies [8] showed a much lower sensitivity
of PDD on the input coherence phase in adamantane. The reason for
the relatively large phase sensitivity of PDD found here is not known.
The KDD sequence (blue) shows effectively no sensitivity of the input
coherence phase and outperforms PDD and CPMG with respect to this
criterion.
Summarising the above results for the three tested sequences, KDD
should be ideal with respect to the survival probability of an unknown
coherence. This still holds, when only considering “storage times“ up
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Figure 46: DD coherence lifetime as function of the input coherence phase. The
abscissa is given as relative phase between the initial π2 -pulse and the
following π-pulses of the DD sequences, with X/0◦ representing the
default phase of the π2 -pulse, as defined in Fig. 41. The CPMG (green)
and PDD (red) data were obtained for zero field, with ν1 = 14.87
MHz, τp1 = 4 µs and τ = 25 µs. The KDD (blue) data was measured
in an other series of experiments. There the field was set to ￿Ba and
the pulse sequences parameters were ν1, τp2 = 1.5 µs and τ = 40
µs.
to the KDD-decay constant. There the absolute echo amplitudes, asso-
ciated to the residual coherence, are almost always higher than those
of PDD and CPMG (see Fig. 45). Although showing long decay times
for optimum input states (see Fig. 44), CPMG is not suited for general
quantum memories.
8.3.2 Quantum Memory Testbed
In the previous section the initial coherence was created by an RF pulse,
directly within the ground state hyperfine levels. It was demonstrated
that DD techniques can effectively increase the coherence lifetime for
such a situation. In a quantum memory the absorption of an optical in-
put pulse creates a pure optical initial coherence, which in a subsequent
optical to spin storage (OTSS) step, has to be transferred into a ground
state hyperfine coherence (see Fig. 33).
For REIC only for two EIT based experiments [95, 67] RF spin echo
and DD sequences have been demonstrated to enhance the spin storage
time of an optically created input coherence. Although in Ref. [95]
an impressive OTSS time of more than one second was reached, both
demonstrations only used a very low bandwidth input pulse of 20 µs
duration. The narrow optical feature, intrinsic for the EIT scheme of
these experiments with PrYSO, limited the absorbable optical band-
width to about 50 kHz. In comparison to the MHz bandwidths of
typical photon echo based storage schemes, this is already close to the
homogeneous optical line width of 1/πTopt2 ≈ 2 kHz for this compound.
Although it is generally expected that RF decoupling techniques will
also improve the storage time in a photon echo based quantum memory
[4, 66, 32], no demonstration of spin echo or DD enhanced OTSS times
for those exist up to now. This section provides a study of the effect of
RF DD techniques on the achievable total storage times in optical to
spin storage experiments with PrLaWO.
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Figure 47: Basic OTSS schemes including RF hyperfine rephasing. The laser
sequences show the optical input pulses (orange), the optical transfer
pulses (green, T) and for the standard TPPE scheme B also the
additional optical π-pulse (red, π). For the RF sequence of scheme A,
besides the timing for optional DD sequences (e.g. for PDD pulses
(light-green)) the position of the necessary RF π-pulse (green) is
shown. In both schemes the separation between the optical transfer
pulses and the adjacent RF pulses is equal to τ/2, with τ representing
the separation in between the RF pulses. For scheme B only the
(optional) minimum RF rephasing pulses are shown.
Optical to Spin Storage Schemes
Due to its intrinsic photon noise and gain issues (see Sec. 8.1), the
TPPE is a bad quantum memory scheme. Besides this, the optical to
spin storage process itself, the way how optical coherences are excited
and evolve in TPPE are very similar compared to the more complex
photon echo based original quantum memory schemes, e.g. CRIB, AFC
or ROSE. In order to reduce the experimental demands and focus more
on the RF decoupling performance, the experiments presented in the
following used simple TPPE based schemes as testbed for the optical to
spin storage in quantum memories.
Figure 47 shows two basic prototype schemes. In both schemes, after
absorption of the input pulse (orange), the initially in-phase coherences
dephase due to the optical inhomogenous broadening. In the standard
TPPE-OTSS scheme, represented by sequence “B” (see Fig. 47), this
dephasing is refocused by an optical π-pulse. In scheme “A” the refocus-
ing is accomplished by inversion of the ground state hyperfine levels,
by a π-RF pulse in the centre of the spin storage time. For scheme B the
optical refocusing pulse can be irradiated before or after (see, e.g. 56a)
the optical to spin transfer pulses (green). To retrieve the stored pulse
in the forward direction of the input pulse [95], for scheme B the RF
pulses applied during the spin storage time τtot must in total represent
a 2n · π-rotation, with n = 0, 1, 2.... To achieve the same for scheme A,
the total effect of the RF pulses must represent a (2n+ 1) · π-rotation.
For the use of DD sequences with OTSS scheme A this implies that one
additional π-RF pulse has to be placed symmetrically in the centre of
the τtot spin storage window, since the DD sequences typically repres-
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Figure 48: Spectral tailoring sequence used as preparation for each exper-
iment. Typical hyperbolic secants pulse parameters for the pit
burn pulses (blue) were: non-zero amplitude pulse length (FWHM)
τp,pit = 0.1 ms, total segment (cutoff) length τco,pit = 1 ms, fre-
quency range ∆νpit = 25 MHz, centre frequency relative to the
|g,±1/2￿ ↔ |e,±1/2￿ transition ν0,pit = 19.69 MHz and maximum
instantaneous Rabi frequency for the |g,±1/2￿ ↔ |e,±5/2￿ trans-
ition rmax,pit = 1 MHz. For the burn back pulse (red) these
parameters were τp,bb = 0.08 ms, τco,bb = 1 ms, ∆νbb = 1
MHz, ν0,bb = 51.48 MHz, rmax,bb = 0.1 MHz and for the clean
wrong classes pulses (green) τp,cwc = 0.1 ms, τco,cwc = 1 ms,
∆νcwc = 12.3 MHz, ν0,cwc = 23.14 MHz, rmax,cwc = 0.5 MHz.
The number of pulse repetitions is quoted above the pulses.
ent effective rotations by multiples of 2π. In the standard TPPE scheme
B, the π-RF pulses shown in figure 47 can directly be replaced by, e.g.
PDD. Both OTSS schemes have shown almost the same DD coherence
lifetimes for the same pulse parameters. In the following each time one
will be chosen on the basis of the current timing or variation needs.
Pure State Preparation
For a temperature of 2 K, in thermal equilibrium all ground state
hyperfine levels of PrLaWO are equally populated. The optical in-
homogeneous broadening is much larger than the hyperfine splittings.
Therefore, if starting from thermal equilibrium, any optical absorption
would incorporate different ion classes, for which different hyperfine
levels of the ground and excited state would be resonant with the
optical input (see figure 49a). Since the relative oscillator strengths for
optical transitions between different ground and excited state hyperfine
levels differ (see Tab. 2 on page 71) , the implementation of an efficient
and selective optical to spin transfer pulse is typically not possible for
this situation. Furthermore, as discussed in Sec. 8.2 and 8.3.1, each
hyperfine level will show different coherence lifetimes during the spin
storage time. Thus, starting each experiment with only one specific
ground state level being populated greatly reduces the complexity of
the system and reduces the experimental demands.
To simplify the following discussion, the hyperfine transition fre-
quencies and levels will be denoted in a short form. For example,
the notation “δg2” will be used for the transition frequency between
|g,±1/2￿ and |g,±3/2￿, and the latter energy levels will be denoted by
“g1” and “g3” respectively. Optical transition frequencies will be given
relative to the g1↔e1 transition, the latter conventionally selected to
be zero.
A pure and specific ground state population in PrLaWO was created
by the optical spectral tailoring sequence, shown in figure 48. This
preparation sequence consisted of three steps. In the first, a wide
spectral window of the inhomogenous optical line was completely
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emptied from absorbers by optical hole-burning. This “pit” was burned
by a series of 20 identical hyperbolic secant pulses [130, 140] . Each
pulse effectively excited all ions in a window of ∆νpit = 25 MHz. The
total length of a single pulse segment was 1 ms, while the optically
active pulse width was set to 100 µs (FWHM) (see Fig. 48). This allowed
efficient population redistribution of the ground state levels, since in
PrLaWO the excited state lifetime Topt1 ≈ 60µs is much shorter than the
ground state hyperfine population lifetime THF1 ≈ 16 s. The structure
burned into the inhomogenous optical line is shown in figure 49b(i).
In the second step of the preparation a “burn back” pulse excited
transitions outside the transparent pit and thereby transferred some
population back into the pit. By setting the relative frequencies of the
pit burn and the burn back pulse, the absorption of different classes
of ions can be transferred into the pit [122]. Setting the burn back
frequency to ν0,bb = δg1 + δg2 + δe1 + δe2 and the pit window to
ν0,pit ≈ δg2/2+ δe1 + δe2 with a width of ∆νpit ￿ δg2, produced the
situation shown in figure 49a, which is similar to the scheme described
in [55]. Due to the combination of different burn and probe frequencies,
only the ions of classes I to III were brought back into the pit by the
burn back pulse. As shown in figure 49b(ii), the non-zero absorption
within the pit window was only due to transitions starting with g1 or
g3 to one other excited state level, after the burn back pulses have been
applied.
In the third step of the sequence, pulses were applied, which were
intended to “clean” the pit from unwanted wrong class ions. The
frequencies for these pulses were set from just above the class I g1→
e5 transition to just below the pit window edge (see green bar in figure
49b (iii)). This pumped all g1 and g3 populations of the classes II and
III to g5, since for both, transitions to the excited state were possible.
For class I the g3 transitions to the excited state were also in resonance
and thus g3 was also emptied by the clean wrong class pulses.
Finally, only the class I g1→ e5 transition was left in the apart from
that transparent pit window. The optical input pulses for the OTSS
experiments of the next paragraphs were in resonance with this absorp-
tion line. Therefore, only the relative optical transition strengths (see
Tab. 2) for the g1↔ e5 (optical refocussing pulse) and the g3↔ e5 trans-
ition (transfer pulses) had to be considered. The maximum absorbable
input pulse bandwidth is given by the width of the prepared g1↔ e5
absorption peak. Here this was limited to about 1.5 MHz by the chosen
burn back frequency range of ∆νbb = 1 MHz. The principal upper
limit for this scheme is given by the hyperfine separation δe1 = 4.94
MHz. Input pulses with bandwidths higher than ≈ 2δe1 would always
excite wrong class ions in the near edge of the pit. The information of
input pulses with bandwidths below 2δe1will be “band-pass filtered”
by the overlap with the g1↔ e5 absorption peak (e.g. as can be seen in
figure 50).
The magnetic field ￿Ba = −(1.8, 8, 0) mT, used throughout the whole
Sec. 8.3, was chosen since this field did not change the inhomogenous
absorption profiles significantly from those prepared at zero field (Fig.
49b(i) to (iii)). Although ￿Ba lifted the degeneracy of the hyperfine
levels, their Zeeman splittings were sufficiently low (see Fig. 42b), so
that the finally prepared peak in the pit still represented only g1↔ e5
transitions.
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(b) Tailored inhomogenous absorption line. The absorption shown in (i) was probed after
the pit burn pulses have been applied only. The dashed line shows the absorption for
(approximate) thermal equilibrium population. (ii) and (iii) show the situation after
pit burn and burn back pulses, and after all three preparation steps respectively. The
vertical sticks indicate the optical transition frequencies for the different ion classes
(see Fig. 49a). The probe beam was chirped within 1 ms over the full 70 MHz range
shown. It had a Rabi frequency of 20 kHz for the g1↔ e5 transition.
Figure 49: Pure state preparation using the spectral tailoring sequence from Fig.
48. The hyperfine level scheme (a) and the probe absorption (b) are
given for zero magnetic field. The vertical (a) and horizontal (b) bars
(coloured) indicate the resonant range of the pit, burn back, clean
wrong classes and (a) probe pulses. The different hyperfine levels
are given in simplified notation, e.g. “e5” stands for |e,±5/2￿.
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Figure 50: Optical to spin storage and retrieval efficiency. The upper two traces
show comparisons of a TPPE experiment (blue thick lines) to a full
OTSS sequence (upper trace, green) and two OTSS experiments with
only one of the transfers being active (middle, red and magenta). The
bottom trace compares the input pulse intensity to the OTSS echo
intensity. In all plots the total evolution times, τTPPE = τopt = 7 µs
and τOTSS = τspin + τopt with a spin storage time τspin = 3 µs
and τopt = 4 µs, were the same. The data on the left and right side
of the vertical dashed line refer to the corresponding side’s scales.
The input Gaussians had τp,in = 0.5 µs pulse width, τco,in = 1
µs cutoff length and rmax,in = 0.5 MHz maximum instantaneous
Rabi frequency. The transfer pulse parameters were τp,T = 1.5 µs,
τco,T = 3 µs, ∆νT = 2 MHz frequency width, ν0,T = 27.1 MHz
centre frequency relative to g1 →e1, rmax,T = 1.1 MHz and those
of the optical refocusing Gaussians were τp,π = 0.294 µs, τco,π = 1
µs and rmax,π = 1.7 MHz. The Rabi frequencies are given for the
resonant transitions.
Optical to Spin Storage Efficiency
Besides a bandwidth mismatch, the finite optical depth of the peak
and the efficiencies of the transfer and refocus pulses limit the total
efficiency of the memory. Figure 50 shows the optical transients of
the input, transfers and refocus pulses and relates their amplitudes
to the output two pulse photon echo and the optical to spin storage
echo. The optical input and the π-pulse of the shown TPPE and OTSS
sequences had the same timings. Having both transfers active in the
OTSS sequence (green, upper plot) no echo was visible at the TPPE
time (blue transient). Since the resulting OTSS echo had 97.5 % intensity
compared to the TPPE echo (upper plot), the conversions of the optical
input coherence into a spin coherence and back again to the optical
transition were rather effective.
The plots in the centre of figure 50 show the effect of having only one
transfer active in the OTSS scheme. Already one transfer pulse reduced
the TPPE echo to about 3 % of its original intensity, which directly
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demonstrates the good hyperbolic secants transfer pulse efficiency
[130, 140].
In the bottom plot of Fig. 50 the absolute intensity of the input
pulse is compared to the OTSS echo. The retrieved echo (intensity of
TPPE≈OTSS) had only about 0.45 % of the input pulse intensity. The
low absolute efficiency can mainly be attributed to the low optical
density of the sample and the generally low efficiency of the photon
echo in this case [148]. Furthermore, a fraction of the input pulse was
not absorbed due to a bandwidth mismatch, since the input pulse
bandwidth was (1/τp,in ≈ 2 MHz ) larger than the g1↔ e5 absorption
peak line width. The duration of the TPPE and the OTSS echo, which
are longer than the input pulse duration (see e.g. bottom trace of Fig.
50), show the effect of the bandwidth mismatch. In order to use the full
available absorption of the prepared peak, the bandwidth of the input
pulse was usually chosen higher than the peak width.
Although the low absolute memory efficiency yielded only low SNR
for the OTSS echo, this testbed scheme still allowed studying of the
effect of DD sequences on the stored coherences. For most of the follow-
ing experiments similar optical pulses have been used. The hyperbolic
secants pulses showed the best transfer efficiency, but in cases when
the pulse duration was critical, they were replaced by shorter Gaussian
pulses of π-area as in the following interference experiments.
Preservation of the Optical Phase Information During the Spin Storage
Besides storing the energy of the input pulse, which in principle was
verified in the last paragraph, accurate storage of the input pulse phase
is a crucial requirement for a quantum memory [148]. This property
was demonstrated to be fulfilled by photon echo based protocols in
several experiments, e.g. [145, 144, 151, 30]. The preservation of the
optical phase information after enhancing the spin storage time by RF
DD techniques in a related protocol, is demonstrated for the first time
by the results presented in the following.
To see an effect of the input pulse phase, two input pulse modes with
different phases were stored in the memory, using the sequence shown
in Fig. 51a. Both input pulses (1 and 2) were temporally separated by
1 µs, before being absorbed by the REIC. Since the memory efficiency
was low, both input pulses were only partly absorbed, and thereby each
excited about the same number of absorbers. The coherences created
by both pulses were transferred to the ground state hyperfine levels by
two separated transfer pulses (a and b), following the inputs with the
same separations (1 µs). Both, transfer and input pulses, were realised
by Gaussian pulses. Due to their finite efficiency, each of the transfer
pulses a and b transferred only a fraction of the input coherences 1 and
2 to the ground state hyperfine levels. The later rephasing of the optical
coherences was accomplished by the usage of the scheme A storage
protocol (see Fig. 47). To retrieve the OTSS echos, after application of
the RF DD pulses, a single transfer pulse bought the information ofAs noted before, here
Gaussian pulses were
used, since they
allowed for better
pulse and echo
separations compared
to (usually longer)
hyperbolic secants
pulses.
both input pulses back to the optical domain. Since each of the inputs
1 and 2 have been partly transferred by the pulses a and b, after the
last transfer pulse, three two-pulse-echos will be observed at timings
separated by 1 µs and denoted by 2a, 1a+2b and 1b. Figure 51b shows
the intensity of the OTSS echo at the timing 1a+2b. There the two-pulse-
echos from input 1 and transfer a, and that due to input 2 and transfer
b coincide, which leads to interference if the phase was preserved.
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(a) Sequence for the input pulse interference experiment . All optical pulses are Gaussians
with cutoff durations of τco = 1 µs. The sub-π/2-area input pulses (1 and 2, orange)
had τp,in = 0.2 µs and the π-area transfer pulses had τp,T = 0.35 µs.
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(b) Intensity of the OTSS echo at the interference position (1a+2b, see Fig. 51a), plotted as
a function of the relative phase between the optical input pulses. The data plotted in
green, was recorded for a low magnetic field of ￿Bb = −(0.13, 0.52, 0) mT, using
just one RF π-pulse in the centre of the spin storage time τtot = 0.1 ms. For the
other data (red) the field ￿Ba = −(1.8, 8, 0) mT was used and the interference was
observed after a storage time of τtot = 4.85 ms, enabled for by a total ofN = 2 · 12
PDD cycles using τp = 4 us and τ = 50 µs. Each point represents an average of 100
echos.
Figure 51: Test of the preservation of the optical phase information after apply-
ing a RF rephasing pulse or additionally DD sequences in the spin
storage phase.
Using PDD during the spin storage allowed recording of the echo
interference at a storage time of τtot = 4.85 ms, which is about 60
times higher than the longest reported storage time for a photon echo
based quantum memory experiment up to now [32]†, and about 1200
times longer than for any published REIC photon echo based memory
interference experiment [66, 137]. † Note, Damon et al.
[32] used Er3+:YSO
at a field of 2.2 T,
which offered very
long decay times:
Topt1 ≈ 10 ms,
Topt2 ≈ 230 µs.
In the case of destructive interference the echo diminished to about
10 % of the constructive interference echo intensity, representing an
interference fringe visibility of V ≈ 82 %.†† This demonstrates that RF-
††V = Imax−IminImax+Imin
PDD spin decoupling is able to preserve the relative phase information
of the optical input pulses for long periods of time.
Using a low field of ￿Bb = −(0.13, 0.52, 0) mT, the interference was
also recorded using only the required π-RF pulse for storage scheme
A (Fig. 47). With this field and a single RF-pulse, a storage time of
τtot = 100 µs yielded about the same intensity for the OTSS echo as
in the case of using the PDD sequence. Although the visibility of the
interference V ≈ 73 % is comparable to the PDD experiment, the shape
of the interference echo intensity, with respect to the relative input
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Figure 52: Best OTSS decays for using a RF π-pulse length of τp = 1.5 µs (zero
field) or τp = 2.0 µs (￿Ba). All data was recorded using the OTSS
scheme B (Fig. 47). The pulse separation for the PDD and KDD
sequences was τ = 5 µs. Due to the fast decay of the echo, for KDD
the echo intensity was recorded after each 5th RF pulse (starting
after the first 10 pulses), instead of only recording after a full cycle
consisting of 20 pulses.
phase, became asymmetric. This may be attributed to a worse relative
phase preservation, due to the usage of only one rephasing RF pulse in
comparison to a PDD.
Although the interference visibilities are satisfying, they may already
be limited by the SNR of the echo signal. For the storage times used, in
both cases, the echo signal was only about 1 to 5 % of the extrapolated
echo signal at τtot = 0. This is attributed to the much lower coherence
lifetimes observed in OTSS scheme compared to the those measured
with the DD-RHS technique (Sec. 8.3.1).
Effect of the RF Pulse Width on the OTSS Coherence Lifetimes
The decay times of OTSS echos can be enhanced by the use of DD tech-
niques, but unfortunately the best achieved OTSS coherence lifetimes
are (at best) about 10 times smaller than those achieved in the RHS
based DD experiments obtained under the same conditions.
One initial assumption attributed this to potentially too low excitation
bandwidths of the RF pulses. By improvement of the tuned RF circuits,
the pulse length for a RF pulse of π-area could be reduced from the
initial value of τp = 4 µs to τp = 1.5 µs, which increased the bandwidth
by about 2.5 times. As discussed in Sec. 8.3.1 the higher bandwidth RF
pulses resulted in very long coherence times up to 0.4 s for the field ￿Ba.
In contrast at zero field, the RHS coherence times using τp = 1.5 µs for
KDD and PDD became worse compared to the τp = 4 µs results (see
Fig. 44). As shown in figure 52 for the OTSS scheme this became even
more pronounced.
The decays shown in figure 52 represent the best obtained using
RF pulse lengths of τp = 1.5 µs for zero field and τp = 2.0 µs for ￿Ba.
In order to see at least any reasonable OTSS echo intensity the pulse
separation for PDD and KDD had to be reduced to τ = 5 µs. Without
any RF rephasing (black), the OTSS echo decayed on a time scale of
5− 10 µs. PDD (red) and KDD (blue) extended the coherence lifetime
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Figure 53: The effect of a preceding RF pulse on the pit structure. A single RF
pulse was applied 1 ms before the probe chirp started. The cyan and
magenta lines in (ia), (ii) and (iii) represent the probe absorption
at the g3 → e3 (≈ 19.8 MHz) and the g1 → e5 (peak, ≈ 12.3 MHz)
positions of the pit, recorded as a function of the RF pulse length.
The plot in (ib) represents some of the source data for plot (ia),
showing the pit structure after an RF pulse of the length indicated by
the colour (see legend) was applied. In (ia) the corresponding pulse
lengths of (ib) are indicated the by the vertical dashed lines of the
same colour. r(P) denotes the fitted Rabi frequency of the observed
oscillations. For (ii) (zero field) and (iii) (￿Ba) the RF powers were the
same (P0). For (ia) an attenuator was placed between amplifier and
RF resonance-circuit.
to higher values than the pure rephasing RF pulses (green) did, but the
echo intensity dropped down to unusable levels after a few RF pulses
have been applied.
Although the reduction of the coherence lifetime due to too high
pulse bandwidths is not yet fully understood, there is some indication
the greater impact for the OTSS scheme may be attributed to a signi-
ficant admixture of wrong class ions at the position of the prepared
spectral feature. Figure 53 shows the absorption of the pit-structure re-
corded directly after application of an RF pulse. The pulse was resonant
with the g1→g3 transition, as in the DD sequences.
As can be seen in part (ib) of the figure, the RF pulse pushed different
ion classes from the lower frequency edge of the pit into the transparent
window. Whereas for pulses with reduced Rabi frequency (see (ia),
r(P1) ≈ 428 kHz → τp ≈ 2.3 µs) the reversibility of this, for pulse
lengths corresponding to n · 2π-area, was relatively good, it was worse
for higher power pulses (see (ib), r(P1) ≈ 660 kHz → τp ≈ 1.5 µs).
Nevertheless, the initial conditions were never reached again for longer
pulse durations.
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Ideally the transmission on the g3→e3 transition should approach
the initial value of about 100 % for pulse areas of n · 2π, but in fact for
the high power pulse (Fig. 53(ii)) its transmission approached about
75 % after 1.5 µs (≈ π) and then stayed below at maximum 81 %. The
reason for the lower amplitude of the population changes for pulses
longer than τp ≈ 1.5 µs at this RF power level was not yet identified.
For the data recorded at ￿Ba (Fig. 53(iii)) a significant decay of the RF
driven population changes was observed. This is reasonable, since the
field lifted the hyperfine level degeneracy and the transitions between
the different levels have different Rabi frequencies for the same RF
pulse power. The slower decay of the RF driven population changes
in Fig. 53(ia) is mainly attributed to the inhomogenous line width of
the g1→g3 (≈ 105 kHz) hyperfine transitions. Using a 1.5 times higher
Rabi frequency (Fig. 53(ii)) almost no decay was observed.
In conclusion, potentially the longest OTSS echo decays could be
observed in the series of experiments using τp = 4 µs, since here the
admixture of wrong class ions into the pit window is minimal. Wrong
class ions, which are shifted into the pit by the RF pulses during the
spin storage time, may be excited by the subsequent (last) optical trans-
fer and refocusing pulse. From REIC related literature it is known, that
optical excitations of neighbouring REI can cause abrupt and random
shifts of the target-REI optical transition frequency over various mech-
anisms [37]. Since these laser pulse-induced “instantaneous spectral
diffusion” frequency shifts were not present from the beginning of
the optical input coherence dephasing, the rephasing of the retrieved
echo would become incomplete [38]. Thus, for the OTSS scheme in
conjunction with RF-DD pulses, this effect may lead to reduced OTSS
coherence lifetimes compared to the DD-RHS ground state coherence
lifetimes.
DD Enhanced OTSS Coherence Times
Figure 54 shows examples for the best achieved OTSS decays (a) and the
OTSS coherence lifetime as function of the DD pulse separation (b). The
longest achieved OTSS coherence lifetimes were between T2 ≈ 1− 2
ms, which is one order of magnitude shorter that for the RHS-DD
experiments, using the same parameters (see Fig. 54b). This applied
for all tested magnetic fields. At zero field PDD increased the OTSS
coherence time to about 1.4 ms, which is about 40 times the decay time
measured with a single RF. For ￿Ba PDD did not increase the decay time
above 1.9 ms†, which is about the same as a single refocusing RF pulse
could yield.†One recorded OTSS
decay at ￿Ba had a
decay constant of
T2 = (3.8± 0.3) ms,
but repeating the
experiment with the
same parameters at
later times yielded
only values of
T2 ≈ 1.9 ms.
The data collected for different PDD pulse separations τ (red), show a
plateau of T2(τ) for τ ￿ 60 µs. In comparison, the RHS-DD data clearly
shows a reduction of T2(τ) due to too slow control operations for longer
τ, noting a small positive curvature for the highest τ values. This, and
the OTSS plateau, indicate that for the OTSS scheme the coherence time
is limited due to other mechanisms than in the RHS experiments.
Limiting Mechanisms for the OTSS Coherence Lifetime
A first suspicion for the generally lower OTSS coherence lifetimes was
a temperature increase due to the RF pulses. In comparison to the
hyperfine THF2 , the optical T
opt
2 is very sensitive to small changes of
the sample temperature. For the particular experimental conditions, a
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(a) Normalised echo intensity as function of the spin storage time τtot. The data measured
at zero field used a pulse separation on τ = 80 µs for the PDD sequence, that recorded
at ￿Ba used τ = 100 µs. The lines represent single exponential decay rate fits of the
data, which include an offset term. The different offsets result from similar noise but
about two times smaller absolute echo signals for the ￿Ba data.
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(b) Coherence lifetimes as function of the PDD pulse separation τ. The T2 times follow
from single exponential fits to OTSS (red) and RHS based (grey, reproduced from Fig.
44) data. Solid lines indicate data recorded for zero field, the dashed line indicates
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scheme A (Fig. 47) decay without the usage of DD pulses, but with a single RF pulse
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Figure 54: Best achieved OTSS coherence lifetimes times. All shown data was
recorded using the OTSS scheme B (Fig. 47), with RF pulse lengths
of τp = 4 µs.
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Figure 55: Optical coherence time Topt2 and sample temperature deduced from
TPPE decay measurements after N PDD cycles have been applied.
(τp = 4 µs, τ = 50 µs).
temperature increase by about 2 K would reduce Topt2 from ≈ 16 µs
to about 1 µs. In the OTSS scheme it is not avoidable that the stored
coherence will evolve as an optical coherence after the last transfer
pulse. In the experiments presented here the minimum optical evolution
time after the last transfer was about 1 µs, which in conjunction with
Topt2 ≈ 1 µs would reduce the apparent OTSS coherence lifetime
considerably.
Since the sample was mounted on a coldfinger, the values derived
from the temperature sensors are not necessarily conclusive for the
real sample temperature. Furthermore, a transport of the RF deposited
heat might happen faster than the sensors are readout. In order to
measure a potential temperature increase due to the RF pulses, the
optical TPPE coherence time was measured directly after applying a
number of RF PDD cycles. A Topt2 (T) calibration curve for PrLaWO
†,
from experiments using a bath cryostat, was obtained from Philippe
Goldner’s laboratory at LCMCP and used to calibrate the sample†Topt2 (T [K])≈
(9.7 · e( T0.6 ) +
37100)−1s
temperature in Dortmund based on the measured Topt2 values. Figure
55 presents the results. Although a heating due to the RF pulses was
observable, for the storage times of τtot ￿ 10 ms surveyed above, the
increase of the sample temperature was well below 0.5 K and could not
explain the low OTSS coherence lifetimes.
A major difference between the RHS-DD experiments and the OTSS
scheme is that the input coherence in the latter is created by pure
optical means. This implies that the relative phase of the optical input
pulse and the RF pulses will typically change for each execution of the
pulse sequence. Here the repetition rate for the pulse sequences was
between 5− 10 Hz. In between two executions the laser will change its
phase with very high probability (see Sec. 4.1.2). This represents one
reason to use input coherence phase insensitive sequences like PDD
or KDD. Another effect due to the optically created input coherence is
that the “nuclear spin” memory has to store a distribution of optical
coherences. Beginning from the moment of absorption, the optical
coherences start to dephase, resulting in a quasi isotropic transverse
phase distribution after only a few τp,in††. Although the high transfer††Or a few times
[1/(absorption peak
width)].
pulse efficiency demonstrated an effective transfer of the full optical
phase distribution to the hyperfine levels (Fig. 50), for the pure nuclear
ground state levels this phase is just random. Any change to the (optical)
distribution will result in a lower echo intensity after the last transfer
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(a) Optical pulse sequences to test the effect of a fixed (I) or variable (II) optical input
phase distribution in the OTSS scheme utilising DD techniques. In both cases the
optical T2 is measured by variation of the effective separation τopt of the input
(orange) and refocus pulse (red). During the spin storage, between the transfer pulses
(green), DD sequences on the RF channel (not shown) are applied.
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(b) Comparison of T2(τopt) decays for sequence I (black), using PDD, and sequence II,
using ether PDD (red), the XY-8 (green,) or the UDD-8 (blue) RF-DD sequence. The
solid lines represent single exponential fit (no offset term) to the data.
Figure 56: Probing the effect of a varying optical input phase distribution.
of the OTSS sequence. Since the temporal separation between input
pulse and first transfer determines the “width” of the optical phase
distribution, the effect of a varying input phase distribution can be
probed independently of the potential effect of instantaneous spectral
diffusion due to excited wrong class ions (Fig. 53). Figure 56a illustrates
two suitable pulse sequences.
In sequence I the separation τopt between the second transfer (green,
T) and the optical π-refocusing pulse (red) is varied and the intensity of
the OTSS echo is recorded as a function of τopt. During the spin storage
(between both transfers) a fixed number of RF-DD cycles is applied to
the ground state hyperfine transition. Since the separation between in-
put and first transfer pulse is fixed for all experiments, the DD sequence
is always subjected with the same optical input phase distribution. The
OTSS echo intensity should scale with the usual Topt2 = T2(τopt)
time, if other effects, e.g. instantaneous spectral diffusion, are of minor
importance.
Sequence II differs in that the pulse timing τopt is varied before the
spin storage phase. To do that, the optical refocus pulse was moved
between input and first transfer pulse. Variation of τopt now will
change the optical phase distribution, because the distance between the
optical input and the first transfer pulse changes as a function of τopt. If
the DD sequence can not preserve arbitrary optical phase distributions
equally well, the refocusing after the second transfer will be corrupted,
resulting in T2(τopt) < T
opt
2 . Figure 56b demonstrates that the latter is
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the case. Furthermore, the effect seems to be independent of the DD
sequence used. Here PDD (red) was compared to XY-8, which is built
by a concatenation of PDD and has a higher order pulse error correction
[57, 136], and to UDD-8, which uses non-equidistant pulses [150] and
showed a higher decoupling efficiency in systems with high frequency
or strong cutoff environment noise [14, 126, 135]. All three decays
showed almost the same decay constant. The experiment demonstrates
the inability of all three DD sequences to preserve an arbitrary optical
phase distribution perfectly. Since all have the same decay constants,
this further indicates a more general underlying mechanism.
Other possible mechanisms, which randomise the optical phase dis-
tribution during the spin storage time, might be potential spectral
diffusion processes. Those could arise from an intrinsic physical mech-
anism in PrLaWO or might be triggered by some effect of the DD-RF
pulses. Experiments to probe for such spectral diffusion processes are
in preparation.
9SUMMARY
Precisely characterised rare earth ion crystal Hamiltonian parameters
allow to exploit the full potential of these optical compounds. One
specific application is the storage of the quantum information carried
by optical photons into a rare earth ion doped crystal. The quantum
storage protocols require precise optical controls for efficient quantum
state preparation and manipulation. Furthermore, long storage times
of the quantum information in the nuclear spin levels of the system is
highly desired and can be offered by the use of static magnetic field-
and RF-decoupling techniques. The developed magneto-optical setup
allows to control the systems with optical, RF and static magnetic fields
at the same time. It offers high precision, stability and reproducibility
in all components and allows combined use of various magneto-optical
techniques without the need of further adaptation.
Using this setup the full characterisation of the spin Hamiltonians
of three rare earth ion compounds is demonstrated. The principal
axis values and tensor orientations of the effective quadrupole and
Zeeman tensors are determined with high accuracy using precisely
controlled magnetic fields to record high resolution RHS spectra for
about 250− 500 field orientations for each sample. The large number
of 13 Hamiltonian parameters and their complicated interdependency
requires more suited fitting methods than ordinary least squares re-
gression. A method based on simulated annealing is implemented,
which compares the measured RHS line positions to calculated line
position based on trial Hamiltonian parameter sets. The implement-
ation robustly yields Hamiltonian parameters representing a global
minimum solution of the optimisation for each of the three investigated
samples. The full analysis procedure, the Hamiltonian model and the
used conventions are described in detail. This allows other research
groups to use the presented results.
The new characterisation of the PrYSO, presented in this work, has
a three times smaller residual deviation between ground state data
and fitted model than the former characterisation by Longdell et al.
[93]. Furthermore the relative optical transition strengths form purely
optical measurements fit almost perfectly to the calculated values using
the new PrYSO characterisation. Since the underlying nuclear wave
function overlap is very sensitive to the relative tensor orientations in
the ground and excited state, this verifies the results. This emphasises
the justification for the new PrYSO characterisation, since the former
characterisation by Longdell et al. did not match with the experimental
relative optical transition strengths. The importance of the new charac-
terisation becomes evident, since PrYSO is so far the most frequently
used compound for quantum memory prototype implementations.
Quantum storage experiments with a high level of complexity or exper-
iments that incorporate optimal control techniques, may greatly profit
from the fully characterised Hamiltonians, since they allow accurate
simulation during the planning.
127
128 summary
In the case of PrYAP the first full characterisation using independ-
ent effective quadrupole and Zeeman tensor orientations is presented.
The literature investigating PrYAP uses an approximation, which as-
sumes collinear principal axis systems for the effective quadrupole
and Zeeman tensor. For the ground state a good agreement of this
approximation is confirmed by the presented characterisation. The
approximation is shown to be invalid for the excited state, since the
principal z-axes of the effective quadrupole and Zeeman tensor share
an angle of ≈ 46◦. The relative optical transition strengths, following
from fitting of zero field hole burning data and those calculated from
the presented characterisation, are in almost perfect agreement, which
verifies the accuracy of the tensor orientations. For non-zero magnetic
fields the new model predicts the hyperfine transition frequencies with
a much higher accuracy than the approximation used in the literature.
This is especially evident for the excited state, where the residual devi-
ation between observed and calculated transition frequencies is more
than five times smaller when the new model is used.
The presented spin Hamiltonian characterisation of the relatively new
compound PrLaWO determines the first time the gyromagnetic factors
of the Zeeman tensor and the relative orientations of the effective quad-
rupole and Zeeman tensors of the ground and the excited state. Again
the calculated relative optical transition strengths are in almost perfect
agreement with those from pure optical measurements. Nevertheless,
the almost perfect match of predicted and measured relative optical
transition strengths for all three investigated samples should not be
understood as a matter of course. The long standing contradiction in
this point for the former spin Hamiltonian characterisation of PrYSO
demonstrates this. In conclusion the characterisation procedure proves
to be very reliable in the specific way it is implemented in this work.
The RHS spectra recorded for all three compounds are analysed for
their inhomogeneous line widths. The |±1/2￿ ↔ |±3/2￿ and |±3/2￿ ↔
|±5/2￿ hyperfine manifolds show different inhomogeneous broadening,
which is attributed to the larger relative impact of the inhomogeneously
broadened effective quadrupole constants in the matrix elements of
the Hamiltonian for the |±3/2￿ ↔ |±5/2￿ manifold. A further scaling
with the magnitude of the Hamiltonian principal values is discussed by
comparison of the ground and excited state data of each sample, and
by comparison of the samples to each other.
Utilising the characterisation data for PrLaWO ground state zero first
order Zeeman transitions are numerically identified and one ZEFOZ
transition is experimentally verified in an independent laboratory. Com-
pared to zero field, an increase from ≈ 0.25 ms to 158 ms for the
hyperfine coherence time is demonstrated by using the ZEFOZ-field
and -transition. The increase by a factor of 630 is an important result
under two distinct aspects: Firstly it is the first demonstration of the
ZEFOZ technique in a compound other than PrYSO. Secondly it shows
that also rare earth ion compounds with a high magnetic noise contri-
bution from the host crystal can yield long coherence times. Therefore,
such compounds should also be considered for implementation. Some
compounds, previously excluded due to their high intrinsic noise, may
offer other advantageous properties like a higher optical depth.
An analysis of spin echo decays of the ZEFOZ transition with op-
timum ZEFOZ magnetic field and slightly detuned fields indicates that
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the magnetic fluctuations from the host spins at the praseodymium site
in PrLaWO are only of the order of ≈ 1 µT. The same analysis with
PrYSO data from the literature yields ≈ 3 µT. This value is in contradic-
tion to a previous ZEFOZ-based estimation (≈ 14 µT) in the literature,
but in very good agreement with a microscopic approximation (≈ 4 µT)
form the same research group.
The PrLaWO spin echo decays close to the ZEFOZ field show a
modulation with ≈ 25 Hz. The modulation is similar to effects one
would expect for a Pr-host spin superhyperfine interaction, but the
mechanism for PrLaWO remains unclear. In PrYSO such effects dis-
appear for fields ￿ 2 mT, which is attributed to a frozen-core, whose
quantisation axis at this field stops being dominated by the magnetic
moment of its local Pr spin centre. Nevertheless, the coherence time in
PrYSO is increased when a small magnetic field is applied and the same
effect is also observed in PrLaWO. The presented spin echo decays for
different magnetic field strengths indicate an effect of a local Pr-host
spin decoupling, similar to a frozen-core behaviour. Analogous meas-
urements for hyperfine transitions having different slopes with respect
to magnetic field variations show the impact of pure Zeeman-shifts on
the coherence time for similar field strengths. The analysis for detuned
ZEFOZ conditions further indicates that the ZEFOZ coherence times in
PrLaWO are more limited than in PrYSO. This is possibly attributed
to a more complicated Pr-La coupling, since La has a spin of I = 7/2
in comparison to Y with I = 1/2. Further measurements with different
fields and other varied parameters (time scales and temperatures) may
help to reveal the relevant dynamics.
The use of ZEFOZ transitions is one possible way to extent the nuclear
storage time in optical quantum memories. Another are dynamical
decoupling techniques, which are applied to the ground state hyperfine
transitions. Using Raman heterodyne scattering the hyperfine coher-
ence time increase by different RF decoupling multi-pulse sequences
is studied. A single RF pulse creates a hyperfine coherence, then de-
coupling pulses are applied in order to increase it’s lifetime. For zero
magnetic field the coherence time of the |±1/2￿ ↔ |±3/2￿ transition in
PrLaWO is extended from 0.25 ms up to 77 ms. For a weak field of
≈ |8| mT the pulse sequences extend the coherence times in the same
transition (14.87 MHz) to about 400 ms at maximum. This promises a
large increase of the storage times in optical to spin storage quantum
memories by these techniques. Furthermore, in particular the KDD
sequence provides a decoupling efficiency independent of the input
coherence phase, which is important for quantum memories in general.
In optical to spin storage experiments an optical input pulse is ab-
sorbed and then transferred to nuclear spin coherences. After some
spin storage time, it is transferred back to the optical transition and
reemitted as output pulse. Longdell et al. demonstrated that the ZEFOZ
technique together with dynamical decoupling RF pulses can increase
the spin storage time to seconds. Their demonstration used PrYSO
and electromagnetically induced transparency (EIT). Despite this poten-
tially long spin storage time, EIT is a low optical bandwidth technique
compared to the more recently developed photon echo based quantum
memory schemes. Up to date only one photon echo based quantum
memory related optical to spin storage demonstration is present. In
this particular atomic frequency comb experiment nevertheless no RF
130 summary
pulses have been used to increase the spin storage time [5]. In this
work a photon echo based optical to spin scheme is used to study the
potential of dynamical decoupling pulses for enhancements of the spin
storage time.
Total storage times of ≈ 10 ms for an optical input pulse are achieved.
Accurate storage of the relative phase of optical input pulses is demon-
strated for a storage time of about 5 ms, which is about 1200 times
longer than for any published REIC photon echo based memory inter-
ference experiment.
Nevertheless the achievable spin storage times are much smaller in
the optical to spin storage scheme, than would have been expected
from the dynamical decoupling coherence times measured with RHS.
The longest observed coherence times in the optical to spin storage
experiments are about one order of magnitude smaller than those of the
RHS based experiments using the same conditions for the dynamical
decoupling. The storage scheme uses a previously prepared narrow
absorption peak, which contains only one particular (hole burning)
class of ions. The data shows that the RF pulses shift other wrong class
ions to the optical frequency position of the prepared absorption peak.
The optical pulse, used to transfer the spin coherence to the optical
transition, excites these wrong class ions too. This may lead to instant-
aneous spectral diffusion, which can impair the optical refocusing after
the storage time and thus the output signal intensity.
The ability of the RF dynamical decoupling pulse sequences to pre-
serve an input state of arbitrary phase is of major relevance for the
optical to spin storage scheme. For the optical to spin storage scheme
this property is investigated by subjecting the decoupling sequences
with variable optical input phase distributions. The experiment demon-
strates the inability of all tested sequences to preserve an arbitrary
optical phase distribution perfectly. The fact that all sequences show
the same performance indicates a more general underlying mechanism.
Experiments probing if potential spectral diffusion processes are in-
trinsic to the compound PrLaWO or might be triggered by some effect
of the RF pulses are in preparation.
The optical to spin storage experiments in this thesis demonstrate that
nuclear spin decoupling may significantly enlarge photon echo based
quantum memory storage times. At the same time this study shows
that the efficiency of nuclear spin decoupling techniques observed in
other experimental schemes in general does not have to be completely
transferable to quantum memories.
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