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Abstract
Let R be a prime ring with extended centroid C and δ, a continuous skew derivation of R. We
define the notion of K-polynomials which, in the case that δ is an ordinary derivation, reduces to
polynomials of the form xδp
n +α1xδp
n−1 +· · ·+αnxδ , where αi ∈ C. It is shown that all generalized
identities with δ are consequences of GPIs of R and an identity in the form ψ(x) = xσmb−bx, where
ψ(x) is a K-polynomial of minimal possible order m.
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1. Results
An associative ring R is called prime if for any a, b ∈ R, aRb = 0 implies a = 0 or
b = 0. Throughout here, R will always be an associative prime ring. Let Q and RF stand
for respectively the symmetric and the left Martindale quotient rings of R. (See [2] for
definitions.) The center C of Q is the same as that of RF and is called the extended centroid
of R. A map δ :R → R is called additive if (x+y)δ = xδ +yδ for x, y ∈ R. By a derivation
of R, we mean an additive map δ :R → R satisfying (xy)δ = xδy + xyδ for x, y ∈ R.
Given b ∈ R, the map adb :x ∈ R → xb − bx obviously defines a derivation, called the
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derivations of R, as shown in Kharchenko’s theory [7,8], we have to work in the larger
ring Q. We introduce a topology on Q, which we may call the ideal topology, by endowing
x ∈ Q with the neighborhood system consisting of x plus a nonzero two-sided ideal of R.
Let g :Q → Q be an additive map. We call g a continuous map of R if it is a continuous
map with respect to the ideal topology. It is easy to check that a derivation δ of Q is
continuous if and only if I δ ⊆ R for some nonzero ideal I of R. Inner derivations of Q
are obviously continuous. Any derivation of R can be uniquely extended to a continuous
derivation of R. A continuous derivation of R is called X-inner or X-outer according as it
is equal to an inner derivation of Q or not. A continuous derivation δ of R is said to be
C-algebraic modulo inner derivations if there exist b ∈ Q and β1, . . . , βn−1 ∈ C such that
xδ
n + β1xδn−1 + β2xδn−2 + · · · + βn−1xδ = xb − bx
for all x ∈ R. We call n the δ-order or simply the order of the above algebraic dependence.
Let σ be an automorphism of Q. We call σ a bi-continuous automorphism of R if both
σ and σ−1 are continuous. Equivalently, there exist nonzero ideals I and J of R such
that J ⊆ Iσ ⊆ R. Any automorphism of R can be uniquely extended to an automorphism
of Q and gives rise to a bi-continuous automorphism of Q. Let A(R) be the set of bi-
continuous automorphisms of R. It is shown in [9] that A(R) forms a group. We say that
g1, g2, . . . ∈ A(R) are mutually outer if g−1i gj is not X-inner for i = j . All generalized
polynomials considered in the paper have coefficients in RF . Kharchenko’s powerful the-
ory of differential identities [7,8] yields the following thorough analysis of GPIs with a
single continuous derivation.
Theorem (Kharchenko). Let R be a prime ring and δ, an X-outer continuous derivation
of R. If δ is not C-algebraic modulo inner derivations, then any GPI of the form ϕ(xδj gki ),
where gk ∈A(R) are mutually outer, yields the GPI ϕ(zijk), where zijk are distinct inde-
terminates. If δ is C-algebraic modulo inner derivations, then
(1) charR = p  2,
(2) the algebraic dependence of minimal δ-order assumes the form
xδ
pm + α1xδp
m−1 + · · · + αmxδ = xb − bx
for some α1, . . . , αm ∈ C,
(3) any GPI of the form ϕ(xδj gki )j<pm , where gk ∈ A(R) are mutually outer, yields the
GPI ϕ(zijk)j<pm , where zijk are distinct indeterminates.
This theorem is actually a combined consequence of several theorems, all variously
formulated for various purposes. For the sake of completeness, we provide a proof be-
low. Let us recall some notions: A set S of continuous derivations of R is called outer
independent if for any δ1, . . . , δn, any α1, . . . , αn ∈ C and any b ∈ Q, the condition
α1xδ1 +· · ·+αnxδn = xb−bx for all x ∈ R implies α1 = · · · = αn = 0. We say the set S is
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set S of X-outer continuous derivations, we mean an expression of the form:
δ
s1
1 δ
s2
2 · · · δsnn ,
where (i) δi ∈ S are such that δ1 < δ2 < · · · < δn and (ii) each si < charR in case charR =
p  2.
Proof of the Theorem. We first show that all δi occurring in ϕ are regular words in an
ordered outer independent set: If charR = 0, then all δn are regular words in the ordered
outer independent singleton set {δ}. Assume charR = p  2. If δ, δp, δp2 , . . . are outer
independent, then we order them by δ < δp < δp2 < · · · . Any k  0 can be written as
k = k0 + k1p + k2p2 + · · · , where each 0  ki < p. So δk = δk0(δp)k1(δp2)k2 · · · is a
regular word in this ordered outer independent set. If δ, δp, δp2, . . . are dependent modulo
inner derivations, let n be the largest such that δ, δp, . . . , δpn−1 are independent modulo
inner derivations. We order δ, . . . , δpn−1 by δ < · · · < δpn−1 . For 0 k < pn = m, we write
k = k0 + k1p + · · · + kn−1pn−1, where each 0 ki < p. So δk = δk0(δp)k1 · · · (δpn−1)kn−1
is a regular word in the ordered outer independent set {δ, . . . , δpn−1}. We recall two more
notions: An automorphism h of Q is called Frobenius if, in case charR = 0, αh = α for
α ∈ C and if, in case charR = p  2, αh = αpn for α ∈ C, where n is a fixed integer,
which may be zero, positive or negative. Automorphisms h1, h2, . . . are said to be strongly
independent if hih−1j is not Frobenius for i = j . We then show that the mutually outer
automorphisms gk are strongly independent: Assume on the contrary that h
def= gig−1j is
Frobenius for some i = j . If charR = p  2 and there exists n = 0 such that αh = αpn for
all α ∈ C, then C = Cp and hence Cδ = (Cp)δ = 0.
If ϕ is trivial, then there is nothing to prove. Thus we may assume that ϕ is nontrivial. In
view of [3, Corollary, p. 371], R is a GPI-ring and so δ is X-inner by a result in [8, p. 68].
This contradicts our assumption. If αh = α for all α ∈ C, then h is X-inner by a result
in [6, p. 140]. This is absurd again, since g1, g2, . . . are mutually outer. So gk occurring
in ϕ are indeed strongly independent. The desired assertion of our theorem now follows
immediately from [4, Theorem 2] (cited as Main Theorem in the abstract). 
Our aim here is to generalize this theorem to skew derivations, which we define now:
Let σ, τ be automorphisms of a ring R. By a (σ, τ )-derivation of R, we mean an additive
map δ :R → R satisfying (xy)δ = xσ yδ + xδyτ for x, y ∈ R. Given b ∈ R, the map δ :x ∈
R → xσ b − bxτ obviously defines a (σ, τ )-derivation, called the inner (σ, τ )-derivation
defined by b. Any (σ, τ )-derivation not of this form is called outer. If τ is the identity
automorphism τ :x ∈ R → x, then (σ, τ )-derivations are particularly called σ -derivations.
For brevity, σ -derivations are generally called skew derivations.
Just as in Kharchenko’s theory, we cannot simply sit in R but instead, we have to work
in the symmetric Martindale quotient ring Q. Following Kharchenko and Popov [10], we
define, for σ, τ ∈A(R),
defLσ,τ (R) = the set of continuous (σ, τ )-derivations of R,
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L(R) def=
⋃
σ∈A(R)
Lσ (R).
For brevity, we may simply call elements of L(R) continuous skew derivations of R. Just
like ordinary derivations, any (σ, τ )-derivation of R, together with its automorphisms σ, τ ,
can be uniquely extended to an element in Lσ,τ (R) with σ, τ ∈A(R). This can be easily
verified. All skew derivations considered here will be continuous.
The notion of algebraicity with coefficients in C turns out to be too restrictive for skew
derivations, as shown in the following example.
Example 1. Assume that charR = p  2. Let d be an outer ordinary derivation which is C-
algebraic modulo inner derivations. By Kharchenko’s Theorem cited above, the algebraic
dependence relation of minimal δ-order assumes the form
xd
pn + α1xdp
n−1 + · · · + αnxd = xb − bx
where αi ∈ C and b ∈ Q. Given a unit u ∈ Q, the map δ :x → uxd defines a σ -derivation,
where σ is the inner automorphism defined by u , i.e., xσ = uxu−1. A direct computation
shows that
xδ
k = ukxdk + terms of the form axdi , where a ∈ Q and 1 i < k.
Using this, we see that δ satisfies an identity of the form
xδ
pn + t1xδp
n−1 + · · · + tpn−1xδ = upn(xb − bx),
where t1, . . . , tpn−1 ∈ Q. Note that the map x → upn(xb − bx) defines an X-inner σpn -
derivation. Conversely, by substituting uxd for xδ , an identity for δ will yield an identity
of the same order for d , which by Kharchenko’s theory, must be of order  pn. So the
above identity for δ is of minimal δ-order and is unique. Obviously, some ti may not be
in C and also some δi occurring in the above expression may not be of the form δps . In
spite of these, the above identity for δ is most important, for it is most closely related to
the minimal identity for d , which gives the most important information of d and hence of
δ also.
The more general notion introduced by Leroy [12] in the following definition is suitable
for our purpose here.
Definition. We say that δ ∈ Lσ (R) is left RF -algebraic modulo inner skew derivations if
there exist g ∈A(R) and b0 = 0, . . . , bn−1, b ∈ RF such that for all x ∈ R,
δn δn−1 δn−2 δ gb0x + b1x + b2x + · · · + bn−1x = x b − bx.
C.-L. Chuang, T.-K. Lee / Journal of Algebra 288 (2005) 59–77 63The algebraicity with coefficients in C surely implies the left algebraicity with coef-
ficients in RF . The two notions are equivalent for ordinary derivations by Kharchenko’s
Theorem just cited. However, this is not true in general, as shown in the following example.
Example 2 (Koryukin [11]). Let δ be a continuous σ -derivation such that σδ + δσ is the
inner (σ 2, σ )-derivation defined by −a ∈ Q: xσδ+δσ = xσ 2(−a) − (−a)xσ for x ∈ R.
Koryukin observed that the map ψ(x) def= xδ2 − axδ defines a σ 2-derivation. With this, he
constructed δ satisfying xδ2 − axδ = 0: Let C be a field and let R be the free C-algebra
with free generators ai , where i ranges over all integers except −1. Then R coincides with
its symmetric Martindale quotient ring and C is the extended centroid of R (see [1]). Set
a
def= a0 and a−1 def= 0. The C-linear map σ :aj → a − aj+1 has the inverse σ−1 :aj →
a−2 − aj−1 and hence extends to an automorphism of R. Let δ be the σ -derivation defined
by the map δ :aj → aj+1aj . Then xσδ+δσ = xσ 2(−a) − (−a)xσ for x ∈ R. We verify
easily that xδ2 − axδ = 0 for x = aj . Since these aj generate R and the map ψ :x →
xδ
2 − axδ is a σ 2-derivation, we have xδ2 − axδ = 0 for all x ∈ R. Inductively, for n 1,
xδ
n = an−1xδ for all x ∈ R. Thus δ is not C-algebraic, since the C-algebraicity of δ implies
the C-algebraicity of a. Moreover, an easy computation can prove that δ is X-outer.
Our results are based on a generalization of Koryukin’s identity. To simplify our nota-
tion, we introduce the following notation. Given t ∈ Q, we let r(t), (t) denote respectively
the right and the left multiplication by t :
r(t) :x ∈ Q → xt and (t) :x ∈ Q → tx.
Let δ ∈ Lσ (R) and let Ds,t , where s, t  0, denote the sum of all distinct products with
δ appearing s times and with σ appearing t times. For instance, D1,1 = δσ + σδ and
D2,1 = δ2σ + δσδ + σδ2, etc. A direct computation proves that
(xy)δ
n =
n∑
i=0
xDi,n−i yδ
n−i
for x, y ∈ R.
Lemma 1. Let δ ∈ Lσ (R). Given 0 nm, if there exist t1, . . . , tn−1 ∈ Q such that
ψk
def= Dk,m−k +
k−1∑
j=1
Dk−j,m−k(tj ) = σmr(tk) − σm−k(tk)
for k = 1, . . . , n − 1, then the map
ψn
def= Dn,m−n +
n−1∑
j=1
Dn−j,m−n(tj )defines a (σm,σm−n)-derivation from Q into Q.
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	, 	i, 	
′
i of Q into Q, we write
∆(	) =
∑
i
	i ⊗ 	′i ,
where the tensor product ⊗ is taken over the ring of integers, to denote that
(xy)	 =
∑
i
x	i y	
′
i for all x, y ∈ Q.
For example, if t ∈ Q, σ ∈A(R) and δ ∈ Lσ (R), then
∆
(
r(t)
)= 1 ⊗ r(t), ∆((t))= (t) ⊗ 1,
∆(σ) = σ ⊗ σ, ∆(δ) = σ ⊗ δ + δ ⊗ 1.
Clearly, we have ∆(		′) = ∆(	)∆(	′) for additive maps 	, 	′ of Q. Using this, we have
∆(δn) =
n∑
i=0
Di,n−i ⊗ δn−i
for δ ∈ Lσ (R). More generally, we have
∆(Ds,t ) =
s∑
i=0
Ds−i,t+i ⊗ Di,t .
These can be easily verified. Finally, we observe equality r(t)⊗1 = 1⊗(t). We are ready
to prove Lemma 1.
Proof of Lemma 1. Set t0
def= 1. We can thus write ψk =∑k−1j=0 Dk−j,m−k(tj ) for k =
1, . . . , n. Since D0,m−k = σm−k , we have, for k = 1, . . . , n − 1,
k∑
j=0
Dk−j,m−k(tj ) =
k−1∑
j=0
Dk−j,m−k(tj ) + D0,m−k(tk) = ψk + σm−k(tk) = σmr(tk).
With these, we compute:
∆(ψn) = ∆
(
n−1∑
j=0
Dn−j,m−n(tj )
)
=
n−1∑
j=0
∆
(
Dn−j,m−n(tj )
)
=
n−1∑( n−j∑
Dn−j−s,m−n+s(tj ) ⊗ Ds,m−n
)j=0 s=0
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n−1∑
j=0
n∑
k=j
Dk−j,m−k(tj ) ⊗ Dn−k,m−n (by setting k def= n − s)
=
n−1∑
k=0
k∑
j=0
Dk−j,m−k(tj ) ⊗ Dn−k,m−n +
n−1∑
j=0
Dn−j,m−n(tj ) ⊗ D0,m−n
(by switching summations and singling out summands with k = n)
=
n−1∑
k=0
σmr(tk)⊗Dn−k,m−n +ψn ⊗σm−n =σm ⊗
n−1∑
k=0
Dn−k,m−n(tk)+ψn ⊗σm−n
= σm ⊗ ψn + ψn ⊗ σm−n.
This proves that ψn is a (σm,σm−n)-derivation, as asserted. 
When n = m in Lemma 1 above, the GP ψm involves only the skew derivation δ and
no automorphism σ , that is, no Ds,t with t > 0 occur in ψn. Such GPs are of crucial
importance to us. It is convenient to give a specific name for them.
Definition. Let δ ∈ Lσ (R). By a Koryukin polynomial of δ or K-polynomial for short, we
mean an expression of the form:
ψ(x) = xδm +
m−1∑
j=1
tj x
δm−j ,
where t1, . . . , tm−1 ∈ Q, m 1, satisfy
Dk,m−k +
k−1∑
j=1
Dk−j,m−k(tj ) = σmr(tk) − σm−k(tk)
for k = 1, . . . ,m − 1. By Lemma 1, ψ(x) defines a σm-derivation µ of Q. We call the
expression ψ(x) − xµ a Koryukin identity or K-identity for short. We call m the δ-order
or simply the order of the K-polynomial ψ and of the K-identity ψ(x) − xµ. In particular,
xδ is the K-polynomial of δ of δ-order 1. We remark that our K-polynomials are closely re-
lated to right semi-invariant polynomials introduced in [13]. We explore their connections
elsewhere.
We are now ready to state our main theorem.
Theorem 1. Let R be a prime ring and δ, an X-outer continuous σ -derivation of R. If δ is
not left RF -algebraic modulo inner skew derivations, then any GPI of the form ϕ(xδ
j gk
i ),
where gk ∈A(R) are mutually outer, yields the GPI ϕ(zijk), where zijk are distinct inde-
terminates. If δ is left RF -algebraic modulo inner skew derivations, then
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ψ(x) = xσmb − bx,
where b ∈ Q and ψ(x) is a K-polynomial of δ-order m 1 and
(ii) any GPI of the form ϕ(xδj gki )j<m, where gj ∈A(R) are mutually outer, yields the GPI
ϕ(zijk)j<m, where zijk are distinct indeterminates.
This was originally obtained by the result in [5]. But our proof presented here is in-
dependent of [5]. Before proceeding, it is instructive to examine our Theorem 1 for the
familiar ordinary derivations.
Example 3. We need a simple number theoretic result: Let p be a prime  2. For integer
k  1, if (p, k) = 1, then (pnk
pn
)≡p k. To see this, we write
(
pnk
pn
)
= p
nk(pnk − 1)(pnk − 2) · · · (pnk − i) · · · (pnk − pn + 1)
1 · 2 · · · i · · ·pn .
For 1 i < pn, if i = psi0, where (p, i0) = 1, then s < n and
(pnk − i)
i
= (p
nk − psi0)
psi0
= p
n−sk − i0
i0
≡p −i0
i0
= −1.
So
(
pnk
pn
)≡p (−1)pn−1k ≡p k follows.
From this, we deduce immediately that if
(
l
i
) ≡p 0 for all 0 < i < l, then l must be a
power of p. Now, let δ be a continuous ordinary derivation and let
ψ(x) = xδm +
m−1∑
j=1
tj x
δm−j ,
be the K-polynomial of the minimal δ-order which defines an X-inner derivation. Setting
t0
def= 1, we have, for each 0 < k < m, the equality
k−1∑
j=0
tj x
Dk−j,m−k = xDk,m−k +
k−1∑
j=1
tj x
Dk−j,m−k = xtk − tkx
for x ∈ Q. Since σ is the identity automorphism, we have Ds,t =
(
s+t
s
)
δs . So the equalities
above are actually polynomial expressions in δ. By the minimality of m, these equalities
must be trivial in the sense that for each 0  j  k − 1, either tj = 0 or Dk−j,m−k = 0.
Since t0
def= 1 is nonzero, the characteristic of R must be a prime p  2. Also, if tj = 0,( )
then m−j
k−j ≡p 0 for all j < k < m and m − j is hence a power of p. We have thus shown
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it follows that tk ∈ C. We may rewrite
ψ(x) = xδpn + α1xδp
n−1 + · · · + αnxδ,
where m = pn and α1, . . . , αn ∈ C. By the minimality of m = pn, n is the minimal integer
such that δpn is a C-linear combination of δ, δp, . . . , δpn−1 modulo inner derivations. So
our Theorem 1 does coincide with Kharchenko’s Theorem.
Consider an identity of the more general form φ(xδ
j gk
i ), which may not be of the form
described in Theorem 1. We transform it into the form of Theorem 1 as follows: Firstly,
if δ is left RF -algebraic modulo inner skew derivations, we let m be the minimal order of
such algebraic dependence and let
ψ(x) = xδm + t1xδm−1 + · · · + tm−1xδ,
where t1, . . . , tm−1 ∈ Q, be the K-polynomial of δ-order m such that for some b ∈ Q,
ψ(x) = xσmb − bx for x ∈ Q. For n > m, the equality
ψ
(
xδ
n−m)= xδn + t1xδn−1 + · · · + tm−1xδn−m+1 = xδn−mσmb − bxδn−m
gives an expression of xδn in terms of xδig , where i < n and g ∈ A(R). With this, we
may reduce the power of δ consecutively and finally obtain an expression φ′(xδ
j gk
i )j<m,
where only δj , j < m, occur nontrivially. If δ is not left RF -algebraic modulo X-inner
skew derivations, then we simply set φ′(xδ
j gk
i ) to be φ(x
δj gk
i ). Secondly, for g,h ∈A(R),
if g−1h is X-inner, say xg−1h = uxu−1, then by replacing x by xg , we have xh = uxgu−1.
With these, we can make all automorphisms involved mutually outer and thus transform
φ′(xδ
j gk
i ) into the form described in Theorem 1. We may call the expression thus obtained
a reduced form of φ(xδ
j gk
i ). Let us call the identity φ(x
δj gk
i ) trivial or nontrivial according
as its reduced expression is trivial or not respectively. Thus we have:
Corollary 1. If a prime ring R satisfies a nontrivial identity of the form φ(xδj gki ), where
δ ∈ L(R) and gk ∈A(R), then R is a GPI-ring.
Corollary 2. All identities of the form φ(xδj gki ), where δ ∈ L(R) and gk ∈A(R) are con-
sequences of GPIs of R, the K-identity of minimal order in the form ψ(x) = xσmb − bx
and identities of the form xh = uxgu−1, where g,h ∈A(R) and u ∈ Q is a unit.
For convenience of applications, we also include the following result.
Theorem 2. Given δ ∈ Lσ (R), if a GP of the form ϕ(xδ
j gk
i ), where gk ∈A(R), vanishes
on a nonzero two-sided ideal of R, then it also vanishes on RF .
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∑m
j=0 qjxδ
j = 0, where q0, . . . , qm ∈ RF , for all x ∈ R,
then q0 = 0. This follows by substituting x = 1, since the equation also holds on RF by
Theorem 2. This is proved by Leroy [12, Proposition 1] with the additional assumption that
δ and σ commute.
2. Proofs of theorems
We examine a nice property of K-polynomials.
Lemma 2. Let ψ(x) be a K-polynomial of δ-order m. Then any K-polynomial of order
m, different from ψ(x), assumes the form ψ(x) + uθ(x), where θ(x) is a K-polynomial of
δ-order ,  < m, such that σm− is an X-inner automorphism defined by the unit u ∈ Q.
Conversely, for any such θ(x), ψ(x)+ uθ(x) indeed defines a K-polynomial of δ-order m.
Proof. Assume that φ(x), different from ψ(x), is another K-polynomial also of δ-order
m. Let us write
ψ(x) = xδm +
m−1∑
j=1
ajx
δm−j and φ(x) = xδm +
m−1∑
j=1
bjx
δm−j .
The definition of K-polynomials gives the equalities
xDi,m−i +
i−1∑
j=1
ajx
Di−j,m−i = xσmai − aixσm−i ,
xDi,m−i +
i−1∑
j=1
bjx
Di−j,m−i = xσmbi − bixσm−i
for i = 1, . . . ,m − 1. Take the difference of their defining conditions for Ds,t . We have
i−1∑
j=1
(bj − aj )xDi−j,m−i = xσm(bi − ai) − (bi − ai)xσm−i (∗)
for 1 i m−1. Since φ is different from ψ , we let n be the least i such that bi −ai = 0.
For i = 1, . . . , n−1, the equality above is thus trivial. For i = n, the left side of the equality
above is 0 and the right side gives
xσ
m
(bn − an) − (bn − an)xσm−n = 0
for x ∈ Q. Hence u def= bn − an is a unit and defines the inner automorphism σn. For i  n,
defwe set ci−n = u−1(bi − ai). Dropping terms with bi − ai = 0 for i < n, we rewrite the
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i−1∑
j=n
ucj−nxDi−j,m−i = xσmuci−n − uci−nxσm−i
for i = n + 1, . . . ,m − 1. Set s def= i − n, k def= j − n,  def= m − n and use uxu−1 = xσn . It
follows that
s−1∑
k=0
ckx
Ds−k,m−n−s = xσm−ncs − csxσm−n−s
for s = 1, . . . ,m − n − 1. That is,
s−1∑
k=0
ckx
Ds−k,−s = xσcs − csxσ−s
for s = 1, . . . ,  − 1. By Lemma 1, these equalities show that
θ(x)
def=
−1∑
k=0
ckx
δ−k = xδ +
−1∑
k=1
ckx
δ−k
is a K-polynomial. Moreover, we have φ(x) = ψ(x)+uθ(x). The second assertion follows
by reversing the argument. This proves the lemma. 
Lemma 3. Let δ ∈ Lσ,τ (R). For a = 0, b, t ∈ RF , if axδ + bxτ = axσ t holds for all x in a
nonzero two-sided ideal I of R, then t ∈ Q, b = at and xδ = xσ t − txτ for all x ∈ RF .
Proof. Note that δ, together with their automorphisms σ , τ , can be uniquely extended
to RF. Let y ∈ RF be arbitrary. Pick a two-sided ideal J of R such that 0 = J ⊆ I and
Jy ⊆ I . For x ∈ J , we have xy ∈ I and hence a(xy)δ + b(xy)τ = a(xy)σ t . Expand this:
axσ yδ + axδyτ + bxτ yτ = axσ yσ t . Replace axδ by axσ t − bxτ in this expression. It
follows that axσ (yδ + tyτ − yσ t) = 0. So aσ−1J (yδ + tyτ − yσ t)σ−1 = 0. Since a = 0,
the primeness of R implies that yδ = yσ t − tyτ . Since y ∈ RF is arbitrary, we have xδ =
xσ t − txτ for all x ∈ RF . Substitute this expression of δ back into axδ + bxτ = axσ t . We
have a(xσ t − txτ )+ bxτ = axσ t , implying that (b − at)xτ = 0. So (b − at)τ−1R = 0 and
hence b = at . We show t ∈ Q: By the continuity of δ and σ , we pick an ideal J = 0 of R
such that J δ ⊆ R and such that J σ t ⊆ R. We have tJ τ ⊆ J σ t + J δ ⊆ R. By the continuity
of τ−1, J τ contains a nonzero two-sided ideal of R. So t ∈ Q follows. This proves the
lemma. It is convenient to have the following notions.
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ϕ(x) =
∑
i0
∑
j,k
bijkx
δigj cijk,
where bijk, cijk ∈ RF and gj ∈A(R). The largest i such that δi occurs nontrivially in ϕ(x)
is called the δ-order or simply the order of ϕ.
(2) Let Λ be the set of expressions of the form
ϕ(x) =
∑
i,j
aij x
gi bij ,
where aij , bij ∈ RF and gi ∈A(R). For a finite subset S of L(R), let Λ(S) be the set of
expressions in the form
∑
µ∈S
∑
j,k
aµjkx
µgj bµjk + λ(x),
where bµjk, cµjk ∈ RF , where gj ∈A(R) and where λ(x) ∈ Λ. Note that Λ(∅) def= Λ.
(3) We say that ϕ(x) ∈ Γ (δ) is defined by Λ(S) if there exists ρ(x) ∈ Λ(S) such that
ϕ(x) = ρ(x) for all x ∈ R.
We have come to the crucial step:
Lemma 4 (Existence of K-polynomials). Let δ ∈ Lσ (R) be X-outer and S ⊆ L(R), empty
or nonempty. If there exists ϕ(x) ∈ Γ (δ) of δ-order m 1 which is defined by Λ(S), then
δ has a K-polynomial of δ-order m, which is also defined by Λ(S).
We have to use [10, Proposition 9]. Let us explain some notions there: We say that
δi ∈ Lσi (R), i = 1,2, . . . , are reduced if σi , σj are mutually outer for σi = σj and if for
any given g ∈A(R), no nontrivial C-linear combination of δi with σi = g can be X-inner.
Let δi1, δi2, . . . enumerate those δi with σi = g. The second condition above says that if
x → α1xδi1 +α2xδi2 +· · · , where αi ∈ C vanish for all but finitely many i, defines an inner
g-derivation, then all αi = 0. Proposition 9 in [10] says that any linear GPI with mutually
outer automorphisms and a reduced set of skew derivations is trivial. It is convenient here to
have the following more general notion of [6,10]: For g ∈A(R), we define Φg def= {u ∈ Q |
uxg = xu for all x ∈ Q}. We say that δi ∈ Lσi (R), i = 1,2, . . . , are outer independent if
the following condition is satisfied: For any g ∈A(R) and ui ∈ Φg−1σi , if x →
∑
i uix
δi
(a finite sum) defines an inner g-derivation of Q, then all ui = 0. Given δi ∈ Lσi (R), let
us fix a maximal mutually outer subset of automorphisms σi , say τj , j = 1,2, . . . . If σi
and τj are equivalent modulo inner automorphisms, then the map ∂i :x → uixδi , where
ui ∈ Φτ−1j σi defines a τj -derivation. Obviously, δi ∈ Lσi (R) are outer independent if and
only if the set ∂i are reduced. We can thus write:
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with outer independent skew derivations is trivial.
Here skew derivations are put on the left-hand side of automorphisms. But the same
proposition remains valid if skew derivations are put on the right-hand side of automor-
phisms. This can be proved in the same way or deduced immediately from the original
statement. We are now ready to prove Lemma 4.
Proof of Lemma 4. Let T be a maximal outer independent subset of S. The expressions
defined by Λ(S) and Λ(T ) are the same. Replacing S by T , we may assume that S is outer
independent. We may also assume that the δ-order m of ϕ(x) ∈ Γ (δ) is minimum possible
among all generalized polynomials of Γ (δ) which have δ-order  1 and which are defined
by Λ(S). We may assume m > 1, for otherwise the K-polynomial ψ(x) = xδ is already
defined by Λ(S) by Proposition 9 in [10]. Let ρ(x) ∈ Λ(S) be such that ϕ(x) = ρ(x) for
x ∈ R. For any us, vs ∈ R, ∑s vsρ(usx) ∈ Λ(S) and ∑s vsϕ(usx) =∑s vsρ(usx) holds
for x ∈ R. So ∑s vsϕ(usx) is also defined by Λ(S). We shall choose various us, vs to
simplify ϕ(x). Write
ϕ(x) =
m∑
i=0
∑
j
kij∑
k=1
bijkx
δigj cijk,
where gj ∈ A(R) may be assumed to be mutually outer. Let us choose ϕ(x) such that∑
j kmj , the number of terms involving δm, is minimal possible. We claim that
∑
j kmj = 1:
Suppose on the contrary that
∑
j kmj > 1. By the minimality of
∑
j kmj , for each j , the
set {bmjk | k = 1, . . . , kmj } is C-independent. Since gj are mutually outer, so are σmgj .
By [6, Proposition 1], there exist us, vs ∈ R such that ∑s vsbm11uσmg1s = 0 but such that∑
s vsbmjku
σmgj
s = 0 for all (j, k) = (1,1). The only term in∑s vsϕ(usx) involving δm is
then
(∑
s
vsbm11u
σmg1
s
)
xδ
mg1cm11.
This contradicts the assumption that
∑
j kmj > 1 is minimal possible. So
∑
j kmj = 1. By
reindexing gj , we may hence assume km1 = 1 and kmj = 0 for j = 1. That is, cm11 = 0 but
cmjk = 0 for (j, k) = (1,1).
Extend c1
def= cm11 into a C-basis c1, c2, . . . of the C-linear span of cijk . Collecting terms
of ϕ(x) according to the right coefficients cν , we rewrite
ϕ(x) =
∑(∑ m∑
b
(ν)
jk x
δm−j gk
)
cν,ν k j=0
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φν,k(x)
def=
m∑
j=0
b
(ν)
j,kx
δm−j gk = b(ν)0,kxδ
mgk + b(ν)1,kxδ
m−1gk + · · · + b(ν)m,kxgk
are nontrivial. Note that only φ1,1(x) involves δm. Let us concentrate on φ1,1(x) and
write φ(x) for φ1,1(x), bj for its coefficients b(1)j,1 and g for g1. So φ(x) = φ1,1(x) =∑m
j=0 bjxδ
m−j g
. We compute
φ(xy) =
m∑
j=0
m−j∑
k=0
bjx
Dk,m−j−kgyδ
m−j−kg
=
m∑
j=0
m∑
i=j
bj x
Di−j,m−igyδ
m−ig (by setting i def= j + k)
=
m∑
i=0
i∑
j=0
bjx
Di−j,m−igyδ
m−ig (by switching summations)
= b0xσmgyδmg +
m−1∑
i=1
(
i∑
j=0
bjx
Di−j,m−ig
)
yδ
m−ig +
(
m∑
j=0
bjx
Dm−j,0g
)
yg,
where the last equality follows by singling out terms with i = 0 and i = m. By the continu-
ity of δ and σ , we pick a two-sided ideal I = 0 of R such that Ibi ⊆ R for i = 0, . . . ,m−1
and such that IDs,t gk ⊆ R for 0 s, t m and all gk involved. We claim that the map
fi :
∑
s
vsb0u
σmg
s →
∑
s
vs
i∑
j=0
bju
Di−j,m−ig
s ,
where us, vs ∈ I , is well-defined for 1  i  m − 1: Let us, vs ∈ I be such that∑
s vsb0u
σmg
s = 0. We must show that∑s vs∑ij=0 bjuDi−j,m−igs = 0 for i = 1, . . . ,m − 1.
We compute:
∑
s
vsφ(usy) =
(∑
s
vsb0u
σmg
s
)
yδ
mg +
m−1∑
i=1
(
i∑
j=0
∑
s
vsbju
Di−j,m−ig
s
)
yδ
m−ig
+
∑
s
vs
(
m∑
j=0
bju
Dm−j,0g
s
)
yg
=
m−1∑( i∑∑
vsbju
Di−j,m−ig
s
)
yδ
m−ig +
∑
vs
(
m∑
bju
Dm−j,0g
s
)
yg.i=1 j=0 s s j=0
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δm and in φ(x), only the term b0xδ
mg involves δm. Since
∑
s vsb0u
σmg
s = 0, ∑s vsϕ(usy)
involves only δi , i < m and must have δ-order 0 by the minimality of m. That is, in∑
s vsϕ(usy), the sum of terms with δi , i  1, must be trivial. The expression
∑
s vsϕ(usy)
still has the right coefficients c1, c2, . . . . Particularly, the right coefficient of yδ
m−ig1c1,
where g = g1, must vanish:
i∑
j=0
∑
s
vsbju
Di−j,m−i g
s = 0
for 1 i m − 1. The additive map fi is thus well-defined as claimed.
Each fi is clearly a left R-module map from the left ideal Ib0Iσ
mg into R. Since
both σ−1 and g−1 are continuous, Ib0Iσ
mg contains a nonzero ideal of R. Thus
there exist ti ∈ RF such that fi(x) = xti for all x ∈ Ib0Iσmg . That is, vb0uσmgti =
v
∑i
j=0 bjuDi−j,m−i g for all u,v ∈ I . This implies that for 1 i m − 1, the equality
b0x
σmgti =
i∑
j=0
bjx
Di−j,m−i g
holds for all x ∈ I . Set b˜j def= bg
−1
j and t˜i
def= tg−1i . Then, for 1 i m − 1, the equality
b˜0x
σm t˜i =
i∑
j=0
b˜j x
Di−j,m−i
holds for all x ∈ I . For i = 1, we have
b˜0x
σm t˜1 = b˜0xD1,m−1 + b˜1xσm−1
for all x ∈ I . Notice that D1,m−1 is a (σm,σm−1)-derivation of Q. In view of Lemma 3,
we have that t˜1 ∈ Q, b˜1 = b˜0 t˜1 and xD1,m−1 = xσm t˜1 − t˜1xσm−1 for all x ∈ Q. That is,
D1,m−1 = σmr
(
t˜1
)− σm−1(t˜1).
We proceed by induction on n  m − 1 to show that t˜n ∈ Q, b˜n = b˜0 t˜n and that ψn def=
Dn,m−n +∑n−1j=1 Dn−j,m−n(t˜j ) is equal to σmr(t˜n) − σm−n(t˜n): As the induction hy-
pothesis, suppose that for 1 k  n − 1 we have b˜k = b˜0 t˜k and
ψk
def= Dk,m−k +
k−1∑
Dk−j,m−k
(
t˜j
)= σmr(t˜k)− σm−k(t˜k).j=1
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b˜0x
σm t˜n − b˜nxσm−n = b˜0xψn.
By Lemma 1, ψn is a continuous (σm,σm−n)-derivation. Applying Lemma 3, we see that
b˜n = b˜0 t˜n and ψn = σmr(t˜n) − σm−n(t˜n), as asserted. The induction is completed. With
all these and by Lemma 1 again, ψ def= ψm gives rise to a K-identity of δ and defines a
continuous σm-derivation, which we denote by µ:
xµ = xψm = xδm +
m−1∑
j=1
tj x
δm−j
for x ∈ Q. Recall that S is outer independent. If S ∪ {µ} is not outer independent, then µ is
defined by Λ(S) by [10, Proposition 9] and so is the K-polynomial ψ(x). We thus assume
that S ∪ {µ} is outer independent. Substitute
xδ
m = −
m−1∑
j=1
tj x
δm−j + xµ
for xδm in ϕ(x) and write the expression thus resulted as ϕ′(x)+ ρ′(x), where ϕ′(x) is the
sum of terms involving δi , 1 i < m, and where ρ′(x) def= ϕ(x)−ϕ′(x) is the sum of terms
involving µ. If ϕ′(x) is trivial, the ρ′(x), a linear GP involving µ only, is defined by Λ(S),
contradicting the outer independence of S ∪ {µ} by [10, Proposition 9]. So the δ-order m′
of ϕ′(x) is  1. But obviously m′ < m. Since ρ′(x) ∈ Λ(S ∪ {µ}), ϕ′(x) is defined by
Λ(S ∪ {µ}). Apply the previous argument to ϕ′(x) defined by Λ(S ∪ {µ}) and obtain a
K-polynomial ψ ′ of δ-order m′ < m. Continue in this manner. We finally stop at, say, the
(n + 1)-st step and obtain a finite sequence of skew derivations µ,µ′, . . . ,µ(n), defined
respectively by K-polynomials ψ,ψ ′, . . . ,ψ(n) of strictly decreasing δ-orders m > m′ >
· · · > m(n)  1, such that each µ(i) is a σm(i) -derivation and such that S ∪ {µ, . . . ,µ(n−1)}
is outer independent but S ∪ {µ, . . . ,µ(n−1),µ(n)} is not. So there is an identity of R in the
form
xµ
(n) +
n−1∑
j=0
ujx
µ(j) +
∑
k
vkx
∂k = 0,
where uj ∈ Φσm(j)−m(n) , ∂k ∈ S ∩Lgk (R) and vk ∈ Φσ−m(n)gk . By Lemma 2,
ψ(n)(x) +
n−1∑
j=0
ujψ
(j)(x)
∑
is also a K-polynomial and is defined by − k vkx∂k in Λ(S), as asserted. 
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analyzing skew derivations:
Lemma 5 (Kharchenko). Let δ be a continuous X-outer σ -derivation of R. Then for α ∈ C,
we have ασ = α and αδ , if it is nonzero, is a unit of Q such that xσ = αδx(αδ)−1 for x ∈ Q.
Proof. Let α ∈ C. We compute
αδx + ασ xδ = (αx)δ = (xα)δ = xδα + xσαδ.
It follows that (α − ασ )xδ = αδx − xσαδ . If α = ασ , then δ would be inner. So we have
ασ = α. If αδ = 0, then the identity αδx = xσαδ implies that αδ is a unit of Q and that
xσ = αδx(αδ)−1 for all x ∈ Q. 
Lemma 6 (Kharchenko). If R satisfies GPIs, then any continuous skew derivation δ of R
is either X-inner or of the form δ :x → uxd , where u ∈ Q is a unit and d is a continuous
ordinary X-outer derivation.
Proof. Let δ be a continuous σ -derivation. We may assume that δ is X-outer. By Lemma 5,
ασ = α for α ∈ C. By a result in [6, p. 140], σ is X-inner. Say, xσ = uxu−1 for x ∈ Q. We
check easily that the map d :x → u−1xδ is an ordinary derivation of Q. So xδ = uxd for
x ∈ Q. The continuity of d follows from the continuity of δ. 
Proof of Theorem 1. Let φ denote ϕ(xδ
j gk
i ) or ϕ(x
δj gk
i )j<m according as the first case or
the second case of Theorem 1 holds.
Case 1. φ is linear: In this case, we may write φ def= ϕ(xδj gk ) or φ def= ϕ(xδj gk )j<m. Assume
toward a contradiction that φ is nontrivial and has δ-order n. Apply Lemma 4 with S def= ∅:
There is a K-polynomial ψ of δ-order  n defined by Λ. By Lemma 1, K-polynomials
always define skew derivations and, by [10, Proposition 9], skew derivations defined by
Λ must be X-inner. So ψ defines an X-inner skew derivation. Particularly, δ is left RF -
algebraic modulo inner skew derivations and, in this case, φ def= ϕ(xδj gk )j<m, where m is
the minimum δ-order of left RF -algebraicity of δ modulo inner skew derivations. By the
minimality of m, m the δ-order of ψ  n, a contradiction. So ψ is trivial. The expression
resulted from ψ by substituting zjk for xδ
j gk is also trivial and is certainly a GPI.
Case 2. φ is multilinear: Assign arbitrarily fixed values to all xi except x1. The resulted
expression is linear in x1. By Case 1, the expression φ′ obtained from φ by substituting z1jk
for xδj gk1 is a GPI. The values assigned to xi , i = 1, are arbitrary. So φ′, now considered
as a GP in the indeterminates z1jk and xi , i > 2, is also an identity of R. Now, assign
arbitrarily fixed values to all indeterminates of φ′ except x2 and proceed in the same way.
We conclude that the expression φ′′ obtained from φ′ by substituting z2jk for x
δj gk
2 is a
δ gGPI. But φ′′ is also the expression obtained from φ by substituting z1jk , z2jk for x j k1 ,
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δj gk
2 , respectively. Continue in this manner. We finally replace all x
δj gk
i by zijk and obtain
the desired GPI in zijk .
Case 3. General: We may assume that φ is nontrivial, for otherwise there is nothing to
prove. The multilinear µ obtained by linearizing φ is then also nontrivial. Apply Case 2
to µ. We conclude that R is a GPI-ring. By Lemma 6, δ is of the form xδ = uxd , where u
is a unit in Q and d is an ordinary X-outer derivation. We have already seen in Example 1
that δ is left RF -algebraic modulo inner skew derivations if and only if d is C-algebraic
modulo inner derivations. Their algebraic dependence relations also have the same order.
As demonstrated in Example 1,
xδ
n = unxdn + terms of the form axdi , where a ∈ Q and 1 i < n.
It thus suffices to prove the case when δ is an ordinary derivation. We now refer to
Kharchenko’s Theorem cited at the beginning and thus finish the proof. 
Proof of Theorem 2. Since all K-identities are universally valid on the whole RF , we
may assume, without loss of generality, that ϕ(xδ
j gk
i ) is reduced in the following sense:
(1) gk are mutually outer and
(2) ϕ(xδj gki ) involves only δj , j < m, if δ is left RF -algebraic of the minimum δ-order m
modulo inner skew derivations.
We may also assume that ϕ(xδ
j gk
i ) is nontrivial, for otherwise, there is nothing to prove.
If R is a GPI-ring, then, by Lemma 6, δ is either X-inner or of the form δ :x → uxd , where
u ∈ Q is a unit and d is an ordinary derivation. In this case, ϕ(xδj gki ) reduces to a GP with
automorphisms and ordinary derivations. The result follows from [4, Theorem 1]. It thus
suffices to show that R is a GPI-ring.
For this purpose, we assume that ϕ(xδ
j gk
i ) vanishes on a nonzero ideal I of R. Firstly,
the symmetric (or respectively left) Martindale quotient ring of I coincides with that of R.
Secondly, the ideal topology of Q defined by ideals of R is the same as that defined by
ideals of I . So A(I ) = A(R) and L(I ) = L(R). Applying Corollary 1 to the nontrivial
identity ϕ(xδ
j gk
i ) of I yields that I is a GPI-ring and so is R, as asserted. 
Replacing ϕ(xδ
j gk
i ) by ϕ(x
gkδ
j
i ) in Theorems 1 and 2, we notice that the conclusions
still hold by applying an analogous argument. For convenience of the applications in forth-
coming papers, we explicitly give the respective statements.
Theorem 3. Let R be a prime ring and δ, an X-outer continuous σ -derivation of R. If δ is
not left RF -algebraic modulo inner skew derivations, then any GPI of the form ϕ(xgkδ
j
i ),
where gk ∈A(R) are mutually outer, yields the GPI ϕ(zijk), where zijk are distinct inde-
terminates. If δ is left RF -algebraic modulo inner skew derivations, then
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ψ(x) = xσmb − bx,
where b ∈ Q and ψ(x) is a K-polynomial of δ-order m 1 and
(ii) any GPI of the form ϕ(xgkδji )j<m, where gj ∈A(R) are mutually outer, yields the GPI
ϕ(zijk)j<m, where zijk are distinct indeterminates.
Theorem 4. Given δ ∈ Lσ (R), if a GP of the form ϕ(xgkδ
j
i ), where gk ∈A(R), vanishes
on a nonzero two-sided ideal of R, then it also vanishes on RF .
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