Abstract. We study parametric estimation of ergodic diffusions observed at high frequency. Different from the previous studies, we suppose that sampling stepsize is unknown, thereby making the conventional Gaussian quasi-likelihood not directly applicable. In this situation, we construct estimators of both model parameters and sampling stepsize in a fully explicit way, and prove that they are jointly asymptotically normally distributed. High order uniform integrability of the obtained estimator is also derived. Further, we propose the Schwarz (BIC) type statistics for model selection and show its model-selection consistency. We conducted some numerical experiments and found that the observed finite-sample performance well supports our theoretical findings. Also provided is a real data example.
Introduction
Consider the d-dimensional parametric ergodic diffusion model given by
where θ := (α, β) is the statistical parameter of interest, whose true value is assumed to exist and denoted by θ 0 = (α 0 , β 0 ), τ > 0 is a nuisance parameter, and w is an d-dimensional standard Wiener process. Suppose that we observe an equally spaced high-frequency data (X tj ) n j=0 for t j = t n j = jh 0,n where h 0 = h 0,n is an unknown sampling stepsize fulfilling that T n := nh 0 → ∞ and nh τ w ·/τ is a standard Wiener process. As explained later on (in particular, see Remark 2.10), in the proposed estimation procedure it is quite natural and even necessary to incorporate the nuisance parameter τ .
There exists a large literature studying parametric estimation of θ 0 based on (X tj ) n j=0 through the small-time approximation of the conditional mean and variance (location and scale) taken under the law of X associated with θ:
of τ is unknown, and there is no absolute correspondence between sampling stepsize and a given time series data associated with a time stamp (the time at which the data is observed, a typical format being YYYYMMDD hh:mm:ss). One would then get confused with the practical problem "what value is to be assigned to h 0 ", which in the present case (1.1) should not be too large and too small; for example, which value is to be selected to represent h 0 to be one minute? A common consensus may be to subjectively assign h with a sufficiently small value 1 in an arbitrary manner satisfying (1.1). Obviously, different values of h lead to different finite-sample performances of estimates; this is an arbitrariness problem which has not received much attention in the literature of high-frequency statistics under T n → ∞, though it might not be of big concern if one has a practical reasoning for assigning a specific value for h 0 (e.g. when one has several daily-data sets over ten years, then we set T n = 10 with h 0 = 1/365 (τ = 1), etc.). In this respect, h = τ h 0 could be regarded as an unknown quantity to be selected in a certain appropriate manner, giving rise to a statistical inference problem of the GQLF-model time scale h against actual-time scale; of course, cases of random-sampling models and time-changed type processes have the same problem. Despite its practical importance, theoretical study on unknown h seems to have been lacking and/or ignored in the literature of statistics for high-frequency data. Single subjective choice of h would be a rather subtle problem as we are considering vanishing h (see Remark 2.5), hence so would be single selection of h as a fine-tuning parameter indexing the statistical model.
The objective of this paper is to clarify "when and how" we can sidestep the subjective choice of h through the GQLF based on (1.2). In current case, since the Gaussian quasi-likelihood only looks at the mean and variance structure, we should note that the GQLF can only provides us with an estimate of the product τ h 0 . Nevertheless, we will show that under suitable identifiability condition it is possible to develop an asymptotic distributional theory not only for the parameter θ of interest but also h as well. This will be done through the modified logarithmic Gaussian quasi-likelihood function (mGQLF), which is defined through profiling out the variable h. The proposed mGQLF is fully explicit, while producing an estimator having the following good properties under a seemingly non-standard identifiability condition on the diffusion coefficient (see Assumption 2.3(i)):
• The associated estimator is rate-efficient and asymptotically normally distributed;
• The value h can be quantitatively estimated without any specific form of n → h = h n .
The results are made precise in Theorem 2.6 in Section 2.2, from which, in particular, it is trivial that we can estimate τ at rate √ n as soon as h 0 is subjectively given a priori (see Remark 2.7). Even if h is estimated without separating τ and h 0 , we can obtain the formal approximate predictive distribution from (1.2). There we will also provide a two-step estimation procedure which has been well-developed and is nowadays standard in cases where h 0 and τ = 1 are known (see [10] and [23] ). Moreover, we also provide handy sufficient conditions for the polynomial type large deviation inequality (PLDI) associated with the mGQLF, which in particular guarantees convergence of moments of the proposed estimator; see [29, Section 6] for sufficient conditions in the case where h 0 and τ = 1 are known.
The proposed estimation procedure is simple enough, and it should be potentially applicable to models other than the ergodic diffusion, whenever an explicit GQLF is used so that we can remove its dependence on h (see Section 2.2), possibly including non-ergodic continuous semimartingale models ( [6] and [24] ) and Lévy driven stochastic differential equation ([14] and [15] ). This is also the case for the stepwise estimation procedure considered in Section 2.3, as long as high-frequency sampling is concerned.
Another objective of this paper is Schwarz type model comparison for the ergodic diffusion models with unknown sampling stepsize. The classical Bayesian information criterion (BIC), which is derived based on the Bayesian principle for model selection, is used to look for better model description. We will introduce the BIC type statistics through the stochastic expansion of the proposed mGQLF. In cases where the candidate models are given by the ergodic diffusion models with known h, [4] has introduced BIC type statistics, and studied their model-selection consistency. We note that many authors have investigated the information criteria concerning sampled data from stochastic process models; see, for example [18] , [20] , [21] , [22] , and [25] . Still, there has been no previous work concerned with unknown sampling stepsize h 0 . This paper is organized as follows. In Section 2, we describe the basic model setup, propose the modified logarithmic Gaussian quasi-likelihood and parameter estimation method, and then present asymptotic properties of the estimators of the model parameter and h. Furthermore, we give the sufficient conditions of the PLDI under the modified logarithmic Gaussian quasi-likelihood. In Section 3 we derive the BIC type statistics in case where h is unknown and discuss the model selection consistency with respect to the true model. In Section 4, some numerical experiments are carried out to check the numerical performance of our asymptotic results. Section 5 presents a real data example using the foreign exchange data. All the proofs are given in Section 6.
Here are some basic notations used throughout this paper. Let ∆ j Y := Y tj − Y tj−1 for a process Y , and f j−1 (θ) := f (X tj−1 , θ) for any measurable function on f : R d × Θ. We denote by |A| the Frobenius norm of a matrix A; if in particular A is a square matrix, then |A| also denotes the determinant of A. We write A[B] = tr(AB ) for the matrices A and B of the same sizes. The symbol ∂ k a stands for k-times partial differentiation with respect to variable a. We denote by C a universal positive constant, which may change at each appearance, and write A n B n if A n ≤ CB n for every n large enough.
2. Gaussian quasi-likelihood inference with unknown time scale 2.1. Setup. Consider a d-dimensional diffusion process given by
where
is an unknown constant, w is an d-dimensional standard Wiener process, and x 0 is a random variable independent of w. We assume that (1.1) holds and that there exists a value θ 0 = (α 0 , β 0 ) ∈ Θ α × Θ β which induces the distribution of X, which we denote by P, and also that Θ α and Θ β are bounded convex domains.
Let S(x, α) := a ⊗2 (x, α) and denote by λ min {S(x, α)} the minimum eigenvalue of S(x, α).
Assumption 2.1 (Smoothness and non-degeneracy).
(
and there exists a constant C 0 ≥ 0 such that for x ∈ R d and i ∈ {0, 1, 2, 3} and j ∈ {0, 1, 2},
The Gershgorin circle theorem says that
so that an easy sufficient condition for the last inequality in (ii) is that this lower bound is bounded below by C(1 + |x|) −C0 .
Assumption 2.2 (Stability).
There exists a probability measure π = π θ0 such that
for any measurable function g ∈ L 1 (π). In addition, sup t∈R+ E(|X t | q ) < ∞ for all q > 0 in case where the constant C 0 in Assumption 2.1(ii) is positive.
It follows from Assumptions 2.1 and 2.2 that
for any measurable function g of at most polynomial growth (see [14, p.1598] ). There are several polynomially ergodic diffusions with bounded smooth coefficients and uniformly elliptic diffusion coefficient, in which case we may set C 0 = 0 in Assumption 2.1 while the boundedness of moments in Assumption 2.2 may fail to hold (see [28] ). In general, one can consult [7] and [27] for easy conditions for the boundedness of (more strongly, exponential) moments; see also Lemma 6.1.
Joint estimation.
The logarithmic GQLF ( [11] , [23] ) of the true model (2.1) based on the approximation (1.2) is given by
Our objective is to estimate θ and h simultaneously under (1.1). The function h → H n (θ; h) is a.s. smooth in h > 0. In order to profile out h from H n (θ; h), we consider optimizing h → H n (θ; h) with θ fixed: the equation ∂ h H n (θ; h) = 0 with respect to h > 0 is equivalent to a certain quadratic equation which admits the a.s. positive explicit solution
. This is somewhat complicated, hence under the high-frequency setting we suggest approximating h (θ) by the leading term
Indeed, in Section 6 we will observe that
Correspondingly, we define the modified Gaussian quasi-maximum likelihood estimatorθ n (mGQMLE) by any maximizer ofH n :θ
computations of which does not require the value h. The definition ofθ n approximately corresponds to a solution to the system of estimating equations (∂ h H n (θ; h), ∂ θ H n (θ; h)) = (0, 0) with respect to θ. We emphasize that the approximation of h (θ) by h(α) provides us with the very simple as an estimator of h, thereby a reduction of computational cost in optimization.
We need the following identifiability condition with additional non-degeneracy.
Assumption 2.3 (Identifiability and non-degeneracy).
The following conditions hold for the invariant distribution π(dx) in Assumption 2.2.
The identifiability condition of β is standard. By contrast, as for α it is insufficient to only suppose as usual that "a(·, α) = a(·, α 0 ) π-a.e. implies α = α 0 ". Concerning Assumption 2.3(i), the former non-constancy ensures the unique maxima of the quasi-relative entropyỸ 1 0 (α), and the latter one does the positive definiteness of the quasi-Fisher information matrixΓ 1,0 of α; see Section 6.2 for details. Note that Assumption 2.3(i) appropriately excludes presence of a multiplicative parameter in diffusion coefficient as well as constant diffusion coefficient, both of which are, when they are scalar, to be absorbed into the nuisance parameter τ ; for example, α is non-identifiable in the cases S(x, α) = pα j=1 α j S j (x) and exp{α + S 1 (x)} for known non-trivial S 1 , . . . , S pα .
Remark 2.4. Let us consider the sufficient condition of the former non-constancy of Assumption 2.3(i) in the case where the function S(x, α) is given by
−1 A k for a square matrix A, and S 1 (x), . . . , S pα (x) are d×d non-zero matrices. If S i (x)S j (x) = S j (x)S i (x) for any x and i, j ∈ {1, . . . , p α }, we have
Hence, the former nonconstancy of Assumption 2.3(i) holds if the following conditions are satisfied:
Remark 2.5. For now, we note that subjective choice of h is sensitive to identify α 0 . Suppose that a positive sequence h = h n also satisfies (1.1), while h /h 0 → c for some constant c = 1. Then, we can
It can be seen that {α 0 } argmax αH 1 0 (α; c), hence the inconsistency of any element in argmax θ H n (θ; h ). Needless to say, the situation is even worse for the cases h /h 0 → ∞ and h /h 0 → 0, where n −1 {H n (θ; h ) − H n (α 0 , β; h )} no longer has a proper limit.
If h = τ h 0 is known, the estimator of β has the convergence rate √ nh. In the current setting where h is unknown, we propose to estimate h bỹ
In practice where n is large enough, we may check whether or not the sampling condition (1.1) by looking at the values nh and nh 2 which are to be large and small enough, respectively. If not, in order to make (1.1) more likely we may formally "shrink" or "spread" h through multiplying X tj by some constant c > 0: with replacing X tj by cX tj , we havẽ 5) hence, under the uniform non-degeneracy of S, choosing c > 1 (resp. c < 1) will shrink (resp. spread) value ofh; see Section 5 for a real-data example.
Let
for u 1 ∈ R pα and u 2 ∈ R p β . Now we are in position to state the joint asymptotic normality of the mGQMLEθ n andh. Theorem 2.6. Under Assumptions 2.1, 2.2, and 2.3, the matricesΓ 1,0 andΓ 2,0 are positive definite and
Further we haveK
from which we can obtain a consistent estimator of Σ(θ 0 ).
In particular, Theorem 2.6 implies thath/(τ
as well. Therefore, for any γ ∈ (0, 1), the 100
where z γ/2 denotes the upper-γ/2 percentile of N (0, 1).
Several further remarks on Theorem 2.6 are in order.
Remark 2.7. We here do not assume any specific form on h 0 as a function of n. A more direct estimation is possible upon assuming that, for example, the true sampling stepsize h 0 takes the form
for some unknown constant κ 0 ∈ (1/2, 1). Let
so that the equationh = n −κ holds. Then, under the assumptions of Theorem 2.6, the delta method yields that
based on which it is straightforward to construct an approximate confidence interval of the index κ 0 . Further, if we are a priori given h 0 satisfying (1.1), then it is straightforward from Theorem 2.6 to estimate τ as an element of α. In particular, writingτ n =h n /h 0 and denoting by τ 0 the true value of τ for clarity, we can obtain
Remark 2.8. When h 0 and τ are known, the GQMLE defined to be a maximizerθ n = (α n ,β n ) of
where for
See [11] for details. Further, [7] proved that the estimatorθ n is be asymptotically efficient under suitable regularity conditions. Here are two remarks on comparing (2.6) and (2.7).
(1) The second term of the right-hand side in the relatioñ
quantitatively shows "price" for estimating α without knowing h. See also Remark 2.9. (2) The rate of convergence and the asymptotic covariance matrix ofβ n are the same as the best one in the case where h is known, entailing thatβ n is asymptotically efficient. This is natural because of the asymptotic orthogonality betweenα n andβ n .
Then the observed information and formation matrices for estimating (θ, h) are given by
, respectively, where I θ,θ is p × p matrix, I θ,h is p-dimensional vector, and I h,h is R-valued. Matrix manipulations give the expressions for the formation matrix:
Then, we can show that
n converges to Σ τ (θ 0 ) in probability, where
Building on these observations, it is expected thatθ n would be asymptotically efficient when h 0 is unknown, although we do not have a conventional Hajék-Le Cam lower bound. We refer to [17, Chapter 4] and [8, Section 7 .3] for a systematic account for (quasi-)likelihood inference in the presence of nuisance parameters.
Remark 2.10. Let us explain why we have set the nuisance parameter τ in (2.1) from the very beginning. Suppose that instead of (2.1) we consider first the usual τ -free (τ = 1) form
and then the profiling out h 0 from the GQLF as described before. Then, carefully observing the proof of the consistency ofα n (Section 6.2.1), it is easily seen that the consistencyα n P − → α 0 holds even if the diffusion coefficient a(x, α) is replaced by √ τ a(x, α) for arbitrary τ > 0. However, if we change the diffusion coefficient a(x, α) by √ τ a(x, α) in (2.8) with a nuisance parameter τ , then the drift-parameter estimatorβ n may lose its consistency unless the drift coefficient has the form of τ b(x, θ): indeed, if the model is dX t = √ τ a(X t , α)dw t + τ b(X t , θ)dt for some constant τ > 0, then exactly as in (6.8) we can deduce thatỸ
uniformly in β, whereỸ 2 n (β;α n ) is defined in Section 6.2.1. The limit (2.9) clearly shows that maxima of the limit function may, when it is unique, differ from β 0 unless τ = τ , arriving at the form (2.1). The same remarks as above are valid for the stepwise-estimation version described in Section 2.3.
2.3.
Stepwise estimation. The modified GQLF is the mixed-rates type, that is, it consists of the sum of two terms converging to non-trivial limits at different rates. In cases where h is specified beforehand, it is well-known that stepwise estimation is possible; see [10] and [23] , which can handle rather general sampling scheme than (1.1), as well as the references therein. We will show that under (1.1) it is still possible to formulate a two-step estimation procedure. LetH
. Then, we estimate α and β bỹ θ n = (α n ,β n ) defined through the following step-by-step manner:
We remark that the contrast function β →H 2,n (α n , β) may be regarded as a time-discretized version of the log-likelihood function of β based on a continuous-time observation (see [12] ), and also thatβ n is explicit if β → b(x,α n , β) is linear.
The following theorem shows thatθ n andθ n have the same asymptotic distribution. 
14)
Remark 2.12. In cases where the coefficients have a common parameter, we may follow the three-step estimation as in [15] , by making use of a finite-sample bias correction. In first step and second steps, we obtainθ n = (α n ,β n ) defined by (2.12) and (2.13) as before. Then, usingβ n andH n , we update the estimatorα n byα n ∈ argmax αH n (α,β n ).
While the third-step estimatorα n has the same asymptotic properties asα n , it may provide us with a significant bias reduction in finite samples. In the unreported numerical experiments, we observed cases whereα n certainly reduce the bias ofα n .
2.4.
Polynomial type large deviation inequality. In this section, we will give sufficient conditions for the PLDI (2.15) and (2.16) below, which ensure L q (P)-boundedness of M-and Bayesian (parameterintegral) type estimators [29] , hence in particular convergence of their moments. In case where h is known and the coefficients do not have a common parameter, sufficient conditions for the PLDI can be found in [29, Section 6] .
To state the result we introduce stronger regularity conditions, essentially borrowed from [7] . Recall that λ min {S(x, α)} denotes the minimum eigenvalue of S(x, α), and also write λ max {S(x, α)} for the maximum one. Assumption 2.13.
(1) Assumption 2.1 holds and there exists a constant C 1 ≥ 1 for which
(2) There exist positive constants K 1 , K 2 , and 1 , for which either one of the following holds:
We remark that Assumption 2.13 implies Assumption 2.2: see Section 6.4 for details. Further, it is the g q -exponential ergodicity (6.32) that is essential in the proof of Theorem 2.14 below. We could replace the uniform boundedness and ellipticity of S and the drift condition in Assumption 2.13 by any other ones which imply the g q -exponential ergodicity.
For u 1 ∈ R pα and u 2 ∈ R p β , we introduce the random fieldsZ
respectively. In order to verify the high-order uniform integrability of the scaled estimators, tail behaviors of these random fields are crucial. Let
Next theorem gives the PLDI for joint estimation case.
Theorem 2.14. Assume that for some positive constant 0 , nh 0 ≥ n 0 for every n large enough. Let Assumptions 2.3 and 2.13 hold. Then, for any positive number L there exists a constant C L such that
for all n > 0 and r > 0. In particular, we have
for any continuous function f :
The proof of Theorem 2.14 is given in Section 6.4.
Remark 2.15. Let us mention the PLDI for stepwise estimation case. We define the random fieldsZ
respectively. Then, we can show similar statements as (2.15) and (2.16) under the assumptions of Theorem 2.14. Moreover, (2.17) holds withα n ,β n , andh replaced byα n ,β n , andh .
Consistent model selection
We here consider consistent model selection by the (quasi-)Bayesian information criterion ((Q)BIC for short) studied in [4] ; previously, the correct form of the classical Schwarz's BIC for ergodic diffusion observed at high frequency was given in [4, Theorems 3.7, 4.5, and 4.6] when h is given a priori.
Let Π(dθ) denote the prior distribution over Θ.
Assumption 3.1. The distribution Π admits a bounded Lebesgue density p(θ) which is continuous and positive at θ 0 .
We are regardingH n (θ) as our quasi-likelihood, hence it would be natural to define the modified marginal quasi-log likelihood function as
The next theorem shows the precise asymptotic expansion of this quantity up to the order O p (1). 
Further, we have
The proof given in Section 6.5 goes through as in [4] under essentially weaker conditions due to Theorem A.1.
In view of (3.3), with the conventional multiplication by −2 we obtain
Ignoring the O p (1) parts, we define the modified Bayesian information criterion (mBIC) and modified quasi-Bayesian information criterion (mQBIC) by
respectively, both being completely free from h. As directly seen by the definition, the m(Q)BIC may have higher computational load than the (Q)BIC given by [4, Theorems 3.7, 4.5, and 4.6].
Suppose that candidates for the diffusion and drift coefficients are given as
given by
Here a m1 is an
for the set of all candidate models. For each candidate model M m1,m2 , we assume that there exists a value θ m1,m2,0 = (α m1,0 , β m2,0 ) ∈ Θ αm 1 × Θ βm 2 for which a m1 (·, α m1,0 ) and b m2 (·, θ m1,m2,0 ) coincide with the true (data generating) diffusion and drift coefficients, respectively. We compute mBIC for each candidate model, say mBIC
, and then select the model having the minimum-mBIC value as the best one, say
withθ m1,m2,n denoting the mGQMLE associated with the mGQLFH (m1,m2) n of (2.4) associated with the model M m1,m2 . The selection rule when using the mQBIC is given in a similar manner.
It is worth mentioning that a two-step model selection is possible as in [4, Section5.2] . We proceed as follows.
• First, we select the best diffusion coefficient a m * 1,n among (3.4), where m * 1,n satisfies {m *
1,n corresponds to (2.10) with ignoring the drift.
• Next, among (3.5) for m 1 = m * 1,n , we select the best drift coefficient with index m * 2,n such that {m * 2,n } = argmin m2 mBIC
corresponds to (2.11) with the previously selected diffusion coefficient plugged-in.
• Finally, we select the model M m * 1,n ,m * 2,n as the final best model among the candidates described by (3.4) and (3.5).
We can apply this procedure to the mQBIC as well. The total number of candidate models in the joint and two-step model selections are M 1 × M 2 and M 1 + M 2 , respectively. This indicates that difference between computational costs for the joint and two-step selection procedures becomes more significant when M 1 (≥ 2) or M 2 (≥ 2) (or both) is large.
Below, in a similar manner to [4] we consider the model selection consistency of the m(Q)BIC. Let 
for all α m1 ∈ Θ αm 1 and m 2 ∈ {1, . . . , M 2 }. It is defined in a similar manner that Θ βm 2 is nested in Θ β m 2 . We assume that there exists a model index (m 1,0 , m 2,0 ) ∈ {1, . . . , M 1 } × {1, . . . , M 2 } for which M m1,0,m2,0 is the true data generating model. Under our model settings, Θ αm 1,0 is nested in Θ αm 1 for m 1 ∈ {1, . . . , M 1 }\{m 1,0 }. Moreover, Θ βm 2,0 is nested in Θ βm 2 for m 2 ∈ {1, . . . , M 2 }\{m 2,0 }. Theorem 3.3. Suppose that Assumptions 2.1, 2.2, 2.3 and 3.1 hold for the all candidate models M m1,m2 . Then, the joint and two-step model-selection consistencies hold in the following senses.
(1) Suppose that at least one of m 1 and m 2 differs from m 1,0 and m 2,0 , respectively. Then, we have
and the same statement holds with "mBIC" replaced by "mQBIC".
and the same statements hold with "mBIC" replaced by "mQBIC". 
Simulation experiments
In this section, we present simulation results to evaluate finite sample performance of our estimation procedure. We use the R package YUIMA [2] for generating data. We set d = 1 in the examples below, and all the Monte Carlo trials are based on 1000 independent sample paths. Suppose that we have a sample X n = (X tj ) n j=0 with t j = jn −2/3 (hence T n = n 1/3 ) from the true model (τ = 1):
The simulations are done for n = 1000, 3000, and 5000.
4.1. Parameter estimation. We consider the diffusion process as the target of estimation:
We set the true parameter values as θ 0 = (α 0 , β 0 ) = (α 1,0 , α 2,0 , α 3,0 , β 1,0 , β 2,0 ) = (0, 2, −1, −1, 0). It is easy to check that Assumptions 2.3 and 2.13 hold, in particular,
We computed the estimatorθ n = (α n ,β n ) through both the proposed method (two-step and joint), and also the quasi-maximum likelihood estimators (QMLEs)θ n = (α n ,β n ) associated with (2.3) with using the true sampling rate h 0 = n −2/3 . For numerical optimization, we set the initial values of α 1 , α 2 , and α 3 to be random numbers generated from uniform distribution U (−1, 1) . Moreover, the initial values of β 1 and β 2 are generated from uniform distribution U (−2, 0). Table 1 summarizes the mean and standard deviation of the estimators. As is expected from our theoretical results, we can observe in terms of the standard deviations that performance ofθ n is overall inferior to the known-h case and that their performances tend to get close each other as n increases. Further, it is worth noting that the performances of estimating h = h 0 are equally good for the joint and two-step cases.
Here we have (recall (6.26))
respectively. Figures 2 and 3 show the histograms ofū α n andū β n in the case of n = 5000, each corresponding to the results of the two-step and the joint estimations.
The residuals are given bỹ
2 (α 1,n cos X tj−1 +α 2,n sin X tj−1 +α 3,n cos X tj−1 sin X tj−1 )
, j = 1, 2, . . . , n, Figure 4 shows the histogram of = (˜ 1 , . . . ,˜ n ) for n = 5000, based on the 1000th sample data and results of estimation, from which we can observe good performance of the standard-normal approximation.
Model selection.
We consider the following diffusion (Diff) and drift (Drif) coefficients: 
Each candidate model consists of a combination of diffusion and drift coefficients; for example, in the case of Diff 1 and Drif 1, we consider the statistical model
Then, the true model is given by Diff 4 and Drif 2. In order to empirically quantify relative frequency (percentage) of the model selection, using the joint m(Q)BIC and two-step m(QBIC) we computed w m1,m2 and w m1,m2 defined as follows: 
These "model weights" ([3, Section 6.4.5]) are not only numerically stable but also practically convenient, for one can quantify frequency of relative model evidences among the candidate models from single data set (one sample path). The model which has the highest w m1,m2 (w m1,m2 ) value is the most probable model. Because of the definition, w m1,m2 and w m1,m2 satisfy the equation Tables 2 and 3 summarize the empirical means of w m1,m2 and w m1,m2 and also model-selection frequencies, all computed from 1000 independent data sets. The indicators of the true model defined by Diff 4 and Drif 2 are given by w 4,2 and w 4,2 . The values of w 4,2 and w 4,2 are the highest for all n and become larger as n increases. Also observed is that w 4,2 takes higher values than w 4,2 . Moreover, w m1,m2 gets close to w m1,m2 as n increases.
Remark 4.1. Instead of (4.1), we also run the same code for the models
and
with τ = 2, 3. In the unreported simulation results, we could observe the following: in the model (4.3), similar tendencies were observed forθ n ,h/τ h 0 , and model selection; in the model (4.4), estimation performance ofβ n was inferior. Both are in accordance with our theoretical findings (see Remark 2.10 for details).
Real data example
We will apply the two methods for analysing the foreign exchange data (USD/JPY), which can be found at Investing.com (https://jp.investing.com/currencies/usd-jpy-historical-data). The data was obtained during a period of 6 years from January 2011 to December 2016. The data includes the daily opening price, daily highest price, daily lowest price, and daily closing price. In this section, we focus on the daily closing prices (CP ) t , where t = 1, . . . , 1567. We suppose the diffusion models
where X tj , j = 0, . . . , 1566 (hence n = 1566), are given by
Note that for model (5.2),
We have considered two methods. In the first method, we assign h subjectively. We estimate the parameters α = (α 1 , α 2 ) and β = (β 1 , β 2 ) with h = kn −2/3 , k = 1, . . . , 5. Table 4 summarizes the results of parameter estimation. We can observe that the different values of h lead to different performances In the second method, we have computedθ n = (α n ,β n ) andh, and then the corresponding joint m(Q)BIC. Table 5 shows the estimators of the parameters and values of joint mBIC and joint mQBIC. The two-step and joint estimators take similar values in both models. In model (5.1), we havẽ h = n −1.3800 (two-step) andh = n −1.3799 (joint), hence the condition (1.1) does not seem to hold. In model (5.2), however, we obtaiñ h = n −0.8890 (two-step) andh = n −0.8847 (joint), and calculate the estimators α = (α 1 , α 2 ), β = (β 1 , β 2 ) andh for the model (5.1) (recall (2.5)). From Table 6 , we haveh = n −0.9393 (two-step) andh = n −0.9001 (joint).
These results show that replacing X tj by 5X tj spreads value ofh.
6. Proofs 6.1. Preliminaries. We begin with some preliminaries, most of which will be repeatedly used in the sequel, often without mention. We will denote by O * p and o * p the stochastic order symbols which are valid uniformly in θ, and by E j−1 (·) the conditional expectation with respect to the σ-field F tj−1 := σ(X 0 ) ∨ σ(w s ; s ≤ t j−1 ). Then X is (F t )-adapted since we are considering a strong solution to (2.1).
Assumption 2.1 ensures that
by using the basic fact
for q ≥ 2. Given an f taking values in d × d positive definite matrices, we can make use of the fact
with the aid of the Sobolev inequality to deduce that
and that
Because of (6.1) to (6.3), we have under (1.1),
We refer to [14] or [29] for details of the above facts.
6.2. Proof of Theorem 2.6. In this proof we will only consider the case where the constant C 0 in Assumption 2.1(ii) is positive; then, we see from Fatou's lemma that |x| q π(dx) < ∞ for any q > 0, so that the law of large numbers (2.2) is in force for any g of at most polynomial growth. The proof for C 0 = 0 is entirely analogous and is easier: in this case, it will be enough to consider bounded g.
These quantities serve as quasi-entropies for estimating α and β, hence should appropriately separate the models.
Proof ofα
It suffices to deduce that
Indeed, the argmax theorem (see for example [26] ) then concludes the consistency ofα n sinceα n ∈ argmax αỸ 1 n (α,β n ) and (6.7) implies that |Ỹ Let λ 1 (x, α) , . . . , λ d (x, α) denote the eigenvalues of S −1 (x, α)S(x, α 0 ). By means of the arithmeticgeometric mean inequality and Jensen's inequalities, we see that for every α,
It follows that the following conditions are equivalent: eigenvalues λ 1 (x, α) , . . . , λ d (x, α) are constant as a function of x, and moreover they are all equal.
Under Assumption 2.3(i) the equalityỸ 1 0 (α) = 0 holds only when α = α 0 , hence we obtain (6.6). Under Assumption 2.1 we have
Hence, the arithmetic-geometric mean inequality gives
π(dx)
Then, it follows from the definition (2.4) that
. Thus (6.7) is verified, concluding the consistency ofα n .
Proof ofβ
. By the consistency ofα n , we have b j−1 (α n , β) = b j−1 (α 0 , β) + o * p (1) and
A Sobolev-inequality argument for the martingale term then yields the desired convergence:
6.2.2. Asymptotic normality. Prior to the proof of (2.6), we will show
2,0 ). The consistency ofθ n ensures that P{∂ θHn (θ n ) = 0} → 1, so that we can focus on the event {∂ θHn (θ n ) = 0}. Then, by the Taylor expansion of θ → ∂ θHn (θ n ) = 0 around θ 0 it suffices for (6.9) to show
for any random sequence (ρ n ) such that ρ n P − → θ 0 .
For brevity, from now on we will often remove the dependence on θ 0 from the notation:H n :=H n (θ 0 ), S j−1 := S j−1 (α 0 ), h := h(α 0 ), and so on.
Proof of (6.10). First, we will specify the leading term of∆ n . Introduce the following martingaledifference arrays:
Obviously, sup
for every q > 0. It follows from the arguments in Section 6.1 that
We can observe that
As in (6.13), we can deduce that
by the Lindeberg-Feller theorem. Substituting the last expression of (6.15) into (6.14), we conclude that
As for the β-part, we have
Thanks to (6.12), the convergence (the Lyapunov condition)
is trivial. In view of the stochastic expansions (6.16) and (6.18) and the central limit theorem for martingale difference arrays, the convergence (6.10) follows from the convergences of the quadratic characteristics:
The third one is trivial since n j=1 E (ζ 1,j + ζ 2,j )η j F j−1 = 0 a.s. We will only show the first one, for the second one is exactly the same as in the case where h 0 is known (obviouslyΓ 2,0 > 0).
(6.20)
We will make use of the following moment expression (see [13, Theorem 4.2] ): for the Wishart distributed random variable W j := v j v j and for any
Further, again by (6.21), 1 4n
The first one in (6.19) follows from (6.20), (6.22) and (6.23) .
It remains to show the positive definiteness ofΓ 1,0 . Let M (x; u 1 ) := (S −1 (∂ α S[u 1 ]))(x, α 0 ). The Cauchy-Schwarz inequality gives
Under Assumption 2.3(i), the positivity of the last lower bound for u 1 = 0 is ensured by the CauchySchwarz type inequality tr{C(x)} 2 π(dx) ≤ d tr{C(x) 2 }π(dx) for any d×d-matrix valued function C(x) with the equality holding only when x → tr{C(x)} is π-a.e. constant. This together with Assumption 2.3(i) verifies the positive definiteness ofΓ 1,0 .
Proof of (6.11). Fix any u 1 ∈ R pα and u 2 ∈ R p β , and write ρ n = (ρ α,n , ρ β,n ) ∈ R pα × R p β . We can handle ∂ α ∂ βHn and ∂ 2 βH n in similar ways to the case of known h 0 (see [11] for details): by (6.4) and (6.17) with θ 0 replaced by θ we have
For a square matrix S = S(α) withṠ andS respectively denoting the first and second derivatives with respect to α, the following two identities hold:
for each k ∈ {0, 1, 2}; moreover, it holds that
1 ] and substituting the expression (6.25), we see that
. The proof of (6.11) is complete.
Proof of Theorem 2.6. The convergence (2.6) follows on showing that
since we then have nh
j ,
Proceeding as in (6.15) with expanding S
We have seen in the proof of (6.9) that (ũ α n ,ũ
It is easy to see that for δ := h
Then, applying the martingale central limit theorem we conclude that
Combining (6.27) and (6.28) leads to (6.26) . Finally, the convergencesK n P − → K,Γ 1,n P − →Γ 1,0 , andΓ 2,n P − →Γ 2,0 are direct consequences of the uniform law of large numbers.
6.3. Proof of Theorem 2.11. Building on the proof of the consistency ofα n , we see that
In Section 6.2.1 we saw that |Ỹ
) as well. This combined with the fact that the functionỸ 1 0 (α) is free from β leads to the the consistencỹ α n P − → α 0 . The consistency ofβ n is completely the same as in the proof ofβ n P − → β 0 . It follows that θ n P − → θ 0 . Combining (6.14), the convergence in probability of −n −1 ∂ 2 αHn (ρ n ) for any ρ n P − → θ 0 which we have seen at the end of the proof of (6.11), and (6.16), we deduce that
In particular, the asymptotic normality
1,0 ) follows without reference to structure of the drift. Since (6.29) ensures the tightness of { √ n(α n − α 0 )} n , we can show the equationsh =
Turning to β, we may suppose that ∂ βH2,n (θ n ) = 0, the probability of which tends to 1 by the consistency ofθ n . Then we have the expansion 1
where ρ β,n is a random point on the segment joiningβ n and β 0 . As in (6.24) we have
Further, the tightness of { √ n(α n − α 0 )} n and (6.18) imply the equation
Piecing together these observations we deduce that
Having (6.29), (6.30), and (6.31) in hand, we can derive the convergence (2.14) in the same way as in the proof of Theorem 2.6.
6.4. Proof of Theorem 2.14. The PLDI for ergodic diffusion model with h = h 0 (τ = 1) being known has been derived [29, Section 6] . However, the same scenario would not go through in our proof without additional considerations because the random functionH n (θ) is different from the original GQLF H n (θ; h).
6.4.1. g q -exponential ergodicity. Let {P t (x, dy)} t∈R+ denote the family of the transition functions of X. Given a function ρ : R d → R + and a signed measure m on the d-dimensional Borel space, we define m ρ = sup f (y)m(dy) : f is R-valued and measurable, such that |f | ≤ ρ .
Lemma 6.1. Under Assumption 2.13, the following statements hold.
(1) There exist a probability measure π 0 and a nonnegative C 2 function g such that
for every q > 0, and that
for some constant a > 0. (2) sup t E(|X t | q ) < ∞ for every q > 0. for any h > 0 small enough; (ii) the drift condition
holds for some c 1 , c 2 > 0 and a nonnegative C 2 function g such that g(x) → ∞ as |x| → ∞ faster than any polynomial, where A θ denotes the infinitesimal generator of X: with writing b = (b k ) and S = (S kl ), 6.4.2. Bounding inverse moment. The next lemma will be used to deduce some moment bounds required later.
Lemma 6.2. Under Assumption 2.13, for every q > 0 we have
First, observe that the expectation can be bounded from above by
Under Assumption 2.13, we have the following modified Aronson type bound with possibly unbounded drift coefficient for the transition density of X, say p h0 (x, y) (P(X h0 ∈ dy|X 0 = x) = p h0 (x, y)dy): there exist constants A, B > 1 and ∆ j X given X tj−1 = x, which we denote by y →p h0 (y|x), satisfies that In what follows, the constant B 0 ≥ 0 may change at each appearance, with keeping the rule that B 0 = 0 if b is bounded (that is, if the Assumption 2.13(2)(b) holds). Let k ∈ N. We will prove that
To this end, we make use the argument of the proof of [1, Eq.(2.
2)], while our conditions are apparently weaker. Write P l (·) for the conditional expectation given F t l . Observe that from (6.36) we have a.s.
This in turn implies that
Iterating the same manner along with taking the conditional expectations successively, we can deduce
the last estimate holding for every h 0 small enough; again note that we can take B 0 = 0 when b is bounded. Thus we have verified the estimate (6.37), so that We will show that Therefore (A.5) holds for q ∈ (0, 1/2). As for (A.6), recall that in Section 6.2.1 we have seen that the functionỸ for all β ∈ Θ β . Then (A.6) follows from (6.47) and (6.48), completing the proof of (3.2). Theorem A.1 can apply to general locally asymptotically quadratic models under weaker conditions compared with [4, Theorem 3.7] . A formal extension of Theorem A.1 to cases of more than two rates is straightforward.
