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This paper aims to integrate logical operators into frame-based se-
mantics. Frames are semantic graphs that allow lexical meaning to be
captured in a fine-grained way but that do not come with a natural
way to integrate logical operators such as quantifiers. The approach
we propose stems from the observation that modal logic is a power-
ful tool for describing relational structures, including frames. We use
its hybrid logic extension in order to incorporate quantification and
thereby allow for inference and reasoning. We integrate our approach
into a type theoretic compositional semantics, formulated within Ab-
stract Categorial Grammars. We also show how the key ingredients
of hybrid logic, nominals and binders, can be used to model semantic
coercion, such as the one induced by the begin predicate. In order to
illustrate the effectiveness of the proposed syntax-semantics interface,
all the examples can be run and tested with the Abstract Categorial
Grammar development toolkit.
1 frames and lexical semantics
Frames emerged as a representation format of conceptual and lexi-
cal knowledge (Fillmore 1977; Barsalou 1992; Löbner 2014a). They
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are commonly presented as semantic graphs with labelled nodes and
edges, such as the one in Figure 1, where nodes correspond to entities
(individuals, events, …) and edges correspond to (functional or non-
functional) relations between these entities. In Figure 1 all relations






















Structuring the knowledge as frames offers a fine-grained and sys-
tematic decomposition of meaning. This conception of frames is how-
ever not to be confused with the somewhat simpler FrameNet frames,
although the former can help to capture the structural relations of the
latter (see Osswald and Van Valin 2014).
Frames can be formalized as extended typed feature structures
(Petersen 2007; Kallmeyer and Osswald 2013) and specified as models
of a suitable logical language, the labelled attribute-value description
(LAVD) language. Such a language allows for the composition of lexical
frames on the sentential level by means of an explicit syntax-semantics
interface (Kallmeyer and Osswald 2013).
1.1 Logical representation of feature structures
The syntax-semantics interface of (Kallmeyer and Osswald 2013) relies
on a formal representation of semantic frames as base-labelled feature
structure with types and relations. This definition extends the standard
definition of feature structures in two respects. First, in addition to
features, proper relations between nodes can be expressed. Moreover,
it is not required that every node be accessible from a single root node
via a feature path; instead, it is required that every node be accessible
from one of the base-labelled nodes. Semantic frames defined in this
way can be seen as finite first-order structures which conform to a
signature consisting of a set Label∪Type of unary relation symbols and
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a set Feat∪Rel of binary relation symbols subject to the constraints that
the members of Label denote singletons, the members of Feat denote
functional relations, and that the above accessibility condition holds. In
the example frame of Figure 1, symbols inside nodes (l0, l1, …) indicate
base labels, symbols attached to nodes (man, motion, …) belong to
Type, members of Feat are marked by small caps (agent, endp, …),
and part-of is the only member of Rel occurring in this frame.
But the logical framework of (Kallmeyer and Osswald 2013) does
not provide means for explicit quantification. As a consequence, the
referential entities of the domain of discourse are implicitly treated as
definite, which is reflected by the naming of nodes l0, l1, etc.
Such relational structures can also easily be turned into Kripke
structures. Thus, semantic frames, or feature structures, provide a nat-
ural application domain for modal languages and, in particular, for
hybrid extensions because of the need to cope with node labels and
feature path re-entrancies (Blackburn 1993).
1.2 Semantic frames and hybrid logic
As Blackburn (1993) points out, attribute-value structures can be de-
scribed using the logical language of Hybrid Logic (HL, cf. Areces and
ten Cate 2007), an extension of the language of modal logic, well-
suited to the description of graph structures like the one of Figure 1.
HL introduces nominals, i.e., node names, that allow the logical formu-
las to refer to specific nodes of the graph. The nominal l0 for instance
refers to themotion node in Figure 1. It is then possible, for example, to
specify that the agent and the mover edges from the node l0 should
meet on the same node in Figure 1. This additional expressiveness of
HL over modal logic allows one to express node sharing in attribute
value structures (Blackburn 1993). HL is an established logical formal-
ism which has been extensively studied, in particular with respect to
the addition of variables for nodes, and the associated binders, that can
appear in the logical formulas. Its relation to attribute-value structures
and its expressiveness make it a natural candidate to relate quantified
expressions and frame semantics.
With respect to Kallmeyer and Osswald (2013), the approach we
propose here does not consider frames as “genuine semantic represen-
tations”. The one-to-one equivalence between the logical formulas of
the LAVD language of Kallmeyer and Osswald (2013) and the frames
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as graph (or relational) structures relies on the existence of minimal
models for such formulas. While HL with nominals but without vari-
ables nor binders is very close to the LAVD language, it is not obvious
what the notion of minimal model of the latter becomes when using
quantification. Thus, we have a more traditional view where the sense
of an expression is a hybrid logical formula and its reference is com-
puted against models. The latter are the frames we wish to consider.
But, contrary to what happens with minimal models, they are then not
fully specified by the logical formulas which serve as frame descrip-
tions.
This move from encodings to models is closely related to the one
from feature value matrices, as directly encoding a graph, to descrip-
tions of admissible structures when negation or disjunction were intro-
duced (Blackburn 1993, see the end of Section 1).
1.3 Related work
Hybrid logic with nominals but without quantification over states was
already used to describe semantic dependency graphs by Baldridge
and Kruijff (2002). Natural language quantification is there encoded
using restr and body relations. However, it remains unclear how to
compute relations between such representations (e.g., how to check
that John kisses Mary holds in case every man kisses Mary holds). An
additional step of interpretation of the graphs seems to be required.
A similar approach is proposed by Kallmeyer and Richter (2014)
for quantification in frame semantics. In this approach, “quantifier
frames” also introduce restr and body attributes that point to nodes
(typically representing an entity and an event, respectively). But they
do not directly encode the truth conditions that would be associated
with a model-theoretic interpretation. Bridging the gap between the
quantifier frame and the model-theoretic interpretation requires the
additional extraction of a predicate-logical formula; this, in turn, can
be model-theoretically interpreted in order to compute the truth value
of the expression.
Baldridge and Kruijff (2002) and Kallmeyer and Richter (2014)
consider frames to be expressions that need to be further interpreted,
possibly as formulas of predicate logic that, in turn, can be given a
model-theoretic interpretation in a usual way.
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In the approach we presently propose, and contrary to these pre-
vious approaches, there is no quantifier frame as such. The frames
themselves are the models. The quantifiers are part of the formulas de-
scribing or constraining the frames (as models of the logical formulas)
that can make an expression true. The HL formulas are the expressions
to be interpreted as frames. But for the latter, no additional interpreta-
tion is required. The logical operators and the frames (as models) are
kept separate, following the approach suggested by Muskens (2013).
2 hybrid logic and semantic frames
2.1 Hybrid logic
We use the notations of Areces and ten Cate (2007).
Definition 1 (Formulas). Let Rel = Func ∪ PropRel be a set of func-
tional and non-functional relational symbols, Prop a set of proposi-
tional variables, Nom a set of nominals (node names), and Svar a set
of state variables. Let Stat= Nom∪ Svar.
The language of formulas Forms is defined as:
Forms ::=⊤ | p | s | ¬ϕ | ϕ1 ∧ϕ2 | 〈R〉ϕ | Eϕ | @sϕ | ↓ x .ϕ | ∃x .ϕ
where p ∈ Prop, s ∈ Stat, R ∈ Rel, x ∈ Svar, and ϕ,ϕ1,ϕ2 ∈ Forms.
Moreover, we define:
• Aϕ ≡ ¬ E¬ϕ
• [R]ϕ ≡ ¬〈R〉¬ϕ
• ϕ⇒ψ≡ ¬ϕ ∨ψ
We call Aand [R] universal operators, and Eand 〈R〉 existential oper-
ators. The elements of Func will be written in small caps.
The 〈R〉 and [R] operators are the usual modal operators corre-
sponding to some accessibility relation R. The semantics of the new
operators are given in the definitions to come, but the intuition be-
hind them is as follows. The Eϕ formula states that somewhere in the
relational structure there is a node where ϕ holds. Aϕ holds only if
ϕ holds at each node of the structure. The binder ↓ in ↓ x .ϕ gives the
name x to the current node, so that x can be referred to arbitrarily
deep in ϕ. The quantifier ∃x .ϕ does not change the evaluation node,
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but states that some other node in the structure exists, is given the
name x , and is such that ϕ (that possibly refers to x) is true at the
current evaluation node. Finally, @sϕ states that ϕ holds at the node
named s. With this operator, it can be checked from any place in the
relational structure that the property ϕ holds at this specific node.
Definition 2 (Model). A model M is a triple 〈M , (RM )R∈Rel, V 〉 such
that M is a non-empty set, each RM is a binary relation on M , and the
valuation V : Prop ∪Nom −→ ℘(M) is such that if i ∈ Nom then V (i)
is a singleton. An assignment g is a mapping g : Svar −→ M . For an
assignment g, g xm is an assignment that differs from g at most on x and
g xm(x) = m. For s ∈ Stat, we also define [s]M ,g to be the only m such
that V (s) = {m} if s ∈ Nom and [s]M ,g = g(s) if s ∈ Svar.
Definition 3 (Satisfaction relation). LetM be a model, w ∈ M , and g
an assignment forM . The satisfaction relation is defined as follows:
M , g, w ⊨⊤
M , g, w ⊨ s iff w= [s]M ,g for s ∈ Stat
M , g, w ⊨ ¬ϕ iff M , g, w ̸ ⊨ϕ
M , g, w ⊨ ϕ1 ∧ϕ2 iff M , g, w ⊨ ϕ1 andM , g, w ⊨ ϕ2
M , g, w ⊨ 〈R〉ϕ iff there is a w′ ∈ M such that
RM (w, w′) andM , g, w′ ⊨ ϕ
M , g, w ⊨ p iff w ∈ V (p) for p ∈ Prop
M , g, w ⊨@sϕ iff M , g, [s]M ,g ⊨ ϕ for s ∈ Stat
M , g, w ⊨↓ x .ϕ iff M , g xw, w ⊨ ϕM , g, w ⊨ ∃x .ϕ iff there is a w′ ∈ M such thatM , g xw′ , w ⊨ ϕM , g, w ⊨ Eϕ iff there is a w′ ∈ M such thatM , g, w′ ⊨ ϕ
We can then check that M , g, w ⊨ Aϕ iff ∀w′ M , g, w′ ⊨ ϕ. Ais
the universal modality. Aϕ states that the property ϕ should hold at
each node of the model.
Definition 4 (Satisfaction and validity). A formula ϕ is:
• satisfiable if there is a modelM , and an assignment g onM , and
a state w ∈ M such thatM , g, w ⊨ ϕ
• globally true in a modelM under an assignment g if it is satisfiable
at all states of the model, i.e.,M , g, w ⊨ ϕ for all w ∈ M . We write
M , g ⊨ ϕ
• valid if for all modelsM and assignments g,M , g ⊨ ϕ.
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We can reformulate the frame of Figure 1 (Section 1) within this
framework. The Prop vocabulary we use in the HL formulas corre-
sponds to the unary relation symbols of Type used by Kallmeyer and
Osswald (2013) to represent frames (see Section 1.1). The Nom vocab-
ulary corresponds to the unary relation symbols of Label, and the Rel
vocabulary subsumes the Feat binary relations of Kallmeyer and Oss-
wald (2013). Note that the functionality of the members of Feat must
be enforced separately by axioms. The semantic frame of Figure 1
is then a model that satisfies the formula (1) at the element named
by l0. This formula also highlights the crucial role of nominals in this
setting. Several other formulas would be possible, but using an@ oper-
ator, here @v, is needed to specify that the at-region and the part-of
edges meet on the same node (the @l2 is not completely necessary to
describe the structure of Figure 1 but naturally arises in a composi-
tional computing of this representation).
(1) l0 ∧motion ∧ 〈agent〉(l1 ∧man) ∧ 〈mover〉l1∧




According to the satisfaction relation definition, ↓ and ∃ bind node
variables without changing the current evaluation node. In addition
to E, Blackburn and Seligman (1995) introduce another quantifier Σ
for which the satisfaction relation also changes the evaluation node:1
M , g, w ⊨ Σx .ϕ iff ∃w′ M , g xw′ , w′ ⊨ ϕ
This defines two independant families of operators: ↓ and ∃, and E
and Σ.2 However, using any two operators of both families (for in-
stance ↓and E, the “weakest” ones) is expressively equivalent to using
the most expressive fragment of the hybrid languages (the full hybrid
language).
1Blackburn and Seligman (1995) call Ethe somewhere operator, and write it
◊, and Ais the universal modality, written □.
2Note that ↓ can be defined in terms of ∃ by ↓ x .ϕ ≡ ∃x .x ∧ϕ and that Ecan
be defined in terms of Σ by Eϕ ≡ Σz.ϕ with z not occurring in ϕ.
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It is usual to refer to the hybrid languages H (θ1, . . . ,θn) as the
extension of the modal language with nominals and the operators
θ1, . . . ,θn ∈ {↓,@, E,∃}. It is worth noting that even using the simplest
binder ↓ already causes the satisfiability problem for H (↓) to be un-
decidable (Areces et al. 1999) where the satisfiability problem corre-
sponds to answering the question whether given a formula ϕ, there is
a modelM , an assignment g and a node w such thatM , g, w ⊨ ϕ.
Nevertheless, there are syntactic restrictions on formulas that
make the satisfiability problem decidable. In particular, formulas of
the full hybrid language that do not contain the pattern “universal
operator scoping over a ↓ operator scoping over a universal opera-
tor” have a decidable satisfiability problem (ten Cate and Franceschet
2005). Such formulas are used by Kallmeyer et al. (2015).
But the formulas we use in the present paper do show this pattern.
On the other hand, they do not use the pattern “existential operator
scoping over a ↓ operator scoping over an existential operator”. For
such formulas, the validity problem is shown to be decidable (ten Cate
and Franceschet 2005). Although the validity problem for first-order
logic is undecidable, this result by itself does not really improve on
first-order logic representations. A more promising approach would
be to consider semantic restrictions of the underlying class of models.
For instance, (Schneider 2007) describes some classes where decid-
ability results hold. As we do not take advantage so far of the Frame
Semantics hypothesis that considers attributes to be functional, the
class of models with such a semantic restriction is a natural candidate
for studying the satisfiability problem. In any case, for every hybrid
language, testing a given formula against a given finite model is de-
cidable (Franceschet and de Rijke 2006).
2.3 Frame semantics with quantification
Since the models we are considering are semantic frames instead of
arbitrary first-order models, we first present some models in which
we consider the sentences (2a), (3a), and (4a). When the model is the
frame of Figure 2, we expect (2a) to be true. There indeed is a kissing
event with agent and theme attributes linking to persons named
(represented by the name attribute) John and Mary respectively. Ac-
cordingly, we wish to represent the semantics of (2a) by the hybrid
logic formula (2b).
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On the other hand, (3a) is expected to be false as there is a person
named Paul who is agent of a single kissing event whose theme is a
person named Sue. The frame of Figure 2 indeed falsifies the formula
(3b) because we can find a node (namely, i0) at which man holds,3
but there is no kissing node from which we can both reach i0 through
an agent relation and, through a theme relation, a node at which
person∧ 〈name〉Mary also holds.
With the object wide scope reading, we also expect (4a) to be
false in the frame of Figure 2 because while the person named Paul
and Peter both are agent of kissing events, these events do not have
the same theme. However, with the subject wide scope reading, (4a)
is expected to be true in this frame.
(2) a. John kisses Mary
b. E(kissing∧ 〈agent〉(person∧ 〈name〉John)∧
〈theme〉(person∧ 〈name〉Mary))
(3) a. Every man kisses Mary
b. A(↓ i.man⇒ E(kissing∧ 〈agent〉i∧
〈theme〉(person∧ 〈name〉Mary)))
(4) a. Every man kisses some woman
b. A(↓ i.man⇒ E(↓ i′.woman∧
E(kissing∧ 〈agent〉i ∧ 〈theme〉i′)))
c. E(↓ i.woman∧ A(↓ i′.man⇒
E(kissing∧ 〈agent〉i′ ∧ 〈theme〉i)))
3Actually, in Figure 2, only person holds at i0. We can have man hold as well
with the additional postulate that (person∧〈name〉Paul)⇒man, and similarly of
each node with a name attribute.
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(5a) shows how state storing with the ↓ operator correctly inter-
acts with the @ operator in order to describe node sharing. This sen-
tence is expected to be true (both readings) in the model given by the
frame of Figure 3.The frame semantics analysis of bounded motions
verbs in (Kallmeyer and Osswald 2013) requires the motion to have
a goal attribute. It is moreover required that the node reached is
the same as the one of the entity provided by the PP. We express this
requirement in the HL formulas (5b) and (5c):
1. by binding to the variable i′ a house node,
2. by binding to the variable g a node that is accessible from the
motion node via the 〈goal〉 relation,
3. and by stating that i′ and g should be the same node, i.e., g ∧ i′
should hold.
(5) a. Every man walked to some house
b. A(↓ i.man⇒ ( E(↓ i′.house∧
(∃a g. E(motion∧ 〈agent〉a ∧ 〈mover〉a ∧ 〈goal〉g∧
〈path〉path∧ 〈manner〉walking∧@a i∧
(∃r v w.event∧ 〈path〉(path∧ 〈endp〉v)∧
@r(〈at-region〉w)∧@v(〈part-of 〉w)∧@r(g ∧ i′)))))))
c. E(↓ i′.house∧ ( A(↓ i.man⇒
(∃a g. E(motion∧ 〈agent〉a ∧ 〈mover〉a ∧ 〈goal〉g∧
〈path〉path∧ 〈manner〉walking∧@a i∧
(∃r v w.event∧ 〈path〉(path∧ 〈endp〉v)∧
@r(〈at-region〉w)∧@v(〈part-of 〉w)∧@r(g ∧ i′)))))))
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Our goal is to compositonally associate each expression in natu-
ral language to an HL formula. This logical formula is to be checked
against the possible models, and the sentence is true w.r.t. a modelM
in case this model satisfies the logical formula. More precisely, given
a sentence s and its semantic representation JsK, we say that s is true iff
for all assignments g,M , g ⊨ JsK (i.e., JsK is globally true inM under
any assignment).
Note that we use several modal operators. Each of them describes
the accessibility relations corresponding to one of the attributes we
find in frames (agent, goal, etc.). They should not be confused with
other possible modal operators that are used for natural language se-
mantics (e.g., knowledge and belief, intensionality, etc.). Clarifying
the interaction between these different kinds of modal operators, for
instance following Blackburn and Rijke (1997), is an important issue.
But this goes beyond the scope of this paper and is left for future work.
3 syntax semantics interface with
abstract categorial grammars
In order to exemplify our approach to quantification in frame se-
mantics, we rely on the framework of Abstract Categorial Grammars
(ACG) (de Groote 2001). ACGs derive from type-theoretic grammars in
the tradition of Lambek (1958), Curry (1961), and Montague (1974).
Rather than being a grammatical formalism on their own, they pro-
vide a framework in which several grammatical formalisms may be
encoded (de Groote and Pogodalla 2004). Since our focus is on the
semantic modelling of quantification in frame semantics and its com-
positional account, we provide a Montague grammar based syntactic
modelling that is sufficient for our purpose. Integration of the mod-
elling of scope ambiguity in a TAG encoding (de Groote 2002) for
instance would require an embedding into an underspecified repre-
sentation language (Bos 1995; Pogodalla 2004; Kallmeyer and Romero
2008) that plays no role in the final interpretation of the logical for-
mula to be interpreted.
3.1 Abstract Categorial Grammars
The definition of an ACG is based on a small set of mathematical prim-
itives from type theory, λ-calculus, and linear logic. These primitives
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combine via simple composition rules, offering ACGs good flexibility.
In particular, ACGs generate languages of linear λ-terms, which gen-
eralize both string and tree languages. Crucially, ACG provides the
user with direct control over the parse structures of the grammar, the
abstract language. Such structures are later interpreted by a morphism,
the lexicon, to get the concrete object language. A vocabulary is the
higher-order signature that defines the atomic elements (atomic types
and typed constants).
For sake of self-containedness, we review here the basic defini-
tions of ACGs.
Definition 5 (Types). Let A be a set of atomic types. The set T (A) of
implicative types built upon A is defined with the following grammar:
T (A) ::= A|T (A)⊸ T (A)|T (A)→ T (A)
The set of linear implicative types built upon A is defined with the
following grammar:
T 0(A) ::= A|T 0(A)⊸ T 0(A)
Definition 6 (Higher-order signatures). A higher-order signature Σ is a
triple Σ= 〈A, C ,τ〉 where:
• A is a finite set of atomic types;
• C is a finite set of constants;
• τ : C → T (A) is a function assigning types to constants.
A higher-order signature Σ = 〈A, C ,τ〉 is linear if the codomain of
τ is T 0(A).
Definition 7 (λ-Terms). Let X be an infinite countable set of λ-
variables. The set Λ(Σ) of λ-terms built upon a higher-order signature
Σ= 〈A, C ,τ〉 is inductively defined as follows:
• if c ∈ C then c ∈ Λ(Σ);
• if x ∈ X then x ∈ Λ(Σ);
• if x ∈ X and t ∈ Λ(Σ) and x occurs free in t exactly once, then
λox .t ∈ Λ(Σ);
• if x ∈ X and t ∈ Λ(Σ), then λx .t ∈ Λ(Σ);
• if t, u ∈ Λ(Σ) then (t u) ∈ Λ(Σ).
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Note there is a linear λ-abstraction (denoted by λo) and a (usual) in-
tuitionistic λ-abstraction (denoted by λ). There also are the usual no-
tions of α, β , and η conversions (Barendregt 1984).
Definition 8 (Typing judgment). Given a higher-order signature Σ,
the typing rules are given with an inference system whose judgments
are of the form: Γ ;∆ ⊢Σ t : α where:
• Γ is a finite set of non-linear variable typing declarations;
• ∆ is a finite set of linear variable typing declarations.
Both Γ and ∆ may be empty. If both of them are empty, we usually
write t : α (t is of type α) instead of ⊢Σ t : α. Moreover, we drop the
Σ subscript when the context permits. Table 1 gives the typing rules.
(const.)
Γ ;⊢Σ c : τ(c)
(lin. var.)
Γ ; x : α ⊢Σ x : α (var.)Γ , x : α;⊢Σ x : α
Γ ;∆, x : α ⊢Σ t : β (l. abs.)
Γ ;∆ ⊢Σ λox .t : α⊸ β
Γ ;∆1 ⊢Σ t : α⊸ β Γ ;∆2 ⊢Σ u : α (l. app.)
Γ ;∆1,∆2 ⊢Σ (t u) : β
Γ , x : α;∆ ⊢Σ t : β (abs.)
Γ ;∆ ⊢Σ λx .t : α→ β
Γ ;∆ ⊢Σ t : α→ β Γ ;⊢Σ u : α (app.)





Remark. In the rule (app.), the linear context needs to be empty. Oth-
erwise, a linear variable occurring in u could be duplicated or removed
if the non-linear abstracted variable in t for which it substitutes in a
β-reduction is duplicated or removed.
Definition 9 (Lexicon). Let Σ1 = 〈A1, C1,τ1〉 and Σ2 = 〈A2, C2,τ2〉 be
two higher-order signatures,Σ1 being linear. A lexiconL = 〈F, G〉 from
Σ1 to Σ2 is such that:
• F : A1 → T (A2). We also note F : T 0(A1)→ T (A2) its homomor-
phic extension;4
• G : C1→ Λ(Σ2). We also note G : Λ(Σ1)→ Λ(Σ2) its homomorphic
extension;
4Such that F(α⊸ β) = F(α)⊸ F(β) and F(α→ β) = F(α)→ F(β)
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• F and G are such that for all c ∈ C1, ⊢Σ2 G(c) : F(τ1(c)) is prov-able.
We also use L instead of F or G.
Definition 10 (Abstract Categorial Grammar and vocabulary). An ab-
stract categorial grammar is a quadruple G = 〈Σ1,Σ2,L, S〉 where:
• Σ1 = 〈A1, C1,τ1〉 and Σ2 = 〈A2, C2,τ2〉 are two higher-order sig-
natures and Σ1 is linear. Σ1 is called the abstract vocabulary and
Λ(Σ1) is the set of abstract terms; similarly, Σ2 is called the object
vocabulary and Λ(Σ2) is the set of object terms.
• L : Σ1→ Σ2 is a lexicon.
• S ∈ T (A1) is the distinguished type of the grammar.
Given an ACG Gname = 〈Σ1,Σ2,Lname, S〉, we use the following nota-
tional variants for the interpretation of the type α (resp. the term
t): Lname(α) = β , Gname(α) = β , α :=name β , and JαKname = β (resp.
Lname(t) = u, Gname(t) = u, t :=name u, and JtKname = u). The subscript
may be omitted if clear from the context.
Definition 11 (Abstract and object languages). Given an ACG G , the
abstract language is defined by
A (G ) = {t ∈ Λ(Σ1) | ⊢Σ1 t : S is derivable}
The object language is defined by
O (G ) = {u ∈ Λ(Σ2) | ∃t ∈A (G ) s.t. u=L(t)}
3.2 The syntax-semantics interface as ACG composition
The lexicon defines the way structures are interpreted. It plays a cru-
cial role in the way ACG models the syntax-semantics interface. The
basic idea is to have a given (abstract) structure interpreted either
as a surface form (e.g., a string) or as a meaning form (e.g., a logi-
cal formula). This boils down to having two interpretations that share
the same abstract vocabulary, hence mapping a single structure into
two different ones. This composition is illustrated by Gform and Gmeaning
sharing the Σabstract vocabulary in Figure 4.
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ACG composition for the
syntax-semantics interface
4 type theoretic semantics with frames
We now provide the type-theoretic syntax-semantics interface allow-
ing for a compositional building of the meanings. We use the archi-
tecture described in Figure 4. As we are concerned in this article with
semantic modelling and quantification rather than with parsing, we
use higher-order types for quantified noun-phrases.
All the following examples can be run and tested with the ACG
toolkit5 and the companion example files.6
4.1 The ACG of surface forms
At the abstract level, we use the signature defined with the type as-
signment of Table 2. It makes use of the usual syntactic types: NP, S,
N, and PP. Note that following the usual type-logical approach, deter-
miners have a higher-order type.
John,Mary : NP kisses : NP⊸ NP⊸ S
man,woman,house : N every, some : N⊸ (NP⊸ S)⊸ S




The object vocabulary of surface forms uses the standard mod-
elling of strings as λ-terms. It is built on Σform that contains a single
atomic type o, and the type σ (for strings) is defined by σ ∆= o ⊸ o.
The concatenation is then defined as functional composition by ·+ ·=
λo f g.λoz. f (g z) : σ⊸ σ⊸ σ. It is associative, and it admits the iden-
tity function ε ∆= λox .x : σ as a neutral element. Σform also contains the
constants John,Mary, kisses, every,man . . . of type σ.
The ACG Gform is then defined using the interpretations given in
Table 3. The terms defined in Equations (6) correspond to the syntactic
5ACGtk can be downloaded and installed from http://calligramme.
loria.fr/acg/#Software.
6These files are available at https://hal.inria.fr/hal-01417853/
file/quantification-and-frames.zip.
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derivations of the sentence for which we want to provide a semantic
representation. Their surface forms are given by Equations (7)–(12).
u2b = kisses Mary John
u3b = (every man) (λ
ox .kisses Mary x)
u4b = (every man) (λ
ox .(some woman) (λo y.kisses y x))
u4c = (some woman) (λ
o y.(every man) (λox .kisses y x))
u5b = (every man) (λ
ox .(some house)(λo y.walked (to y) x))
u5c = (some house)(λ
o y.(every man) (λox .walked (to y) x))
(6)
u2b :=form John+ kisses+Mary(7)
u3b :=form every+man+ kisses+Mary(8)
u4b :=form every+man+ kisses+ some+woman(9)
u4c :=form every+man+ kisses+ some+woman(10)
u5b :=form every+man+walked+ to+ some+ house(11)
u5c :=form every+man+walked+ to+ some+ house(12)
Table 3:
Gform interpretation of the
abstract atomic types and
constants
John :=form John Mary :=form Mary
man :=form man woman:=form woman
house:=form house
to :=form λon.to+ n into :=form λon.into+ n
every :=form λon P.P (every+ n) some :=form λon P.P (some+ n)
kisses:=form λoo s.s+ kissed+ o walked :=form λop s.s+walked+ p
4.2 The ACG of meaning representations
In accordance with the ACG architecture of Figure 4, the syntax-
semantics interface relies on sharing the abstract language of the two
ACGs responsible for the surface interpretation on the one hand and
for the semantic interpretation on the other hand. The abstract vocab-
ulary we use is Σabstract, defined in the previous section.
Our goal is to associate every sentence with a hybrid-logical for-
mula. It’s important to note that we are not concerned with higher-
order hybrid logic in this work; not even first-order hybrid logic. The
binders and quantifiers we use only bind node variables, and not enti-
ties nor higher-order predicates. This contrasts with quantified hybrid
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logic (QHL) (Blackburn and Marx 2002). We do not directly adopt the
Hybrid Type Theory (HTT) proposed by Areces et al. (2011, 2014).
Contrary to what could be expected from (Gallin 1975) type theory
of higher-order modal logic, Areces et al. (2014) do not use a specific
type s to denote nodes (or worlds) and nominals are typed t as propo-
sitions.
We do introduce a specific type s for nominals, so that the set of
atomic types of Σmeaning is {s, t}. We also introduce a coercion operator
# : s → t in order to use nominals as propositions in formulas. This
ensures we only build formulas of Forms. Table 4 shows the semantic
constants we use, including logical operators and quantifiers.
event,kissing,motion,person,John,Mary, . . . : t
〈agent〉, 〈theme〉, 〈mover〉, 〈part-of 〉, . . . : t ⊸ t
# : s→ t
∧,⇒ : t ⊸ t ⊸ t
@ : s→ t ⊸ t
E,
A
: t ⊸ t





We can now define Gmeaning using the interpretations of the atomic
types of the constants of Table 5. We follow Kallmeyer and Osswald
(2013) in the semantics and meaning decomposition of motion verbs.






some :=meaning λoP Q. E(↓ i.P ∧ (Q (# i)))
every :=meaning λoP Q.
A
(↓ i.P ⇒ (Q (# i)))
kisses :=meaning λoo s. E(kissing∧ 〈agent〉s ∧ 〈theme〉o)
walked :=meaning λopp s.∃a g. E(motion∧ 〈agent〉(# a)∧ 〈mover〉(# a)
∧〈goal〉(# g)∧ 〈path〉path∧ 〈manner〉walking
∧@as ∧ (pp (# g)))
to :=meaning λon g.∃r v w.event∧ 〈path〉(path∧ 〈endp〉v)∧
@r〈at-region〉(# w)∧@v〈part-of 〉(# w)∧@r(g ∧ n)
into :=meaning λon g.∃r v w.event∧ 〈path〉(path∧ 〈endp〉v)∧
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Remark. Nominal variables are allowed to occur non-linearly in se-
mantic terms. This is required, for instance, in order to specify that
a same nominal is reached from two different paths (see for instance
the variable a in JwalkedKmeaning in Table 5).
What the ACG framework does not express, though, are the lex-
ical or meaning postulates that can be added to the logical theory.
Such postulates are additional constraints that any model should also
satisfy and that do not depend on the actual semantic representation
that is being built. They include for instance the representation of the
ontology of propositions (types, in the frame semantics terminology)
such as: man ⇒ person, or any standard modal-logical axiom such as
□(p⇒ q)⇒ (□p⇒ □q).
It follows that the following equalities hold, where t2b is the term
in (2b), t3b is the term in (3b), etc., such that every nominal variable
is preceded by the # coercion operator:
Jkisses Mary JohnK = t2b(13) J(every man) (λox .kisses Mary x)K = t3b(14) J(every man) (λox .(some woman) (λo y.kisses y x))K = t4b(15) J(some woman) (λo y.(every man) (λox .kisses y x))K = t4c(16)
Table 5 shows the interaction of the storing operator with path
equalities. It compositionally derives from the verb and the preposi-
tion semantic interpretations. In the verb semantics, the path equal-
ities specify that the mover and the agent attributes of the event
are the same, and that the information provided by the pp argument
should hold for the goal g. In its semantics, the preposition con-
tributes on the one hand to the main event (as the event proposition
is evaluated at the current state) and on the other hand by specify-
ing that the g state (meant to be the target node of the verb that the
proposition modifies, here the target of the goal attribute) should be
identified to the n argument (the noun phrase which is argument of
the preposition). This leads to the interpretations (5b) and (5c) of (5a)
given in (17) and (18).
J(every man) (λox .(some house)(λo y.walked (to y) x))K = t5b(17) J(some house)(λo y.(every man) (λox .walked (to y) x))K = t5c(18)
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5 type coercion as existential
quantification
We now have two ingredients at our disposal: the decomposition of the
lexical semantics offered by frame semantics, and the power of binding
states. We illustrate how to combine them in order to model semantic
coercion. Sentence (19) shows how a predicate can take another event
predicate as argument. On the other hand, sentence (20) shows that
the same predicate can take a noun phrase as argument. In the latter
case, it instead conveys the meaning that the entity referred to by the
noun phrase should be part of some event. It is even the case that
if this event is not salient in the context, it can be inferred from the
lexicon, for instance using the qualia structure and the telic quale as
defined by the Generative Lexicon (Pustejovsky 1998), or a subclass
of the S2 lexical function in the framework of the Explanatory and
Combinatorial Lexicology (Mel’čuk et al. 1995; Polguère 2003).
(19) John began to read a book
(20) John began a book
We first model (19). The assumed syntactic constructions are
given by the extension of the Σabstract signature of Table 6 and by its
interpretation by Gform of Table 7.
Semantically, the idea is that events are structured (Moens and
Steedman 1988). We in particular consider the structures required
by aspectual predicates such as begin as in (Pustejovsky and Bouillon
1995). We structure the events with the notion of transition that has
an ante attribute and a post attribute (see Figure 5). When an event
has begun, it is set as the value of the post attribute. This is what the
interpretation of begin1 in Table 8 states. This interpretation also re-
quires the event argument to be a process (proc) or an accomplishment
(acc) (Im and Lee 2015).
begin1 : Sinf ⊸ NP⊸ S
begin2 : N P ⊸ NP⊸ S





oc s.s+ began+ c
begin′2,begin2 :=form λoo s.s+ began+ o
to read :=form λoo.to+ read+ o
Table 7:
Interpretation of types and constants
of Σabstract by Gform
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Sinf :=meaning t ⊸ t
begin1 :=meaning λ
oc s. E(transition∧ 〈post〉((proc∨ acc)∧ (c s)))
begin′2 :=meaning λoo s. E(transition∧ 〈post〉
((proc∨ acc)∧ 〈agent〉s ∧ 〈ug〉o))
begin2 :=meaning λ
oo s. E(transition∧ 〈post〉
(↓s.(proc∨ acc)∧ 〈agent〉s∧
〈ug〉(o ∧ 〈proto 〉〈e-q 〉(↓s′.@s〈proto 〉(# s′)))))
to read :=meaning λoo s.reading∧ 〈agent〉s ∧ 〈theme〉o
(a book) (λo y.begin1 (to read y) John) :=forms
John+ began+ to+ read+ a+ book
(21)
(a book) (λo y.begin1 (to read y) John) :=meaning





With the provided ACGs, we can then compute the semantic in-
terpretation of the syntactic derivation associated with (19). Equa-
tion (21) shows that the syntactic derivation indeed corresponds to the
sentence, and Equation (22) shows its semantic interpretation. In or-
der to be true, the model should have a node i where book holds, and a
node where transition holds and from which there is a 〈post〉〈theme〉
path to i.
It is actually this path that we require to exist in the semantic
recipe for begin when used with a direct object. This requirement ap-
pears in the interpretation of begin′2 as given by Table 8 by specifying
that the event given as the value of the post attribute itself has an
undergoer (ug) that should target the direct object. This interpreta-
tion also accounts for the following constraints (Pustejovsky and Bouil-
lon 1995): the subject of begin is also the agent of the argument event,
and the latter is either a process or an accomplishment. Equations (23)
and (24) show the achieved effects from the derivation of (20).
(a book) (λo y.begin′2 y John) :=forms John+ began+ a+ book(23)
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It is not specified, though, what kind of event it is: reading, writing,
etc. The latter lexically depends on the object. We want to model this
dependency by adding lexically determined conditions on the possible
models that make the formula true. We already met conditions in the
form of meaning postulates, such as (person ∧ 〈name〉Paul) ⇒ man.
The conditions we introduce now are different and also make use of
another feature of hybrid logic that we have not used so far: actual
nominals, and not only state variables. These nominals encode lexical
properties of the entities to be used in the meaning representation of
the lexical items.
So we introduce the nominals ibook, ireading, iwriting, itranslating . . . cor-
responding to the propositions (or types, in the frame semantics ter-
minology) book, reading,writing, translating . . . For each of these pairs,
the following schema holds:
(〈proto 〉ip)⇒ p(25)
If we additionally require that each node has a proto attribute, each
node in a frame should be associated with a prototypical node named
by a nominal, and the proposition that holds at the former can be
inferred from the latter.
We also encode that the ibook node is related through the e-q
(event quale) relation to some event nominals, requiring the postu-





Remark (Nominals as prototypical entities). It is very important that
the postulates of (26) use nominals rather than properties. Stating
these postulates directly with propositions, such as book∧〈e-q 〉reading,
book∧〈e-q 〉wrting, etc., would amount to require any node where book
holds to relate to every (quale) events with an 〈e-q 〉 relation. These
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Figure 6:





· · · itranslating
e-q
events would then be part of the model even if no linguistic element,
such as begin, triggers them.
We can now state the following condition on a node s that has o as
undergoer: when looking at the event quale of the prototype of o, if we
call this event quale s′, then s′ should be a prototype of s. Formula (27)
states this condition in hybrid logic terms. It is the formula used for the
interpretations of begin2 in Table 8. It can be paraphrased as follows:
if s is a state that has o as undergoer, we set s′ to be a quale event
associated to o, via a prototype of o. For instance, if book holds at o,
o∧〈proto〉 is ibook. Then s′ is one of the ireading, iwriting, etc. Say it is ireading.
@s〈proto 〉s′ finally ensures that the prototype of s is ireading. Together
with (25), we thus have that reading holds at s.
(27) ↓s.〈ug〉(o ∧ 〈proto 〉〈e-q 〉(↓s′.@s〈proto 〉s′))
Thus, as Equations (28) and (29) show, together with the postu-
lates (25) and (26), we have the semantic coercion of the object (here
a book) to its associated possible telic quales through the prototype
relation.
(a book) (λo y.begin2 y John) :=forms John+ began+ a+ book(28)




∧〈ug〉(# i ∧ 〈proto 〉〈e-q 〉(↓s′.@s〈proto 〉(# s′))))))
(29)
While accounting for the lexical knowledge, this approach makes
no use of a possible specific context where it is not required to use the
lexical information. For instance, (30) does not make sense without
any context, as ball does not come with a telic quale.
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(30) John began his ball
However, in a context that John was asked to paint a ball, for instance,
this information could be used to correctly interpret (30). Such an ac-
count could possibly be provided by making use of a selection operator
in some context, akin to the one proposed by de Groote (2006) and
Lebedeva (2012). The introduction of node binders should indeed al-
low us to propose such an approach to a continuation-based approach
to event context. In particular we may presuppose in the semantics of
begin2 the path conditions that apply to the object. If this property is
already satisfied (for instance by a painting event), nothing else hap-
pens beyond the retrieval of this event. Otherwise, the telic quale of
the object might be projected, possibly resulting in a failure if no pro-
totypical telic quale is available.
6 conclusion and perspectives
We used hybrid logic as a means to integrate logical operators with
frame semantics. We illustrated the approach with the modelling of
quantifier scopes. We embedded the proposed semantic representa-
tion within the Abstract Categorial Grammar framework in order to
show how to compositionally derive different quantifier scope read-
ings. We also showed how the key ingredients of hybrid logic, nomi-
nals, and binders can be used to model semantic coercion, such as the
one induced by the begin predicate.
Binding nodes also offers the possibility of using continuation se-
mantics in order to model a dynamic reference to events. In the par-
ticular case of semantic coercion, we plan to study how to integrate
the model we proposed with a representation of the context. The pro-
jection of the telic quale of some (object) entity would then depend
on the availability of some previously introduced events.
We also plan to take advantage of the semantic structuring in-
duced by frame semantics to account for representation and co-
predication of dot type objects. More generally, frame semantics offers
several ways to account for subtyping and meaning shifts. A first possi-
bility is to use an ontology by means of axioms (e.g., man⇒ person). A
second possibility is to use structural properties of frames, as proposed
for metonymy by Löbner (2014b). A third possibility is to combine
the two previous techniques as we propose in this article, encoding
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the qualia structures in prototype frames and linking nodes to their
prototypes using axioms.
Finally, we plan to investigate the computational properties of
the framework we propose with respect to the hybrid inferential sys-
tems (Blackburn and Marx 2002) and the specific properties induced
by the frame models we consider, typically the functionality of the
attribute relations (Schneider 2007). Modal and hybrid logics indeed
generally provide better computability properties than first-order logic
in terms of decidability and complexity. Some of these properties
are lost when using quantification over nominals (see Section 2.2)
and recovering them using restrictions induced by frames on mod-
els would be interesting in order to provide semantic representations
with tractable automated reasoning capabilities.
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