GW Invariants Relative Normal Crossings Divisors by Ionel, Eleny-Nicoleta
ar
X
iv
:1
10
3.
39
77
v3
  [
ma
th.
SG
]  
28
 Fe
b 2
01
4
GW INVARIANTS RELATIVE NORMAL CROSSING DIVISORS
ELENY-NICOLETA IONEL
Abstract. In this paper we introduce a notion of symplectic normal crossing divisor V and define
the GW invariant of a symplectic manifold X relative such a divisor. Our definition includes normal
crossing divisors from algebraic geometry. The invariants we define in this paper are key ingredients in
symplectic sum type formulas for GW invariants, and extend those defined in our previous joint work
with T.H. Parker [IP2], which covered the case V was smooth. The main step is the construction of a
compact moduli space of relatively stable maps into the pair (X, V ) in the case V is a symplectic normal
crossing divisor in X.
0. Introduction
In previous work with Thomas H. Parker [IP2] we constructed the relative Gromov-Witten invariant
GW (X,V ) of a closed symplectic manifold X relative a smooth “divisor” V , that is a (real) codimension
2 symplectic submanifold. These relative invariants are defined by choosing an almost complex structure
J on X that is compatible with both V and the symplectic form, and counting J-holomorphic maps that
intersect V with specified multiplicities. An important application is the symplectic sum formula that
relates the GW invariant of a symplectic sum X#V Y to the relative GW invariants of (X,V ) and (Y, V )
(see [IP3] and the independent approaches [LR], [Li] and [EGH]).
In this paper we introduce a notion of symplectic normal crossing divisor V , and define the GW
invariant of a symplectic manifold X relative such a divisor. Roughly speaking, a set V ⊂ X is a
symplectic normal crossing divisor if it is locally the transverse intersection of codimension 2 symplectic
submanifolds compatible with J (the precise definition is given in Section 1).
There are many reasons why one would want to extend the definition of relative GW invariants to
include normal crossing divisors, and we already have several interesting applications in mind. One is a
Mayer-Vietoris type formula for the GW invariants: a formula describing how the GW invariants behave
when X degenerates into several components and that allows one to recover the invariants ofX from those
of the components of the limit. The simplest such degenerations come from the symplectic sum along a
smooth divisor. But if one wants to iterate this degeneration, one is immediately confronted with several
pieces whose intersection is no longer smooth, but instead are normal crossing divisors. Normal crossing
divisors appear frequently in algebraic geometry, not only as the central fiber of a stable degeneration
but also for example as the toric divisor in a toric manifold which then appears in the context of mirror
symmetry. We also have some purely symplectic applications in mind in which normal crossing divisors
arise from Donaldson’s theorem; these appear in a separate paper [IP4].
The general approach in this paper is to appropriately adapt the ideas in [IP2] but now allow the
divisor to have a simple type of singularity, which we call symplectic normal crossing. This is defined in
Section 1, where we also present many of the motivating examples. The notion of simple singularity is
of course relative: the main issue here is to be able to control the analysis of the problem; the topology
of the problem, though perhaps much more complicated is essentially of a combinatorial nature so it is
much easier controlled.
There are several new features and problems that appear when the divisor V has such singular locus.
First, one must include in the moduli space holomorphic curves that intersect the singular locus, and
one must properly record the contact information about such intersections. In Section 3 we describe
how to do this and construct the corresponding moduli space Ms(X,V ) of stable maps into X whose
Research supported in part by the NSF grants DMS-0605003 and DMS-0905738.
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contract intersection with V is described by the sequence s. There is a lot of combinatorics lurking in
the background that keeps track of the necessary topological information along the singular locus, which
could make the paper unnecessarily longer. We have decided to keep the notation throughout the paper
to a minimum, and expand its layers only as needed for accuracy in each section. We give simple examples
of why certain situations have to be considered, explain in that simple example what needs to be done,
and only after that proceed to describe how such situations can be handled in general. In the Appendix
we describe various needed stratifications associated to a normal crossing divisor, and topological data
associated to it.
The other more serious problem concerns the construction of a compactification Ms(X,V ) of the
relative moduli space. In the usual Gromov compactification of stable maps into X , a sequence of
holomorphic maps that have a prescribed contact to V may limit to a map that has components in V or
even worse in the singular locus of V ; then not only the contact information is lost in the limit, but the
formal dimension of the corresponding boundary stratum of the stable map compactification is greater
than the dimension of the moduli space. This problem already appeared for the moduli space relative a
smooth divisor, where the solution was to rescale the target normal to V to prevent components from
sinking into V ; but now the problem is further compounded by the presence of the singular locus of V .
So the main issue now is to how to precisely refine the Gromov compactness and construct an appropriate
relatively stable map compactification Ms(X,V ) in such a way that its boundary strata are not larger
dimensional than the interior.
In his unpublished Ph.D. thesis, Joshua Davis [Da] described how one can construct a relatively stable
map compactification for the space of genus zero maps relative a normal crossing divisor, by recursively
blowing up the singular locus of the divisor. As components sunk into this singular locus, he recursively
blew it up to prevent this from happening. This works for genus zero, but unfortunately not in higher
genus. The main reason for this is that in genus zero a dimension count shows that components sinking
into V cause no problem, only those sinking into the singular locus of V do. However, that is not the
case in higher genus, so then one would also need to rescale around V to prevent this type of behavior.
But then the process never terminates: Josh had a simple example in higher genus where a component
would sink into the singular locus. Blowing up the singular locus forced the component to fall into the
exceptional divisor. Rescaling around the exceptional divisor then forced the component to fall back into
the next singular locus, etc.
In this paper we present a different way to construct a relatively stable map compactificationMs(X,V ),
by instead rescaling X simultaneously normal to all the branches of V , a procedure we describe in Section
4. When done carefully, this is essentially a souped up version of the rescaling procedure described in
[IP2] in the case V was smooth. Unfortunately, the naive compactification that one would get by simply
importing the description of that in [IP2] simply does not work when the singular locus of V is nonempty!
There are two main reasons for its failure: the first problem is that the “boundary stratum” containing
curves with components over the singular locus is again larger dimensional than the “interior” so it is in
some sense too big; the second problem is that it still does not capture all the limits of curves sinking
into the singular locus, so it is too small! This seems to lead into a dead end, but upon further analysis
in Sections 6 and 7 of the limiting process near the singular locus two new features appear that allows
us to still proceed.
The first new feature is the refined matching condition that the limit curves must satisfy along the
singular locus of V . It turns out that not all the curves which satisfy the naive matching conditions can
appear as limits of maps inMs(X,V ). The naive matching conditions require that the curves intersect V
in the same points with matching order of contact, as was the case in [IP2], while the refined ones along
the singular locus essentially require that their slopes in the normal directions to V also match. So the
refined matching conditions also involve the leading coefficients of the maps in these normal directions,
and they give conditions in a certain weighted projectivization of the normal bundle to the singular
locus, a simple form of which is described in Section 5. Luckily, this is enough to cut back down the
dimensions of the boundary to what should be expected. In retrospect, these refined matching conditions
already appeared in one of the key Lemmas in our second joint paper [IP3] with Thomas H. Parker
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on the symplectic sum formula, but they do not play any role in the first paper [IP2] because they are
automatically satisfied when V is smooth.
The second new feature that appears when V is singular is that unfortunately one cannot avoid trivial
components stuck in the neck (over the singular locus of V ), as we show in some simple examples at
the end of Section 5. This makes the refined matching conditions much more tricky to state, essentially
because these trivial components do not have the right type of leading coefficients. The solution to this
problem is to realize that the trivial components are there only to make the maps converge in Hausdorff
distance to their limit, and in fact they do not play any essential role in the compactification, so one
can simply collapse them in the domain, at the expense of allowing a node of the collapsed domain to
be between not necessarily consecutive levels. The refined matching condition then occurs only at nodes
between two nontrivial components, but needs to take into account this possible jump across levels. It is
described more precisely in Section 6.
This finally allows us to define in Section 7 the compactified moduli space Ms(X,V ) of relatively
V -stable maps into X , which comes together with a continuous map
st× Ev :Ms(X,V )→Mχs,ℓ(s) ×
∏
x
Ps(x)(NVI(x)) (0.1)
The first factor is the usual stabilization map recording the domain of f , which may be disconnected, but
the new feature is the second factor Ev. It is a refinement of the usual (naive) evaluation map ev at the
points x that are mapped into the singular locus of V , and it also records the weighted projectivization
of the leading coefficients of f at x in all the normal directions to V at f(x). This is precisely the map
that appears in the refined matching conditions.
In Section 8 we then show that for generic V -compatible perturbation (J, ν) (under the assumption
of Remark 2.2) the image of Ms(X,V ) under the map (0.1) defines a homology class GWs(X,V ) in
dimension
dimMs(X,V ) = 2c1(TX)As + (dim X − 6)χs
2
+ 2ℓ(s)− 2As · V
called the GW invariant of X relative the normal crossing divisor V . The class GWs(X,V ) is independent
of the perturbation ν and is invariant under smooth deformations of the pair (X,V ) and of (ω, J) though
V -compatible structures. When V is smooth these invariants agree with the usual relative GW invariants
as constructed in [IP2].
There is a string of recent preprints that have some overlap with the situation considered in our paper,
in that they all generalize in some way the normal crossing situation from algebraic geometry. First
of all, there is certainly an overlap between what we call a symplectic normal crossing divisor in this
paper and what fits into the exploded manifold setup considered by Brett Parker [P]. There is also some
overlap with the logarithmic Gromov-Witten invariants [GrS] considered by Gross and Siebert in the
context of algebraic geometry (see also the Abramovich-Chen paper [AC] on a related topic). However,
the precise local structure near the divisor is very different: log geometry vs symplectic normal crossing vs
exploded structures. Furthermore, the moduli spaces constructed in these papers and in particular their
compactifications are completely different, even when applied to the common case when V is a smooth
divisor in a smooth projective variety, see Remarks 1.16 and 1.17 for more details. This means that a
priori even in this common case each one of these other approaches many lead to different invariants,
some even different from the usual relative GW invariants.
This paper is based on notes from a talk the author gave in Sept 2006 in the Moduli Space Program
at Mittag-Leffler Institute, during a month long stay there. The notes were expanded in the fall of 2009
during the Symplectic and Contact Geometry and Topology program at MSRI. We thank both research
institutes for their hospitality. The author would also like to thank the referees for their tireless requests
to add more details to the paper which we hope helped improved the exposition.
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1. Symplectic normal crossing divisors
In this section we define a notion of symplectic normal crossing divisors, generalizing that from algebraic
geometry, and encoding the geometrical information required for the analysis of [IP2] and [IP3] to extend
after appropriate modifications. Clearly the local model of such divisor V should be the union of k
coordinate planes in Cn, where the number of planes may vary from point to point. But we also need a
local model for the symplectic form ω and the tamed almost complex structure J near such divisor, and
we require that each branch of V is both ω-symplectic and J-holomorphic. This will allow us to define the
order of contact of J-holomorphic curves to V . We also need a good description of the normal directions
to the divisor, as these are the directions in which the manifold X will be rescaled when components of
the J-holomorphic curves fall into V . So we keep track of both the normal bundle to each branch of V
and its inclusion into X describing the neighborhood of that branch.
Definition 1.1 (Local model). In Cn, consider the union V of k ≥ 0 (distinct) coordinate hyperplanes
Hi = {x|xi = 0}, together with their normal direction Ni defined by the projection πi : Cn −→ Hi,
πi(x) = xi, and the inclusion ι : (Ni, 0) → (Cn, Hi). We say that these form a model for a normal
crossing divisor in Cn with respect to a pair (ω, J) if all the divisors Hi are both ω-symplectic and J-
holomorphic.
Remark 1.2. There is a natural action of C∗ on the model induced by scaling by a factor of t−1 in the
normal direction to each Hi, for i = 1, . . . , k. This defines a rescaling map Rt : Cn → Cn for t ∈ C∗.
By construction, the Rt leaves the divisors Hi invariant, but not pointwise, and may not preserve J .
However, as t → 0, R∗t J converges uniformly on compacts to a C∗ invariant limit J0 which depends on
the 1-jet of J along the divisor.
Definition 1.3. Assume (X,ω, J) is a symplectic manifold with a tamed almost complex structure. V
is called a normal crossing divisor in (X,ω, J) with normal bundle N if there exists a smooth manifold
V˜ with a complex line bundle π : N → V˜ and an immersion ι : UV → X of some disk bundle UV of NV
into X satisfying the following properties:
(i) V is the image of the zero section V˜ of N
(ii) the restriction of ι∗J to the fiber of N along the zero section induces the complex multiplication
in the bundle N .
(iii) at each point p ∈ X we can find local coordinates on X in which the configuration (X, π, ι, V )
becomes identified with one of the local models in Definition 1.1.
Such a pair (J, ω) is called compatible with the divisor V . N is called the normal bundle of V and V˜ the
(smooth) resolution of V . A connected component of V˜ is called a component or (global) branch of V .
Note that ι induces by pullback from X both a symplectic structure ω and an almost complex structure
J on the total space of the disk bundle in N over on V˜ , which serves as a global model of X near V .
Its zero section V˜ is both symplectic and J-holomorphic and serves as a smooth model of the divisor V .
N is also a complex line bundle whose complex structure comes from the restriction of J along the zero
section. Thus N also comes with a C∗ action which will be used to rescale X normal to V .
Remark 1.4. We are not requiring J to be locally invariant under this C∗ action. We also are not
imposing the condition that the branches are perpendicular with respect to ω or that the projections πi
are J-holomorphic. We also allow transverse self intersections of various components of V . When each
component of V is a submanifold of X the divisor is said to have simple normal crossing singularities.
Any of these assumptions would simplify some of the arguments, but are not needed.
In this paper we only work with J ’s compatible with V in the sense of Definition 3.2 of [IP2]. This is
a condition on the normal 1-jet of J along V :
(b) [(∇ξJ + J∇JξJ)(v)]N = [(∇vJ)ξ + J(∇JvJ)ξ]N for all v ∈ TV , ξ ∈ NV ;
discussed in the Appendix. This extra condition is needed to ensure that the stable map compactification
has codimension 2 boundary strata, so it gives an invariant, independent of parameters. A priori, even
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when V is smooth the relatively stable map compactification may have real codimension 1 boundary
strata without this extra assumption.
A symplectic normal crossing divisor could be defined locally in terms of an atlas of charts on (X,ω, J)
compatible with V . The local models suffice to construct both a smooth resolution V˜ of V by separating
its local branches as well as the complex normal bundle N , in effect proving a tubular neighborhood
theorem in this context. For simplicity of exposition, we decided instead to include the global existence
of V˜ and N as part of the definition of a normal crossing divisor.
One could also define a notion of normal crossing in the smooth or even orbifold category. In this
paper we insist that the normal bundle N carry a complex structure, which induces a local C∗-action
normal to V . Otherwise, one only has an R+ action, which is the typical situation in SFT, leading to
further complications.
Example 1.5. A large class of examples is provided by algebraic geometry. Assume X is a smooth
projective variety and V a smooth normal crossing divisor in X in this category (i.e. the normalization
of V is a smooth projective variety). Then V is a symplectic normal crossing divisor for (X, J0, ω0) where
J0 is the integrable complex structure and ω0 the Kahler form. For example (a) X could be a Hirzebruch
surface and V the union of the zero section, the infinity section and several fibers or (b) V could be the
union of a section and a nodal fiber in an elliptic surface X .
An important example of this type is when X is a toric manifold and V is its toric divisor, which is a
case considered in mirror symmetry, see for example [Au2].
Example 1.6. A particular example to keep in mind is X = CP2 with a degree 3 normal crossing divisor
V . For example V could be a smooth elliptic curve, or V could be a nodal sphere, or finally V could be
a union of 3 distinct lines. In the second case the resolution V˜ is CP1 with normal bundle O(7) while in
the last case it is CP1 ⊔ CP1 ⊔ CP1, each component with normal bundle O(1). Of course, in a complex
1-parameter family, a smooth degree three curve can degenerate into either one of the other two cases.
Another motivating example of this type comes from a smooth quintic 3-fold degenerating to a union
of 5 hyperplanes in CP4.
Remark 1.7. Another special case is X = M0,n the Deligne-Mumford moduli space of stable genus 0
curves and V the union of all its boundary strata (i.e. the stratum of nodal curves). The usual description
of each boundary stratum and of its normal bundle provides the required local models for a symplectic
normal crossing divisor. This discussion can also be extended to the orbifold setting to cover the higher
genus caseMg,n and includes its smooth finite covers, the moduli space of Prym curves [Lo] or the moduli
space of twisted G-covers [ACV].
Of course, there are many more symplectic examples besides those coming from algebraic geometry.
Example 1.8. Assume V is a symplectic codimension two submanifold of (X,ω). The symplectic
neighborhood theorem allows us to find a J and a model for the normal direction to V , so V is normal
crossing divisor in (X,ω, J). Of course in this case V is a smooth divisor, so it has empty singular locus.
One may have hoped that the union of several transversely intersecting codimension two symplectic
submanifolds would similarly be a normal crossing divisor. Unfortunately, if the singular locus is not
empty, that may not be the case:
Example 1.9. Let V1 be an exceptional divisor in a symplectic 4-manifold and V2 a sufficiently small
generic perturbation of it, thus still a symplectic submanifold, intersecting transversely V1. This config-
uration cannot be given the structure of a normal crossing divisor, simply because one cannot find a J
which preserves both. If such a J existed, then all the intersections between V1 and V2 would be positive,
contradicting the fact that exceptional divisors have negative self intersection.
This example illustrates the fact that a normal crossing divisor is not a purely symplectic notion, but
rather one also needs the existence of an almost complex structure J compatible with the crossings. The
positivity of intersections of all branches is a necessary condition for such a J to exist in general.
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Remark 1.10. One could ask what are the necessary and sufficient conditions for V inside a symplectic
manifold (X,ω) to be a normal crossing divisor with respect to some J on X . Clearly V should be
locally the transverse intersection of symplectic submanifolds, and the intersections should be positive.
If we assume that the branches of V are orthogonal wrt ω, the existence of an ω-compatible J which is
compatible with V is straightforward (see Appendix). In general, one might be able to use a homotopy
argument to prove that positivity of intersections is the only obstruction to the existence of a J compatible
with V and tamed by ω. We do not pursue this issue further in this paper.
Example 1.11. Symplectic Lefschetz pencils or fibrations provide another source of symplectic normal
crossing divisors. Assume X is a symplectic manifold which has a symplectic Lefschetz fibration with a
symplectic section, for example one coming from Donaldson Theorem [Do2] where the section comes from
blowing up the base locus. Gomph [GoS] showed that in this case there is an almost complex structure
J compatible with this fibration. We could then take V the union of the section with a bunch of fibers,
including possibly some singular fibers.
Example 1.12. (Donaldson divisors) Assume V is a normal crossing divisor in (X,ω, J), J is ω-
compatible and [ω] has rational coefficients. We can use Donaldson theorem [Do1] to obtain a smooth
divisorD representing the Poincare dual of kω for k ≫ 0 sufficiently large, such that D is ε-J-holomorphic
and η-transverse to V (see also [Au1]). Choosing carefully the parameters η and ε, one can find a suffi-
ciently small, ω-tamed deformation of J such that V ∪D is also a normal crossing divisor (cf. [IP4]).
Remark 1.13. The definition of a normal crossing divisor works well under taking products of symplectic
manifolds with divisors in them. If Vi is a normal crossing divisor in Xi for i = 1, 2 then π
−1
1 (V1) ∪
π−12 (V2) = V1 ×X2 ∪X1 × V2 is a normal crossing divisor in X1 ×X2, with normal model π∗1N1 ⊔ π∗2N2.
Note that even if Vi were smooth divisors, the induced divisor in the product X1 ×X2 is singular along
V1 × V2.
Remark 1.14. The definition of a normal crossing divisor also behaves well under symplectic sums.
Assume Ui ∪ V is a symplectic divisor in Xi for i = 1, 2 such that the normal bundles of V in Xi are
dual. If Ui intersect V in the same divisor W then Gomph’s argument [Go] shows that the divisors Ui
glue to give a normal crossing divisor U1#WU2 in the symplectic sum X1#VX2.
Remark 1.15. (Stratifications associated to a normal crossing divisor) Any symplectic normal
crossing divisor V in (X,ω, J) induces a stratification of X , whose closed stratum V k consists of those
pointsX where at least k local branches of V meet. Each closed stratum has a smooth resolution V˜ k → V k
which comes with an induced (ω, J) and an intrinsic symplectic normal crossing divisor V˜ k+1 over the
lower depth stratum V k+1, as described in §A.1.
More precisely, for each point x ∈ X , its depth k(x) is the largest k such that x ∈ V k, or equivalently
the cardinality of ι−1(x), where ι : V˜ # X is the immersion parameterizing V . So a point in X \ V
has depth 0 while points in the singular locus of V have depth at least 2. This defines an upper semi-
continuous function depth : X → N whose level sets are the open strata where precisely k local branches
of V meet. The fiber of V˜ k → V k over a depth k point x is intrinsically ι−1(x) and keeps track of the k
local branches of V meeting at x. In fact, for any finite set I of order k, we get a resolution VI → V k; its
fiber at a depth k point x consists of bijections I → ι−1(x), with a symmetric group SI action reordering
I, see §A.1 for more details.
Remark 1.16. A special case of symplectic normal crossing divisor V (with simple crossings) is the
union of codimension 2 symplectic submanifolds which intersect orthogonally wrt ω, and whose local
model matches that of toric divisors in a toric manifold. This is a case that fits in the exploded manifold
set-up of Brett Parker (see Example 5.3 in the recent preprint [P]), so in principle one should be able to
compare the relative invariants we construct in this paper with the exploded ones of [P]. It is unclear
to us what is exactly the information that the exploded structure records in this case, and what is the
precise relation between the two moduli spaces. But certainly the relatively stable map compactification
we define in this paper seems to be quite different from the exploded one, so it is unclear whether they
give the same invariants, even in the case when V is smooth.
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Remark 1.17. In a related paper, Gross and Siebert define log GW invariants in the algebraic geometry
setting [GrS]. If V is a normal crossing divisor in a smooth projective variety X , then it induces a log
structure on X . However, even when V is a smooth divisor, Gross and Siebert explain that the stable
log compactification they construct is quite different from the relatively stable map compactification
constructed earlier in that context by J. Li [Li] (and which agrees with that of [IP2] in this case). So
a priori, even when V is smooth, the usual relative GW invariants may be different from the log GW
invariants of [GrS]. The authors mention that in that case at least there is a map from the moduli space
of stable relative maps to that of stable log maps, which they claim could be used to prove that the
invariants are the same. Presumably there is also a map from the relatively stable map compactification
that we construct in this paper to the appropriate stable log compactification in the more general case
when V is a normal crossing divisor in a smooth projective variety.
In another paper [AC] Abramovich and Chen explain how, in the context of algebraic geometry, the
construction of a log moduli space when V is a normal crossing divisor (with simple crossings) follows
from the case when V is smooth by essentially functorial reasons. Again, it is unclear to us how exactly
the two notions of log stable maps of [GrS] and [AC] are related in this case.
Remark 1.18. One note about simple normal crossing vs general normal crossing: they do complicate
the topology/combinatorics of the situation, but if set up carefully the analysis is unaffected. If the
local model of X is holomorphic near V (as is the case in last two examples above), even if V did
not have simple crossings, one could always blow up the singular locus W of V to get a total divisor
π−1(V ) = Bl(V )∪E with simple normal crossing in Bl(X), where E is the exceptional divisor. Blowing
up in the symplectic category is a more delicate issue, but when using the appropriate local model, one
can always express (a symplectic deformation) of the original manifold (X,V ) as a symplectic sum of
its blow up (Bl(X), Bl(V )) along the exceptional divisor E with a standard piece (P, V0) involving the
normal bundle of the blowup locus. Since we are blowing up the singular locus of V , the proper transform
Bl(V ) intersects nontrivially the exceptional divisor E; the symplectic sum Bl(X)#EP = X then also
glues Bl(V ) to the standard piece on the other side to produce V , as in Remark 1.14. So a posteriori,
after proving a symplectic sum formula for the relative GW of normal crossing divisors passing through
the neck of a symplectic sum, one could also express the relative GW invariants of the original pair (X,V )
as universal expressions in the relative GW invariants of its the blow up and those of the piece obtained
from the normal bundle of the blow-up locus.
For the rest of the paper, unless specifically mentioned otherwise, a (normal crossing) divisor V in
X will always mean a symplectic normal crossing divisor for some tamed pair (ω, J) on X which is
compatible with V to first order. We denote by J (X,V ) the space of such tamed pairs, described in
§A.2. The restriction of (ω, J) to V pulls back to a tamed pair on the smooth resolution of each depth k
stratum of V , and each stratum is itself a symplectic normal crossing divisor in the smooth resolution of
the previous one, cf. §A.1. Basic facts about stratifications are reviewed in §A.3.
2. Outline of the construction of M(X,V )
The construction of the moduli spacesM(X,V ) relative normal crossing divisors V is modeled on the
construction of [IP2] and [IP3] for the case when V is smooth, which in turn is modeled on the classical
construction of the absolute moduli space M(X).
This section reviews some of the main steps involved in the construction, focusing on the global aspects
of the theory, while the later sections focus on the local considerations required in making these statements
precise and proving them. Roughly speaking, the construction of the moduli space and its GW invariants
involves three main ingredients: Gromov compactness theorem, transversality and gluing.
2.1. Brief review of the absolute moduli space. Fix a closed, finite dimensional smooth symplectic
manifold (X,ω, J) with a tamed almost complex structure and let MJ(X) denote the moduli space of
stable J-holomorphic maps intoX . To construct GW invariants one needs to consider deformations of the
structure, so let J (X) be the space of smooth tamed pairs (ω, J) on the targetX , andM(X)→ J (X) the
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corresponding universal moduli space of stable, pseudo-holomorphic maps f : C → X . For transversality
reasons, one often needs to consider further extensions J (X) →֒ J V(X) of the space of parameters by
either taking various Sobolev completions or turning on perturbations (J, ν) of the J-holomorphic map
equation, see Remark 2.3.
As a topological space M(X) is constructed in a functorial fashion starting with the moduli space
MA,g,n(X) of J-holomorphic maps f : C → X with smooth stable genus g domains with n marked
points and representing A = f∗[C] ∈ H2(X). A nodal curve C is called stable if AutC is finite, and a
smooth map f : C → X is stable if Aut(f, C) is finite.
One uses Gromov compactness Theorem to define a compactification MA,g,n(X) consisting of stable
maps with nodal domains, together with a stabilization map st : MA,g,n(X) → Mg,n to the Deligne-
Mumford moduli space. Points ofM(X) are potential limits of sequences fn : Cn → X of Jn-holomorphic
maps (where Jn → J0 in J (X) or at least in C0) obtained by (a) first passing to the limit C of the domains
inMg,n and (b) inductively rescaling the domains to prevent the energy of the maps from concentrating.
The process terminates in finitely many steps (by energy considerations) extracting a subsequence still
denoted fn with a stable map limit f0 : C0 → X . Here f0 is an equivalence class of stable maps up
to reparametrizations of the domain, C is the stable model of C0, and the convergence fn → f0 is in
Hausdorff distance, energy density and uniform convergence on compacts away from the nodes.
This perspective uses the functorial description of the Deligne-Mumford moduli space Mg,n as the
classifying space of deformations of the domains including its universal curve U →M and its semi-local
models (i.e. local models around the nodes and local trivializations on away from them).
With the Gromov topology, all the standard maps entering in GW theory are continuous, including
the projection pr :M(X)→ J (X), the stabilization-evaluation map
st× ev :MA,g,n(X)→Mg,n ×Xn (2.1)
and the map π :MA,g,n+1(X)→MA,g,n(X) that forgets one of the marked points.
The universal moduli space also comes with a stratification M(X) = ∪tMt(X) by the topological
type t of the domains, with the top stratumM(X) consisting of maps f : C → X with smooth domains.
When C is nodal, separating its nodes gives a lift f˜ : C˜ → X of f to the smooth resolution C˜ → C.
Ordering the extra marked points of C˜ defines a finite resolution M˜t(X)→Mt(X) of each open stratum
of the moduli space, with an action of the symmetric group reordering the extra data. It also identifies
the resolution M˜t(X) with a subset of the top stratumM(X) of another universal moduli space of stable
maps f˜ : C˜ → X with smooth, but possibly disconnected domains. The maps which descend to C are
precisely those which match at the nodes, i.e. those in the inverse image ev−1(∆) of the diagonal under
the evaluation map at the pairs of marked points corresponding to the nodes of C.
Transversality, assuming it can be achieved stratawise over the parameter space J (X), implies that
each open stratum of the universal moduli space has a smooth resolution, and ev is a submersion. The
gluing theorem describes families of deformations encoding how the strata fit together, showing that
for generic parameter the moduli space M(X) has a stratified smooth resolution, and that in fact the
boundary divisor is a normal crossing divisor in the smooth/orbifold/stratified spaces category. The
pushforward by (2.1) of the fundamental cycle of this resolution is the GW-cycle, which is invariant by
the usual cobordism argument. One can avoid gluing altogether in defining the GW-cycle whenever all
boundary strata are codimension two, which is the approach we take here. A separate paper [I2] in
preparation focuses on gluing in the context of the generalized symplectic sum formula.
Remark 2.1. The moduli space M(X) has many types of stratifications that enter in both Gromov
compactness (via a limiting argument) and gluing (via a deformation argument). Each one is described
by a upper semi-continuous (USC) map
τ :M(X)→ T (2.2)
to some partially ordered set T , whose level setsMt(X) = τ−1(t) are by definition the open strata where
the topological information t is fixed, see §A.3. Examples include (i) τ(f) = # nodes of the domain (ii)
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τ(f) = (A, g, n) or (iii) τ(f) = dual graph associated to f . Note that (ii) is continuous, while the other
two are only USC, and that (iii) is a refinement of the other two, see §A.3.
In each instance the meaning of τ and T depends on what topological information is relevant at a
given moment in the analysis arguments, which we expand or contract as needed.
2.2. The construction of the relative moduli spaces. Assume next that V is a symplectic normal
crossing divisor ι : V˜ # X in (X,ω) and restrict to the space J (X,V ) of tamed V -compatible pairs
(ω, J). Then the absolute moduli space M(X) has a further stratification indexed by the topological
type of the intersection with V . The level zero stratum M(X,V ) of the relative moduli space consists
of stable maps into X without any components or nodes in V , and further decorated by their contact
information to V .
Next comes the task of proving a refined version of Gromov compactness for M(X,V ), obtained
by rescaling to prevent energy from concentrating both in the domain (giving rise to unstable domain
components) and also in the target along V (giving rise to a level m building Xm). As before, this
refined notion of convergence defines M(X,V ) as a topological space (with a Hausdorff topology) in a
functorial fashion, together with the corresponding notion of stability, refined evaluation map (involved
in the matching conditions), and refined stratifications σ :M(X,V ) → S by topological type. Its proof
occupies most of the remaining part of the paper.
To outline some of the ingredients, recall that a nodal curve C comes with marked points and singular
points (all together special points), smooth resolutions and smooth deformations, which enter in the
description of the absolute moduli space M(X). The resolutions of C give rise to resolutions of open
strata ofM(X), while deformations of C smoothing the nodes encode the normal directions to the strata.
When C has unstable rational components, there is also a map collapsing them. As we shall see, this
resolution/deformation/collapse picture also extends to the target for a level m building and in fact to
each stratum of the relative moduli space, becoming responsible for its structure.
Level m buildings Xm associated to a normal crossing divisor V in X are described in Section 4 and
here are some of their key features. They come with a zero divisor Vm and a singular divisor Wm which
combine into a total divisor Dm. The building is defined in terms of a smooth resolution (X˜m, D˜m)
via an attaching map ξ that attaches together components of the symplectic normal crossing divisor
D˜m to produce the singular divisor Wm of the building Xm. The resolution X˜m has several levels,
with (X,V ) on the level zero and a fibration in each positive level. For each l ≥ 1, there is a map
pl : (Xm, Dm) → (Xm−1, Dm−1) that collapses down that level, and their composition p : Xm → X
collapses all positive levels:
(X˜m, D˜m)
ξ−→(Xm, Dm) p−→(X,V ) (2.3)
A level one building X1 also comes with families of deformations X → B over a small disk B whose
central fiber is X1 and the rest of the fibers Xλ are smooth, and can be regarded as a symplectic sum
of X1 along the singular locus with gluing parameter λ. More generally, a level m building Xm comes
with families of symplectic deformations X → B that separately smooth out the singular locus in level l
which combine into families of deformations
Xλ

 ιλ // X π // B (2.4)
over a product of small disks. The center fiber is Xm while the fiber Xλ over a point λ = (λ1, . . . , λm)
can be regarded as the sum of Xm along the singular divisor using gluing parameters λ. The fiber over
a point with k nonzero coordinates is a level m− k building.
Implicit in this description is the fact that all diagrams involve not just smooth objects (resolutions,
quotients and deformations), but also symplectic ones, each one of them coming with various spaces of
tamed pairs of parameters (ω, J) compatible with the extra structure.
The relative moduli spaceM(X,V )→ J (X,V ) consists of equivalence classes of J-holomorphic maps
f : C → Xm into a level m building satisfying certain matching conditions along the singular locus. To
fully describe the moduli spacesM(X,V ) we need to consider spaces of J-holomorphic maps f : C → Xm
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into a level m building, with their resolutions f˜ : C˜ → X˜m and deformations fµ,λ : Cµ → Xλ as well as
the refined evaluation map.
Remark 2.2. (Stability and automorphisms) To simplify the discussion in this paper, in all local
analysis arguments we assume that all nontrivial components of the domains C are already stable, and
were further decorated to kill their automorphism groups. For Gromov compactness-type arguments it
suffices to add extra marked points. For transversality arguments, if the domains are already stable, one
can pass to a finite cover of the Deligne-Mumford moduli space M, using instead the space MG →M
of twisted G-covers for a suitably chosen finite group G (cf. [IP4]).
At first the assumption that all (nontrivial) domain components have trivial automorphism group
seems to be a very restrictive assumption, but it can always be achieved whenever one of the branches
of V is a sufficiently positive Donaldson divisor. This not only provides a global way to stabilize all
domains, but simultaneously simplifies the analysis required in proving transversality and gluing (at the
expense of complicating the topology and combinatorics). Moreover, the general case follows by functorial
considerations from this seemingly very special case (cf. [IP4]).
Remark 2.3. In this paper, we only work with Gromov-type perturbations (J, ν) ∈ JV of the J-
holomorphic map equation:
∂jJf(z) = ν(z, f(z)) ⇐⇒ ∂jJνF = 0 where (2.5)
F : C → U ×X is the graph F (z) = (z, f(z)) of f : C → X (2.6)
These are global and functorial perturbations induced by deformations Jν of the product almost complex
structure j×J on U ×X ⊂ PN ×X , where U →֒ PN is a fixed embedding of the universal curve U →M.
The projection (J, ν) 7→ J defines a fibration with fiber ν ∈ V = Hom0,1(TU , TX) and a zero section:
V   // JV // J .
zz
(2.7)
When the domain C has trivial automorphisms the graph F is an embedding, thus somewhere injective,
which is often sufficient for the standard transversality argument in [MS] to extend. On the other hand,
Gromov-type perturbations vanish on all unstable components of C (thus on trivial components), so these
are always J-holomorphic. Under the assumption in Remark 2.2, Gromov-type perturbations provide
enough transversality at nontrivial components to be able to deal with the potential lack of transversality
at the trivial ones.
In the context of relative moduli spaces, we work only with V -compatible parameters (J, ν) ∈ JV(X,V )
for the equation (2.5), see §A.2. If we let (X ′, V ′) = (U × X, U × V ), this condition is equivalent to
requiring that the almost complex structure Jν on X
′ be compatible with the divisor V ′ to first order.
The situation extends to a level m building, where the corresponding almost complex structure Jν on
X ′m is required to be compatible with the total divisor, and to its deformations X → B where the almost
complex structure is required to be compatible with the fibration. So in most of the arguments below
we switch back and forth between f and its graph F , converting statements about a (J, ν)-holomorphic
map f : C → X into statements about its Jν-holomorphic graph F : C → U ×X .
3. The Relative Moduli Space M(X,V )
Assume (X,ω, J) is a smooth symplectic manifold with a normal crossing divisor V , and restrict to
the subspace J (X,V ) of V -compatible almost complex structures on X . For transversality purposes we
also need to turn on Gromov-type perturbations (J, ν) ∈ JV(X,V ).
The definition of M(X,V ) takes several stages. In this section we describe the main piece
M(X,V )→ JV(X,V ) (3.1)
consisting of stable (J, ν)-holomorphic maps f : C → X into X without any components or nodes in
V , such that all the points in f−1(V ) are marked, and each marked point x of C comes decorated by a
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sequence of multiplicities recording the order of contact of f at x to each local branch of V . There is a
forgetful map
ftV :M(X,V )→M(X) (3.2)
that forgets the contact information to V and whose image is the open subset
U = {f ∈M(X) | f has no components and no nodes in V }. (3.3)
Here the domain C of f could be nodal, as long as all its nodes are off V , and could be disconnected,
as long as none of its irreducible components is mapped entirely in V . We also define the leading order
section (3.16) and use it to construct a refined evaluation map on M(X,V ).
Assume f : C → X is any map in (3.3). Then f−1(V ) consists of finitely many smooth points of C
which we can mark and decorate by their local contact information to V as follows.
Fix a point x ∈ f−1(V ) such that p = f(x) is a depth k ≥ 1 point of V . Choose local coordinates z
about the point x in the domain, and index the k branches of V meeting at f(x) by the set I(x) as in
Remark 1.15. For each i ∈ I(x), choose a local coordinate at f(x) in the normal bundle to the branch
labeled by i, see (A.5). Lemma 3.4 of [IP2] implies that the normal component fi of the map f around
z = 0 has an expansion:
fi(z) = aiz
si +O(|z|si) (3.4)
where si is a positive integer and the leading coefficient ai 6= 0. The multiplicity si is independent of the
local coordinates used, and records the order of contact of f at x to the i’th local branch of V .
Thus each point x ∈ f−1(V ) comes with the following contact information:
(a) a depth k(x) ≥ 1 that records the codimension in X of the open stratum of V containing f(x);
(b) an indexing set I(x) of length k(x) that keeps track of the local branches of V meeting at f(x);
intrinsically I(x) is the fiber ι−1(f(x)) of the immersion ι : V˜ # X at the point f(x);
(c) a sequence of positive multiplicities s(x) = (si(x))i∈I(x), recording the order of contact of f at x to
each local branch of V at f(x).
Remark 3.1. There are several ways to encode such discrete topological information. One way is via
a map s(x) : I(x) → N+ defined by i 7→ si(x), in which case I(x) is its domain and k(x) = |I(x)|.
Either way, s(x) keeps track of how the local intersection number of f at x with V is partitioned into
intersection numbers to each local branch of V cf. (3.5). The sequence s is obtained by putting together
the multiplicities s(x) for all x ∈ f−1(V ) and keeps track of all the contact information of f to V .
By convention, we include in s the information about ordinary marked points (i.e. for which f(x) /∈ V ).
Such points have depth k(x) = 0, I(x) = ∅ and s(x) = ∅.
With this, let R = f−1(V ) be the contact points and P ⊇ R all the marked points. Each x ∈ P has an
associated sequence s(x) which records the order of contact of the map f at x to each local branch of V ,
including the indexing set I(x) of the branches. The cardinality k(x) = |I(x)| is the depth of x while
the degree
deg s(x)
def
=
∑
i∈I(x)
si(x) (3.5)
is the local intersection number of f at x with V . For each positive depth point x, its isotropy Γx is the
group of roots of unity of order
α(x)
def
= gcd{si(x) | i ∈ I(x)}, (3.6)
the greatest common divisor of its contact multiplicities. The total degree of s is purely topological:
deg s =
∑
x∈P
deg s(x) = A · V (3.7)
where A ∈ H2(X) is the homology class of the image of f . Denote by ℓ(s) = |P | the length of s, i.e. the
total number of marked points, out of which ℓ+(s) = |R| are contact points (i.e. with depth k(x) > 0).
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Intrinsically, the depth is a map k : P → N which partitions the marked points into ordinary marked
points P0 (of depth zero) and R
k the depth k ≥ 1 contact points.
Remark 3.2. Combinatorial information can be described by first ordering all the data involved: (i)
the ℓ(s) marked points P of C, which include all contact points R = f−1(V ) and (ii) the k(x) branches
I(x) = ι−1(f(x)) of V for each x ∈ f−1(V ). There is a free action of a wreath product of symmetric
groups reordering this data, with the subgroup
Gs = SR ⋉
∏
x∈R
SI(x) of order |Gs| = ℓ+(s)!
∏
x∈R
k(x)! (3.8)
fixing the depth zero marked points. The group Γx of roots of unity acts on the local coordinate z on the
domain, fixing all leading coefficients (3.4) of f at x. Note that data (3.5)-(3.8) is intrinsically associated
to the map f : C → X , independent of choices. So decorating each element of U by a choice of an
ordering of its contact information to V defines the moduli space M(X,V ) as a disjoint union of pieces
Ms(X,V ) indexed by the (ordered) data s. If [s] is the equivalence class of s (up to reordering), and
M[s](X,V ) the union of the pieces associated to the same equivalence class [s], then the group Gs acts
on M[s](X,V ). The quotient M[s](X,V )/Gs =M[s](X,V ) is the subset of U consisting of maps whose
(unordered) contact information to V is [s].
In effect, we described a stratification s of both M(X,V ) and U , with open strata indexed by the
topological type of the intersection of f with V ! But the moduli space M(X) has other natural stratifi-
cations (cf. §A.3), for example τ :M(X)→ T by the dual graph. When restricted to U ⊆M(X) or its
resolution M(X,V ), the dual graph stratification can be refined
τ :M(X,V )→ TV (3.9)
to include the topological type of the intersection of f with V described above. The (refined) dual graph
τ(f) associated to a point f ∈ M(X,V ) has its half-edges (corresponding to marked points x of C)
decorated with their contact information s(x) to V . Its vertices v correspond to irreducible components
Cv of the domain C (decorated by their genus gv and the homology class Av = f∗[Cv] of the image),
while its edges correspond to the nodes D of C. So far the contact information to V decorates only the
half edges of τ , not its vertices or edges, because we assumed f had no components or nodes in V .
Remark 3.3. Any nodal curve C comes with a dual graph τ = τ(C); the dual graph associated to a
map f : C → X refines it by adding decorations to τ . For each node x of C, we can consider either
the resolution C˜ → C resolving the node, or a family of deformations Cµ smoothing the node. The
dual graph of C˜ and respectively Cµ is obtained from τ by cutting the edge corresponding to x in half or
respectively contracting it. Forgetting a marked point C removes a half-edge of τ , collapsing a component
of C removes a vertex of τ . Intrinsically, this encodes how the stratification interacts with other natural
structures (resolutions/deformations/projections) on the moduli spaces, see §A.3.
Remark 3.4. Fixing any (refined) dual graph s therefore defines an open stratum Ms(X,V ) = τ−1(s)
of the moduli space consisting of maps with that dual graph, with the ’top stratum’ consisting of smooth
domains. From the dual graph s we can read off not just the marked points Ps of the domain (half edges
x of the graph) and their contact information s(x) to V , including the number of depth zero (ordinary)
marked points ns but also the topological type Σs of the domain of f , including the indexing set Ds of
its nodes and its Euler characteristic χs = χ(Σs \Ds), as well as the total homology class As = f∗[Σs].
The domain of f could be disconnected, and the dual graph s includes this information. We could even
record in the dual graph s the relative homology class of each domain component, i.e. the information
about the rim tori, see Section 5 of [IP2]. The construction there is purely topological, so extends easily
to the case when V is a normal crossing divisor. We will not explicitly describe it in this paper.
For each refined dual graph s we can forget the decorations associated to V to get the usual dual
graph τ = ftV(s), or forget the graph structure and only record the contact information (s(x))x∈P = ev(s)
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associated to its half edges P = P (s). This is encoded in the following commutative diagram:
M(X,V ) τ //
ftV

TV
ftV

ev // SV
M(X) τ // T
(3.10)
which we eventually extend to the compactification M(X,V ) so that the composition s = ev ◦ τ is con-
tinuous (locally constant). For the rest of the paper, s denotes either a refined dual graph, or only the
contact information (s(x))x∈P associated to the marked points, depending on the context. Correspond-
ingly, Ms(X,V ) denotes the subset of the relative moduli space consisting of maps with that associated
topological information, intrinsically a fiber of either τ or s.
Remark 3.5. (Automorphisms and Stability II) In this paper, by a stable object of a moduli space
we always mean one whose automorphism group is finite. As we already saw, often there are several
natural ways to describe the objects of the moduli space e.g. by first adding geometric decorations, and
then forgetting about them; intrinsically these describe resolutions of the moduli spaces, which affect the
automorphism groups (e.g. whether an automorphism fixes the extra decorations or can permute them).
For example, an element of M(X) is an equivalence class [f ] or more precisely [f, C, J, ν, ω] of stable
(J, ν)-holomorphic maps f : C → X up to reparametrizations of their domain. For each fixed domain
C, the automorphism group Aut(f) of f : C → X is a subgroup of AutC and [f ] is stable iff Aut(f) is
finite. When the domain C is disconnected, we have a choice of whether we order or not its components
which may affect Aut(C), but does not affect the stability of C. Moreover, the stability of [f ] ∈ M(X)
is equivalent to a topological condition which can be read off its dual graph τ(f) (see §5.1), so we may
restrict to ’stable dual graphs’. Any automorphism of f induces an automorphism of its dual graph.
Similarly, an element ofM(X,V ) is an equivalence class up to reparameterizations of the domain, but
now of decorated maps f : C → X : here f is a stable (J, ν)-holomorphic map without any components
or nodes in V , such that R = f−1(V ) is a subset of the marked points P of the domain, and for each
x ∈ P the k(x) branches I(x) of V over f(x) are ordered, and decorated by the contact multiplicities
s(x) = (si(x))i∈I(x) of f to V at x. Because both P and I(x) are ordered, we can talk about the k’th
marked point or the i’th local branch of V at it, despite the fact that in X the local branches of V may
globally intertwine.
There is an action of the product of symmetric groups G =
∏
x∈P SI(x) reordering this information,
inducing a natural action on a subset of the moduli space M(X,V ). The quotient M(X,V )/G consists
of equivalence classes whose marked points remain ordered, but the local branches are unordered. The
further quotient by SR consists of equivalence classes whose depth zero marked points P0 remain ordered,
but the contact multiplicities to V are unordered, etc.
Remark 3.6. Equivalently, for each map f : C → X we can regard the marked points of the domain
as indexed (parametrized) by a fixed ordered set P (via an injection P →֒ C \ {nodes}), and the local
branches ι−1(f(x)) of V at f(x) indexed by fixed ordered set I(x), one for each x ∈ P . Each element
f ∈M(X,V ) then comes decorated by a choice of a bijection
ρf (x) : I(x)→ ι−1(f(x)), (3.11)
one for each contact point x ∈ f−1(V ), where ι : V˜ # X is the immersion parameterizing V . Forgetting
ρf (x) corresponds to forgetting the order of the branches, or equivalently taking the quotient by SI(x).
Evaluating ρf (x) at i ∈ I(x) gives a point in the resolution V˜ → V over f(x).
The ordinary evaluation map evx : Ms(X,V ) → Vk(x) at a marked point x ∈ P (s) is defined by
evx(f) = f(x), and comes with a natural lift
evx :Ms(X,V )→ VI(x) (3.12)
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to the resolution VI(x) keeping track of the indexing (3.11) of the local branches of V at f(x). Here Vk,
perhaps more appropriately denoted (X,V )k, is the depth k stratum in the stratification of X induced
by the normal crossing divisor V , and VI is its resolution (A.15). As before, this evaluation map includes
the ordinary marked points with the convention V∅ = X . Evaluating simultaneously at all the marked
points x ∈ P (s) associated to s gives
ev :Ms(X,V ) → Vs def=
∏
x∈P (s)
VI(x). (3.13)
It is important to note the target of this evaluation map: there are several other choices that may seem
possible (e.g. Xℓ(s)), but this is the only choice for which the evaluation map can be a submersion,
without loosing important information.
When the depth k(x) ≥ 2, the evaluation map (3.12) does not record enough information to state the
full matching conditions appearing in the relatively stable map compactification. We also need to record
the leading coefficient of the expansion (3.4). For each f : C → X inMs(X,V ) and each x ∈ f−1(V ) let
ai(x) the leading coefficient (3.4) of f at x in the normal direction Ni to the branch labeled by i ∈ I(x).
As explained in Section 5 of [IP3], ai(x) is naturally an element of (Ni)f(x) ⊗ (T ∗xC)si(x) so it defines a
section of the bundle
ev∗xNi ⊗ Lsi(x)x (3.14)
where Lx is the relative cotangent bundle to the domain at the marked point x. If we denote by
Es,x=ev
∗
xNVI(x) ⊗s(x) Lx the bundle over the moduli space whose fiber at f is⊕
i∈I(x)
ev∗xNi ⊗ Lsi(x)x (3.15)
then the leading order section at x is defined by
σx :Ms(X,V ) → Es,x = ev∗xNV ⊗s(x) Lx (3.16)
σx(f) = (ai(x))i∈I(x)
It records the leading coefficients in all normal directions, a crucial information needed in later arguments.
This section was already used in [I] to essentially get an isomorphism between the relative cotangent
bundle of the domain and that of the target for the moduli space of branched covers of P1.
The refined evaluation map at the marked point x is defined by
Evx :Ms(X,V ) → Ps(x)(NVI(x)) (3.17)
Evx(f) = [σx(f)]
where the Ps(x)(NVI(x)) is the weighted projectivization with weight s(x) of the normal bundle NVI(x)
of the depth k(x) stratum VI(x). More precisely, Ps(x)(NVI(x)) is a bundle over VI(x) whose fiber is the
weighted projective space obtained as the quotient by the C∗ action with weight si(x) in the normal
direction Ni to the branch labeled by i ∈ I(x).
Of course, if π : Ps(x)(NVI(x))→ VI(x) is the projection then
π ◦ Evx = evx
which explains the name; Evx is a nontrivial refinement of evx only when the depth k(x) ≥ 2.
Remark 3.7. By construction the leading order terms are nonzero, so the image of σx is away from the
zero sections of each term in (3.16). The image of the refined evaluation map (3.17) similarly lands in
the complement of all the coordinate hyperplanes, where Ps(x)(NVI(x)) is smooth, though perhaps not
reduced: the isotropy subgroup is Γx ≤ C∗, the roots of unity of order (3.6).
Remark 3.8. Note that (3.16) and (3.17) only depend on the restriction of f to an infinitesimal neighbor-
hood of V in X , and not on the rest of the dual graph of f , while (3.13) also includes the value of f at the
depth zero marked points. We formally include depth zero marked points x by setting Evx = σx = evx,
Es,x = Lx and (P1)∅ = P∅(0)= pt.
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The combined refined evaluation map at all the marked points (including depth zero points) is
Ev :Ms(X,V ) → Ps(NV ) def=
∏
x∈P (s)
Ps(x)(NVI(x)) (3.18)
We next show that the contact information s to V is locally constant on M(X,V ), see (3.10). So the
strata of M(X,V ) corresponding to different s’s are disjoint, which is not true on (3.3).
Lemma 3.9. Consider a sequence {fn} of maps in Ms(X,V ) and assume its limit f in the usual stable
map compactification has no components in V . Then f ∈Ms(X,V ).
Proof. A priori, there are two reasons why f would fail to be in Ms(X,V ):
(a) f has a node in V or
(b) the contact information of f to V is not given by s.
Note that case (b) includes the cases when in the limit the multiplicity of intersection jumps up or when
a depth k marked point falls into a higher depth stratum of V .
Since ALL points in f−1n (V ) are already marked, indexed by the same set P , they persist as marked
points for the limit f , in particular they are distinct from each other and from the nodes of f . On the
other hand, let f˜ : C˜ → X denote the lift of f to the smooth resolution of its domain. Since f has
no components in V , then each point in f˜−1(V ) has a well defined sequence s0 that records the local
multiplicity of intersection of f˜ at that point with each local branch of V . At those points of f˜−1(V )
which were limits of the marked points in f−1n (V ), the multiplicity s0(x) ≥ s(x), as the multiplicity could
go up when the leading coefficients converge to 0. But then
[f ] · V =
∑
x∈f˜−1(V )
s0(x) ≥
∑
x∈P
s0(x) ≥
∑
x∈P
s(x) = [fn] · V
Since [fn] = [f ] then f˜
−1(V ) = P , which means that f has no nodes in V , ruling out (a), and that
s0(x) = s(x) for all x ∈ P , which rules out (b). 
Next assume s is a dual graph as in Remark 3.4. Lemma 4.2 in [IP2] easily extends to this context:
Lemma 3.10. Each open stratum Ms(X,V )→ JV(X,V ) of the universal moduli space is cut transver-
sally and the refined evaluation map (3.18) is a submersion at all points (f, C, J, ν) with Aut C = 1 (or
more generally whose graph F : C → U ×X is somewhere injective).
In particular, for generic V -compatible parameter (J, ν), each stratum is a smooth manifold of dimen-
sion
dimMs(X,V ) = 2c1(TX)As + (dimX − 6)χs
2
+ 2ℓ(s)− 2As · V − 2|Ds| (3.19)
near such points.
Proof. As usual, one proves this first for the stratum with smooth domains and then extends it to the
nodal stratum by passing to the resolution and using transversality of the evaluation map to the diagonal,
as in the proof of Lemma 5.23. Note that any f ∈M(X,V ) has all nodes off V (depth zero), and at such
points Ev = ev.
For the dimension count, when the domain is smooth, dimM(X) is given by the first three terms in
(3.19). By Lemma 4.2 of [IP2], the fact that f ∈ M(X) has a contact of order si(x) at a point x to the
i’th branch of V imposes a codimension 2si(x) condition on f , all together adding to 2 deg s = 2As ·V so
dimMs(X,V ) = dimM(X)− 2 deg s
giving (3.19) (when the domain has no nodes).
When the domain of f ∈ Ms(X,V ) has nodes, pass first to the resolution f˜ : C → X , whose dual graph
s˜ is obtained from s by cutting each edge x ∈ Ds in half. Since f is continuous at the nodes, the resolution
f˜ is in the inverse image of the diagonal ∆ under the evaluation map evDs :Ms˜(X,V )→ (X×X)|Ds| at
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the pairs of marked points of C˜ corresponding to the nodes D of C. This imposes |Ds| ·dim X conditions
on f˜ ∈Ms˜(X,V ) so
dimMs(X,V ) = dimMs˜(X,V )− |Ds| · dim X
Since ℓ(s˜) = ℓ(s) + 2|Ds|, χs˜ = χs + 2|Ds| and As˜ = As, and we already proved (3.19) for s˜, this proves
it for s as well. 
Remark 3.11. Note that the dimension (3.19) of a stratum only depends on A,χ, ℓ(s) and the number
of nodes, but not on the rest of the dual graph, nor on the way the intersection A · V is partitioned into
local intersection multiplicities s(x) at each marked point x. The dimension of a top stratum is
dimMA,χ,s(X,V ) = 2c1(TX)A+ (dim X − 6)χ
2
+ 2ℓ(s)− 2A · V (3.20)
while the codimension of each boundary stratum is twice the number of (depth zero) nodes.
We conclude this section by describing how the stratification of (X,V ) and its resolutions induce
natural ones on the entire absolute moduli space M(X), by keeping track of how each map intersects
each stratum of (X,V ).
Fix a map f : C → X in M(X) (for a V -compatible parameter). Any point x ∈ C has a depth k(x)
associated to its image f(x) ∈ V . Each component Σ of C has a depth defined by
k(Σ) = max{ k | f(Σ) ⊆ V k } = min{ k(x) | x ∈ Σ } (3.21)
and let Ck be union of all its depth k components. The contact set of a component Σ is its subset of
points whose depth is strictly higher than k(Σ). The contact set R of C is the union of all the contact
sets of its components. Then f has no components in V iff all its components have depth 0; in this case
R = f−1(V ). If also f has no positive depth nodes, then C is smooth near R so f lifts to an element of
Ms(X,V ) obtained by decorating f with its contact information to V (the lift is unique up to reordering
the decorations, see Remark 3.2).
If f : C → X has no components in V but has nodes in V , these can also be decorated by their contact
information to V , except that now we get two possibly different sequences of multiplicities at each node.
Specifically, let ι : C˜ → C denote the resolution of C obtained by resolving all its positive depth nodes;
each such node x of C lifts to two points x± ∈ C˜. The lift f˜ : C˜ → X no longer has nodes in V , thus has
a well defined order of contact s to V . So each node x of C has an associated indexing set I(x) of the
branches of V over f(x) and two sequences of multiplicities s(x±) : I(x)→ N, one for each local branch
x± of C at x. Such a lift f˜ ∈ Ms˜(X,V ) is essentially unique (i.e. up to reordering). This discussion
extends to give:
Lemma 3.12. Fix a V -compatible parameter (J, ν) ∈ JV(X,V ) ⊆ JV(X). Then any element f :
C → X in the absolute moduli space M(X) can be canonically decomposed into depth k ≥ 0 pieces
fk : Ck → V k which have a well defined order of contact to V k+1 and:
f−1(V k \ V k+1) = (Ck \R>k) ∪Rk (3.22)
where Rk, R>k denotes the collection of depth k and respectively > k contact points of C. Moreover, each
fk : C
k → V k has a lift f˜k : C˜k → V˜ k (unique up to reordering) with the following properties:
(i) C˜k is a resolution of Ck obtained by resolving its higher depth contact points R>k;
(ii) f˜k ∈Msk(V˜ k, V˜ k+1);
Proof. The first part is immediate from the definition of depth. Next, if f : C → X is any (J, ν)-
holomorphic map, then its restriction f |Σ to each depth k component Σ has a lift f˜ : Σ → V˜ k to the
smooth resolution V˜ k of V k. This lift then has a well defined contact information (3.4) to the higher
depth strata, i.e. to the normal crossing divisor V˜ k+1 of V˜ k. 
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Intrinsically, the first part of Lemma 3.12 describes a stratification of the restriction of the absolute
moduli space M(X) to J (X,V ) which keeps track of how the curves meet the divisor V . The second
part describes a resolution of these strata as a subset of relative moduli spaces ⊔k Msk(V˜ k, V˜ k+1) of
maps into the smooth resolution (V˜ k, V˜ k+1) of each stratum of (X,V ).
4. Rescaling the target
Assume next that fn is a sequence of maps in Ms(X,V ) whose limit f in the stable maps compact-
ification has some components in V . We use the methods of [IP2] to rescale the target normal to V to
prevent this from happening. In this section we describe the effect of rescaling on the target X .
4.1. Brief review of the rescaling procedure in §6 of [IP2]. Assume V is a smooth divisor in X .
In local coordinates, if x is a fixed local coordinate normal to V , rescaling X by a factor of λ 6= 0 means
we make a change of coordinates in a neighborhood of V in the normal direction to V :
xλ = x/λ. (4.1)
Under rescaling by an appropriate amount λn, depending on the sequence fn, in the limit we will get not
just a curve in X (equal to the part of f that did not land in V ), but also a curve in the compactification
of NV , i.e. in
F = P(NV ⊕ C).
Here F is a CP1 bundle over V , with a zero and infinity section V0 and V∞. Under the rescaling (4.1), xλ
can be thought instead as a coordinate on F normal to V0. Let y = 1/xλ be the corresponding coordinate
normal to V∞ inside F, so that (4.1) becomes
xy = λ (4.2)
This procedure has the infinity section V∞ of F naturally identified with V in X such that furthermore
their normal bundles are dual to each other, i.e.
NV/X ⊗NV∞/F ∼= C (4.3)
is trivial. This identification globally encodes the local equations (4.2) because x, y are local sections of
NV/X and NV∞/F respectively.
Remark 4.1. Once an identification (4.3) is fixed, then for any (small) gluing parameter λ ∈ C∗ equation
(4.2) is exactly the local model of the symplectic sum Xλ of X and F along V = V∞. Of course,
topologically X#V=V∞F = X . This means that an equivalent point of view to rescaling X by a factor
of λ normal to V is to regard X as a symplectic sum Xλ of X and F with gluing parameter λ, with the
above choice of coordinates and identifications, including (4.3). The advantage of this perspective is that
the rescaled manifolds Xλ now fit together as part of a smooth total space X → B as its fibers over λ
where they converge (in Hausdorff distance) as λ→ 0 to the normal crossing divisor
X0 = X ∪
V=V∞
F, (4.4)
obtained by joining X to F along V = V∞.
In coordinates, denote by Uλ the tubular neighborhood of V in X described by |x| ≤ |λ|1/2 and by Oλ
the complement of the tubular neighborhood of V∞ in F described by |y| ≥ |λ|1/2. Rescaling X around
V by λ 6= 0 gives rise to a manifold Xλ together with a diffeomorphism
Rλ : X → Xλ (4.5)
which is the identity outside Uλ and which identifies Uλ with Oλ by rescaling it by a factor of λ, or
equivalently via the equation (4.2). As λ→ 0, Uλ shrinks to V inside X , but it expands in the rescaled
version Xλ to F \ V∞. So in the limit as λ → 0, the rescaled manifolds Xλ, with the induced almost
complex structures Jλ = (R
−1
λ )
∗J converge to the singular space X0 defined by (4.4) with an almost
complex structure J0 which agrees with J on X and is C∗-invariant on the F piece.
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Remark 4.2. If ω is the symplectic form on X taming J , then as λ → 0 its rescaled version (R−1λ )∗ω
converges to a singular ω0 on X0. The restriction of ω
0 to X is ω, but its restriction to F is equal to π∗V ωV ,
which is degenerate along the fibers of πV : F→ V . However, there exists a family ωα = π∗V ωV + α2τ of
symplectic structures on F taming J0, indexed by the size 0 < α≪ 1 of the P1 fiber and described in the
four displayed equations after the statement of Proposition 6.6 of [IP2].
Conversely, starting with any such fixed choice (ωα, J0) on F, matching along the divisor V with a
fixed (ω, J) on X , Section 2 of [IP3] describes how to interpolate between them in a neighborhood of
the divisor to construct a tamed pair (ω, J) on X → B which restricts to each fiber Xλ as a tamed pair
(ωλ, Jλ), where R
∗
λωλ is a small symplectic deformation of the original ω (as small as needed provided α
is sufficiently small).
After rescaling the sequence {fn} by an appropriate λn, and passing to a subsequence, Rλn(fn) has a
new limit inside X → B which is a map into X0 and satisfies certain matching condition along V∞ = V .
In general, different components may fall into V at different rates, so we need to rescale several (but
finitely many) times to catch all of them, and in the limit we get maps into a building with several levels.
4.2. Rescaling the manifold X normal to V . Assume now V is a normal crossing divisor. We next
describe the effect on the manifold (X,ω, J) of rescaling it around V (in a tubular neighborhood of V ) to
obtain its refinement, a level one building. Using our local models, we could extend the discussion above
independently in each normal direction to V , so normal to each open stratum of V k, we could rescale in
k independent directions. However, globally these directions may intertwine, and not be independent, so
one has to be careful how to globally patch these local pictures. Here is where we use the fact we have a
normal bundle N defined over the resolution V˜ of V , and rescale normal to V using the C∗ action on N .
Remark 4.3. The C∗ action in the complex line bundle N induces in fact several different actions. The
one used in this paper is the diagonal C∗ action in the normal bundle to each stratum V k of V . When the
resolution of V has several components we have a separate C∗ action for each component. In particular,
when the divisor V has simple crossings, then we also have a local (C∗)k action on X normal to each V k;
this essentially happens only when the crossings are simple.
When we rescale once the manifold (X,ω, J) in the normal direction to V , on level one we get several
pieces, one for each piece V k of the stratification of V according to how many local branches meet there.
The level zero unrescaled piece is still (X,V ), with the original (ω, J). But now level one
FV = ⊔
k≥1
Fk (4.6)
consists of several pieces Fk, one for each depth k ≥ 1. The first piece is
F1 = P(NV ⊕ C),
a P1 bundle over the V˜ , the resolution of V , obtained by compactifying the normal bundle NV → V˜ by
adding an infinity section. Similarly, the k’th piece
Fk −→ V˜ k (4.7)
is a (P1)k bundle over the resolution V˜ k of the closed stratum V k, described in more details in the
Appendix. What is important here is that Fk is a bundle over a smooth manifold V˜ k which is obtained
by separately compactifying each of the k normal directions to V along V k, see (A.5). This means that
its fiber at a point p ∈ V˜ k is
Fk = ×
i∈I
P(Ni ⊕ C) (4.8)
where Ni is the normal direction to the i’th branch, and I is an indexing set of the k local branches of V
meeting at p. Globally, these P1 factors intertwine as dictated by the global monodromy of the k local
branches of V .
Each piece Fk comes with a natural normal crossing divisor
Dk = Dk,∞ ∪Dk,0 ∪ Fk (4.9)
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obtained by considering together its zero and infinity divisors plus the fiber Fk over the (inverse image
of the) higher depth strata of V k. The construction of the divisor Dk is described in §A.1, but here let
us just mention that Dk,0 is the zero divisor in Fk where at least one of the P1 coordinates is equal to
0, while the fiber divisor Fk is the restriction of Fk to the stratum of V˜ k coming from the higher depth
stratum V k+1.
Remark 4.4. The C∗ action in the normal bundle to V induces a fiberwise, diagonal C∗ action on each
piece Fk with k ≥ 1, whose restriction to S1 is a Hamiltonian action. The C∗ action preserves the divisor
Dk, but not pointwise.
To keep notation manageable, we make the following convention:
(F0, D0)
def
= (X,V ) (4.10)
This is consistent with our previous conventions that V 0 = X , so F0 = P(NV 0/X ⊕ C) = X and
D0 = F0 = V is the fiber divisor over the lower stratum, as the zero and infinity divisors are empty in
this case. However, one difference that this notation obscures is the fact that while X = F0 is on level
zero (unrescaled), the rest of the pieces Fk for k ≥ 1 are all on level one (all appeared as the result of
rescaling once normal to V ).
D
∞
D
∞
D
∞
D
∞
D0 D0
D0
D0
F1 F2
F1
F1
F1
X
V1
V2
F1 (level 1) F2
F1
F1
X
Figure 1. The pieces of a level 1 building
Definition 4.5. A level one building X1 is obtained from
(X˜1, D˜1) =
⊔
k≥0
(Fk, Fk ∪Dk,∞ ∪Dk,0)
by identifying the fiber divisor Fk of Fk with the infinity divisor Dk+1,∞ of Fk+1:
(X1, D1) =
⋃
Fk=Dk+1,∞
(Fk, Fk ∪Dk,∞ ∪Dk,0) (4.11)
Denote by W1 the singular locus of X1 where all the pieces are attached to each other, by V1 the zero
divisor of X1 obtained from the zero divisors, and by D1 =W1∪V1 the total divisor. A level one building
comes with a resolution (X˜1, D˜1) and an attaching map
ξ : (X˜1, V˜1)→ (X1, V1). (4.12)
It also comes with a collapsing map to level zero (X0, V0) = (X,V ):
p : (X1, V1)→ (X,V ) (4.13)
which is identity on level 0, but collapses the fiber of each level one piece Fk, k ≥ 1.
Remark 4.6. The precise identifications required to construct this building are described in §A.1. It is
easy to see that both Fk and Dk+1,∞ are normal crossing divisors, so in fact what we identify is their
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resolutions, via a canonical map (A.7). Their normal bundles are canonically dual to each other, see
(A.8), and the C∗ action on N induces an anti-diagonal C∗ action in the normal bundle
NFk ⊕NDk+1,∞
of each component Fk = Dk+1,∞ of the singular divisor W1 of X1, where k ≥ 0.
Example 4.7. Assume X has 4 real dimensions, and that the normal crossing divisor
V = V1 ∪
p1=p2
V2
is the union of two submanifolds V1 and V2 intersecting only in a point p = p1 = p2.
After rescaling once, we get 3 main pieces X , F1 and F2 together this an attaching map, see the left
hand side of Figure 1. Here F1 is a P1 bundle over V˜ 1 = V1 ⊔ V2, while F2 is just P1× P1 (over the point
V˜ 2 = p). The divisor D1,∞ ⊂ F1 is a copy of V˜ = V1⊔V2 and it is attached to F0 = V = V1 ∪
p1=p2
V2 ⊂ X .
Similarly, D2,∞ ⊂ F2 is P1 ×∞ ∪∞ × P1, and it is attached to F1, which is the disjoint union of two
fibers of F1 over the points p1 and p2 in V1 ⊔ V2.
Note that F1 does not descend as a bundle over V : the two fibers of F1 over singular locus p1 and p2
are not identified with each other, but rather each gets identified with different of fibers of F2.
Example 4.8. Assume X has 4 real dimensions, but the normal crossing divisor V has only one com-
ponent, self intersecting itself in just a point p. Locally, the situation looks just like the one in Example
4.7, with V having two local branches meeting at p. The only difference is that globally V˜ has only one
connected component containing both points p1 and p2, see right hand side of Figure 1.
Remark 4.9. In the discussion above, we had a rescaling parameter λ normal to V , which means that we
considered the action of λ ∈ C∗ on the normal bundle N over V˜ . If V˜ has several connected components
V˜ = ⊔
c∈C
V˜c (4.14)
then we could independently rescale normal to each one of them; this gives a λ ∈ (C∗)C action, rather
than just the diagonal one we considered before. Rescaling in all these independent directions now gives
a multi-building, where each floor has a level associated to each connected component of V˜ . We could
talk about a room of the building which is on level one normal to some of the components, but level zero
normal to other components.
By iterating the rescaling process, we obtain level m buildings where we rescale m times normal to V ,
or more generally multi-buildings with mc levels in the normal direction to each connected component
V˜c of V˜ .
Definition 4.10. A level m building is a singular space Xm with a singular divisor Vm, called the zero
divisor, that is obtained recursively from (Xm−1, Vm−1) by iterating the level one building procedure. In
particular, a level m building comes with (i) a resolution (X˜m, D˜m), (ii) an attaching map ξm and (iii)
a collapsing map pm. The attaching map
ξm : (X˜m, D˜m)→ (Xm, Dm)
attaches the floors together producing the singular locus Wm of Xm, where Dm = Wm ∪ Vm is the total
divisor. The collapsing map
pm : (Xm, Vm)→ (Xm−1, Vm−1) (4.15)
is the identity on Xm−1 ⊂ Xm and fiberwise collapses the top floor.
This inductively defines a tower of buildings
X = X0 ⊆ · · · ⊆ Xm−1 ⊆ Xm ⊆ . . . (4.16)
together with their resolutions X˜m and natural maps between them. The connected components of the
resolution X˜m are called rooms, while the i’th floor of Xm is Xi \Xi−1. The full projection
p : (Xm, Vm)→ (X0, V0) = (X,V ) (4.17)
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collapses all positive floors, leaving the bottom one unaffected. Note that as we add floors, the building
grows bigger in several (local) directions. Starting with (Xm−1, Vm−1), on the top floor we add a new
piece
Fk,m = Fk(Vm−1). (4.18)
which is a (P1)k-bundle over the depth k stratum of Vm−1, one for each k ≥ 1. A point y˜ of Fk,m
has an associated level in each of the k local directions, keeping track of how many times the building
was rescaled in that direction to get y˜, with level zero unrescaled. Unlike the floors which partition the
building, a point could be in several levels at once (in different local directions), so levels of the building
overlap over depth k ≥ 2 points, see §4.3.
Remark 4.11. We use depth to measure how many local branches of V meet at a point. We now also
have floors and levels, which measure slightly differently how the target was rescaled.
Example 4.12. (Fundamental model) When (X,V ) = (D2, 0) is the disk, the level m building is
Xm = D
2 ∪
0=∞
P1 ∪
0=∞
. . . ∪
0=∞
P1 (4.19)
Its resolution X˜m = D
2 ⊔ P1 ⊔ · · · ⊔ P1 comes with a locally constant level map
l : X˜m → N (4.20)
indexing its m+1 components in increasing consecutive order with D2 on level zero. It uniquely descends
to an upper semicontinuous level map l : Xm → N, compatible with the inclusions (4.16) but discontinuous
along the total divisor. Note that the level zero of Xm is D
2 \ 0 while 0 is already on level 1.
Next, each point of X˜m comes with a sign ε = ±1, 0 keeping track of whether its coordinate is ∞, 0
or neither, inducing the sign map
ε : X˜m → {0,±1} (4.21)
Its restriction to D˜m is locally constant, indexing the zero and respectively the infinity divisor; intrinsically
ε keeps track of the weight of the C∗ action. Together, the restriction of l and ε to D˜m index the connected
components of the total divisor D˜m.
In coordinates, let z = z0 be a complex coordinate on D
2 and zl be a homogenous coordinate on the
l’th copy of P1 in (4.19). These are coordinates on the resolution of (4.19), with zl a coordinate on level
l and zl = 0,∞ describing its zero and respectively infinity divisor. The attaching map ξ : X˜m → Xm
identifies the point zl−1 = 0 with the point zl = ∞ to produce the l’th node yl and define the building
(4.19). Conversely, the l’th node yl has two lifts y
±
l to the resolution, on consecutive levels, with y
+
l on
the zero divisor in level l−1 and y−l in the infinity divisor on level l. The C∗ action (λ, z)→ λz describes
infinitesimal coordinate changes on D2 at 0. There is a similar C∗ action on each of the m copies of P1,
inducing all together a (C∗)m action on (4.19).
The level and sign maps (4.20)-(4.21) are an intrinsic combinatorial way to keep track of the topology
of the tower of buildings (4.16) obtained by rescaling the disk around 0. Note that for each positive level
l, we also have a map pl : Xm → Xm−1 that collapses that level, and more generally pJ : Xm → Xm−j
that collapses an order j subset J of the positive levels of (4.19).
Example 4.13. In Example 4.7, when we rescale again, a new level forms with five new rooms, see
Figure 2. Two of the rooms are P1 bundles over V1 and V2 respectively, but we now have three extra
copies of F2 = P1 × P1. The way they come about is as follows:
After the first rescaling, the zero divisor V(1) of the first floor consists of 4 pieces: V1, V2 but also two
P1’s intersecting in a point p1 (coming from the zero section of depth two piece F2,1 on the first floor).
When we rescale the second time, F2,2 is still a P1× P1 over the point p1, but F1,2 is now a P1 bundle
over (V1 ⊔ P1) ⊔ (V2 ⊔ P1), so it has four pieces: a P1 bundle over V1 and respectively V2, and two other
P1 × P1 pieces coming from rescaling over the two P1 fibers in V(1).
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Figure 2. A level 2 building
All together this level 2 building has 4 copies of P1 × P1,
two of them simultaneously in both level one and two, see
Figure 2, where level 1 is shaded and level 2 is hashed.
In general, such level m building has m2 copies of P1×P1,
and m copies of the P1 bundle over V1 ⊔ V2.
Example 4.14. In Example 4.7, V˜ = V1 ⊔ V2 has two con-
nected components, so we can also independently rescale nor-
mal to each of them, getting instead a multi-building: a level
(2,2) multi-building looks the same as the level 2 building,
except that we keep track separately of how many levels we
have in each direction. For example, the 4 pieces P1 × P1
described above now land one on each level (i, j) for i, j = 1
or 2, while before the piece (i, j) was in both level i and level j (see Figure 2). More generally, the level m
building from the example above can be regarded as a level (m,m) multibuilding when we independently
rescale in the two directions, with exactly one copy of P1 × P1 on each level (i, j) for i, j = 1, . . .m.
But in this case a multi-building may have different number of levels in each direction, e.g. just one level
normal to V1 and three normal to V2.
Example 4.15. In Example 4.8, locally everything looks the same as in Example 4.13 and even near p
we have two independent local directions in which we could rescale as in Example 4.14. However, because
V˜ is now connected, globally there is only one scaling parameter λ ∈ C∗ normal to V , so the two local
scaling parameters at p are no longer independent (they are essentially equal).
4.3. Stratifications of buildings and semilocal models. A level m building Xm comes with many
stratifications, each recording relevant topological information about Xm. (See §A.3 for a review of basic
notions associated to stratifications.) First of all, the normal crossing divisor D˜m induces a stratification
depth : X˜m → N keeping track of how many branches of Dm meet at a point (cf. Remark 1.15). It
pushes forward ξ∗depth : Xm → N to one on Xm via the attaching map ξ : X˜m → Xm. But (X,V ) is
also stratified by depth, so we get a pullback stratification p∗depth : Xm → N induced by the collapsing
map p : Xm → X , with p∗depth ≥ ξ∗depth. Therefore the stratification ξ∗depth is finer, recording the
fact that the depth of a point in Xm is at most that of its projection in X .
These enter in the description of the semilocal model of the maps X˜m → Xm and Xm → X around
one of their fibers. For each point y ∈ Xm, denote by y˜ ∈ X˜m one of its resolutions and by p ∈ X its
projection. Denote by k the depth of p in X and assume k ≥ 1. Locally index the k branches of V near
p by I, and denote by Fp the fiber of Xm → X at p.
A neighborhood Up of Fp in Xm is a product of a small neighborhood Op of p in V
k and k copies of
the m-times rescaled disk (D2)m of (4.19), one factor for each one of the k branches of V at p. This
describes not only the tower of (m+ 1)k pieces of the resolution X˜m with its total divisor D˜m, but also
their attaching map, just as in Example 4.12, except that now we have k directions to keep track of
instead of one. For each i ∈ I fixed, each point y˜ in the fiber of X˜m → Xm → X over p now comes
decorated by both a level li(y˜) defined by (4.20), inducing the multilevel map
ly˜ : I → N (4.22)
and a sign εi(y˜) defined by (4.21), giving the multisign map
εy˜ : I → {0,±1}. (4.23)
In general we can have a point which is (a) on different levels in different directions, which is the infor-
mation recorded by l and (b) on the zero divisor in some of the directions, on infinity divisor in other
directions, and then in some other directions on neither, and this is precisely what ε records. The order
of the domain of l is the depth k of p, while that of the support of ε is depth k˜ of y˜ (where k ≥ k˜).
As long as the depth k of the projection p is constant, the multilevel map (4.22) is locally constant in
y˜, indexing the connected components of X˜m, and descends to an upper semicontinuous map in y ∈ Xm
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(discontinuous along Dm). Similarly, as long as the depth k˜ of y˜ is constant, the restriction of the
multisign map (4.23) to D˜m is locally constant in y˜, so together with the multilevel map l it indexes the
connected components of each open stratum of D˜m (see Example A.15 for an intrinsic view point).
If I is a set of order k, let VI → V k denote the resolution (A.15) obtained by indexing k branches of V
by I. The discussion above uniquely describes a stratum DJ of the resolution of (X˜m, D˜m) in terms of
(i) the stratum VI of the resolution of (X,V ) that DJ projects to under Xm → X , and
(ii) a multilevel l : I → N and multisign ε : I → {0,±1} map.
The strata DJ of X˜m are therefore indexed by pairs
J = (I, ε× l) (4.24)
with a symmetric group action SI reordering I. The strata VJ of the zero divisor V˜m corresponds to data
(4.24) for which
there exists at least one direction i ∈ I with l(i) = m and ε(i) = +1 (4.25)
while the other strata of the singular divisor come in dual pairs WJ± indexed by J± = (I, ε±× l±) where
ε+(i) = −ε−(i) = l−(i)− l+(i) for all i ∈ I (4.26)
and ε± 6≡ 0, keeping track of the fact that a level m building is obtained in each direction i not only by
joining together the zero and the infinity divisor on consecutive levels (when ε±(i) = ±1) but also joining
together fibers of the pieces in the same level (when ε±(i) = 0), see (A.7).
Definition 4.16. The level j of Xm is Lj = {y ∈ Xm | l−1y (j) 6= ∅}, i.e. the collection of points which
are on level j in at least one direction.
A point in X \V is by convention in level zero. Note that Lj is well defined, independent of the choice
of indexing of the local branches of V by I (i.e. preserved by the symmetric group action SI reordering
the branches). Intrinsically, the multi-level map ly describes a partition I0, . . . , Im of the k local branches
I of V at p(y) according to its value on each branch, where Ij = l
−1
y (j) has order µj ≥ 0, see Example
A.9. Level Lj consists of points with µj ≥ 1.
Remark 4.17. The C∗ action of NV induces a (C∗)m action on a level m building such that each factor
αl ∈ C∗ rescales the level l ≥ 1 piece of Xm normal to its zero section, fixes X \ V pointwise, and
preserves the total divisor and its stratification, but not pointwise. It is modeled by the (C∗)m action
on the rescaled disk (D2)m of Example 4.12 in which the l’th factor αl ∈ C∗ acts nontrivially only on
the P1 components of (D2)m in level l ≥ 1. The fiber Fp of Xm → X is a product of k copies of (D2)m,
where the i’th D2 is intrinsically the fiber Ni,p of the normal bundle to the i’th branch of V at p, thus
Fp comes with an induced diagonal action.
The l’th factor αl ∈ C∗ acts nontrivially only on the rooms of the building that are on level l ≥ 1.
Remark 4.18. For each positive level l there is a map collapsing that level
pl : (Xm, Vm)→ (Xm−1, Vm−1) (4.27)
defined on any building Xm with at least l floors, and more generally a collapsing map pJ for any subset
J of the levels {1, . . . ,m}. Over a depth k point p ∈ V the map (4.27) is the product of the collapsing
maps pl on each one of the k copies of the fundamental model (D
2)m. In Figure 2, p1 collapses the first
level (the shaded part) and p2 the second level (the hatched part).
Remark 4.19. The notion of a tamed pair (ω, J) on a level m building (Xm, Vm) compatible with the
total divisor Dm is defined via one on the resolution (X˜m, D˜m) that matches along the singular locus.
Among these pairs, there is a subset which is also compatible with one of the collapsing maps (4.27) or
more generally with all of them, see §A.2.
Moreover, for each pair (ω, J) ∈ J (X,V ) on X , the rescaling procedure induces a J on X , compatible
with both the total divisor Dm and with each of the collapsing maps. Its restriction to the level zero is
the original J while the restriction to each other piece Fk is C∗ invariant. For each α > 0 sufficiently
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small, we can find an ωα on Xm such that (ω
α, J) is a tamed pair, compatible with the total divisor Dm,
such that its restriction to level zero is the original structure (ω, J) on X while its restriction to each
other piece Fk is compatible with the projection π : Fk → V˜ k and the fiberwise S1-action is Hamiltonian.
In fact, we can arrange that the restriction of ωα to Fk has the form π∗ωV k + α
2τ , where α is the size of
each P1 fiber, see Remark 4.2.
Observe that if we let (X ′, V ′) = (U×X, U×V ) then the level m building associated to (X ′, V ′) is the
product of U with the level m building associated to (X,V ). So the discussion above extends to Gromov-
type perturbations: any V -compatible parameter (J, ν) ∈ JV(X,V ) induces one on Xm compatible with
both Dm and the collapsing maps.
4.4. Local model near the divisor. Rescaling X by a factor of λ 6= 0 along a normal crossing divisor
V similarly gives rise to manifold we denote Xλ and an identification
Rλ : X → Xλ (4.28)
extending (4.5) and described in more details below. The manifold Xλ again has two regions, one is
the complement of the |√λ|-tubular neighborhood Uλ of V in X , on which Rλ is the identity, and the
other one is identified with Oλ, the complement of the |
√
λ|-tubular neighborhood of the singular divisor
W1 in FV . The only difference now is that we have several overlapping local models, coming from the
stratification of V .
This perspective allows us to think of the rescaled X as a sequence of manifolds Xλ with varying
Jλ = R
∗
λJ , which as λ → 0 converge to a level one building X1 with an induced J on its resolution X˜1.
In fact, Xλ can be thought as an iterated symplectic sum: fix a level one building X1 as in Definition
4.5, with appropriate identifications along corresponding divisors, including fixed isomorphisms (A.8).
For each (small) gluing parameter λ ∈ C∗ we get the ’symplectic sum’ Xλ (diffeomorphic to X , but
with a deformed symplectic form) and Xλ converges to X1 as λ → 0. This describes a local family of
deformations
Xλ

 // X ρ // B (4.29)
with fiber Xλ over λ ∈ B\0 and central fiber X1. Moreover, (4.28) can be regarded as a local trivialization
of (4.29) away from λ = 0. This approach is mentioned in Remark 7.7 of [IP2] and expanded on in [IP3].
Remark 4.20. When (X,V ) is a marked Riemann surface (Σ, x) the level 1 building Σ1 is Σ together
one spherical bubble (with two marked points, the zero and the infinity divisor) attached at each of the
marked points x. This matches the picture appearing in Gromov compactness on the domain side. The
family of deformations (4.29) is obtained by fixing an isomorphism between the two tangent planes at
the node, for example by adding an extra marked point to make the bubble stable, and then (uniquely)
identifying the new family of curves with the fibers of the universal curve. The universal curve is a locally
trivial fibration away from the nodal locus and has specific local models around the nodal locus.
We next describe the rescaling procedure in more detail, working in regions which are obtained from
neighborhoods of depth k stratum of V after removing neighborhoods of the higher depth stratum.
Figure 3. Regions of X
Recall that a normal crossing divisor V ⊂ X comes with a smooth
resolution V˜ → V , a normal bundle π : N → V˜ , and an immersion
ι : U˜ → X defined on some disk bundle U˜ of N . The restriction ι : V˜ → V
to the zero section defines a stratification depth of X (by the number of
elements in the fiber of ι) with closed strata V k.
Denote by ιδ the restriction of ι to the δ-disk bundle U˜δ of N , where
δ is sufficiently small. Then ιδ defines a stratification
depthδ : X → N (4.30)
of X with closed strata Ukδ where U
1
δ = Uδ is a neighborhood of V and
Ukδ consists of points x ∈ X for which ι−1δ (x) has at least k points. Note
that U0δ = X is independent of δ.
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In Figure 3, Uδ is the hatched region while U
2
δ is the doubly hatched one. The maps depthδ are
decreasing in δ and limit as δ → 0 to depth; the regions {Ukδ }δ provide a basis of neighborhoods of V k in
X . For each 0 < ε < δ, consider the annular ‘neck region’
A(ε, δ) = ι(U˜δ \ U˜ε) (4.31)
where the two stratifications differ from each other; it corresponds to the shaded region in Figure 3. Note
that A(ε, δ) intersects V near depth k ≥ 2 points, so it is different from Uδ \ Uε.
Let Sδ be the radius δ > 0 circle bundle of N . The complement of its image Aδ = ι(Sδ) separates X
into open piecesXkδ = int U
k
δ \Uk+1δ which lie in a neighborhood of V k but stay away from a neighborhood
of the higher depth stratum V k+1:
X \Aδ = ⊔
k≥0
Xkδ (4.32)
Lemma A.4 shows that each piece Xkδ for k ≥ 1 comes with
a projection πk : X
k
δ → V k \ Uk+1δ and an embedding ηk : Xkδ →֒ NVk ⊂ Fk (4.33)
whose image is a product of δ-disk bundles in the fibers (P1)k of Fk, but with the δ-neighborhood of
the fiber divisor Fk removed. In other words, X
k
δ can be regarded, via ηk, as the subset of Fk whose
complement is the union of the 1/δ neighborhood of the infinity divisor and the δ-neighborhood of the
fiber divisor. But each piece Fk has a map Rkλ that fiberwise rescales Fk by the factor λ ∈ C∗, see Remark
4.4. Rkλ identifies X
k
δ in Fk with the complement O
k
δ (λ) of the union of the |λ|/δ neighborhood of the
infinity divisor Dk,∞ and the δ-neighborhood of the fiber divisor Fk. For δ = |
√
λ| → 0 the image of Xkδ
under Rkλ converges to Fk \ (Dk,∞ ∪ Fk). The rescaling map (4.28) is defined by first decomposing X
into pieces Xkδ where δ = |
√
λ| and then identifying each piece Xkδ ∼= Okδ (λ) using Rkλ, with Rλ being the
identity on X0δ = X \ Uδ.
In local coordinates, assume p is a depth k point of V (but away from the higher depth strata); locally
index the k branches I of V coming together at p, and choose local coordinates u1, . . . , uk normal to each
one of these branches (so the j’th branch is given by uj = 0) such that the δ-neighborhood Uδ of V is
given in these coordinates by |ui| ≤ δ for some i ∈ I. Then the region Xkδ is described by
|ui| ≤ δ for all i = 1, . . . , k (4.34)
with p ∈ V k \Uk+1δ . Under the change of coordinates vi = λ/ui for each i ∈ I, the region Xkδ is identified
with the region Okδ (λ) in Fk described by the equations
|vi| ≥ |λ|/δ for all i = 1, . . . , k (4.35)
where p ∈ V k \Uk+1δ . In particular, this change of coordinates provides an identification Rλ of X , broken
into pieces Xkδ with δ = |
√
λ| as above, with the complement of the |√λ|-tubular neighborhood of the
singular divisor W1 in a level one building X1 (broken into pieces in Fk), exactly as suggested by the
iterated symplectic sum construction (4.29).
In fact, the semi-local model of Xλ over a point p ∈ V k \ Uk+1δ is given by the locus of the equations
uivi = λ where |ui| ≤ δ for all i ∈ I (4.36)
where ui is a coordinate inNi, the normal bundle to the i’th local branch of V and vi is the dual coordinate
in the dual bundle N∗i (which is allowed to equal infinity). Note that these equations are invariant under
reordering of the branches, so they describe an intrinsic subset of NV k ×Fk where our semi-local analysis
takes place. In particular, (p, u, v) can be regarded as local coordinates on a thickening of the total space
of the deformation (4.29) in which the fibers Xλ are cut out by (4.36).
The δ-neck Nλ(δ) of Xλ is the region in the above coordinates where
|ui| < δ and |vi| < δ for some i (4.37)
and it globally corresponds to the annular region A(|λ|/δ, δ) around V in X . It decomposes into pieces
depending how many of the i ∈ I satisfy (4.37), keeping track of the overlap of these semi-local models.
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The upper hemisphere Hλ(δ) of Xλ corresponds to the region A(|λ|, δ) in X ; in coordinates it is
|ui| < δ and |vi| < 1 for some i. (4.38)
Its intersection with Xkδ maps under R
k
λ to the part of the upper hemisphere of Fk in O
k
δ (λ).
As λ → 0, Xλ converges to a level one building X1. For λ sufficiently small (|λ| < δ2), the δ-neck of
Xλ is described by the local models (4.36)-(4.37), while its complement is canonically identified with the
complement of a neighborhood of W1 in X1. As λ → 0 and then δ → 0, this neighborhood expands to
X1 \W1, while the upper hemisphere region Hλ(δ) converges to the upper hemisphere of FV .
So over a point p ∈ V k \ Uk+1δ , the level one building X1 is described by the equations:
u1v1 = 0, . . . , ukvk = 0 (4.39)
where |ui| ≤ δ for all i, regarded as an intrinsic subset of NV k ×Fk (or more precisely inside the pullback
of Fk over NV k).
This describes the 2k local pieces of X1 coming together at p along the singular locus W1: each piece
of X1 is described by the vanishing of exactly k coordinates, but some of them may be ui ∈ Ni in which
case the rest are the complementarily indexed ones vj ∈ N∗j . The divisor W1 has several local branches,
each one described by the further vanishing of one of the remaining coordinates ui or vi, matching the
description in §4.3. Note that the u’s are coordinates on level zero of X˜1, while the v’s are coordinates
on level one (in that direction), with u = 0 corresponding to the zero divisor and v = 0 the infinity one
(in that direction). The multilevel (4.22) and multisign map (4.23) encode this information.
Remark 4.21. The rescaling procedure can be iterated finitely many times: start with X , rescale it by
λ1, then rescale again the resulting manifold by λ2, etc. The limit as all λa → 0 is a level m building
Xm, with similar semi-local models described over a depth k point p as intrinsic subsets of (Fk × Fk)m,
modeled in each direction i by the process of m times rescaling a disk at the origin, see §4.3 and Figure 2.
So one way to describe the iterated rescaling is to start by choosing coordinates ui,0 = ui on X normal
to V at p, together with m other sets of dual normal coordinates:
ui,l ∈ Ni ∪∞ and vi,l ∈ N∗i ∪∞ with vi,l = u−1i,l (4.40)
for all l = 1, . . . ,m and all i ∈ I. These provide semi-local coordinates on Xm in a neighborhood of the
fiber Fp over p of the collapsing map Xm → X . Rescaling X means we
make a change of coordinates ui,l−1vi,l = λl at step l, (4.41)
for each l = 0, . . . ,m and all i ∈ I.
Intrinsically, this describes (i) a complete family Xm → B of global deformations (4.29) of Xm indexed
by the parameters λ = (λ1, . . . λm) ∈ B, (ii) local trivializations of X away from the necks and (iii) local
models of X in the necks. When restricted to subsets B′ ⊂ B we get partial families of deformations;
in particular, if B′ is the subset where i of the components of λ are equal to zero, the fibers of X → B′
are level m − i buildings obtained by smoothing off only the singular divisors corresponding to nonzero
gluing parameters.
Remark 4.22. For such deformation ρ : X → B of a level m building (Xm, Vm) we can use the semilocal
models above to define a notion of a tamed pair (ω, J) on the total space X compatible with the (singular)
fibration ρ: it is an element (ω, J) ∈ J (X ) whose restriction to each fiber Xλ is a tamed pair (ωλ, Jλ)
compatible with the total divisor of Xλ (cf. §A.2). Any Dm-compatible, tamed pair (ω, J) on Xm extends
to a tamed pair on X → B compatible with the fibration by the symplectic sum construction.
This extends naturally to Gromov-type perturbations using the fact that X ′ = U ×X → B is a family
of deformations of X ′m = U ×Xm. In particular, any parameter (J, ν) on Xm which is compatible with
the total divisor (for example one obtained from the rescaling process) extends to a parameter on X → B
compatible with the fibration.
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5. Refined limits of a sequence of maps
Consider now a sequence fn of maps inM(X,V ) which limits in the usual stable map compactification
to a map f0 which has components in V . In this section, after rescaling X once around V we construct
refined limits f into a level one building X1 such that f no nontrivial components in the singular locus,
projects to f0 under the collapsing map X1 → X , but the depth of at least one nontrivial component has
strictly decreased in the refined limit. This is the key step in the inductive rescaling procedure used in
the next section to construct the relatively stable map compactification.
We also need a detailed description of the collection of such possible refined limits f . In the case V
is a smooth divisor, we proved in [IP3] that the limit satisfies a matching condition along the singular
divisor. The arguments used there are semi-local (in a tubular neighborhood of V ), and extend to the
case when V is a normal crossing divisor by similarly working in neighborhoods of each depth k stratum
of V , where we have k different normal directions to V . When the limit f has no trivial components in
W1, we also get a matching condition along W1. First of all, we shall see that similarly f
−1(W1) consists
of nodes of the domain. The naive condition is that at each such node, f has matching intersection points
with W1, including the multiplicities, as was the case in [IP2]. But it turns out that at points of depth
k ≥ 2, this is not enough to define relative GW invariants, and needs to be further refined.
5.1. Maps into resolutions and deformations of buildings. In §4 we described the result of rescal-
ing the target normal to V , which can be regarded as constructing a family X → B of deformations
Xλ of X converging as λ → 0 to a singular space, a level m building Xm; in turn, the level m building
was described in terms of its smooth resolution (via attaching and collapsing maps). In order to state
the result of rescaling on a sequence of maps, we similarly need to first define the notions of resolu-
tions/refinements/projections and deformations/limits in the context of maps.
First of all, according to our conventions which match those of [IP3], every map f : C → X is regarded
as a map (ϕ, f) : C → U ×X , where the first factor is the universal curve of the domains (with a fixed
embedding into CPK for large K). The energy of f in a region N of the target is defined by
E(f ;N) =
1
2
∫
f−1(N)
|df |2 + |dϕ|2 (5.1)
By (2.5) the total energy of a (J, ν)-holomorphic map f is topological, equal to the symplectic area of
(ϕ, f). A (J, ν)-holomorphic map f : C → X is stable iff Aut(f) is finite ⇐⇒ each unstable domain
component represents a nontrivial homology class in X ⇐⇒ each domain component has positive energy
(5.1). Denote by αV the minimum quanta of energy carried by a stable (J, ν)-holomorphic map into V .
Note that according to our conventions αV > 0.
The key idea of Chapter 3 of [IP3] is that when V is smooth and δ > 0 small, the limits of maps which
have energy at most αV /2 in the δ-neck cannot have any components in the singular locus V = V∞ and
thus have well defined leading coefficients along V = V∞ which are furthermore uniformly bounded away
from 0 and infinity (the particular bound depends on δ and the choice of metrics).
When V has normal crossings, it is no longer true that limits of maps with small energy in the neck
have no components in the singular locus, rather they may have what we called trivial components in
Definition 11.1 of [IP3] (when V was smooth). The appropriate extension is:
Definition 5.1. A trivial component in Fk is a non-constant holomorphic map f : C → (Fk, D0 ∪D∞)
decorated with its contact information to D0 ∪D∞ and such that (a) its domain C is an unstable sphere
with only two contact points x± and (b) its image lies in a fiber (P1)k of Fk. In homogenous coordinates
f(z) = (a1z
s1 , . . . , akz
sk)
where some, but not all of the ai could be zero or infinity.
This is a stable map into Fk which does not have a stable model when projected into V k: its domain
is an unstable sphere with just two marked points and so its projection has energy zero. The trivial
components are the only stable maps fixed by the C∗ action on the target. In general they are multiply
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covered and the Gromov-type perturbation vanishes on them, so they may cause trouble with transver-
sality. Note that as a result of the rescaling process, we have uniform control only on the energy of the
projection, as the area of the fiber of Fk might be arbitrarily small.
Definition 5.2. Assume g : C → Xm is any continuous map into a level m building. A resolution of g
is a continuous map g˜ : C˜ → X˜m into the resolution X˜m of Xm such that
(i) C˜ is a resolution of C obtained by resolving a collection R of its nodes; so each node x ∈ R
corresponds to two extra marked points x± of C˜;
(ii) g˜ has no components in the infinity divisor;
(iii) g is obtained from g˜ via the attaching map ξ of the domain that identifies x− = x+ for each x ∈ R
to produce the nodes R of C and also attaches the target X˜m together to obtain the building Xm:
C˜
g˜ //
ξ

X˜m
ξ

C
g // Xm
(5.2)
A map g : C → Xm is called J-holomorphic if it has a resolution g˜ which is a J holomorphic map into
X˜m, and (J, ν)-holomorphic if it has a resolution whose graph is a Jν holomorphic map into U × X˜m.
It is easy to show that any (J, ν)-holomorphic map g : C → Xm has an essentially unique resolution
g˜ : C˜ → X˜m (up to reordering the extra marked points).
Definition 5.3. Assume g : C → Xm is a stable (J, ν)-holomorphic map into a level m ≥ 0 building. A
lift or refinement of g is a stable (J, ν)-holomorphic map g′ : C′ → Xm+1 such that g is obtained from
p ◦ g′ : C′ → Xm after contracting trivial domain components:
C′
g′ //
ct

Xm+1
p

C
g // Xm
(5.3)
where p : Xm+1 → Xm collapses one of the positive levels. The refinement g′ is called strict if there exists
at least one nontrivial component Σ such that its depth in g′ is strictly less than its depth in g. The map
g is called the pushforward of g′ and denoted p∗(g
′).
The pushforward is obtained from g′ after collapsing the target Xm+1 → Xm as well as any trivial
components landing in the collapsed fibers. For any other component Σ of C, g′|Σ : Σ→ Xm+1 projects
to g|Σ : Σ → Xm and its depth cannot increase under this projection, and remains constant for all the
components on which p is the identity. So if g has no nontrivial components in the total divisor Dm,
then it does not have any strict lifts. Even if it did have such a component, the existence of a strict (J, ν)
holomorphic lift of it is not automatic.
Remark 5.4. If g : Σ → V k has depth k, then a lift g′ to Fk can be regarded as a section ξ of g∗NV k
with poles along the infinity divisor. When (J, ν) ∈ JV(X,V ) the map g′ is (J, ν)-holomorphic iff ξ is in
the kernel of the linearized normal operator DNg (cf. (7.1) in [IP2]) associated to g. A strict lift simply
means that ξ 6≡ 0,∞ and so Ker DNg 6= 0, a nontrivial condition whenever the index of DNg is negative
(cf Lemma 6.4 of [IP2] and Lemma 5.23).
To define the notion of convergence of maps in this context, assume g : C → Xm is a J-holomorphic
map into a level m building, where the parameter (ω, J) ∈ J (Xm, Vm). Denote by U →M the universal
curve classifying C, and by Uk → Mk the universal curve classifying C together with k extra marked
points. Consider a family X → B of deformations (2.4) of the level m building with a fixed extension
(ω, J) ∈ J (X → B) compatible with the fibration. The spaces Uk, Mk, X , B all come with fixed
background metrics.
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Definition 5.5. With the notations above, consider gn : Cn → Xλn a sequence of Jn-holomorphic maps
into the fibers of X → B. We say (gn, Jn) converges to (g, J) denoted gn G−→ g provided:
(i) there exist lifts denoted still Cn and C obtained by adding k points such that Aut C = 1 and Cn → C
in Mk.
(ii) the graphs of gn inside Uk×X converge in Hausdorff distance and energy density to the graph of g.
(iii) the distance between Jn and J |Xλn wrt induced metric on Xλn converges to 0.
(iv) gn → g uniformly on compacts away from the nodes of C.
For m = 0 this is equivalent with the usual definition of Gromov convergence in the context of the
absolute moduli space. The definition is also consistent with both the forgetful maps Uk+1 → Uk on the
domain and the collapsing maps Xm+1 → Xm on the target. In fact, condition (ii) and elliptic regularity
implies condition (iv); as we prove below it also implies a controlled convergence in local models around
the nodes.
Note that this notion of convergence is insensitive to inserting constant unstable components. To
prevent that from happening one restricts to stable maps, which we are already implicitly doing when we
assume that domains have only trivial automorphisms.
Remark 5.6. The definition of convergence above has a natural extension to the space of Gromov-type
perturbations JV . In the most general case, one starts with any parameter (J, ν) ∈ JV(X → B), and a
sequence (Jn, νn) ∈ JV(Xλn). To define (gn, Jn, ν) G−→(g, J, ν) simply extend condition (iii) to (iii)′ the
distance between the restrictions of (Jn, νn) and (J, ν) to Cn ×Xλn converge to zero wrt induced metric
from Uk ×X .
5.2. The limits of a sequence of maps after one rescaling. With these preliminary definitions, we
are now ready to state the first rescaling result. For simplicity of notation, everywhere in this section we
write J instead of (J, ν) for any parameter JV(X,V ).
Proposition 5.7. Assume Jn → J is a sequence of parameters in JV(X,V ) and consider a sequence
fn : Cn → X of stable Jn-holomorphic maps in Ms(X,V ) converging to a stable J-holomorphic limit
f0 : C0 → X which has at least one (nontrivial) component in the zero divisor V .
Then there exists a sequence λn → 0 of rescaling parameters such that, after passing to a subsequence,
Rλnfn : Cn → Xλn have a limit g : C → X1 with the following properties:
(a) g is a stable J-holomorphic map into a level one building X1 which is a strict refinement of f0 and
without any nontrivial components in the singular divisor W1.
(b) g has a resolution g˜ : C˜ → X˜1 with no nontrivial components in the level zero part of the total divisor
of X˜1.
A limit g with these properties is called the refined limit, or more precisely the once-refined limit of the
(sub)sequence fn using rescaling parameters λn.
Proof. In the case V is a smooth divisor, we proved all the key analytical estimates that imply this result
in Section 6 of [IP2] (see also Section 3 of [IP3]). The arguments used there to construct the refined limit
are semi-local, in a neighborhood of V , and if set up right, easily extend to the case when V is a normal
crossing divisor. The main rescaling argument consists of two parts, first the construction of the refined
limit by rescaling the target near V , and later on a further analysis of the properties of this refined limit.
For the first part of the argument, we work separately in neighborhoods of depth k stratum V k but away
from the higher depth strata, and where usual Gromov compactness arguments apply; for the second
part of the argument, we work in the necks, where the transition between these local models happens.
As this is one of the crucial steps in the construction of the relatively stable map compactification, we
include below the complete details of both of these arguments.
Step 0. Preliminary considerations. Assume for simplicity that the domains Cn are smooth, oth-
erwise work separately on each of their components, and that the smooth resolution C˜0 of their original
limit C0 is a stable curve with trivial automorphism group, otherwise first add enough marked points.
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If C0 were smooth, the universal curve U → M can be locally trivialized in a neighborhood of C0.
Otherwise, we can find a local trivialization only away from the nodes D of C0 (in the complement of a
disjoint union of small balls in U around these nodes). Around each node x of C0 we can choose local
coordinates on the universal curve such that the domains Cn are described by
zw = µn(x) (5.4)
where µ0(x) = 0, and z, w are the two local coordinates on C0 at the node x (one on each local branch).
On the target X , consider Uδ the δ-tubular neighborhood of V in X , and U
k
δ the corresponding
neighborhood (4.34) of V k. The region Ukδ \ Uk+1δ′ lies in a neighborhood of V k but stays away from a
neighborhood of the higher depth stratum V k+1.
Denote by Pn ⊂ Cn the collection of marked points of fn, which include all the points in f−1n (V ), with
their contact information recorded by s. As n → ∞, they converge to the marked points P0 of C0, but
the original limit f0 may only have a partially defined contact information to V , as described by Lemma
3.12 and the two paragraphs preceding it. In particular, the restriction fk0 of f0 to C
k
0 lies in V
k where
it has a well defined order of contact to the higher depth stratum, and
f−10 (V
k \ V k+1) = (Ck0 \R) ⊔Rk and f−10 (V k) = C≥k0 ∪R≥k (5.5)
Here Ck0 and C
≥k
0 denote the union of depth k (and respectively at least k) components of C0 and R
k the
depth k contact points of C0. Note that a depth k component may contain finitely many higher depth
points, and these by definition are the contact points of that component. A priori some of these contact
points may not be part of the special points D ∪ P0 of C0 (and some special points may not be contact
points). We next construct a decomposition of the domains C0 and Cn into pieces close to the depth k
stratum but which stay away from the higher depth stratum.
For each point x ∈ C0 denote by B(x, ε) the ball about x of radius ε in the universal curve and by
Bn(x, ε) its intersection with Cn. When ε > 0 is sufficiently small (depending on x) the intersection
of B(x, ε) with C0 is either a disk or a union of two disks depending whether x is a smooth point of
C0 or a node (which lifts to two smooth points of the resolution, indexing the two local branches of C0
meeting at x). For each lift x˜ of x to the resolution C˜0, denote by γε(x˜) the oriented boundary of its
corresponding disk, and by γn,ε(x˜) the corresponding loop in the boundary of Bn(x, ε) for n sufficiently
large (depending on ε).
For each contact point x ∈ R and each small radius ε(x) > 0 depending on x, consider the disjoint
union ⊔
x∈R
B(x, ε). For n sufficiently large (depending on ε), Cn \ ⊔
x∈R
B(x, ε) = ⊔
k
Ckn(ε)
′ is a disjoint
union of compact pieces Ckn(ε)
′, one for each k, which limit as n → ∞ to Ck0 \ ⊔
x∈R
B(x, ε) and then as
ε→ 0 to Ck0 \R. Denote by
Ckn(ε) = C
k
n(ε)
′ ∪ ⊔
x∈Rk
Bn(x, ε) (5.6)
the subset of Cn obtained this way. Here n could also be 0, corresponding to the limit case C0. Note that
Ckn(ε) −→n→∞C
k
0 (ε) =
(
Ck0 \ ⊔
x∈R>k
B0(x, ε)
)
∪ ⊔
x∈Rk
B0(x, ε)−→
ε→0
Ck0 (0) = (C
k
0 \R) ∪Rk (5.7)
The boundary of Ckn(ε) decomposes as ∂+ ⊔ −∂− where
∂+C
k
n(ε) = ⊔
x∈R>k∩C˜k
0
γn,ε(x) while ∂−C
k
n(ε) = ⊔
x∈Rk∩C˜<k
0
γn,ε(x). (5.8)
The curve Cn is obtained by joining each piece C
k
n(ε) along ∂−C
k
n(ε) and ∂+C
k
n(ε) to the lower and
respectively higher index j pieces Cjn(ε).
As δ → 0, the inverse images f−10 (Ukδ ) shrink to f−10 (V k). By construction,
C≥k0 (ε) = f
−1
0 (V
k) ∪ ∪
x∈R≥k
B0(x, ε) (5.9)
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also shrink to f−10 (V
k) as the radii ε(x)→ 0 for each x ∈ R≥k (independent of choices at points in R<k).
Using the local expansion of f0 at the contact points, for each δ > 0 small, we can choose radii ε(x) > 0
at each x ∈ R>k (converging to 0 as δ → 0) so that f−10 (Uk+12δ ) ⊂ C≥k+10 (ε) so
f0(C
≤k
0 (ε)) ⊂ X \ Uk+12δ (5.10)
independent of the choice of radii at the rest of the contact points (x ∈ R≤k). Conversely, for any small
choice ε(x) > 0 of radii at x ∈ R>k, we can find a δ > 0 so that (5.10) holds, with δ → 0 as ε(x)→ 0.
On the other hand, by construction
Ck0 (ε) ⊂ Ck0 ∪ ⊔
x∈Rk
B0(x, ε) (5.11)
and f0(C
k
0 ) ⊂ V k. So for each δ > 0 small, we can choose radii ε(x) > 0 at each x ∈ Rk (converging to 0
as δ → 0) so that
f0(C
k
0 (ε)) ⊂ Ukδ/2 (5.12)
independent of the choice of radii at the rest of the contact points (x ∈ R \ Rk), and conversely, for any
small choice ε(x) > 0 at x ∈ Rk we can find a δ > 0 so that (5.12) holds.
Remark 5.8. In effect, starting from the stratification f∗0 depth of C0 pulled back from X , we constructed
a decreasing family of stratifications depthε of a tubular neighborhood of C0 in the universal curve, which
restrict to stratifications of Cn with closed strata (5.9). Of course, X also has a decreasing family (4.30) of
stratifications depthδ whose closed strata are U
k
δ , and the estimates above compare these stratifications.
Fix 0 < δ << 1 small enough so that for all k ≥ 0 the depth k piece fk of the original limit f0 has
very small energy in the δ-neighborhood of the higher depth stratum V k+1:
the energy of fk in the region Uk+1δ is less than αV /100N (5.13)
where N = dim X is an upper bound for the depth k. Note that δ can be chosen as small as desired
(because the energy density is nonnegative). But we have assumed that f0 has at least one component
in V thus the energy of the restriction of f0 to the complement of C
0
0 is at least αV .
Lemma 5.9. Fix f0 and δ > 0 as above. Then for any sufficiently small choice ε(x) > 0 of radii at the
contact points x ∈ R, and all n sufficiently large (depending on ε)
(i) the restriction of fn to C
k
n(ε) has energy at most αV /50N in the region U
k+1
δ for all k ≥ 0
(ii) the restriction of fn to the complement of C
0
n(ε) has energy at least 2αV /3
For each k ≥ 0 fixed, and any sufficiently small choice ε(x) > 0 of radii at the points x ∈ R>k, there
exists m > 0 (depending on ε but smaller than δ), a choice of small radii ε(x) > 0 at the points x ∈ Rk,
and two other m± > 0, such that for all n sufficiently large (depending on ε):
(iii) fn(C
k
n(ε)) lies in U
k
m \ Uk+1m thus lifts to Fk
(iv) fn(∂−C
k
n) lies U
k
m \ Ukm− while fn(∂+Ckn) lies in Uk+1m+ \ Uk+1m .
As the choices ε(x)→ 0 for x ∈ R>k, then m(ε)→ 0 and we can arrange that m±(ε)→ 0.
Proof. This follows from the estimates (5.7)-(5.13) using the fact that fn → f0 in the stable map com-
pactification as maps into X . The first two conditions are clear. For (iii), fix any small choice ε(x) > 0
at all x ∈ R>k. Use first (5.10) to find an m > 0 so that fn(Ckn(ε)) ⊂ X \ Uk+1m for any n large. We
can arrange that m(ε) decreases to zero as ε → 0. Because as n → ∞ the restriction of fn to ∂+Ckn(ε)
uniformly converges to the restriction of f0 which lands in a neighborhood of f0(R
>k) ⊂ V k+1, we can
find an m+ such that the second inclusion in part (iv) holds.
Next use (5.12) for to find ε(x) > 0 at x ∈ Rk so that fn(Ckn(ε)) ⊂ Ukm, which then gives (iii). As the
restriction of fn to ∂−C
k
n(ε) uniformly converge to the restriction of f0 to ∂−C
k
0 (ε) which is mapped off
V k, we can find an m− such that the first inclusion in part (iv) holds. 
31
Step 1. Constructing a refined limit. Next we rescale X around V by a certain amount λn to catch
a refined limit of the sequence fn. To find λn, we consider the energy E(fn, t) of fn inside the annular
region A(t, δ) of (4.31) around V in X . For each n fixed, the energy E(t) = E(fn, t) is a bounded variation
decreasing function in t, which is equal to 0 when t = δ and is at least 2αV /3 when t = 0 (because for
ε small, the restriction of fn to the complement of C
0
n(ε) lies in the Uδ by (iii) and has energy at least
2αV /3 by (ii)).
So for n sufficiently large, there exists a unique tn = |λn| 6= 0 such that
lim inf
t→tn
E(fn, t) ≤ αV
2
≤ lim sup
t→tn
E(fn, t) (5.14)
i.e. the energy of fn in the annular region A(|λn|, δ) is essentially αV /2. Then λn → 0, because if they
were bounded below by µ > 0 then in the limit the energy in the annular region A(µ, δ) of f0 and thus
of f0 would be αV /2 which contradicts (5.13).
We next show that Rλnfn regarded as a sequence of R
∗
λn
Jn-holomorphic maps into X have a Gromov
convergent subsequence. For each n, the almost complex structure Jn rescales to an almost complex
structure J0n on the level one building X1 and deforms to J
′
n on the total space of X → B by the
symplectic sum construction. For sufficiently large n, all these almost complex structures are tamed by
any one of the symplectic forms ωα of Remark 4.2 (when 0 < α ≪ 1), because being tamed is an open
condition. In particular, the restriction of ωα to Xλ tames R
∗
λJn for large n. Because Rλnfn : Cn → X
represent the same homology class, they have uniformly bounded energy measured with respect the
associated metric on X , and therefore a Gromov convergent subsequence to a map g : B → X1 whose
image lands in the central fiber X1 of X , and this result is independent of the choice of 0 < α ≪ 1, as
the symplectic form is only used to tame the almost complex structures.
Let H ⊂ X1 ⊂ X denote the limit as λn → 0 of the image in X under Rλn of the region A(|λn|, δ).
Then H is an open neighborhood of the singular locus W1 of X1. In fact, its restriction Hk = H ∩ Fk to
Fk is the union of the upper hemisphere of Fk and the δ-neighborhood of the fiber divisor Fk of Fk.
By (5.14), the limit g does not have enough energy in the neck region to have a nontrivial component
in the singular locus (as these would carry at least energy αV ). It also has a resolution g˜ : B˜ → X˜1
without any components in the infinity section.
Let gk be the restriction of g to Bk = g
−1(Fk \ Fk+1), see (4.11). Each Bk ⊂ B is a punctured curve,
let S ⊂ B be the union over k of their punctures, and then remove S from Bk. By induction on k,
Lemma 5.9(iii) and (iv) implies that gk is the limit of the restrictions of the subsequence Rλnfn to C
k
n(ε)
as n → ∞ and then the radii ε(x) → 0 at the points x ∈ R>k: condition (iii) implies that their limit is
defined on a subset of Bk while (iv) implies the limit of their boundaries converge to the punctures of
Bk. In particular gk : Bk → Fk refines fk : Ck → V k \ V k+1 (regarded as a map into the zero section of
Fk).
So by construction g is a refinement of f0; it remains to check that g is a strict refinement of f0, i.e.
g has a nontrivial component whose depth is strictly less than that of its projection f0. Otherwise, for
each k, gk can only differ from f
k by trivial components (since we already know that gk has no nontrivial
components in the infinity section). But then this contradicts (5.14), as the trivial components do not
have enough energy in Hk, nor do the f
k: by the fk’s lie in the zero section where together have at most
αV /100 energy in the δ-neighborhood of the fiber divisor Fk by (5.13). 
Intrinsically Proposition 5.7 describes a refinement of the Gromov topology, in which a sequence
convergent in the Gromov topology may have several limit points in the once-refined topology, appearing
as the limit of different subsequences, and a priori different ways to rescale the original sequence. The
next Lemma essentially rules out the latter possibility.
Lemma 5.10. For each once-refined-convergent subsequence, its limit constructed by Proposition 5.7 is
unique up to rescaling the level one of the building by an overall factor λ ∈ C∗.
More precisely, assume g and g′ are two refined limits of the same subsequence fn but obtained us-
ing parameters λn, λ
′
n → 0. Then (i) |λn/λ′n| has a limit 6= 0,∞ and (ii) g is equal to g′ after a
reparametrization of the domain and rescaling the level one of the building by an overall factor α ∈ C∗.
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Proof. First of all, note that this notion of convergence is preserved under adding converging sequences
of extra marked points to the domains or rescaling the parameters λn by factors αn as long as αn → α 6=
0,∞. In particular, if g is the refined limit of the sequence fn obtained by rescaling by λn and α 6= 0,∞
then αg is the refined limit of the sequence fn obtained by rescaling by αnλn.
Assume g′ : C′ → X is another refined limit of the same sequence fn, obtained by rescaling by λ′n
and adding a different collection p′n of k
′ marked points to the domains to kill their automorphisms. By
choosing a common lift (Cn, pn, p
′
n) ∈ Mk+k′ and passing to the limit, we conclude that (C, p, p′) =
(C′, p, p′) up to reparametrizations. So we can assume that both sequences had the same collection of
marked points added to begin with to kill the automorphisms and drop that from the notation. Then
C = C′ so the limits are defined on the same domain (e.g. the fiber of the universal curve), and their
graphs in Uk ×X are embedded J holomorphic curves.
Next use energy considerations to show that the ratio |λ′n/λn| has a limit α 6= 0,∞. First of all, since
both g, g′ are strict refinements of f0, they have a nontrivial component meeting the upper hemisphere,
so by rescaling each one separately we can assume their energy in the upper hemisphere is essentially
αV /2 in the sense of (5.14). Since both have very small energy near the singular divisor by (b) (coming
only from trivial components) and the convergence is also in energy density, then |λ′n/λn| is uniformly
bounded away from 0 and ∞ and therefore after passing to a further subsequence and rescaling one of
the sequences by a fixed constant we can assume λ′n/λn → 1. Now we can use the fact that the graphs of
Rλnfn converge in Hausdorff distance to that of g to conclude that the graphs of g and g
′ have Hausdorff
distance zero. But their domains were equal, and the graphs are embedded J-holomorphic curves, thus
they must be equal up to a reparametrization of the domain. 
Step 2: Properties of the refined limit. We next want to understand the behavior of the refined
limit g : C → X1 constructed by Proposition 5.7 around the singular divisor W1 where the pieces of
the building are joined together; for that we restrict to the neck regions (both of the domain and of the
target) where we use the local models (5.4) on the domain and (4.36) in the target.
We already know that the refined limit g : C → X has a resolution g˜ : C˜ → X˜1 which has no
components in the infinity divisor. Lemma 3.12 applies to this resolution to produce a further lift ĝ
recording the contact information of each depth k piece of g˜ to the higher depth stratum of the level one
building X1 with respect to its total divisor D1.
A convenient way to record the contact information of the refined limit is via the semi-local models for
the target X1 described in §4.3. For each depth k component Σ of C, index the stratum of X˜1 containing
the lift g˜(Σ) by the data IΣ, lΣ and εΣ where (a) IΣ records the stratum of X containing the projection of
g˜(Σ) under the collapsing map X1 → X ; (b) lΣ : IΣ → {0, 1} is the multilevel map recording the level of
g˜(Σ) in each direction and (c) εΣ : IΣ → {+, 0} is the multi-sign map recording the stratum of the total
divisor containing g˜(Σ). Note that because g˜ has no components in the infinity section, here εΣ(i) 6= −
for all i ∈ IΣ. Moreover, I∞Σ
def
= ε−1Σ (±) indexes the directions in which g˜(Σ) does not have a well defined
contact information to the total divisor; its cardinality records the depth of Σ in g˜, while the cardinality
of IΣ records the depth of the projection to X .
Next, each contact point x ∈ Σ similarly comes with an indexing set I(x), a multilevel map l(x)
and a multisign map ε(x) refining those associated to Σ, together with sequence of multiplicities s(x) :
I(x) \ I∞Σ → N recording the contact multiplicity of ĝ at x to the higher depth stratum of X˜1 indexed by
I(x), l(x) and ε(x). Denote by I∞(x) = I∞Σ the directions in which the contact multiplicity is undefined
(because g˜(Σ) ≡ 0 in those directions), and by I±(x) and respectively I0(x) the partition of the remaining
directions induced by ε(x).
In local coordinates z on Σ at each contact point x, and normal coordinates ui,l ∈ Ni to the zero
divisor in each level l of the target, the resolution ĝ(z) has an expansion:
(ui,li(x))
εi(x) =
{
ai(x)z
si(x) +O(|z|si(x)) for all i /∈ I∞(x)
0 for all i ∈ I∞(x) (5.15)
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where the leading coefficient
0 6= ai(x) ∈ Nεi(x)i ⊗ (T ∗xΣ)si(x) for all i /∈ I∞(x) (5.16)
With this notation, the conclusion of Proposition 5.7 can be strengthened as follows:
Proposition 5.11. Assume Jn → J0 is a sequence in JV(X,V ), and consider a sequence fn : Cn → X
of maps in M(X,V ) whose level zero limit g0 : C0 → X has at least one nontrivial component in V .
Then there exists a sequence λn → 0 of rescaling parameters such that, after passing to a subsequence,
Rλnfn converge to a limit g1 : C1 → X1 into a level one building with the following properties:
(a) g1 : C1 → X1 is a strict refinement of g0 : C0 → X0, without any nontrivial components in the
singular locus W1 of X1;
(b) g1 has a resolution g˜1 : C˜1 → X˜1 whose contact information to the total divisor of X˜1 is described by
(5.15); these maps fit in the diagram:
C˜1
ξ //
g˜1

C1
st //
g1

C0
g0

X˜1
ξ // X1
p // X0
(5.17)
(c) for any intermediate curve C1 → C′ → C0 all the contact points of g˜1 descend to special points of
C′, and moreover
• s(x−) = s(x+) and ε(x−) = −ε(x+) for each node x− = x+ of C′;
• s(x) = s(xn) and ε(x) = ε(xn) for each marked point x ∈ C′ which is the limit of marked points
xn of Cn;
(whenever both sides are defined). Furthermore, C is obtained from C0 by inserting strings of trivial
components Bx (broken cylinders) either between two branches x± of a node x of C0 or else at a
marked point x of C0;
For each once-refined-convergent subsequence, its limit g1 : C1 → X1 is unique up to the C∗ action on
the level one of the building.
Proof. Part (a) and (b) have already been proven, thus it remains to show (c). First of all, we can
decompose the domain C into two pieces, C0 and B where C0 consists of nontrivial components, and
B consisting of components that get collapsed under the two maps C → C0 and X1 → X . Then each
connected component Bi of B is an unstable genus zero curve (bubble tree) with either one or two marked
points, corresponding to a special fiber of C → C0 over either:
(i) a non special point in the case Bi has only one marked point;
(ii) a node in the case Bi has two marked points and both belong to C
0 ∩B or
(iii) a marked point in the case Bi has two marked points, but only one belongs to C
0 ∩ B while the
other is a marked point of C.
We have the same description for the special fibers of C → C′ and of C′ → C0 for any intermediate curve
C → C′ → C0.
For any point x ∈ C0, choose local coordinates at x on the universal curve of the domains (containing
C0) and normal coordinates to V in the target X at p as above (where p = f0(x) is a depth k ≥ 0 point
of V ). Using the notations of the proof of Proposition 5.7, for ε, δ > 0 sufficiently small and n sufficiently
large, the image under fn of Bn(x, ε) is mapped in the δ neighborhood of p in X but away from the δ
neighborhood of the depth k + 1 stratum. Furthermore, since f−1n (V ) = Pn then fn maps Bn(x, ε) \ Pn
into the annular region Oδ
0 < |ui| < δ for all i ∈ I (5.18)
of NV k around p (away from the higher depth stratum). This region is homotopic to (S
1)k, one factor
for each branch i of V at p.
If we also fix to begin with global coordinates on all bubble components in B, we have a similar
story for any point x in any one of the intermediate curves C′: fn takes a sufficiently small punctured
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neighborhood Bn(x, ε) \ Pn into the annular region (5.18), where now Bn(x, ε) denotes the intersection
of Cn with the ball B(x, ε) about x in the local model for domains containing their intermediate limit
C′. Topologically, Bn(x, ε) is either a disk or an annulus, depending whether x is a smooth point or a
node of C′. In particular, for every lift x˜ of x to the resolution of C′ and thus to C˜, the corresponding
boundary loop fn(γn,ε(x˜)) has a well defined winding number si,n(x˜) about the branch i of V at p.
Furthermore, for ε > 0 sufficiently small, Bn(x, ε) contains no points from Pn if x is not a marked
point of C′ and otherwise it contains precisely one point xn ∈ Pn which limits to x as n → ∞. This
implies that, for n sufficiently large, and all i ∈ I,
(i) if x is not a special point of C′ then the winding numbers si,n(x˜) = 0;
(ii) if x± ∈ C˜ correspond to a node x of C′ then si,n(x+) + si,n(x−) = 0.
(iii) if x ∈ C′ is the limit of the marked points xn ∈ Cn then si,n(x˜) = si(xn);
But the winding numbers si,n(x˜) of fn are related to those of the refined limit g. This is simply because
the winding numbers of fn agree with those of the rescaled maps Rλnfn, and these converge uniformly
on compacts away from the nodes of C to the refined limit g : C → X1, which has well defined winding
numbers about the zero section in all directions i /∈ I∞. Since the loops γn,ε(x˜) stay away from all the
nodes of C (for ε sufficiently small) then for n sufficiently large:
si,n(x˜) = εi(x˜)si(x˜) for all i /∈ I∞ (5.19)
because of the expansion (5.15) of g at x˜. Note that this give us no information about the winding
numbers in the direction of I∞, where the winding numbers of g are undefined.
In particular, any contact point x˜ of g with W1∪V1 or any of its strata has si(x˜) > 0 in some direction
i which rules out case (i): if x˜ ∈ C˜ descends to a non special point x of C′, then si,n(x˜) = 0 by (i) which
contradicts (5.19).
In case (ii), for any node x of C′ then si,n(x−) + si,n(x+) = 0 and so (5.19) implies that
si(x−) = si(x+) and εi(x−) = −εi(x+) for all i /∈ I∞(x) def= I∞(x−) ∪ I∞(x+)
as both sides are well defined for such an i. If x is the limit of contact points xn of fn to V then (5.19)
implies that
si(x) = si(xn) and εi(x) = εi(xn) for all i /∈ I∞(x)
So for example x is a contact point of g with the zero divisor V1 if and only if xn was one for fn to V .
Finally, this discussion implies that there are no components of B with just one marked point (oth-
erwise, contracting such component would give a curve C′ and a non special point x on it which is
impossible as case (i) is ruled out for all intermediate curves C′). Therefore all the components of B have
precisely 2 special points, which must be the contact points with the zero and the infinity divisor in their
fiber, and thus are indeed trivial components as in Definition 5.1. Furthermore, the only special fibers of
C → C′ or C′ → C0 are strings of trivial components (broken cylinders). 
Remark 5.12. Proposition 5.11 and the discussion preceding it implies that each node x of C0, and more
generally each node y of any intermediate curve C → C′ → C0 which projects to x comes with a partition
of the original indexing set I(x) of the stratum containing f0(x) into I
∞(y), I0(y) and then I±(y) induced
by the contact information of the refined limit g : C → X1 to the total divisor. I∞(y) = I∞(y+)∪I∞(y−)
records those directions in which at least one of the local branches at y± of the resolution g˜ lies in the
total divisor, while I0(y) records the directions in which the i’th coordinates of both g˜(y±) are nonzero,
so both branches stay away from the total divisor in those directions. The remaining directions i ∈ I±(y)
come with a multiplicity si(y) = si(x) > 0 and opposite signs εi(x+) = εi(y+) = −εi(y−) = −εi(x−) 6= 0
recording the two opposite sides of the level one building from which the two branches of g come into the
singular divisor, and also two leading coefficients ai(y±) 6= 0, intrinsically elements
ai(y+) ∈ Nεi(x+)f(x),i ⊗ (Ty+C)si(x) and ai(y−) ∈ Nεi(x−)f(x),i ⊗ (Ty−C)si(x) (5.20)
for all i ∈ I±(y), where Np,i is the branch of the normal bundle to V at the point p in the direction i.
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Note that (4.26) implies that for each node y that is mapped to the singular divisor, and each fixed
direction i with εi(y) 6= 0, one the two branches y± must be in level zero in that direction (the one for
which εi evaluates to 1) while the other one must be on level one.
Example 5.13. In the situation of Example 4.7 we could have two nodes of the domain mapped to p,
one between the components X and F2 while the other one between the two F1 components, but no node
at p between say X and F1 (as the branches of g would not be on opposite sides of the singular divisor
in all local directions). In the first case the node is between level 0 and level 1 (really local levels (0,0)
and (1,1)), while in the second case it is between two level 1 floors, or more accurately between a local
level (0,1) and (1,0) floor.
5.3. Once-refined limits and the refined matching condition. Assume next that the once-refined
limit constructed by Proposition 5.11 has no components in the total divisor D1 =W1 ∪ V1. In this case,
the rescaling process terminates in one step, and g = g1 is the refined limit of the subsequence fn. Then
g : C1 → X1 has a resolution g˜ : C˜1 → X˜1 which is an element of the universal moduli space
g˜ ∈ M(X˜1, W˜1 ∪ V˜1)→ JV(X,V ) (5.21)
over the parameter space JV(X,V ). The domain C˜1 is a resolution of C1 obtained by resolving all its
nodes D. The combined attaching map identifies pairs of marked points of C˜1 to produce the nodes of
C1, and simultaneously attaches the targets together to produce the singular locus W1. The resolution g˜
is essentially unique (up to reordering).
The attaching map ξ : X˜1 → X1, when restricted to a depth k ≥ 1 stratum is a degree 2k cover of W1.
At each node x− = x+ of C1 mapped into this stratum we also have a partition of the 2k normal directions
NV k ⊕N∗V k into two length k dual indexing sets IW (x−) and IW (x+) that record the two opposite local
pieces of X˜1 containing the two local branches of g at that node. According to our setup, we encode the
indexing set of the branches of the divisor together with the contact multiplicities as decorations on the
corresponding half edges of the dual graph cf Remarks 3.4 and 3.6.
Remark 5.14. Let s˜ denote the dual graph associated to the resolution g˜ : C˜1 → X˜1, decorated by
its (partial) contact information to the total divisor D1. From it, we can read off the dual graphs of all
the vertical arrows in (5.17), as well as those of the original sequence fn if we assume their domains Cn
were smooth, see Remark 3.3. Denote by s± the contact information of s˜ associated to the nodes D, i.e.
s±(x) = s(x±) for all x ∈ D, and by s the dual graph obtained by contracting all the edges D of s˜.
Then Proposition 5.11(c) implies that the image of the resolution (5.21) under the evaluation map
(3.13) at the pairs {x±}x∈D of marked points giving the nodes:
evD :Ms˜(X˜1, W˜1 ∪ V˜1) −→ (W1)s+ × (W1)s− (5.22)
must land in the diagonal ∆. We call these the naive matching conditions because when s± contains
depth ≥ 2 points, the dimension of this stratum is in general bigger than the dimension of Ms(X,V )!
Lemma 5.15. The difference between the expected dimensions is
dimMs(X,V )− dim ev−1s± (∆) = 2
∑
x∈P (s+)
(1− k(x))
where P (s+) denotes the collection of marked points associated with the sequence s+.
Proof. This is a simple adaptation of the calculations of [IP3]. The expected dimension of ev−1s± (∆) is
dim ev−1s± (∆) = dimMs˜(X˜1, W˜1 ∪ V˜1)− dim (W1)s+
so the difference is
dimMs(X,V )− dim ev−1s± (∆) = dimMs(X,V )− dimMs˜(X˜1, W˜1 ∪ V˜1) + dim (W1)s+
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where
dimMs(X,V ) = 2c1(TX)As + (dim X − 6)χ
2
+ 2ℓ(s)− 2AsV
dimMs˜(X˜1, W˜1 ∪ V˜1) = 2c1(T X˜1)As˜ + (dim X − 6) χ˜
2
+ 2ℓ(s˜)− 2As˜W˜1 − 2As˜V1
But χ = χ˜ − 2ℓ(s+), ℓ(s˜) = ℓ(s) + 2ℓ(s+) and AsV = |s| = As˜V1, while Lemma 2.4 of [IP3] adapted to
this context gives c1(TX)As = c1(T X˜1)As˜ − 2As˜W˜1 so
dimMs(X,V )− dimMs˜(X˜1, W˜1 ∪ V˜1) = (dim X − 2)ℓ(s+)
On the other hand, since the image under the evaluation map of each depth k point lands in a codimension
2k stratum of X1 then
dim (W1)s+ =
∑
x∈P (s+)
(dim X − 2k(x))
so the difference in dimensions is exactly as stated. 
The refined limit g is well defined only up to an overall rescaling parameter λ ∈ C∗ that acts on the
level one of the building; this C∗ action induces an action on the restriction of the universal moduli
space of maps into X˜1 to the parameter space JV(X,V ), and the evaluation map (5.22) descends to the
quotient:
evD :Ms˜(X˜1, W˜1 ∪ V˜1)/C∗ −→ (W1)s+ × (W1)s− (5.23)
Even after dividing by the C∗ action, Lemma 5.15 still implies that if we want to construct a relatively
stable map compactification for a singular normal divisor (with depth k ≥ 2 pieces), then we need
some refined matching condition, otherwise the boundary stratum is larger dimensional than the interior.
Luckily, the existence of such refined compactification follows after a careful examination of the arguments
in [IP3].
It turns out that when k ≥ 2, not all the maps g : C → X1 (without components in D1) whose
resolution g˜ satisfies the naive matching condition can occur as limits after rescaling of maps fn : Cn → X
in Ms(X,V ). To describe those that occur as limits, we use the results of Section 5 of [IP3]. For each
node x of C, we work in the local models (5.4) on the domain and (4.36) in the target, using the local
coordinates as described. The results of Proposition 6.1 can be strengthened as follows:
Lemma 5.16. Consider fn : Cn → X a sequence of maps in M(X,V ) as in Proposition 6.1, and further
assume that its refined limit g : C → X1 constructed there has no components in the singular divisor W1.
Then for each node x− = x+ of C which is mapped to W1 we have the following relation:
lim
n→∞
λn
µn(x)si(x)
= ai(x−)ai(x+) for each i ∈ I±(x) (5.24)
where µn(x) are the gluing parameters (5.4) describing Cn at x in terms of C, λn is the sequence of
rescaling parameters in the target.
Proof. For each node x of C that is mapped to a depth k(x) ≥ 1 stratum of W1 with matching multi-
plicities s(x), we work in the local models described above, where we can separately project our sequence
into each direction i ∈ I(x), where the local model is that of rescaling a disk around the origin, as ex-
plained in more details in the next section. The projections are now maps into a rescaled family of disks,
precisely the situation to which Lemma 5.3 of [IP3] applies to give (5.24) in each direction, after using
the expansions (5.15). 
Remark 5.17. The local model of Ms(X,V ) near a limit point g : C → X1 which has no components
in W1 is described by tuples (f˜ , µ, λ) satisfying a refined matching condition (5.25). Here f˜ : C˜ → X˜1
is an element of ev−1D (∆) ⊂ Ms˜(X˜, W˜1) satisfying the naive matching condition along W1 described in
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Remark 5.14, λ ∈ C is the gluing (rescaling) parameter of the target, and µ ∈ ⊕
x∈D
T ∗x−C ⊗ T ∗x+C is the
gluing parameter of the domain such that they also satisfy the condition
ai(x−)ai(x+)µ(x)
si(x) = λ for all i ∈ I±(x) (5.25)
at each node x ∈ D of the domain, where ai(x±) are the two leading coefficients (5.20) of f˜ in the i’th
normal direction i ∈ I±(x) at the node x ∈ D.
Intrinsically, the gluing parameters µ in the domain are sections of the bundle⊕
x∈D
Lx− ⊗ Lx+
while the gluing parameter λ in the target is naturally a section of the bundle N⊗N∗ ∼= C. The condition
(5.25) can be expressed as k(x) conditions on the leading coefficients:
ai(x−)ai(x+) = λ · µ(x)−si(x)
at each node. If we fix a small λ 6= 0, the existence of a µ(x) 6= 0 satisfying these relations imposes a
2k(x)− 2 dimensional condition on the leading coefficients, exactly what was missing in Lemma 5.15.
Remark 5.18. The refined matching conditions become linear if we take their log:
log a+i (x) + log a
−
i (x) = logλ− si(x) log µ(x) (5.26)
which makes the transversality of this condition easier to prove, and also hints to the connection with
log geometry. Here log is the appropriate extension of the map log : C∗ → R × S1 defined by log z =
log |z|+ i arg z to the intrinsic bundles in question.
Remark 5.19. There is a second way to read (5.24). Because the leading coefficients ai(x±) 6= 0,∞,
then for each node x of C its contact multiplicities must be independent of i, i.e.
si(x) = sj(x) for all i, j ∈ I±(x).
Moreover the resolution g˜1 : C˜1 → X˜1 of the limit g1 must satisfy the refined matching condition at each
node x ∈ D i.e. the image of g˜1 under the refined evaluation map
Evx± :Ms˜(X˜1, W˜1)→ Ps(x)(NWJ−(x)))× Ps(x)(NWJ+(x)) (5.27)
lands in the antidiagonal
∆± = { ([ai], [a−1i ]) | ai 6= 0,∞ for i ∈ I±(x) }
Unfortunately, in the presence of a depth k ≥ 2 point, we cannot rescale the target such that the limit
f has no components in the singular locus W1. The most we can do is to make sure it has no nontrivial
components there, but at the price of getting several trivial components stuck in the singular divisor.
Below are a couple of simple examples that illustrate this behavior.
Example 5.20. Consider the situation of Example 4.8. Assume f is a fixed stable map into X which
has two contact points x1 and x2 with V , both mapped into the singular locus p of X , but such that x1
has multiplicity (1,1) while x2 has multiplicity (1, 2) to the two local branches of V at p. This means
that in local coordinates zi around xi on the domain and u1, u2 on the target around p, the map f has
the expansions
f(z1) = (a11z1, a21z1) f(z2) = (a12z2, a22z
2
2)
with finite, nonzero leading coefficients aij . Now add another marked point x0 to the domain. As either
x0 → x1 or x0 → x2 a constant component of f is falling into p.
Let’s look at the case x0 → x1. Assume x0 has coordinate z1 = ε so f(x0) = (a11ε, a21ε) and
ε → 0. Following the prescription of [IP3], we need to rescale the target by λ = ε to catch the constant
component falling in. So in coordinates u11 = u1/λ and u21 = u2/λ we get
f1λ(z1) = (a11z1/λ, a21z1/λ) f2λ(z2) = (a12z2/λ, a22z
2
2/λ)
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In the domain, when we let w1 = z1/ε = z1/λ then f1λ converges to a level one nontrivial component
which in the coordinates u11 and u21 has the expansion
f1(w1) = (a11w1, a21w1)
This component lands in F2 and contains the marked points x0 and x1 (with coordinates w1 = 1 and
respectively w1 = 0), so it is the original component of f that was falling into p as x1 → x0.
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Figure 4. (a) Limit as x0 → x1 (b) Limit as x0 → x2
But when we rescale the target by λ = ε, the other piece of f at x2 also gets rescaled, and limits to
trivial components in F2. If we rescale the domain by w21 = z2/
√
ε then f2λ(w21) = (a12w2/
√
ε, a22w
2
2)
converges to a trivial map in the neck
f21(w21) = (∞, a22w221)
while if we rescale the domain by w22 = z2/ε then f2λ(w22) = (a12w22, a22w
2
22/ε) also converges to a
trivial map in the zero divisor
f21(w22) = (a12w22, 0)
Putting these together, we see that the limit of f as x0 → x1 consists of a map into a level 1 building,
which has one component f on level zero and 3 components f1, f21 and f22 on level one (all mapped
into F2). But only f1 is a nontrivial component while the other two components are trivial, one of them
mapped to the singular locus between F2 and F1 while the other one is mapped into the zero divisor of
F2, see Figure 4(a).
One can also see what happens as x0 → x2. Then the limit is a map into a level 2 building, which
now has 5 rescaled components, only one of them nontrivial (the one containing x0). The piece of f
containing x1 now gives rise to two trivial components f11 and f12 one on level (1,1) and the other on
level (2,2) piece F2. On the other hand, the piece of f containing x2 gives rise to three components, the
first one a trivial component in the neck between the level 1 piece F1 and F2, the next one a nontrivial
component mapped to the level (1,2) piece F2 and the last piece is a trivial component mapped into the
zero divisor of the level (2,2) piece F2, see Figure 2(b).
Note that the only nontrivial component in this case lands in level one with respect to one of the
directions, but also in level two with respect to the other direction, so we have a nontrivial component
in each level.
Example 5.21. If instead we consider Example 4.7, where the two normal directions at p are globally
independent, then the limit in the case x0 → x1 would look just the same. However, the limit when
x0 → x2 would have fewer components, as we now can rescale independently by two factors λ1 = ε and
λ2 = ε
2 getting a level (1,1) building. The limit then has only 3 pieces on level one, all of them mapped
to F2, but again only the piece containing x0 is nontrivial. The other two pieces come from rescaling the
piece of f containing x1 so they are both trivial, the first one in the neck between F2 and the level (1, 0)
piece F1 while the other component lands in the zero divisor of the level (1,1) piece F2.
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Example 5.22. Finally, consider the case when V is a union of the first two coordinate lines in P2 and
fε : P1 → X are stable maps defined in homogenous coordinates by fε(z) = [εz, εz−1, 1], all containing
a marked point x with coordinate z = 1. As ε → 0 the image of marked point f(x) = [ε, ε, 1] falls into
p = [0, 0, 1]. Rescaling the target around p to prevent this gives rise to a level 1 building. The limit f has
now three components, all on level 1. Out of these, only one is nontrivial and is mapped into F2 (the one
containing x) while the other two are trivial, each mapped into the zero section of a different F1 piece.
The examples above show that we cannot avoid trivial components in the neck or in the zero divisor
when k(x) ≥ 2. The trivial components are uniquely determined by the behavior of the rest of the
curve and the rescaling parameter, and are there only to make the limit continuous, such that the maps
converge in Hausdorff distance to their limit. The trivial components satisfy only some partial version
of the matching conditions, because some of their leading coefficients (but not all!) are either zero or
infinity.
5.4. Transversality for maps into level one buildings. If we assume that the refined limit g1 : C1 →
X1 has no components in D1, its resolution g˜ : C˜1 → X˜1 is an element of Ev−1(∆±) ⊂Ms˜(X˜1, D˜1). Here
Ev is the evaluation map corresponding to all the nodes of C1, including its depth zero ones. Denote by
d0 their number, and use the notations of Remark 5.14.
Lemma 5.23. Each open stratum Ms˜(X˜1, D˜1) → JV(X,V ) is cut transversally and the refined eval-
uation map Ev is a submersion, at least at a point f with Aut C = 1 (or more generally if its graph
F : C → U ×X is somewhere injective).
So for generic V -compatible (J, ν), Ev−1(∆±)/C∗ is a smooth manifold of dimension
dim Ev−1(∆±)/C
∗ = dimMs(X,V )− 2 (5.28)
at any f : C → X1 with at least one nontrivial component in level one, at least as long as its projection
f0 : C0 → X has Aut ct(C) = 1.
Proof. This follows by a straightforward extension of the argument of Lemma 4.2 of [IP2] to the context
of normal crossing divisor. We briefly outline the main steps below. For simplicity of notation, we identify
a singular space with its smooth resolution and so do not distinguish between a map f : C → X1 and its
resolution f˜ : C˜ → X˜1; in particular, the statements below become technically correct only after passing
to appropriate resolutions.
Assume first f is an element of the absolute moduli space M(X˜1) → JV(X,V ) without any com-
ponents, nodes or marked points in D1, and that Aut(C) = 1. We first show (a) this moduli space is
cut transversally at f and ev is a submersion (b) the leading order section σx(f) is transverse to zero
at f . By induction on the multiplicity of the contact of f at x to D1 this implies both that the moduli
space M(X1, D1) is cut transversally at f as well as the transversality of the refined evaluation map
Ev. For both arguments, we separate the tangent and normal directions to V , and use the fact that
(J, ν)-holomorphic map equation is linear in ν ∈ V(X,V ). Denote by Df the linearization in f of this
equation (keeping C, J , ν fixed).
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Consider the graph of f inside U ×X1 ⊂ U × X where X → B is the family of deformations (4.29)
described in §4.4. Since AutC = 1, the graph of f is an embedded, possibly nodal curve: for each node
x± of C the graph has a node with transverse branches (because C ⊂ U has transverse branches). As
outlined in Remark A.8 we can use the local models of both U and X to construct specific variations in
the parameter ν ∈ V(X,V ) supported in small balls around a somewhere injective, non-special point of
the domain, which imply the required transversalities.
Let g : C → X be the projection of f to level zero, and regard each level one depth k component
f : Σ → Fk as a pair (g, ξ) where g : Σ → V k is the projection of f to the infinity divisor of Fk and
ξ 6≡ 0,∞ a section of g∗NV k with poles along the zero divisor of Fk (and zeros along the infinity divisor).
The map g can be regarded both as a map into V k without components in V k+1 or as a map into the zero
section of Fk without any components in the fiber divisor. So we have two linearizations at g, Dg tangent
to V k and the normal operator DNg in the fiber direction of Fk. Moreover, since f is (J, ν) holomorphic
then g ∈M(V k, V k+1) and ξ is an element in the kernel of the DNg , see equation (7.1) of [IP2].
This decomposes f = (g, ξ). For part (a) of the transversality argument, the image of g inside U ×X
is embedded, so for each depth k component Σ of its domain there exists a small ball B centered at
y ∈ Σ on which g is somewhere injective and g(B) ⊂ V k \ V k+1. For any ηy ∈ Hom0,1(TyC, Tg(y)V k)
there exists a parameter ν ∈ V(X,V ) supported in a neighborhood of (y, g(y)) whose restriction to the
graph of g takes value ηy at y, and thus each of the universal moduli spaces M(V k) → JV(X,V ) are
cut transversally at g.
The normal component ξ is a nonzero element of Ker DNg (over each level one component). Over
the universal moduli space M(V k) → JV(X,V ), the map g 7→ DNg defines a section of the bundle
Fred→M(V k) which is transverse to each Fredℓ stratum as in Lemma 6.4 of [IP2], using now the 1-jet of
ν normal to V around the point (y, g(y)). This proves that the universal moduli spaceM(X1)→ J (X,V )
is cut transversally at the point f = (g, ξ).
For part (b), for any map f : C → X1 as above, pick any depth k point x ∈ f−1(D1) and work
separately in each direction i ∈ I. Consider the local expansion (3.4) of f at x, and for each 0 ≤ d ≤ si
consider the section σd(f, x) defined by the coefficient of z
d in the expansion of f i. By induction on
d, one can show that σd is transverse to the zero section by first constructing a perturbation ζ in f
supported in a ball about x and holomorphic in a smaller ball and then constructing a ν ∈ V such that
Dfζ = −ν as in Lemma 4.2 of [IP2]. One could equivalently work instead with the d-jet of fi at x and
prove that is transverse to zero for any d. Again, these arguments are done separately on tangent and
normal components using the decomposition f = (g, ξ) to make sure that such ν can be chosen compatible
with V , proving that M(X1, D1) is cut transversally. At maps f ∈M(X1, D1) whose leading coefficient
σx(f) 6= 0 the same type of argument implies transversality of the map Evx = [σx(f)] from (3.17).
To prove the last statement of the Lemma, if f has no trivial components, then the argument above
applies to its resolution f˜ to show Ev−1(∆±) is smooth at f . If f has any trivial components, the
argument above applies only to its nontrivial components. On the trivial components, Gromov type
perturbations vanish, so they are J-holomorphic. Their domain has only two marked points and are
usually multiple covers. Nonetheless, because they project to a point in V , one can show they for any
parameter J they are cut transversally (with automorphism group Γα), and the evaluation map at one of
their marked points (but not at both) a submersion by simply calculating the cokernel of the linearization:
in the normal direction, the linearization is the usual ∂ operator on S2 with values in a trivial bundle
thus its cokernel vanishes. All together, we see that if Autctf = 1 then Ev−1(∆±) is cut transversally.
When f has a nontrivial component in level one, the C∗ action on it is free, so the quotient is smooth.
Finally, the calculations in Lemma 5.15 together with the fact that the refined matching conditions
impose an extra 2k(x)−2 dimensional condition for each positive depth node immediately imply (5.28). 
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6. The general limit of a sequence of maps
We are ready to describe what kind of maps may appear as refined limits of maps in M(X,V ).
To construct the limit we inductively rescale the sequence fn to prevent (nontrivial) components from
sinking into V , as described in the previous section. Starting with a stable map limit (level zero limit)
g0 : C0 → X0, as long as we have nontrivial components in the zero divisor we rescale again the sequence
near the zero divisor to inductively obtain a limit gm : Cm → Xm which is a strict refinement of the
previous one gm−1 : Cm−1 → Xm−1 and which has no nontrivial components in the singular locus. This
process terminates after finitely many steps with a final limit that has no nontrivial components in the
total divisor, and satisfies a certain refined matching condition at depth k ≥ 2 points. Note however that
unlike the case of [IP2], in the limit there might be some trivial components lying in the total divisor,
and this is something that cannot be avoided when k ≥ 2, cf. Examples 5.20 and 5.21. The matching
conditions are much more involved, and are trickier to state because of the presence of these trivial curves.
We start with the following generalization of Proposition 5.11:
Proposition 6.1. Assume Jn → J0 is a sequence in JV(X,V ) and consider a sequence fn : Cn → X of
maps in Ms(X,V ) for a fixed refined dual graph s.
Then there exists an m ≥ 0 and a sequence of rescaling parameters λn = (λn,l)ml=1 such that, after
passing to a subsequence, the rescaled sequence Rλnfn has a continuous J0-holomorphic limit gm : Cm →
Xm into a level m building with the following properties:
(a) gm is obtained inductively as part of a tower
Cm
gm

ct // Cm−1
gm−1

ct // . . .
ct // C0
g0

Xm p
// Xm−1 p
// . . . p
// X0
(6.1)
of level l limits gl : Cl → Xl starting from the stable map limit g0 : C0 → X0; each gl is a strict
refinement of gl−1 and none of these maps has any nontrivial components in the singular divisor;
(b) there is a tower of compatible resolutions
C˜m
g˜m

// C˜m−1
g˜m−1

// . . . // C˜0
g0

X˜m // X˜m−1 // . . . // X˜0
(6.2)
where the resolution g˜i : C˜i → X˜i of gi : Ci → Xi has contact information to the total divisor of X˜i
described by an expansion of the form (5.15);
(c) for every positive level l and any intermediate curve Cl → C′ → Cl−1 all the contact points of g˜l
descend to special points of C′, and moreover
• s(x−) = s(x+) and ε(x−) = −ε(x+) for each node x− = x+ of C′;
• s(x) = s(xn) and ε(x) = ε(xn) for each marked point x ∈ C′ which descends to the limit of the
marked points xn of fn;
(whenever both sides are defined). Furthermore, Cl is obtained from Cl−1 by inserting strings of
trivial components Bx (broken cylinders) either between two branches x± of a node x of Cl−1 or else
at a marked point x of Cl−1;
(d) the final stage limit gm, denoted f : C → Xm and called the refined limit of the subsequence fn, is
a relatively stable map into Xm, i.e. (i) f has no nontrivial components in the total divisor of Xm
and (ii) f has at least one nontrivial component in each positive level l.
For each refined-convergent subsequence of the original sequence, its refined limit f is unique up to the
(C∗)m action rescaling Xm (described in Remark 4.17).
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Proof. The existence of the tower of refined limits for the sequence fn follows immediately by iterating
the rescaling procedure of Proposition 5.7. The limiting process takes place by induction on l inside the
deformation space Xl → Bl of a level l building constructed in §4.4, with local trivializations Rλ : X →
Xλ. At each step l the convergence Rλn(l)fn
G−→ gl is the sense of Definition 5.5.
Denote by J0 the induced parameter on X → B from J0 by the rescaling process as in Remark 4.22.
Since Jn → J0 in C∞ in JV(X,V ) then for any sequence λn of rescaling parameters the sequence
(R−1λn )
∗Jn on Xλn converges to J0 in the sense of part (iii) of Definition 5.5.
The rescaling procedure of Proposition 5.7 starts with the sequence (fn, Jn) of elements in Ms(X,V )
which Gromov converge to (g0, J0) ∈M(X) as maps into a level zero building X . When g0 has nontrivial
components in the zero divisor, it produced a sequence λn(1) ∈ C∗ of rescaling parameters such that
(Rλn(1)fn, RλnJn)
G−→(g1, J0) as maps into X1. The construction of the refinement g1 was semilocal, in
the neighborhood of the zero divisor, so as long as the parameters converge, it extends to any sequence
fn of maps into the fibers of X (l) to construct a refined limit inside X (l+1). This is because we can use
another set of local trivializations to smoothly identify the tubular neighborhoods of zero sections of the
smooth fibers of Xl with the standard local model of the neighborhood of V in X .
The rescaling process terminates in finitely many steps; there is an a priori uniform bound M on the
number of times we need to rescale, depending only the topological information s. More precisely, we
first prove by induction on the level m the existence of such a tower of refined limits which satisfies the
properties (a)-(c). Because both the topological type of the domain as well as the homology class of
the image of fn is fixed (being part of the information encoded by the dual graph s) then by Gromov
compactness, after passing to a subsequence, we get a limit g0 : C0 → X0 in the usual stable map
compactification. The number of components of g0 is uniformly bounded by a constant K which depends
only on the dual graph s, and in fact only on (As, χs, ns), but not on the sequence fn.
If the level zero limit g0 has no components in V , then it already satisfies all conditions (a)-(d). So
assume g0 has at least one component in V ; note that this component must be nontrivial as there are no
trivial components in level 0.
Next Proposition 5.11 implies the existence of a sequence of rescalings with a refined limit g1 : C1 → X1
which satisfies the properties (a)-(c). The key idea was to use the rescaling technique normal to V of
Proposition 5.7 by finding a sequence of annular regions (4.31) around V that carried essentially αV /2
energy see (5.14); this region in effect acted as a buffer zone between level 0 and level 1, see Figure 3.
If g1 has no components in the zero divisor, the process terminates; otherwise we use the rescaling
technique of Proposition 5.7 again and keep inductively rescaling the sequence around the zero divisor
by choosing at each step l yet another sequence of same kind of annular regions (with radii measured
with respect to the rescaled metric of the previous step) on which the energy is essentially αV /2; this is
precisely what is needed to guarantee that the new limit is a strict refinement of the one obtained in the
previous step, and also similarly satisfies all the other properties (a)-(c). In the presence of depth k ≥ 2
strata, the annular regions (4.31) intersect nontrivially, see Figure 3.
Each level of this rescaling procedure may produce more and more trivial components, but gl and gl−1
have the same nontrivial domain components (their domains differ only by trivial components by (c)),
so this part of the domain stays constant in l. In particular each such nontrivial component Σ is already
part of the domain C0 of the original limit g0 : C0 → X0, where it has a depth 0 ≤ k(Σ) ≤ dim X .
Moreover, because gl is a strict refinement of gl−1 then the depth of each nontrivial component Σ in gl
is less or equal to its depth in gl−1 with at least one component with strict inequality.
This means that the rescaling process must terminate in at most M = K(dim X + 1) steps, with a
limit gm which satisfies (a)-(c) but has no more components in the zero divisor. It remains to check that
gm has a nontrivial component in each positive level l ≤ m. Assume by contradiction that gm has no
nontrivial component in level l whatsoever (it already has none in the total divisor); but gm agrees with
gl up to level l, and therefore gl cannot have any nontrivial component in level l either (away from the
zero section). But this contradicts the fact that gl was a strict refinement of gl−1, and completes the
proof of property (d). 
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Remark 6.2. The number of levels may be bigger than the number of nontrivial components, as Figure
3(b) of Example 4.8 illustrates. In that case the limit is a map into a level 2 building, with only one
nontrivial component which is simultaneously in both level one and two (in different directions). It has
the crucial property of not being fixed by the C∗ action in neither level.
Assume now fn : Cn → X is a sequence of maps in Ms(X,V ), and let f : C → Xm be the relatively
stable limit constructed by Proposition 6.1; it fits as part of the diagram:
C˜
ξ //
f˜

C
ct //
f

C0
f0

X˜m
ξ // Xm
p // X
(6.3)
where f˜ ∈ ev−1(∆) ⊂ M(X˜m, D˜m) is its resolution, while f0 ∈ M(X) is the usual stable map limit.
We next describe the semi-local behavior of this limiting process in a neighborhood of the fiber Bx of
C → C0 over a point x ∈ C0 to extract further properties of the refined limit. By part (c), Bx is either
a point x or else it is a string of trivial components with two end points x± (broken cylinder). In the
later case, which can happen only when x is a special point of C0, we order the components Σr of Bx in
increasing order as we move from one end x− to the other x+, and make the following definition
the stretch of a point x ∈ C0 is r(x) = the number of components of Bx = st−1(x) (6.4)
where by convention r(x) = 0 whenever Bx = x.
6.1. Properties of the relatively stable limit f around Bx. Consider any node x of C0, and fix a
choice x± of its two branches. Order the components Σr of Bx and write
Bx = (Σ1, x
±
1 ) ∪ (Σ2, x±2 ) ∪ · · · ∪ (Σr, x±r ) (6.5)
with nodes x+r = x
−
r+1 for each r = 1, . . . r(x)− 1. Set x+0 = x+ and x−r+1 = x− to include the case when
Bx = x.
Consider next p± = f˜(x
±) ∈ X˜m the two images in the resolution, while p = f0(x) is the common
image in X . By construction f(Bx) lies in the fiber Fp over p of the collapsing map Xm → X , where we
can separately work one normal direction to V at a time. Fix any of the directions i ∈ I indexing the
branches of V at p, and let πi be the projection onto that direction, defined on a neighborhood Up of Fp
in the semi-local model described in Remark 4.21. The target of πi is nothing but the (global) model of
the deformation of a disk D2 in Ni which is being rescaled m times at 0; it is described in terms of the
coordinates ui,l and vi,l = u
−1
i,l by
ui,l−1vi,l = λi,l for all l = 1, . . . ,m (6.6)
for any collection λ = (λi,l) of small rescaling parameters. Choose also local coordinates z, w at x± which
then induce local coordinates on the universal curve of the domains at x (the one containing C0, which
was assumed to be stable); the nearby curves are then described in the ball B(x, ε) by
zw = µ(x) (6.7)
where intrinsically the gluing parameters µ are local coordinates at C0 on the moduli space of stable
curves. Similarly choose (global) coordinates zj , wj = z
−1
j on the j’th component P
1 of Bx, where
1 ≤ j ≤ r(x), and where we set z0 = z and wr(x)+1 = w. These provide global coordinates in the
neighborhood Ox of Bx obtained as the inverse image of B(x, ε) under the collapsing map C → C0, in
which the nearby curves are described by
zr−1wr = µ(xr) for all r = 1, . . . , r(x) + 1 (6.8)
where µ(xr) is the gluing parameter at the r’th node xr of of B
′
x, the intersection of C with Ox. In
particular
µ(x) =
∏
r
µ(xr) (6.9)
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Note that B′x has r(x)+2 components Σr, the first and the last are the disks about x
± while the remaining
ones are the spherical components of Bx, see (6.5).
For each component Σ of Bx, f may only have a partial contact information along the singular divisor
at the two points 0Σ and∞Σ. In fact, in the coordinates on both the domain and target described above,
f |Σ has an associated coefficient ai(0Σ) = a−1i (∞Σ) 6= 0 and a contact multiplicity si(Σ) ≥ 0 for all
i /∈ I∞Σ , see Definition 5.1 (with I0Σ indexing the directions in which si(Σ) = 0, i.e. f˜(Σ) stays away
from that stratum). Furthermore, because we already know that we have matching contact multiplicities
at each node in all directions in which both sides are defined, then si(Σ) = si(x) for all i /∈ I∞Σ . In
the remaining directions f still has a coefficient ai(Σ) which is 0 or ∞; the contact multiplicity si(Σ) is
technically undefined, but we can define it to be si(x) for all i ∈ I(x).
As described in Remark 5.12, each node y of any intermediate curve C → C′ → C0 which projects to
x comes with a partition of the original indexing set I(x) of the stratum containing f0(x) into I
∞(y) =
I∞(y−) ∪ I∞(y+), I0(y) and then I±(y) induced by the contact information of the limit f : C → Xm to
the total divisor. The directions i ∈ I±(y) come with a multiplicity si(y) = si(x) > 0 and opposite signs
εi(x+) = εi(y+) = −εi(y−) = −εi(x−) 6= 0 (6.10)
recording the two opposite sides of the level one building from which the two branches of f come into
the singular divisor, and also two leading coefficients ai(y±) 6= 0, intrinsically elements
ai(y+) ∈ Nεi(x+)i ⊗ (Ty+C)si(x) and ai(y−) ∈ Nεi(x−)i ⊗ (Tx−C)si(x) (6.11)
where Ni is the branch of the normal bundle to V indexed by i ∈ I±(y). As we have seen in Example
5.22, in general for a node x of C0, li(x+) could be bigger than li(x−) in some directions and smaller in
others, so we denote by
l−i (y) = min±
{li(y±)} and l+i (y) = max± {li(y±)} (6.12)
for each node y of any intermediate curve C → C′ → C0.
Consider next the restriction f i of πi ◦ f to B′x; after collapsing all constant components (keeping only
those for which i ∈ I±Σ ) it has a stable map model f i : B′i → (D2)m defined on a slightly bigger curve B′i
containing Bi. We have a similar description of the nearby curves in terms of B
′
i, but where now at each
node y of B′i the gluing parameter (6.8) is
µ(y) =
∏
z
µ(z) (6.13)
where the product is over all nodes z of C in the fiber of the collapsing map Bx → Bi at y. This formula
extends (6.9) which would correspond to the collapsing map Bx → x.
Lemma 6.3. Using the notations above and of (6.3), consider a sequence fn : Cn → X which after
rescaling by the sequence λn = (λn,l)
m
l=1 has a relatively stable limit f : C → Xm as constructed by
Proposition 6.1.
Fix a special point x of C0 and denote by µn(xr) the corresponding parameters (6.8) describing the
domains Cn in a neighborhood of the fiber Bx of C → C0 over x. Finally, fix a direction i ∈ I(x) of V
at f0(x).
When Bi 6= x then the restriction of f i to Bi is a degree si(x) chain of trivial components in (D2)m
stretching from πi(p−) to πi(p+), both of which must be on the total divisor of (D
2)m. In particular for
each node y of B′i, f
i(y−) = f
i(y+) lands in the total divisor, with the two branches of f
i landing on
opposite sides of the divisor. Furthermore, f satisfies the following refined matching condition at y:
lim
n→∞
λn,l+
i
(y)
µn(y)si(x)
= ai(y+)ai(y−) (6.14)
where ai(y±) and si(y±) = si(x) are the two leading coefficients of f , and respectively the contact multi-
plicity, while l+i (y) is defined by (6.12) and µ(y) by (6.13).
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When Bi = x is a node of C0 then f
i(x−) = f
i(x+); if this lands in the total divisor of (D
2)m, then
f satisfies the corresponding refined matching condition at x in the direction i:
lim
n→∞
λn,li(x)
µn(x)si(x)
= ai(x−)ai(x+) (6.15)
Proof. This follows by refining the arguments in the proof of Lemma 5.11, using also the information
described above. Here we work locally in the neighborhoods Ox and Ux of x and p described above,
where we can separately project onto the i’th direction. Denote by C′n the intersection of Cn with Ox.
Because we already know that Rλnfn converge to f , the projections h
i
n of their restrictions to C
′
n will
also converge, and the limit will be precisely f i : B′i → (D2)m. In fact, hin are maps from C′n into nothing
but D2λn , the m-times rescaled disk using the rescaling parameters λn = (λn,1, . . . , λn,m), and that is
precisely the situation in which Lemma 5.3 of [IP3] applies to give refined matching conditions above at
each mode y of B′i. 
First of all, Lemma 6.3 provides a concrete description of the trivial components in the refined limit
f : C → Xm. The limit f is continuous and its domain C is obtained from C0 by inserting strings of
trivial spheres Bx to stretch the image curve across the levels li(x
±) in a zig-zagging fashion either (a)
between x− and x+ if x is a node of C0 or (b) at a contact point x− of C0 with its respective zero section
to stretch it all the way to a contact point x+ ∈ C that is mapped to the zero section Vm. The neck
region of Cn at x is roughly equal to a trivial cylinder mapped in the fiber of the neck of the target over
f0(p), which then gets further stretched, possibly several times to accommodate the rescaling done to
catch all the nontrivial components of f . Once we fix an order x−, x+ of the two branches of C0 at x,
this orders the components of the chain Bx as well as the two branches of each of its nodes.
The first consequence of Lemma 6.3 is the following:
Corollary 6.4. Consider a sequence fn : Cn → X which has a relatively stable limit f : C → Xm as
constructed by Proposition 6.1. For any node y of C that projects to x in C0
εi(y−) = −εi(y+) = li(y+)− li(y−) = εi(x−) = sign(li(x+)− li(x−)) (6.16)
in any direction i ∈ I(x) \ I∞(y).
Moreover, for any special point x of C0, the image of the chain of trivial components Bx connects
f(x−) and f(x+) in the fiber Fp of Xm over p = f0(x) such that: (i) at each step the levels change by
either zero or εi(x−) in each direction i ∈ I(x), and (ii) at each step the level changes in at least one
direction.
For each intermediate node y that projects to x, we can therefore define a multi sign map by
εi(y−) = εi(x−) = sign(li(x+)− li(x−)) (6.17)
in all directions i ∈ I(x). This definition agrees with the previously defined multi sign map in all directions
i /∈ I∞(y), and is the only definition that makes the naive matching conditions that appear in part (c) of
Proposition 5.11 true in all directions i ∈ I. It also restricts the collection of possible refined dual graphs.
Next, the asymptotics in Lemma 6.3 impose further restrictions on both the rescaling parameters as
well as on the refined limit f at depth ≥ 2 contact points with the total divisor.
Example 6.5. Take the simplest example when Bx = x, i.e. x is a node between two nontrivial
components and assume x is a depth |I±(x)| ≥ 2 contact point to the singular divisor W . Lemma 6.3
implies that the limit f is continuous at x; because the leading coefficients ai(x±) of the limit are bounded
away from zero and infinity then (6.15) implies that the rate at which
λn,li(x)
1/si(x) → 0 (6.18)
is the same in all directions i ∈ I±(x), generalizing Remark 5.19. After multiplying the rescaling param-
eters by a constant factor in each level li(x), we can arrange that the ratio
λn,li(x)
1/si(x)/λn,lj(x)
1/sj(x) → 1 (6.19)
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for all i, j ∈ I±(x). Then (6.15) becomes
[ai(x
−)]i∈I±(x) = [ai(x
+)−1]i∈I±(x) ∈ Ps(x)(Ns(x)WJ(x−)) = Ps(x)(N∗s(x)WJ(x+))
or equivalently
Evx±(f˜) ∈ ∆± (6.20)
generalizing (5.27), and providing the statement of the refined matching conditions that the limit must
satisfy at a node x whose stretch r(x) = 0.
If we denote the relative rescaling parameters between two levels l1 and l2 by
Λn(l1, l2) =
max(li)∏
k=min(li)+1
λn,k (6.21)
so that λn,l = Λn(l − 1, l), then the asymptotics in Lemma 6.3 extend across several levels to give the
following
Corollary 6.6. Consider the situation of Lemma 6.3. Then for any node y of any intermediate curve
C → C′ → C0:
lim
n→∞
Λn(li(y±))
µn(y)si(y)
= ai(y−)ai(y+) (6.22)
for each i ∈ I±(y).
Remark 6.7. This implies that the local model of Ms(X,V ) near a refined limit f : C → Xm into a
level m building can be described as a subset of tuples (f˜ , λ, µ) near (µ, λ) = 0, up to the (C∗)m action
on (f˜ , λ). Here f˜ ∈ Ms˜(X˜m, D˜m), µ has one coordinate µ(z) ∈ Lz− ⊗Lz− for each node z of C, while λ
has one coordinate λl for each positive level l of Xm. The asymptotics (6.22) imply that the local model
near (µ, λ) = 0 consists of such (f˜ , µ, λ) which satisfy the following full set of refined matching conditions:
ai(y−)ai(y+)µ(y)
si(x) = Λ(li(y±)) (6.23)
for each i ∈ I±(y) and for each node y of any intermediate curve C → C′ → C0.
As we have already seen in Remark 5.18 these equations are best analyzed by taking log of both sides,
obtaining the following linear system of equations
log ai(y−) + log ai(y+) + si(x)
∑
z∈D(y)
logµ(z) =
l+
i
(y)∑
l=l−
i
(y)+1
logλl (6.24)
for each i ∈ I±(y) and for each node y of any intermediate curve C → C′ → C0, where D(y) denotes the
collection of nodes z of C which collapse to y under C → C′. This is typically an overdetermined system
of equations, and the fact that it has solutions (µ, λ) ∈ (C∗)|D| × (C∗)m arbitrarily close to (0, 0) is not
automatic, imposing restrictions both the rescaling parameters λ, the leading coefficients of f˜ as well as
on the topological type of the limit generalizing those in the Example 6.5.
In particular, the asymptotics as n→ 0 of the real part of parameters logµn and logλn imply that the
following system in variables α(z) (one for each positive depth node z of C) and αl (one for each positive
level l of Xm) must have strictly negative solutions:
∑
z∈D(y)
α(z) =
1
si(x)
l+
i
(y)∑
l=l−
i
(y)+1
αl (6.25)
with one equation for each direction i ∈ I±(y) and for each node y of any intermediate curve C → C′ →
C0. One can eliminate the variables α(z) to get a set of linear conditions involving only αl which then
restricts the asymptotics of |λn,l| as n→∞.
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Remark 6.8. Corollary 6.4 implies that for each direction i ∈ I(x), and each level l−i (x) ≤ l ≤ l+i (x),
there is precisely one node yi,l(x) of B
′
i on level l in direction i, which lifts to two points y
±
i,l(x) ∈ C˜
at which f has a well defined contact information in direction i, together with the string of trivial
components Bi,l(x) ⊂ Bx of C on which f is constant in direction i and thus which are precisely all the
level l components of Bx in direction i. With this notation, (6.14) becomes
lim
n→∞
λn,l
µn(yi,l(x))si(x)
= ai(y
+
i,l(x))ai(y
−
i,l(x)) (6.26)
for each i ∈ I(x), and each level l−(x) < l ≤ l+(x). Because the right hand side of (6.26) is finite and
nonzero, the refined matching conditions a fortiori give conditions on the relative rates of convergence of
the rescaling parameters (involving the contact multiplicities), extending those of Remark 5.19.
Example 6.9. To see how this works in practice, assume for example that x ∈ C0 is a node such that
Bi1,l1(x) = Bi2,l2(x). If the levels l1 = l2 then the multiplicities si1(x) = si2(x) must be the same, while
if si1(x) 6= si2(x) then l1 6= l2 and the relative rate of convergence to zero of the two rescaling parameters
in these two levels must be related, more precisely the two rates of convergence of λ
1/sj
n,lj
as n → 0 are
equal (as their limit is a bounded, nonzero constant involving the leading coefficients of f). This was
precisely the case in Example 5.20 (b).
Denote by N (x) the collection of nodes of any intermediate curve C → C′ → C0 that project to
x ∈ C0 and by L the collection of unordered pairs of distinct levels (l1, l2) of the building Xm. Consider
the following equivalence relation on
T = { y | y ∈ N (x) for some x ∈ C0} ⊔ L (6.27)
generated by the relation y ∼ (l1, l2) if there exists a direction i ∈ I±(y) such that {li(y±)} = {l1, l2}.
This partitions the set T into equivalence classes {[p] | p ∈ P}. Note that this depends only on the refined
dual graph s of f .
Corollary 6.10. Consider the situation of Lemma 6.3. Then after multiplying the rescaling parameters
by a constant factor in each level and passing to a further subsequence, there exits (i) a sequence of C∗-
parameters tn,[p] → 0 indexed by equivalence classes [p] ∈ P and (ii) for each p ∈ T there exists a positive
weight w(p) > 0 and a coefficient c(p) ∈ C∗ such that
lim
n→∞
Λn[l
±]
t
w(l±)
n,[l±]
= 1 and lim
n→∞
µn(y)
t
w(y)
n,[y]
= c(y). (6.28)
for each pair of distinct levels l± and each node y ∈ N (x). In particular,
ai(y−)ai(y+)c(y)
si(x) = 1 (6.29)
for all nodes y ∈ N (x) and all directions i ∈ I±(y).
Proof. The conclusion of Lemma 6.3 imposes conditions on the relative rates of convergence to zero of
both the rescaling parameters λn,l in the target, and also those of the domain µn(y). For each parameter
p ∈ T , let tn,p = Λn(l±) if p = {l±} or respectively tn,p = µn(y) if p = y, where µ(y) is as in (6.13)
and Λn(l±) as in (6.21). Equation (6.22) implies that if p1 ∼ p2 then there exists some w > 0 such that
twn,p1/tn,p2 is uniformly bounded away from zero and infinity for n large. This partitions T and therefore
P into equivalence classes each one corresponding to an independent (over R+) direction of convergence
to zero of these parameters. As T is finite, after passing to a further subsequence of fn, we can arrange
that all these quotients have a finite, nonzero limit (within each equivalence class). In particular choosing
a representative tn,[p] for each equivalence class [p] ∈ P gives the asymptotics
lim
n→∞
Λn[l
±]
t
w(l±)
n,[l±]
= c(l±) and lim
n→∞
µn(y)
t
w(y)
n,[y]
= c(y). (6.30)
where w(p) > 0 and c(p) ∈ C∗ for each p ∈ T . Multiplying the sequence λn,l by the constant factor
c(l − 1, l)−1 in each positive level l gives us another equivalent sequence of rescaling parameters and
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another representative f of the refined limit for which now c(l±) = 1 for all distinct pairs of levels l±.
With these asymptotics, equation (6.22) immediately implies (6.29). 
Recall that a priori each trivial component Σ that landed in the total divisor did not have a well
defined contact information in the directions i ∈ I∞(Σ). However, as we have already started seeing
above, knowing the contact information of all the nontrivial components allows us to formally extend the
contact information of the trivial components even in the directions I∞ in which their coefficients are
zero or infinity, and thus the geometric contact information is technically undefined.
Definition 6.11. A decorated trivial component is a trivial component fΣ : (Σ, x
+, x−)→ (FV , V0∪V∞)
that does not lie in the infinity section, together with the following extra data:
(a) a fixed isomorphism Tx+Σ ∼=
ϕΣ
T ∗x−Σ;
(b) the marked points x± have an attached multiplicity si(x
+) = si(x
−) ≥ 0, two opposite signs εi(x−) =
−εi(x+) 6= 0 and two dual elements ai(x±) ∈ Nεi(x±)i ⊗ (T ∗x±Σ)si(x) for each direction i ∈ I, which
agree with the usual contact information to the total divisor Dm in the directions in which that can
be geometrically defined.
Denote by
Mtriv(X˜m, D˜m) (6.31)
the space of decorated trivial components (up to reparametrizations) and include them as part of
M(X˜m, D˜m), as they now come with a well defined evaluation map (3.13), leading coefficients section
(3.16) and a refined evaluation map (3.17) defined using the extra decorations.
With this, the conclusion of Proposition 6.1 can strengthened as follows:
Theorem 6.12. Consider a sequence fn of Jn-holomorphic maps in Ms(X,V ), with Jn → J in
JV(X,V ). Then there exists an m ≥ 0 and a sequence of rescaling parameters λk → 0 in (C∗)m such
that, after passing to a subsequence, Rλnfn has a J-holomorphic limit f : C → Xm with the following
properties:
(a) f has a resolution f˜ : C˜ → X˜m which is an element of Ms˜(X˜m, D˜m) for some refinement of s and
a projection f0 : C0 → X which is an element of M(X); these fit in the diagram:
C˜
ξ //
f˜

C
ct //
f

C0
f0

X˜m
ξ
// Xm p
// X
(6.32)
(b) the inverse image f−1(Wm) of the singular divisor consists only of nodes of C or trivial components,
while the inverse image of f−1(Vm) of the zero divisor consists only of marked points of C or trivial
components; moreover, for each special point x ∈ C0, its inverse image Bx in C is a (possibly trivial)
chain of decorated trivial components (broken cylinders) either between the two branches x± of a node
x of C0 or else at a marked point x0 of C0;
(c) f satisfies the naive matching conditions: for each node y of C
f(y−) = f(y+), s(y−) = s(y+), ε(y−) = −ε(y+) (6.33)
or equivalently evy±(f˜) ∈ ∆.
(d) f satisfies the refined matching conditions: for each positive depth node y of C, there exists c(y) ∈ C∗
such that
ai(y−)ai(y+)c(y)
si(y) = 1 (6.34)
for all i ∈ I, or equivalently Evy±(f˜) ∈ ∆±.
(e) the sequences of parameters µn and λn satisfy the asymptotics (6.28) as n → ∞; in particular, the
linear system of equation (6.25) has strictly negative solutions.
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(f) f is relatively stable, that is f has at least one nontrivial component on each positive level l.
For each refined-convergent subsequence, its limit f satisfying all these conditions is unique up to the
action of a complex torus T ≤ (C∗)m.
Proof. We first use Proposition 6.1 to obtain some limit f : C → Xm, defined up to the (C∗)m action on
Xm, and which has all the properties described there. Fix such a representative f : C → Xm of the limit;
it will come with a resolution f˜ which may have some trivial components, but no nontrivial components
in the total divisor. The projection f0 is the stable map limit of the original (unrescaled) sequence, and
these fit in the diagram (6.32).
However, so far the trivial components of the resolution f˜ are yet undecorated, so in particular may
have only a partial contact information to the total divisor. We need to show that there is an essentially
unique way to decorate them in such a way compatible with the rest of the conditions.
For each point x of C0 choose coordinates around Bx in the domain and respectively around the fiber
Fp of Xm → X over p = f0(x) as described before Lemma 6.3. Note that when Bx 6= x this involves a
choice of dual coordinates wj = z
−1
j at the two end points of the trivial component Σj which intrinsically
corresponds to a choice of an isomorphism between the tangent space to Σj at one of the points and its
dual at the other point. Recall that each special fiber Bx of C → C0 was a string of trivial components
with two end points x± (broken cylinder), which occurred only when x was a special point of C0. We
make the convention that if x is a marked point of C0 then the end x+ of Bx corresponds to the marked
point x ∈ C while the other end x− is where Bx gets attached to the rest of the components of C.
Next, Lemma 6.3 implies that the limit f satisfies the naive matching conditions (c) at all the special
points y of any of the intermediate curves C → C′ → C0 in all the directions i /∈ I∞(y). For each trivial
component (Σ, y−, y+) of C that is part of the trivial string Bx with two end points x±, and for all the
directions i ∈ I∞ we formally set si(y) = si(x) and εi(y±) = εi(x±) = −εi(x∓) respectively. This choice
is the unique one for which the naive matching conditions (c) are now satisfied in all directions i ∈ I, and
therefore property (b) follows as well.
Property (a) is still only partially satisfied, because the trivial components are not yet fully decorated,
they are still missing a choice of leading coefficients in the directions i ∈ I∞.
Next, Corollary 6.10 implies property (e) as well as the fact that the refined matching conditions (6.34)
are satisfied for each node y of any intermediate curve C → C′ → C0 and any direction i /∈ I∞(y). In
particular, at each node x ∈ C0
ai(x
−)ai(x
+)c(x)si(x) = 1 (6.35)
for all directions i ∈ I±(x), and more generally for the node yr of the intermediate curve Cr obtained by
contracting the first r components of Bx, using the notation (6.5)
ai(x
−)ai(x
+
r ) · c(yr)si(x) = 1 (6.36)
for all i /∈ I∞(x+r ). If for i ∈ I∞(x+r ) we define ai(x+r ) by the same formula (6.36), then this uniquely
decorates the trivial components such that (6.36) will now hold in all directions i ∈ I. Dividing two
consecutive equations (6.36) and using the fact that the leading coefficients are reciprocal of each other
at the two end points of a trivial component proves (d) and also completes the proof of properties
(a)-(f). 
Remark 6.13. The trivial components play a special role in the relative theory. Though typically
multiple covers of degree α(Σ) defined by (3.6) and with a C∗ automorphism group, we can completely
classify them and understand their moduli spaces as well as how they interact with the rest of the
components.
There are two fundamentally equivalent ways in which one can deal with the trivial components:
one way is to completely eliminate them (once the topological implications of their presence on s˜ are
completely understood); the refined matching conditions reduce to equations (6.35), indexed by each
node x of C0, and involving only leading coefficients of the nontrivial components. These conditions
are cut transversely, but are cumbersome to work with, because they involve leading coefficients at two
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different points f(x±) ∈ Xm, stretched across several levels (previously joined by the zig-zagging chain
of trivial components that was forgotten).
The second approach, which we took instead in Theorem 6.12 is to decorate the trivial components
with an extra amount of information, and include them in the relative moduli space Ms˜(X˜m, D˜m), as
they now carry a full set of contact information to the total divisor D˜m and have the expected dimension;
the extra decorations then enter in a much simpler collection of refined matching conditions (6.34), now
involving all the leading coefficients and indexed by each node y of the refined limit C. These equations
are also cut transversely, and as we have seen in the proof above essentially uniquely determine all the
information about the trivial components, up to a residual finite group action, the group of roots of unity
of order α(Σ).
For example, a decorated trivial component Σ is determined by dimCX−1 complex parameters, which
matches the expected dimension (3.19) of the relative moduli space into (FV , D0 ∪D∞ ∪FV ). Moreover,
at a depth k ≥ 2 node y of C, the existence of a solution c(y) of the equation (6.34) imposes a k − 1
complex dimensional constraint on the leading coefficients at y (equal to the expected dimension from
the proof of Lemma 5.23). Should a solution c(y) exist, it is unique up to a root of unity of order α(y).
7. The Relatively Stable Map Compactification
We are finally ready to define a relatively stable map f : C → Xm into a level m building which
summarizes the topological restrictions on the types of limits constructed in Theorem 6.12 for sequences
of maps in M(X,V ). The refined limit f constructed there was described in terms of a resolution
f˜ : C˜ → X˜m, which was an element of the moduli space Ms˜(X˜m, D˜m) → JV(X,V ) over the space of
V -compatible parameters. The resolution f˜ satisfied both the naive and refined matching conditions,
which can be stated using of the two evaluation maps.
Recall that Ms˜(X˜m, D˜m) now also includes trivial components, as long as they are decorated, see
Definition 6.11. The notation can easily become unmanageable, but for any fixed marked point x of the
domain C˜ there is an evaluation map
evx :Ms˜(X˜m, D˜m)→ DJ(x) (7.1)
into the corresponding stratum of (X˜m, D˜m) defined by (3.12), a leading order section
σx :Ms˜(X˜m, D˜m)→ Ex,s(x) = ev∗x(NDJ(x))⊗s(x) Lx (7.2)
defined by (3.16) and a refined evaluation map
Evx :Ms˜(X˜m, D˜m)→ Ps(x)(NDJ(x)) (7.3)
defined as the weighted projectivization of (7.2) and refining (7.1). Recording this information for all the
contact points of C˜ is summarized by the following diagram:
E

Ps˜(ND)

Ms˜(X˜m, D˜m)
σ
VV
ev //
Ev
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❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
Ds˜
(7.4)
According to our conventions (3.10), the strata ofM(X˜m, D˜m) are indexed by the refined dual graph
of f˜ , but diagram (7.4) only uses the contact information of f˜ encoded as decorations on the half edges
of the dual graph of f˜ . For the rest of this section we use the notation σ = (τ, s) for the decorated dual
graph associated to a map, where τ is the usual dual graph and s records only the contact information.
With this convention, let σ˜ = (τ˜ , s˜) be the (refined) dual graph of the resolution f˜ in (6.32). The
domain C˜ is obtained by resolving the collection of nodes D of C. For each y ∈ D let s±(y) = s˜(y±)
denote the contact information at the nodes y ∈ D and let s denote the contact information at the
remaining points (i.e. marked points of C). Similarly, the total divisor Dm in a level m building was the
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union of the singular divisor Wm where the pieces of the building were joined together (in dual pairs)
and the zero divisor Vm.
Definition 7.1. A naive map from C into a level m building (Xm, Vm) is a continuous function f : C →
Xm such that f has a resolution f˜ ∈M(X˜m, D˜m) which satisfies conditions (b)-(c) of Theorem 6.12.
The naive matching condition (c) is equivalent to the fact that f˜ belongs to the inverse image of the
diagonal under the evaluation map at pairs of marked points giving the nodes D of C:
evD :Ms˜(X˜m, D˜m) −→Ws− ×Ws+ (7.5)
extending (5.22). Recall that the normal direction to the singular divisor W come in dual pairs, and
here s− denotes the contact information associated to the branch x− of C˜ which includes not just the
multiplicities si(x
−) but also the levels li(x
−), the signs εi(x
−) and therefore the indexing set J(x−) of
the branches of the total divisor Dm which record the particular strata Ws− of the singular divisor W
that f(x−) belongs to; according to our conventions this includes the case when x− is an ordinary marked
point, with empty contact multiplicity to W .
Condition (b) implies that all the contact points of f˜ descend to special points of C and C has no
nodes on the zero divisor Vm away from the singular divisor Wm; therefore the contact points x of C˜
which do not come from nodes of C must be mapped to a stratum of the zero divisor Vm (away from
the singular divisor Wm) and record the contact information s of f along the zero divisor. Condition (b)
also implies that C is obtained from C0 by possibly inserting strings of trivial components Bx (broken
cylinders) either between two branches x± of a node x of C0 or else at a marked point x0 of C0; the fact
that the multi-signs ε are opposite at each node by (c) implies that each chain Bx moves in a monotone
zig-zagging fashion in the fiber of Xm over f0(x), exactly as described in Corollary 6.4 (note that the
level changes only in those directions in which the contact information is geometric).
These describe restrictions on the types of refined dual graphs a naive map into Xm could have. The
asymptotics in part (e) of Theorem 6.12 impose one more condition on the dual graph σ of the limit
f : the system (6.25) must have strictly negative solutions. Denote by TV , perhaps more appropriately
denoted T(X,V ) the collection of refined dual graphs with these properties, and call them balanced graphs.
This is a well defined notion, because the system depends only on the dual graph σ, and not on the
leading coefficients of f . It has one variable for each positive level l and for each positive depth node y
of C (the equations are independent of the depth zero nodes). Let T˜σ ≤ (C∗)m × (C∗)|D+| denote the
complex torus generated by the solutions of this system, and Tσ ≤ (C∗)m its projection onto the first
factor. When m = 0 the balanced conditions are empty, so any decorated dual graph is by convention
balanced. When m > 0 and σ ∈ TV the torus Tσ is positive dimensional.
Note that the resolution f˜ : C˜ → X˜m of a naive map f : C → Xm is unique only up to reordering of
the extra decorations, i.e. of the choice of an order for extra points over the nodes of the domain and
of an indexing of the branches of the divisor over them. Let Gσ denote the corresponding product of
symmetric groups from Remark 3.2 acting on these decorations.
Definition 7.2. A map into a level one building is a naive map f : C → Xm as in Definition 7.1 which
has a resolution f˜ satisfying the refined matching conditions, i.e. (i) f˜ ∈ Ev−1(∆±) is in the inverse
image of the antidiagonal ∆± under the refined evaluation map at pairs of marked points y± corresponding
to the nodes D of C:
EvD :Ms˜(X˜m, D˜m) →
∏
y∈D
Ps˜(y)(NWJ−(y))× Ps˜(y)(NWJ+(y)) (7.6)
and (ii) their refined dual graph is balanced, i.e. σ ∈ TV .
Denote by Mσ(Xm, Dm) the collection of such maps f (up to automorphisms of the domain) or
equivalently of their resolutions f˜ ∈ Ev−1(∆±) (up to automorphisms of the domain and reordering of
the decorations).
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For each σ we get a stratum Mσ(Xm, Dm) = Ev−1(∆±)/Gσ defined via its resolution
Mσ(Xm, Dm) = Ev−1(∆±) (7.7)
Note that the level m = m(σ) of the building Xm can be read off the refined dual graph. The refined
matching condition extends (5.27), and keeps track not only of the image of f˜(y±) in the singular divisor
W but also on its leading coefficients (ai(y±))i as elements of two dual normal bundles NWJ(y−)
∼=
N∗WJ(y+). It simultaneously restricts the topological type of f to a balanced graph σ ∈ TV .
From now on, by a resolution of map into a level m building we mean one that satisfies the refined
matching condition. Note that the level zeroM(X0, V0) is precisely the spaceM(X,V ) as defined in §3.
Even though the (C∗)m action rescaling the target Xm induces an action on the collection of naive maps
into Xm, only the subtorus Tσ ≤ (C∗)m acts on their resolutions (i.e. preserves the refined matching
conditions). In effect, by imposing the refined matching conditions we constructed a partial slice to the
(C∗)m action.
Definition 7.3. A map f : C → Xm into a level m building (as in Definition 7.2) is called relatively
stable if it has at least one nontrivial component in each positive level l.
Let M(X,V ) denote the collection of relatively stable maps f : C → Xm, up to reparametrizations
of the domains and rescaling of the target by the (C∗)m action. Equivalently, it is the collection of
resolutions f˜ of relatively stable maps, up to reparametrizations of the domains, rescaling the target by
Tσ and reordering the decorations by Gσ.
A relatively stable map f and its resolutions f˜ have a finite automorphism group. As before, the
moduli space M(X,V ) comes with a stratification
M(X,V ) τ−→TV m−→N (7.8)
that sends f : C → Xm to its refined dual graph τ(f) = σ and then to its level m. Each open stratum
Mσ(X,V ) similarly comes with a finite resolution
Mσ(X,V ) =M(Xm, Dm)/Tσ = Ev−1(∆±)/Tσ (7.9)
defined as the collection of (decorated) resolutions f˜ : C˜ → X˜m up to automorphisms of the domains
and the complex torus Tσ action on the target. The finite group Gσ acts on Mσ(X,V ) reordering the
decorations and the quotient isMσ(X,V ). Whenm = 0, Tσ = Gσ = 1 so the level zero part of the moduli
spaceM(X,V ) is againM(X,V ). Note that diagram (3.10) is now fully extended to the compactification
M(X,V ).
Remark 7.4. In the case V has several components and we decide to rescale in c independent directions,
then we have a (C∗)m1 × . . . × (C∗)mc action on a multi-level m = (m1, . . .mc) building (Xm, Vm) that
we take the quotient by. A map f : C → Xm into a multi-level m building is then called relatively stable
if each multilevel l = (l1, . . . lc) different from (0, . . . 0) contains at least one nontrivial component (or
equivalently f has finite automorphism group).
The notion of stability therefore depends in how many independent directions we rescaled the target in,
and so on the particular group action we are taking the quotient by. For example, a nontrivial component
in the level (1,2) of a multi-directional building counts as a nontrivial component in both level 1 and also
in level 2 if we regard it as part of a uni-directional building, see Example 5.20(b). If there are several
independent directions, there is always a projection (stabilization) map from the unidirectional relatively
stable map compactification M(X,V ) constructed in this paper to a smaller multi-directional relatively
stable map compactification obtained by collapsing some multi-levels containing only trivial components
(when regarded as independent multi-levels).
There is also a forgetful map that forgets some of the components of V , and in particular
ftV :M(X,V )→M(X) (7.10)
maps a relatively stable map f : C → (X,V )m into its contraction f0 : C0 → X . Equivalently f0 is the
pushforward p∗f under the collapsing map p : Xm → X .
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With these definitions, Theorem 6.12 implies:
Theorem 7.5. Consider the universal moduli spaceM(X,V )→ JV(X,V ) over the space of V -compatible
parameters. Assume fn : Cn → Xmn is a sequence of Jn-holomorphic maps in M(X,V ) such that (i)
Jn → J0 in JV(X,V ) and (ii) the projections ftV (fn)→ f0 in M(X).
Then there exists a level m building Xm, a family X → B of deformations of it, a sequence of
parameters λn → 0 in B and identifications Rλn : Xmn → Xλn such that after passing to a subsequence,
Rλnfn converges (in the sense of Definition 5.5) to a relatively stable J0-holomorphic map f : C → Xm
which is a refinement of f0.
Proof. We first show that the number of levels mn as well as the rest of the topological type of the
resolutions f˜n ∈ Mσn(X˜mn , D˜mn) is uniformly bounded, thus can be assumed constant after passing to
a subsequence.
The number of nontrivial components of fn is the same as the number of components of its projection
p∗fn, thus bounded by the number K of components of its limit f0. Since fn are relatively stable maps,
they have a nontrivial component in each positive level. Each component can be in at most dim X
different levels so the number of levels mn ≤M = Kdim X . The number of chains of trivial components
of fn is bounded by the number of nodes of its domain (thus of C0) and the stretch (6.4) of each trivial
chain by Mdim X ; thus the number of trivial components of fn is bounded. This proves that there are
finitely many possibilities for the dual graphs of fn, so after passing to a subsequence we can assume
σn = σ is constant. So mn = m and all the domains of fn are homeomorphic to a fixed nodal Riemann
surface Σ, with a fixed smooth resolution Σ˜ and attaching map ξ : Σ˜→ Σ.
Next Theorem 6.12 applies to the resolutions f˜n of fn, which are stable Jn-holomorphic map into the
smooth manifold (X˜m, D˜m), to produce a relatively stable limit g into a level k building over (X˜m, D˜m).
But the target of g after attaching the zero and infinity divisors according to the map ξ : (X˜m, D˜m) →
(Xm, Dm) is nothing but a level m+k building over (X,V ). Therefore fn converges to a relatively stable
limit f into an m+ k building. 
As we have seen, this notion of convergence defines a Hausdorff topology on the universal moduli space
M(X,V ) → JV(X,V ) in which st × Ev and ftV are continuous. The maps in (7.8) are stratifications
(USC), while the composition
M(X,V ) τ−→TV h×s−−→ H2(X)× Z× Z× S (7.11)
is locally constant (continuous). Here h(σ) = (Aσ, χσ, ℓ(σ)) and s(σ) = (σ(x))x∈Pσ is the ordered partition
of Aσ · V associated to the ℓ(σ) marked points Pσ, see Remark 3.4. This gives a decomposition
M(X,V ) = ⊔
s∈S
Ms(X,V ) = ⊔
A,χ,s
MA,χ,s(X,V ) (7.12)
Each [f ] ∈ M(X,V ) is represented by maps f : C → Xm which in turn are described via their resolutions
f˜ : C˜ → X˜m and projection f0 : C0 → X , see diagram (6.3).
With these preliminaries, the transversality argument from Lemma 5.23 and the dimension counts of
Lemma 5.15 extend to a level m building:
Proposition 7.6. For every m ≥ 0, each stratum Mσ˜(X˜m, D˜m) → JV(X,V ) is cut transversally at
points (f˜ , C˜, J, ν) with Aut(C0) = 1 and the refined evaluation map Ev is a submersion.
Therefore for generic V -compatible parameter (J, ν) each open stratum (7.9) of M(X,V ) is a smooth
manifold of dimension
dimMσ(X,V ) = dimMh(σ)(X,V )− dim Tσ − 2d0(σ) (7.13)
at any point (f, C) with Aut(ct(C)) = 1. Here d0(σ) is the number of depth zero nodes of σ, and
dimM(X,V ) is (3.20). In particular, the boundary strata are at least codimension 2.
Remark 7.7. Note that in the presence of higher depth strata, the codimension of the stratum into a
level m building (without any depth zero nodes) is not necessarily equal to 2m, as again illustrated by
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Example 5.20 (b). The stratum as x1 → x0 is clearly only codimension 2, even though the limit is a
map into a building with 2 levels. The reason is that the refined matching conditions impose further
conditions on the rescaling parameters (in that case λ2 = λ1), and so the rescaling parameters are no
longer independent variables. The complex codimension of the stratum is the number of independent
rescaling parameters (i.e. the dimension of the torus Tσ).
Remark 7.8. If J is integrable near V then the weighted projective space Ps(x)(NVI(x)) can be regarded
as an exceptional divisor in the blow up of the target at VI(x), and the refined evaluation map is the
usual evaluation map into this exceptional divisor, relating it with the approach in Davis’ thesis [Da] that
worked very well in genus zero (but did not extend in higher genus). The only difference here is that this
blow up is now a weighted blow up, which seems to keep better track of what happens in the limit when
the multiplicities si(x) are not equal, especially in higher genus. Of course, being a weighted blow up, it
has singular strata, but with only orbifold singularities.
8. The relative GW invariant
Theorem 7.5 implies that the relative moduli space MA,χ,s(X,V ) for fixed parameter or over a fixed
path of parameters is compact. Proposition 7.6 implies that for generic parameter each stratum of
M(X,V ) has a smooth resolution, and all boundary strata are codimension at least two (technically
speaking, we only proved this under the simplifying assumptions of Remark 2.2). This is enough to imply
that the image (st×Ev)(MA,χ,s(X,V )) represents a homology class, as described in Sections 7 and 8 of
[IP2]. In particular, we obtain the following generalization of Theorem 8.1 of [IP2]:
Theorem 8.1. Assume V is a normal crossing divisor in X for some V -compatible pair (J, ω). For each
fixed parameter J ∈ JV(X,V ) the space of relatively stable maps MA,χ,s(X,V ) is compact and comes
with a continuous map
st× Ev :MA,χ,s(X,V )→Mχ,ℓ(s) × Ps(NV ) (8.1)
Under the assumptions of Remark 2.2, for generic V -compatible (J, ν) the image of MA,χ,s(X,V ) under
st× Ev defines a homology class GWA,χ,s(X,V ) in dimension (3.20).
The class GWA,χ,s(X,V ) is independent of the perturbation ν and is invariant under smooth defor-
mations of the pair (X,V ) and of (ω, J) through V -compatible structures; it is called the GW invariant
of X relative the normal crossing divisor V .
When V is smooth, Ev is the usual evaluation map ev into Vs, so combined with Example 1.8 gives
Corollary 8.2. When V is a smooth symplectic codimension 2 submanifold of X, the relative GW
invariant constructed in Theorem 8.1 agrees with the usual relative GW invariant GW (X,V ) as defined
in [IP2].
Remark 8.3. (Resolutions and Gluing) Under the assumptions of Remark 2.2, the gluing formula
of [IP3] can also be extended to this case to prove that for generic J ∈ JV(X,V ) the local model of
Ms(X,V ) normal to a boundary stratum is precisely described by the refined matching conditions i.e. all
solutions of the refined matching conditions glue to give actual J-holomorphic solutions in Xλ, providing
the converse of the limiting argument of Theorem 6.12 for such generic parameter. Below we outline the
main ingredients involved, with the full details to appear in [I2].
First, the space of solutions to the refined matching conditions is typically not smooth at λ = 0, but
has smooth resolutions. This is already the case when the divisor V is smooth. In that case the refined
matching conditions
ai(x−)ai(x+)µ(x)
si(x) = λ (8.2)
are automatically satisfied, i.e. given any naive map into a building, and any gluing parameter λ of the
target one could always find gluing parameters µ(x) at each node x of the domain satisfying (8.2). In
fact, there are s(x) different choices for each node, thus the multiplicity in the gluing formula, and the
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source of the branching in the moduli space. The easy fix is to include a choice of the roots of unity
separating the different choices of the gluing parameters µ(x) at each node x, as explained in [I].
When V is a normal crossing divisor, the story is similar. We saw that the local model of M(X,V )
near a point f0 ∈ Mσ(X,V ) can be described by a collection of data (f, µ, λ), where f ∈ Mσ(X,V ) is
near f0, (λ1, . . . λm) ∈ (N ⊗ N∗)m ∼= Cm are gluing parameters of the target, and µ ∈
⊕
x∈D
Lx+ ⊗ Lx−
are the gluing parameters of the domain C, including those on the trivial components, which are all
decorated, see (6.31). There parameters must also asymptotically satisfy for (λ, µ) near (0, 0) the full set
of refined matching conditions cf. (6.23):
ai(y−)ai(y+)µ(y)
si(x) = Λ(li(y±)) (8.3)
for each i ∈ I±(y) and for each node y of any intermediate curve C → C′ → C0.
As we have seen, the existence of a family λl → 0, µ(z)→ 0 of solutions to the typically overdetermined
system (8.3) is not automatic, and therefore imposes both conditions on the leading coefficients of f˜ as
well as combinatorial conditions on the topological data σ˜ ∈ TV associated to f˜ . The locus of the
equations (8.3), thought as equations in the parameters (λ, µ) ∈ Cm × C|D+| is smooth for (λ, µ) 6= 0,
but may be singular at (λ, µ) = 0 (it is only a pseudo-manifold, or a branched manifold with several
branches coming together at 0). We can instead use a refined compactification over (λ, µ) = 0 which has
orbifold singularities, or equivalently work instead with the linear system of equations (6.24) obtained
after taking log of these equations, i.e. consider a cylindrical (perhaps more appropriately called toroidal)
compactification, as in the last paragraph of §4 in [IP3].
This is essentially what we did in the proof of Theorem 6.12 to get the refined matching conditions
(6.34) in (d) for the gluing parameter λ = 1 together with the asymptotics in part (e). A brief inspection
of equation (6.34) shows it is precisely the inverse image under Ev of the antidiagonal ∆± in the weighted
projective space Ps(y)NWJ(y), including its multiplicity α(x) in (3.6) contributing to the order of the
(finite) isotropy group Aut(f) ≤ Tσ of f (whenever AutC = 1).
As we have also seen in the proof of Theorem 6.12, we could instead eliminate the trivial components,
replacing the equations (8.3) with the following subset of equations:
ai(x
−)ai(x
+)µ(x)si(x) =
l+i (x)∏
l=l−
i
(x)
λl. (8.4)
with one equation in each direction i ∈ I(x) and for each node x of C0. Starting with a solution of
(8.4) which involves only leading coefficients information at the nontrivial components of f , we can
always uniquely solve the equations (8.3) to find all the leading coefficients of the (decorated) trivial
components; the solutions will again have the correct asymptotics as λ, µ→ 0 provided σ ∈ TV .
No matter which of these models for the matching conditions we use, the approximate gluing map Γ
extending that in Definition 6.2 of [IP3] takes any triple (f, µ, λ) satisfying the refined matching conditions
into an approximately J-holomorphic map f̂µ,λ : Cµ → Xλ (without the refined matching condition the
image would not land in Xλ). When the stratum containing f0 is cut transversally at f0 (i.e. the
linearization is onto), one can show that for any small fixed gluing parameters each approximate solution
f̂µ,λ can be uniquely corrected into an actual solution fµ,λ : C
′
µ → Xλ, providing the local model for the
moduli space M(X,V ) near f0. The key ingredients in the proof are the uniform estimates in Sections
6-9 of [IP3] and especially the first eigenvalue estimate in the weighted Sobolev norms used there, all of
which can be extended in a straightforward way to the case V is a normal crossing divisor by working
semi-locally in the necks of Cµ and Xλ (as long as (8.3) are satisfied), as we have done in Sections 4 and
5 of this paper (see [I2] for more details).
8.1. Further directions. The next question is how the GW invariants relative normal crossing divisors
behave under degenerations. The degenerations we have in mind come in several flavors.
The first type of degeneration is one in which the target X degenerates, the simplest case of that being
the degeneration of a symplectic sum into its pieces. This comes down to the symplectic sum formula
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proved in [IP3], but where now we also have a divisor going through the neck. Consider for example the
situation
(X,V ) = (X1, V1)#U (X2, V2)
described in Remark 1.14, which means that X = X1#UX2, and simultaneously the divisor V is the
symplectic sum of V1 and V2 along their common intersection with U . The relative GW of the sum
(X,V ) can be expressed in terms of the relative GW invariants of the pieces (Xi, Vi ∪ U); this type
of formula allows one for example to compute the absolute GW invariants of a manifold obtained by
iterating the symplectic sum construction.
Example 8.4. Assume V is a normal crossing divisor inX , and letX1 be the level one building associated
to (X,V ), with its singular divisor W1. Just as was the case in [IP3], the rescaling process in this paper
that constructs a family of deformations Xλ −→
λ→0
X1 = X ∪V PV can be reinterpreted as the inverse
operation to the trivial symplectic sum
X = #
W1
X˜1 = #
V
(X ⊔ PV ) (8.5)
ofX and PV along V , or more precisely along the singular divisorW1. The symplectic sum formula relates
the GW invariants of the sum to the relative invariants of the pieces. Its complete proof will appear in
[I2], and follows by comparing the limit limλ→0M(Xλ) to the moduli space M(X1,W1) of the central
fiber over λ = 0. The later is defined just as in Definition 7.2 via its resolutions Ev−1(∆) ⊂M(X˜1, W˜1)
obtained by separating the nodes over the singular divisor. The trivial sum formula takes the form:
GW (X) =
∑
s
α(s)
|Aut(s)| GWs(X˜1, W˜1) ∩ Ev
∗η∆s
def
= GW (X,V ) ∗
Ev
GW (PV , V∞ ∪ FV ) (8.6)
where η∆s denotes the Poincare dual of the antidiagonal ∆
±
s in the weighted projective space PsNW ×
PsN∗W (which satisfies Poincare duality over Q), and s ranges over all balanced graphs TX1,W1 . The
multiplicity α(s) comes from the different choices of roots of unity in the refined matching condition (8.4),
while Aut(s) comes from reordering the contact information associated to the nodes along W . Note that
as before, passing from f : C → X1 to its resolution f˜ : C˜ → X˜1 requires choosing an ordering of the
contact information s along the singular divisor as in Remark 3.2. With this, s can be described via its
resolution s˜ ∈ T
X˜1,W˜1
= TX,V × TPV ,V∞∪FV , up to the the (anti)-diagonal action reordering the extra
choices.
But there are other types of symplectic sums/smoothings of the target that these relative GW invariants
should enter. The next simplest example is either the 3-fold sum or 4-fold sum defined by Symington in
[S] (see also [MSy]). Both these constructions should have appropriate symplectic extensions to higher
dimensions involving smoothings Xλ of a symplectic manifold X self intersecting itself along a symplectic
normal crossing divisor V . The sum formula would then express the GW invariants of Xλ in terms of
the relative GW invariants of (X,V ). A special case of this is what is called a stable degeneration in
algebraic geometry, in which case one has a smooth fibration over a disk with smooth fiber Xλ for λ 6= 0
and whose central fiber X0 has normal crossing singularities.
There is also a related question when the target X is fixed, but now the divisor V degenerates in
X . The simplest case of that is the one in Example 1.6, and serves as the local model of more general
deformations. For example, a slightly more general case would be when we have a family of smooth
divisors Vλ degenerating to a normal crossing one V0, which let’s assume has at most depth 2 points
(i.e. its singular locus W is smooth). After blowing up W , this case can be reduced to the case of a
symplectic sum of the blow up of X with a standard piece PW , constructed using the normal bundle of
the singular locusW . The divisors now go through the neck of the symplectic sum, but their degeneration
happens only in PW (therefore involves only local information around W ). So if one can understand the
degeneration locally near W , one can again use the sum formula to relate the GW invariants of (X,Vλ)
to those of (X,V0).
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The discussion in this paper should also extend to the case when the target X has orbifold singularities
and the normal crossing divisor V itself, as well as its normal bundle has an orbifold structure. In this
case the domains of the maps should also be allowed to have orbifold singularities. Again we have a very
similar stratification of the domain and of the target V but now it has more strata depending also on
the conjugacy classes of the isotropy groups; the orbifold evaluation maps take that into account as well.
The corresponding refined matching condition will include that information, in the form of an additional
balanced condition at each node as in [AGV].
Appendix A.
A.1. Stratifications associated to a normal crossing divisor. Assume V is a normal crossing divisor
in (X,ω, J) and that ι : V˜ → V is its resolution and π : N → V˜ its normal bundle. In particular this
means that we have an immersion ι : (U, V˜ ) → (X,V ) from some tubular neighborhood U of the zero
section V˜ of N .
The divisor V is stratified depending on how many local branches meet at a particular point (see §A.3
for an overview of stratifications). Denote by V k the closed stratum of V where at least k local branches
of V meet, and let
◦
V k = V k \ V k+1 be the open stratum where precisely k local branches meet so
· · · ⊆ V k+1 ⊆ V k ⊆ · · · ⊆ V 2 ⊆ V 1 = V ⊆ V 0 = X (A.1)
Then
◦
V k is smooth, both ω-symplectic and J-holomorphic and its normal bundle in X is modeled locally
on the direct sum of the normal bundles to each local branch of V :
NV k,p =
⊕
q∈ι−1(p)
Nq =
⊕
i∈I
Npi (A.2)
where ι−1(p) = {pi | i ∈ I} indexes the k local branches of V meeting at p ∈
◦
V k. When V does not have
simple normal crossing these local branches may globally intertwine. The global monodromy of NV k is
determined by the monodromy of the restriction
ι : ι−1(
◦
V k)→
◦
V k (A.3)
which describes a degree k cover of
◦
V k, its fibers indexing the k independent directions of NV k at p. The
original map ι is not a covering over the singular locus V k+1 of V k, but it extends as a covering over each
open stratum of the resolution V˜ k of V k.
The following lemma follows from the local model of a normal crossing divisor:
Lemma A.1. The closed stratum V k of V has a resolution V˜ k which comes with a normal crossing
divisor W k+1 corresponding to the inverse image of the higher depth stratum V k+1:
ιk : (V˜ k,W
k+1)→ (V k, V k+1). (A.4)
The normal bundle to V k
π : NV k → V˜ k (A.5)
is obtained as in (A.2) from the line bundle N → V˜ and a degree k cover ι of V˜ k which extends (A.3).
By separately compactifying each normal direction we get a (P1)k bundle
πk : Fk → V˜ k (A.6)
which comes with a normal crossing divisor Dk,0 ∪ Dk,∞ ∪ Fk obtained by considering together its zero
and infinity divisors plus the fiber Fk over the divisor W
k+1 in the base. The resolutions of these divisors
come naturally identified
F˜k
ρk−→
∼=
D˜k+1,∞−→∼= D˜k+1,0 (A.7)
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and their normal bundles are canonically dual to each other
NFk
∼= (NDk+1,∞)∗ ∼= NDk+1,0. (A.8)
Proof. The local model allows us to construct the resolution V˜ k of the closed stratum V k as a smooth
manifold, obtained by separating the branches that come together to form the next stratum V k+1 inside
V k, and simultaneously construct the resolution W˜ k+1 of the corresponding divisor W k+1 of (A.4). The
model for their normal bundles is induced from N → V˜ .
There are several slight complications when k ≥ 2. First, there is no direct map from the resolution
V˜ k of the stratum V k of V to the depth k stratum V˜ k of V˜ (over which N is defined). However the
resolution
˜˜
V k of the depth k stratum of V˜ is the degree k cover of V˜ k whose fiber can still be thought as
an indexing set for the k local branches of V meeting at p:˜˜
V k
ι−→ V˜ k
↓ιk ↓ιk (A.9)
V˜ ⊃ V˜ k ι−→ V k ⊂ V
Here the vertical arrows are resolution maps. Therefore the pullback ι∗kN of the normal bundle N → V˜
still induces the same description of the normal bundle of V k: at each point p ∈ V˜ k,
NV k,p =
⊕
q∈ι−1(p)
(ι∗kN)q =
⊕
i∈I
Npi (A.10)
where ι−1(p) = {pi|i ∈ I} is the indexing set for the k local branches of V meeting at p. Again, the cover
ι may have nontrivial global monodromy which will induce a global monodromy in the normal bundle
NV k of V
k.
Similarly, the resolution W˜ k of the normal crossing divisor W k of V˜ k−1 is also a degree k cover of the
resolution V˜ k of the depth k stratum of V k:
W˜ k
ι−→ V˜ k
↓ιk ↓ιk (A.11)
V˜ k−1 ⊃W k ιk−1−→ V k ⊂ V k−1
The vertical maps are resolution maps, while the fiber of the top map corresponds to the indexing set
of the k branches of V ; the bottom map is the restriction of ιk−1 : V˜ k−1 → V k−1 to the corresponding
divisor. This means in particular that the upper left corners of (A.9) and (A.11) are the same, even
though the lower left corners give two different factorizations:
W˜ k =
˜˜
V k
ι−→ V˜ k (A.12)
The fiber of this map ι indexes the k local branches of V coming together at a point p ∈ V˜ k.
Next, the (P1)k bundle
πk : Fk −→ V˜ k
is obtained by separately compactifying each of the k normal directions to V along V k, see (A.10). This
means that its fiber at a point p ∈ V˜ k is
×
i∈I
P(Npi ⊕ C) (A.13)
where I is an indexing set of the k local branches of V meeting at p. Globally, the P1 factors of (A.13)
may intertwine.
Finally, the fiber divisor Fk of Fk is by definition the inverse image of the divisorW k+1 of V˜ k. Therefore
its resolution F˜k is precisely the (P1)k bundle over the resolution W˜ k+1, whose fiber is (A.13). Moreover,
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the normal bundle to Fk is the pull-back of the normal bundle of W
k+1 inside V˜ k, which itself is the
pullback of N → V˜ by ιk of diagram (A.9), see also (A.12):
NFk = π
∗
kNWk+1 = π
∗
kι
∗
kN (A.14)
On the other hand, the infinity divisor Dk+1,∞ is by definition the divisor in Fk+1 where at least one
of the k + 1 fiber coordinates (P1)k+1 is ∞, so its resolution D˜k+1,∞ is a (P1)k bundle; the base of this
bundle is itself a bundle over V˜ k+1, whose fiber consists of k+1 points, one for each of the k+1 directions
of V coming together. Therefore by (A.12), D˜k+1,∞ is the (P1)k bundle over the resolution W˜ k+1 whose
fiber is (A.13). Furthermore, the normal bundle to the infinity divisor is dual to the normal bundle to
the zero divisor and thus it is canonically identified to the corresponding pullback of N∗ → V˜ .
This means that we have a natural identification (A.7) as (P1)k bundles over W˜ k+1 and also the
corresponding duality (A.8) of their normal bundles. 
Example A.2. (Local Structure) One can see all these different stratifications and their resolutions in
the local model, when V is the union of the n coordinate hyperplanes in Cn, so its resolution V˜ consists
of n disjoint planes Cn−1. The strata V k of V are given by the vanishing of at least k coordinates in
Cn, while the strata ι−1(V k) of V˜ are given by the vanishing of at least k − 1 coordinates in each one of
the n disjoint planes Cn−1 of V˜ . Therefore the resolution V˜ k of V k consists of
(
n
k
)
planes Cn−k, while
the resolution
˜˜
V k of V˜ k consists of n
(
n−1
k−1
)
= k
(
n
k
)
such planes, so the map ι :
˜˜
V k → V˜ k of (A.9) is
indeed a degree k cover, whose fiber labels the k planes of V coming together at a point p ∈ V˜ k. Finally,
the divisor W k+1 inside V˜ k corresponds to the coordinate hyperplanes in V˜ k, thus its resolution W˜ k+1
consists of n
(
n−1
k
)
= (k + 1)
(
n
k+1
)
planes Cn−k−1, which is the same as the resolution of V˜ k+1. This
explains the diagram (A.11) and the identification (A.12).
The resolutions V˜ k → V k constructed by Lemma A.1 are part of a tower of compatible resolutions of
the strata of (X,V ) that we describe next. If ι : V˜ → V is the original resolution of V , for each finite
(ordered) set I, consider the resolution
VI = { (p, ρ) | p ∈ X and ρ : I →֒ ι−1(p)} (A.15)
The fiber of VI → X at p consists of all injections ρ : I → ι−1(p), i.e. ways of indexing by I some of the
local branches of V at p, with V∅ = X and V{i} = V˜ the original resolution of V .
The resolutions VI are stratified by depth k = |ι−1(p)|, with the top stratum corresponding to k = |I|
(i.e. ρ is a bijection). The map
ftρ : VI → X (A.16)
forgetting the marking ρ restricts over each open stratum V j \ V j+1 of X to a topological covering. The
symmetric group SI acts freely on VI by reordering I. The map (A.16) is SI -invariant and descends to
a map ft : VI/SI → V |I|, inducing a factorization
ftρ : VI → VI/SI → V |I| →֒ X (A.17)
Each I ⊆ J (or any order preserving injection I → J) induces a forgetful map
ft : VJ → VI (A.18)
For each i ∈ I the evaluation map
evi : VI → V˜ (A.19)
is defined by evi(p, ρ) = ρ(i). The pullback of the normal bundle π : N → V˜ defines
NVI = ⊕
i∈I
ev∗iN → VI (A.20)
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the ‘normal bundle’ of the resolution VI . This is an SI -equivariant bundle which descends to a bundle
over the smooth quotient VI/SI (up to reordering of the branches), which is equal to the bundle (A.10)
whenever I has order |I| = k.
In the local model from Example A.2, VI consists of
n!
(n−k)! planes C
n−k, corresponding to an ordered
choice of k = |I| out of the n coordinates xi whose vanishing cuts out that plane. Therefore:
Lemma A.3. To any pair (X,V ) consisting of a normal crossing divisor V in X we can associate
• a stratification depth : X → N with closed strata V k, for k ≥ 0;
• a tower of stratified resolutions {VI}I of the closed strata, indexed by finite ordered sets I, together
with forgetful maps (A.17) and (A.18) and evaluation maps (A.19);
In particular, the resolution V˜ k → V k of Lemma A.1 is V˜ k = VI/SI where I = {1, . . . , k}.
One can further refine the stratification of X by also keeping track of the connected components of
the closed strata together with the maps induced on π0(·). When V has simple normal crossings, Lemma
A.3 has a simpler interpretation, cf. Example A.14.
In general, the constructions above are functorial and extend in much more general settings. For
example, from the normal model to V we get even more structure:
Lemma A.4. Assume V is a normal crossing divisor in X whose neighborhood is modeled by the im-
mersion ι : N 99K X defined on some disk bundle of π : N → V˜ . For any δ > 0 small, this induces
• a stratification depthδ : X → N whose closed strata Ukδ are neighborhoods of V k, and open strata
Xkδ ;
• a tower of (stratified) resolutions ιk : U˜kδ → Ukδ (equal to the identity over the top stratum, and
a topological covering on the rest), embeddings ηk : U˜kδ →֒NV k and projections πk : NV k → V˜ k
giving
Ukδ U˜
k
δ
ιkoo   ηk // NV k
πk // V˜ k
ιk // V k (A.21)
Diagram (A.21) restricts over the top strata to Xkδ →֒ NV k → V k \ V k+1.
• a tower of stratified resolutions {UI}I indexed by finite ordered sets I, together with compatible
forgetful maps (A.23) and evaluation maps (A.25)
• a tower of SI-equivariant embeddings ηI : U δI →֒ NVI and projections πI : U δI → VI which restrict
to the identity on the zero section VI ⊂ U δI and whose quotient induce (A.21).
Furthermore depthδ′ ≥ depthδ for each each δ′ ≥ δ > 0, and depthδ converges to depth as δ → 0.
Proof. Let ιδ denote the restriction of ι to the closed δ-disk bundle U˜δ, where δ is sufficiently small. Then
ιδ defines a stratification depthδ : X → N whose closed strata Ukδ consist of points x ∈ X for which ι−1δ (x)
has at least k points. For δ′ ≥ δ, ιδ is the restriction of ιδ′ , and the number of points in the fiber may
drop under restriction, so depthδ′ ≥ depthδ.
For each ordered set I, let U δI denote the corresponding set (A.15), but with ι replaced by ιδ:
U δI = { (x, ρ) | x ∈ X and ρ : I →֒ ι−1δ (x)) } (A.22)
As before, the sets U δI are stratified by the number of points k ≥ |I| in the fiber of ιδ; the open strata
XI,kδ correspond to k constant and are topological covers of X
k
δ (the open strata of U
k
δ ). There are two
types of forgetful maps:
ftρ : U
δ
I → U |I|δ and ft : U δJ → U δI for each I ⊆ J or more generally I →֒ J (A.23)
For δ sufficiently small, the cardinality of ι−1δ (x) is the same as that of its projection π(ι
−1
δ (x)) to the
zero section for all x ∈ X (by a proof by contradiction, using the fact that X is compact). This means
we also get a projection
πI : U
δ
I → VI defined by (x, ρ) 7→ (x, π ◦ ρ) (A.24)
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with a ‘zero’ section VI → U δI (corresponding to ρ = π ◦ ρ, i.e. the image of ρ lies in the zero section of
N). We also get an ‘evaluation’ map
Evi : U
δ
I → ev∗iN (A.25)
defined by the formula Evi(x, ρ) = (π(ρ(i)), ρ(i)) where ρ(i) ∈ ι−1δ (x) ⊂ Nπ(ρ(i)) is an element of the fiber
of N over the point π(ρ(i)) ∈ V˜ . Their product induces the map
ηI : U
δ
I → NVI (A.26)
defined by ηI(x, ρ) = ((x, π ◦ ρ), ⊕
i∈I
ρ(i)) and which clearly projects to (A.24).
All these constructions are equivariant with respect to the symmetric group SI action reordering I,
thus descend to the quotient:
VI/SI →֒ U δI /SI →֒ NVI/SI → VI/SI
and restrict to the identity on the zero section; letting U˜kδ = U
δ
I /SI for I = {1, . . . , k} gives (A.21). 
A.2. Spaces of parameters for the holomorphic map equation. Assume (X,ω) is a symplectic
manifold with a fixed background metric and denote by J (X) the collection of ω-tamed almost complex
structures J with the C∞ topology; occasionally it is convenient to allow ω to vary, in which case J (X)
is the space of tamed pairs (ω, J) on X . Each tamed pair induces a metric g by symmetrizing ω(·, J ·).
For transversality purposes, one considers J l,p(X) the Sobolev completion in W l,p with p > 2 and l ≥ 1.
The graph construction of Remark 2.3 induces corresponding Gromov-type parameter spaces JV(X) ⊂
J (X ′) of pairs (J, ν) indexing deformations of the J-holomorphic map equation, where X ′ = U ×X . The
map t 7→ (J, tν) is a deformation retraction of JV(X) onto J (X), see (2.7).
If p : X → Y is smooth fibration, the space
J (X p→Y ) ⊆ J (X)× J (Y ) (A.27)
of parameters compatible with p is the subset of tuples (JX , ωX , JY , ωY ) for which dp ◦ JX = JY ◦ dp and
the restriction of ωX to each fiber of p is symplectic (note that this does not impose any condition on ωY
other than it tames JY ).
Assume next V is a normal crossing divisor in (X,ω). A pair (J, ν) ∈ J (X) is V -compatible if the
following three conditions on their 1-jet along V are satisfied (cf Definition 3.2 of [IP3]):
(a) J preserves TV and νN |V = 0;
and for all ξ ∈ NV , v ∈ TV and w ∈ TC:
(b) [(∇ξJ + J∇JξJ)(v)]N = [(∇vJ)ξ + J(∇JvJ)ξ]N
(c) [(∇ξν + J∇Jξν)(w)]N = [(J∇ν(w)J)ξ]N
Here ξ → ξN is the projection onto the normal bundle NV of V using the splitting ι∗TX = T V˜ ⊕ NV
coming from the local model at V . Denoting by JV(X,V ) ⊆ JV(X) the space of such V -compatible
pairs, diagram (2.7) restricts to:
JV(X,V ) // J (X,V )
uu
(A.28)
For any J ∈ J (X,V ), V is a normal crossing divisor in (X,ω, J) cf Definition 1.3. In particular the
restriction of J along V is an almost complex structure on TX |V → V , or more precisely an almost
complex structure on the resolution V˜ which matches along the singular locus, i.e. it descends to V .
The restriction to TV is an element of J (V ) by (a) while the restriction to the normal direction NV is a
complex structure on NV . There are similar parameters spaces J 1(NV , V ) defined by the restriction of
the 1-jet of J along V that enters in condition (b). With this notation, we have projections
J (X,V ) −→ J 1(NV , V ) −→ J 0(NV , V )→ J (V ) (A.29)
that send a V -compatible J on X to its 1-jet normal to V , and then to its restriction to V . Intrinsically,
all these maps are defined by pullback via the immersion ι : (NV , V˜ )→ (X,V ) which globally models V
and its tubular neighborhood. Using this diagram we can prove:
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Lemma A.5. Assume V is a normal crossing divisor in (X,ω, J) as in Definiton 1.3. Then the collection
of V -compatible parameters J (X,V ) ∼
h.e.
JV(X,V ) is nonempty.
If the branches of V are ω-orthogonal, then the collection Jcpt(X,V ) ⊂ J (X,V ) of ω-compatible
parameters is nonempty.
Proof. We need to show that the existence of a J satisfying condition (a) is enough to guarantee the
existence of a V -compatible J , i.e. one that also satisfies the condition (b) on its 1-jet along V . The first
map in (A.29) is surjective, and the arguments in the Appendix of [IP2] show that the fiber of the second
map is contractible, thus nonempty. Its target is J 0(NV , V ) which is nonempty by definition since V is
a normal crossing divisor.
When the branches of V are symplectic and orthogonal wrt ω, one can first construct locally, in each
coordinate patch around a depth k point p of V a metric g for which (TVi)
ω = (TVi)
⊥g for each local
branch i ∈ I of V at p. If we denote Ni = (TVi)ω , then this intrinsically defines a bundle NV over the
resolution of V , as the fiber of V˜ → V at p is precisely I(p), the set indexing the k local branches of V
at p. The metrics can be patched together to give an ω compatible metric on TX |V = TV ⊕NV and an
ω compatible J on X , and which preserves both the branches of V and the fibers of NV . This uses the
standard homotopy argument (based on the fact the space of metrics is convex), performed in a manner
respecting the normal crossing structure of V to prove that J 0cpt(NV , V ) 6= ∅. Next, when starting with
an ω-compatible structure around V , the deformation argument in the Appendix of [IP2] gives rise to a
an ω-compatible J in the tubular neighborhood of V satisfying the 1-jet condition there, which can then
be extended to an ω-compatible J in J (X,V ). 
Example A.6. Assume L → V is a complex line bundle over a smooth symplectic manifold V . The
projectivization p : P(L⊕C)→ V is a Hamiltonian P1 fibration over V , and it comes with a zero and an
infinity section (both of them smooth divisors). Then the space of parameters compatible with both the
fibration and the zero and infinity section is nonempty. In fact, we can even construct parameters which
are also compatible with the S1 action on the fibers: the existence of an ωX follows from Thurston’s
theorem while a compatible JX can be constructed starting from any ωV compatible JV on V using the
complex structure of L→ V .
The space of parameters on a level m building (Xm, Vm) compatible with the total divisor is defined
as the subset
J (Xm, Vm) ⊆ J (X˜m, D˜m) ⊆ J (X˜m, W˜m) (A.30)
of pairs (ω, J) on the resolution (X˜m, D˜m) that match along the singular locus Wm. It has a subset
consisting of parameters that are also compatible with all the collapsing maps, or those that are (C∗)m-
equivariant, and all come with corresponding Gromov-type extensions JV . The restriction to level zero
induces a fibration
JV(Xm, Vm) // JV(X,V )
uu
(A.31)
and the rescaling process defines a family of sections (ωε, J) in it. So JV(Xm, Vm) can also be thought
as an extension of the parameter space J (X,V ) indexing deformations of the equation (2.5) for a map
f : C → Xm, giving rise to a universal moduli spaceM(Xm, Vm)→ JV(Xm, Vm) consisting of maps into
Xm satisfying the refined matching conditions (7.6) along the singular locus. As mentioned in Remark
4.19, these parameter spaces come in various flavors, depending how much of the structure of Xm → X
they are required to preserve. When restricted to the subspace of parameters which are invariant under the
(C∗)m action on the positive levels, we also get a corresponding ‘rubber’ moduli spaceMτ (Xm, Dm)/Tτ
that appears in (7.9) and which describes the level m stratum of the relative moduli space M(X,V ).
Remark A.7. When using Banach norms on the parameter spaces JV (rather than the Frechet topology
C∞), the process of rescaling loses m derivatives: e.g. the ‘section’ above maps JVl+m,p(X,V ) →
JVl,p(Xm, Vm), while the restriction maps JVl,p(Xm, Vm) → JVl,p(X,V ). However, for each s we
have an a priori topological bound on the maximum number M of levels entering in the compactification
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Ms(X,V ). So for the purpose of transversality we can start with Sobolev normsW l+M,p on the parameter
space J (X,V ) and then take the limit as l→∞ to get a smooth model for the resolution of each stratum
of Ms(X,V ).
For a family X → B of deformations of a level m building, there is a space J (X → B) of parameters
compatible with both the fibration and the total divisor. Since p is a singular fibration, this means that
their restriction over each open stratum of B (over which p is a fibration) is compatible with p in the
sense of (A.27). The compatibility with the total divisor means that they lift to a pair of parameters on
the smooth resolution. There is also a corresponding Gromov-type perturbation space:
JV(X → B) // J (X → B)
tt
(A.32)
Restricting to the fiber Xm and then to X in level zero defines fibrations
JV(X → B) // JV(Xm, Vm)
tt
// JV(X,V )
uu
while the process of rescaling (X,V ) and then the symplectic sum of Xm along the singular locus defines
(non canonical) sections.
We end this section with local considerations involved in the construction of the perturbations ν ∈
V(X,V ) that enter the proof of transversality in Lemma 5.23. All required perturbations can be con-
structed supported in small balls about a fixed point, so it suffices to work on the standard local model
of a normal crossing divisor at a point.
Remark A.8. For any element ν ∈ V(X,V ) and any map f : C → X , we can consider its restriction
ν ∈ Hom0,1(TC, f∗TX) to the graph of f (which is assumed to be an embedding). Around any depth k
point x ∈ C let p = f(x) ∈ V k and decompose ν into components νi one in each direction i ∈ I(x) of V
at f(x), and then νT in the tangent direction to the stratum V k containing f(p). Working independently
in these different directions one can construct required perturbations supported away from the higher
depth stratum V k+1.
In particular, for any η ∈ Hom0,1(TxC, TpV k) there exists a ν ∈ V(X,V ) supported near x such that
ν(x, f(x)) = η, which is then used to prove transversality of the universal moduli space in the standard
way. More generally, for any η ∈ Hom0,1(TC, f∗TX) which is supported in annuli about the contact
points to V , there exists a perturbation ν ∈ V(X,V ) whose restriction to the graph of f is η, which is
used to prove transversality of the leading order section and of the refined evaluation map.
A.3. Stratifications. Here we collect a few basic facts about the stratifications used in this paper, which
are ubiquitous in GW theory. In short, if X is a topological space, a stratification on it is a upper semi-
continuous (USC) function σ : X → S to a partially ordered set (poset) (S,<); this simply means that
for each s ∈ S
X<s = {x ∈ X | σ(x) < s} (A.33)
are closed subsets of X , which we call the closed strata, and think of them as keeping track of points
of X whose ‘singularity’ is at least s. The open strata are Xs = σ−1(s) (in general not open subsets of
X !), while X≻s is called the boundary stratum of Xs. (Warning: to match the standard conventions in
combinatorial topology one should instead use the dual poset, i.e reverse the order on S).
A forgetful map is an order preserving map ρ : S ′ → S (i.e. continuous); a stratification σ′ : X → S ′
such that σ = ρ ◦ σ′ is called a lift or refinement of σ, and σ = ρ∗σ′ the pushforward of σ′. If ρ is only
USC, i.e ρ∗σ
′ < σ, then σ′ is called finer than σ.
If f : X → Y is a continuous map of topological spaces then f∗σY = σY ◦f is the pull-back stratification.
If σX is a stratification on X which is constant along each fiber f
−1(y) of f when it descends to Y to
give the push-forward stratification f∗σX .
Two stratifications σi : Xi → Si induce a disjoint union stratification σ1⊔σ2 on X1⊔X2 and a product
stratification σ1 × σ2 on X1 ×X2. There is an equivariant version of the theory, where the group G acts
continuously on both X and S, and s is G-equivariant, as well as a notion of morphism and isomorphism
between two stratifications.
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If S has an initial element 0, X0 is the top stratum of X . If S has a final element, we also get a bottom
stratum (the most ‘singular’). To each poset S we can always formally add an initial and a final object
denoted ±∞ and then the top stratum is X and the bottom stratum is empty.
Finally, each poset S has an associated simplicial complex ∆(S): the vertices of ∆(S) are the elements
of S and the faces of ∆(S) are the chains in S (i.e. totally ordered subsets of S). Conversely, each
simplicial complex ∆ has an associated poset S(∆) of its nonempty faces ordered by inclusion. For each
stratification σ : X → S, the complex ∆(S) can be used to keep track of how the strata of X fit together.
Example A.9. If V is a normal crossing divisor in X , depth : X → N is a stratification, with the top
stratum X \ V , and closed strata V k = X≥k where at least k branches of V meet, cf. (A.1) and (A.33).
A level m building Xm and its resolutions come with many more stratifications, discussed in detail in
§4.3. For example, there is a stratification by multilevel
level : Xm → P (A.34)
For each partition µ ∈ P with µi parts of multiplicity i and total degree k =
∑
i µi, the open stratum
level−1(µ) consists of points y ∈ Xm which project to a depth k point p ∈ X under the collapsing map
Xm → X and which are on level i in µi of the k normal directions to V at p, see (4.22).
The deformations X → B of a level m building come similarly stratified: the base B is a product of
disks (D2, 0), thus carrying a product stratification, which induces by pullback a stratification on X . The
restriction of X → B over each open stratum is a fibration, whose fiber is a building with a fixed number
of levels (equal to the depth of the stratum in B), with the top stratum corresponding to buildings with
0 levels (unrescaled).
Example A.10. If X is any closed symplectic manifold, the moduli space M(X) comes with many
stratifications (cf Remark 2.1), e.g.
graph :M(X)→ T , nodes :M(X)→ N, n :M(X)→ N, degree :M(X)→ H2(X,Z) (A.35)
that associate to each stable map f : C → X its dual graph, the number of nodes, marked points of C
and respectively the homology class f∗[C] it represents. There are forgetful maps that associate to each
graph the collection of its edges, vertices, half edges or connected components, or just their cardinality:
e : T → N, v : T → N, n : T → N and c : T → N (A.36)
Since nodes = e∗graph, the first stratification of (A.35) is a refinement of the second (and of the rest).
When X = pt is a point, M(X) = M is the Deligne-Mumford moduli space which comes with a
natural normal crossing divisor (its nodal stratum); here the nodes and depth stratifications of M are
equal. If st :M(X) →M is the stabilization map, then on M(X) the nodes stratification is finer than
it pullback from M, i.e. nodes ≥ st∗nodes, recording the fact that the number of nodes of the domain C
is greater or equal than that of its image st(C). In general, without further information there is no other
relation between the number of nodes of the domain and that of st(C) (i.e. nodes is not a refinement of
st∗nodes). Of course, in assuming that all domains are stable, we implicitly restricted to the case when
these two stratifications are equal. On the other hand, the graph stratification of M(X) is a refinement
of st∗graph because from the dual graph associated to f we can read off not just the dual graph of its
domain C but also that of st(C) (by inductively contracting all the unstable rational components).
Another stratification of the moduli space
reg :M(X)→ N (A.37)
associates to each stable map f : C → X the dimension of the coker of the linearization Df , with the
top stratum consisting of regular points f (i.e. for which Coker Df = 0). In fact this also comes in many
flavors, one for each type of linearization Df considered e.g. depending whether we fix the domain or
only its dual graph, whether we fix the image of the marked points in X or not; for nodal domains we
also have a choice of whether we consider only the linearization of the resolution f˜ : C˜ → X or do we also
linearize the matching conditions at the nodes, etc. Some of these stratifications are finer than others,
but are not necessarily refinements of each other. One could go one step further and refine the dual graph
stratification (A.35) by also keeping track of this information.
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Finally, one can also consider the stratification
aut :M(X)→ N (A.38)
that associates to each stable map f : C → X the order of its automorphism group Aut(f, C). It is
in general finer than the pull back stratification st∗aut from M. Of course, the stratification aut of the
Deligne-Mumford moduli space can be refined to also keep track of the automorphism groups (e.g. using
the fact that M is a global quotient orbifold). With more effort, (A.38) could be refined to keep track
of not just Aut(f, C) but also of the automorphism group AutC of the (possibly unstable) domain C
together with its action on the components and special points of C (i.e. on the dual graph) and also on
the map f (by reparameterization). We also avoided discussing this stratification by implicitly assuming
all domains had trivial automorphisms.
Example A.11. If V is a normal crossing divisor in X , all stratifications in Example A.10 extend to the
relative moduli space M(X,V ). The depth stratification of (X,V ) ‘lifts’ to define a stratification
contact :M(X,V )→ S(X,V ) (A.39)
associating to each relatively stable map f : C → Xm its contact information s to the zero divisor Vm.
It can be refined to include the dual graph of f , now also decorated by the full contact information of f
to the total divisor Dm (which includes the zero divisor Vm):
graph :M(X,V )→ T(X,V ) (A.40)
The evaluation/forgetful map that remembers only the contact information to the zero divisor relates
these two stratifications by ev∗graph = contact. In turn, these are by definition the pushforwards of the
stratifications (3.10) associated to the resolution f˜ : C˜ → X˜m regarded as an element ofM(X˜m, D˜m). If
V ∪D is a normal crossing divisor where D is a global branch, the collapsing/forgetful map
ftD :M(X,V ∪D)→M(X,V ) (A.41)
is compatible with the stratifications (A.39)-(A.40) using the corresponding forgetful maps on T or S.
However, one has to be careful about the parameter spaces over which the maps (A.41) are defined, see
§A.2. For example, if we use only tamed pairs J , then (A.41) is defined over J (X,V ∪D), but if we turn
on Gromov type perturbations JV , the map (A.41) is no longer defined on the entire parameter space
JV(X,V ∪D), rather only on the subspace of perturbations which are independent of the extra contact
points to D (this causes extra complications in [IP4]).
In all our examples above S is countable, and often equal to N, or else comes with an (order preserving)
map α : S → R (or a choice of ‘stability condition’) with the following finiteness property: for each N ∈ N,
there are finitely many elements s ∈ S with α(s) ≤ N . The typical example is α : H2(X,Z)→ R defined
by α(A) = ω(A) the usual energy level, but that can also be refined to include the contribution from the
domain (e.g. by keeping track of the total energy (5.1)).
For any stratification σ : X → S satisfying the finiteness property, the boundary strata are closed
subsets of X , and the open stratum Xs is an open subset of the closed stratum X<s, which can be
regarded as a compactification of Xs (though it may contain more points than just limit points). When
σ is continuous, the strataXs are both open and closed inX , thus s indexes a disjoint union decomposition
of X into countably many pieces.
Example A.12. The degree (A.35) is continuous, inducing M(X) = ⊔A∈H2(X)MA(X). When we
allow disconnected domains, the number of connected components and their homology class are also
continuous, so can be refined to degrees :M(X)→ Sym(H2(X,Z)). The dual graph stratification (A.35)
is a refinement of both, but is only USC in the Gromov topology, recording how the strata fit together.
Remark A.13. Stratifications (of the type considered above) are closely related to filtrations. Any
filtration · · · ⊆ V k+1 ⊆ V k ⊆ · · · ⊆ X of a topological space X by closed sets V k induces a ‘depth’
stratification s : X → Z by s(x) = max{k | x ∈ V k}, whose closed strata are V k (strictly speaking,
the target of s is Z if the union of all V ’s is X and their intersection is empty; otherwise the target is
Z ∪ {±∞}).
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In fact, any collection of closed sets {Vα}α∈A of X is part of a stratification s : X → SA whose closed
strata are VI = ∩α∈IVα with V∅ = X , where SA is the collection of subsets I of A (ordered by inclusion:
I 4 J iff I ⊆ J). When A is finite, the forgetful map o : SA → N defined by o(I) = |I| induces a coarser
‘depth’ stratification o∗s : X → N whose closed strata V k keep track of at least how many of the original
Vα’s a point belongs to.
Of course, any collection of open sets {Uα}α∈A determines an ‘opposite’ stratification, defined via their
complements.
Example A.14. Assume V is a normal crossing divisor in X with simple crossings. Then it has finitely
many global branches {Vα}α∈A, each one a smooth compact submanifold of X . This induces a stratifi-
cation VI of X indexed by finite subsets of A as described in the paragraph above. Because in this case
the fiber ι−1(p) of V˜ = ⊔αVα → V comes with an intrinsic injection ι−1(p) → A to the indexing set A,
the resolutions VI defined by (A.15) correspond (up to reordering of the branches) to VI = ∩α∈IVα.
The coarser stratification V k by depth that forgets about the indexing of the branches of V is nothing
but the stratification/filtration (A.1).
Example A.15. The tower (4.16) of sub-buildings is another filtration by closed sets that induces a
stratification floor : Xm → Z of a level m building, whose open stratum floor−1(−i) = Xi \Xi−1 is the
i’th floor of the building, with the top stratum X (note the reversal in order). The tower of open sets
X = X˜0 ⊂ X˜1 ⊂ X˜2 ⊂ . . . (A.42)
on the fundamental model (4.19) induces instead the ‘opposite’ stratification (4.20) on it by level, which
gets promoted in a functorial fashion to the (multi)-level stratification in §4.3. The sign map (4.21)
associated to the fundamental model is not a stratification (it is not USC), but can be replaced by a pair
of stratifications ε0, ε∞ : X˜m → {0, 1} on the fundamental model keeping track whether the coordinate
of the point is 0 or not and respectively ∞ or not. They can be promoted in a functorial fashion to a
stratification ε0 × ε∞ on any level m building X˜m carrying the same information as the multisign map.
Example A.16. The spaces of parameters J for the holomorphic map equation also come with various
natural stratifications. One of them comes from the Sobolev completions J k,p (with p > 2 and k ≥ 1,
partially ordered by the Sobolev embedding), with the continuos parameters being the initial object
and the smooth parameters the final one. There is even a stratification (with only two strata) depending
whether the pair (ω, J) is compatible or just tame, or in the presence of a normal crossing divisor whether
these parameters are compatible with the divisor or not, and with how many of its global branches.
Gromov-type perturbations JV(X,V ) also inherit stratifications from those on U ×X , where the uni-
versal curve Ug,n =Mg,n+1 could have any one of the stratifications discussed above. The perturbation
spaces JV(Xm) and JV(X → B) associated to a level m building Xm and its deformations X → B
similarly come with induced stratifications. As we have seen, these also come in several flavors, depending
how much of the extra structure they are compatible with.
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