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Abstrat
For a network of interonneted nonlinear dynamial systems an adaptive leader-
follower output feedbak synhronization problem is onsidered. The proposed stru-
ture of deentralized ontroller and adaptation algorithm is based on speed-gradient
and passivity. Suient onditions of synhronization for nonidential nodes are
established. An example of synhronization of the network of nonidential Chua
systems is analyzed. The main ontribution of the paper is adaptive ontroller de-
sign and analysis under onditions of inomplete measurements, inomplete ontrol
and unertainty.
1 Introdution
Adaptive synhronization of networked dynamial systems has attrated a growing inter-
est during reent years [14℄. It is motivated by a broad area of potential appliations:
formation ontrol, ooperative ontrol, ontrol of power networks, ommuniation net-
works, prodution networks, et. Existing works [14℄ and others are dealing with full
state feedbak and linear interonnetions. The solutions are based on Lyapunov funtions
formed as sum of Lyapunov funtions for loal subsystems. As for adaptive ontrol algo-
rithms they are based on either loal (deentralized [512℄) or nearest neighbor (desribed
by an information graph [1316℄) strategies.
Despite a great interest in ontrol of network, only a restrited lass of them is urrently
solved. E.g. in existing papers mainly linear models of subsystems are onsidered [13,14℄.
In nonlinear ase only passive or passiable systems are studied and ontrol is organized
aording to information graph, i.e. not ompletely deentralized [15, 16℄. Availability of
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the whole state vetor for measurement as well as appearane of ontrol in all equations for
all nodes is assumed in deentralized stability and synhronization problems [14℄. Power-
ful passivity based approahes are not developed for adaptive synhronization problems.
In this paper we onsider the problem of master-slave (leader-follower) synhronization
in a network of nonidential systems in Lurie form where system models an be split
into linear and nonlinear parts. Case of idential nodes is studied in [17℄. Linearity of
interonnetions is not assumed; links between subsystems an also be nonlinear. In the
ontrary to known works on adaptive synhronization of networks, see [3, 4℄, only some
output funtion is available and ontrol appears only in a part of the system equations.
It is also assumed that some plant parameters are unknown.The leader subsystem is
assumed to be isolated and the ontrol objetive is to approah the trajetory of the leader
subsystem by all other ones under onditions of unertainty. Interonnetion funtions
are assumed to be Lipshitz ontinuous.
The results of [11,12℄ are employed to solve the posed problem. Adaptation algorithm
is designed by the speed-gradient method. It is shown that the ontrol goal is ahieved
under leader passivity ondition, if the interonnetion strengths satisfy some inequalities.
The results are illustrated by example of synhronization in network of nonidential
Chua uruits.
2 Auxiliary results
2.1 Yakubovih-Kalman Lemma
We need Yakubovih-Kalman Lemma in following form, see [18℄.
Lemma 1 Let A,B,C be n× n, n×m,n×m real matries and u ∈ Rm, χ(s) =
CT(sIn − A)
−1B, rankB = m. Then the following statements are equivalent:
1) there exists matrix H = HT > 0 suh that
HA+ ATH < 0, HB = C; (1)
2) polinomial det(sIn−A) is Hurwitz and following frequeny domain onditions hold
Re uTχ(iω)u > 0, lim
ω→∞
ω2 ReuTχ(iω)u > 0
for all ω ∈ R1, u ∈ Rm, u 6= 0.
2.2 Speed gradient algorithm in deentralized ontrol
In order to present the main synronization result of this paper we need to formulate
problem statement of deentralized ontrol and Theorem 2.18 from [11℄ whih an also be
derived from Theorem 7.6 from [12℄.
Consider
1
a system S onsisting of d interonneted subsystems Si, dynamis of eah
being desribed by the following equation:
x˙i = Fi(xi, τi, t) + hi(x, τ, t), i = 1, . . . , d, (2)
1
In this paper norms are Eulidean, col(x1, . . . , xd) stands for olumn vetor with omponents on-
sisting of omponents of xi, i = 1, . . . , d.
where xi ∈ R
ni
 state vetor, τi ∈ R
mi
- vetor of inputs (tunable parameters) of
subsystem, x = col(x1, . . . , xd) ∈ R
n, τ = col(τ1, . . . , τd) ∈ R
m
- aggregate state and input
vetors of system S, n =
∑
ni, m =
∑
mi. Vetor-funtion Fi(·) desribes loal dynamis
of subsystem Si, and vetors hi(·) desribe interonnetion between subsystems.
Let Qi(xi, t) ≥ 0, i = 1, . . . , d be loal goal funtions and let the ontrol goal be:
lim
t→∞
Qi(xi, t) = 0, i = 1, . . . , d. (3)
For all i = 1, . . . , d we assume existene of smooth vetor funtions x∗i (t) suh that
Qi(x
∗
i (t), t) ≡ 0, i.e. x
∗
i = argminxi Qi(xi, t). Deentralized speed-gradient algorithm is
introdued as follows:
τ˙i = −Γi∇τiωi(xi, τi, t), i = 1, . . . , d, (4)
where
ωi(xi, τi, t) =
∂Qi
∂t
+∇xiQi(xi, t)
TFi(xi, τi, t),
Γi = Γ
T
i > 0, mi ×mi - matrix.
Theorem 1 Suppose the following assumptions hold for the system S:
1. Funtions Fi(·) are ontinuous in xi, t, ontinuously dierentiable in τi and loally
bounded in t > 0; funtions Qi(xi, t) are uniformly ontinuous in seond argument
for all xi in bounded set, funtions ωi(xi, τi, t) are onvex in τi; there exist onstant
vetors τ ∗i ∈ R
mi
and salar monotonially inreasing funtions κi(Qi), ρi(Qi) suh
that κi(0) = ρi(0) = 0, limQi→+∞ κi(Qi) = +∞
ωi(xi, τ
∗
i , t) ≤ −ρi(Qi(xi, t)), (5)
and Qi(xi, t) ≥ κi(‖xi − x
∗
i (t)‖).
2. funtions hi(x, τ, t) are ontinuous and satisfy the following inequalities
|∇xiQi(xi, t)
Thi(x, τ, t)| ≤
d∑
j=1
µijρj(Qj(xj , t)), (6)
where matrix M − I is Hurwitz, M = {µij}, µij > 0, I is identity matrix.
Then system (2),(4) is globally asymptotially stable in variables xi−x
∗
i (t), all trajetories
are bounded on t ∈ [0,+∞) and satisfy (3).
3 Main result
3.1 Problem statement. Adaptive ontroller struture
Let the leader subsystem be desribed by the equation
x˙ = ALx+BL(u+ ψ0(y)), y = C
Tx, (7)
where x ∈ Rn  state, y ∈ Rl  measurement, u(t) ∈ R1 is ontrol that speied in
advane, ψ0 : R
l → R1  internal nonlinearity. Let AL, BL, C and ψ0(·) be known and not
depending on the vetor of unknown parameters ξ ∈ Ξ, where Ξ is known set.
Consider a network S of d interonneted subsystems Si, i = 1, . . . , d, d ∈ N. Let
subsystem Si be desribed by the following equation
x˙i = Aixi +Biui +BLψ0(yi) +
d∑
j=1
αijϕij(xi − xj),
yi = C
Txi, i = 1, . . . , d,
(8)
where xi ∈ R
n, ui ∈ R
1, αij ∈ R
1, yi ∈ R
l. Funtions ϕij(·), i = 1, . . . , d, j = 1, . . . , d, de-
sribe interonnetions between subsystems. We assume ϕii = (0, 0, . . . , 0)
T, i = 1, . . . , d.
Let matries Ai, Bi and funtions ϕij(·), i = 1, . . . , d, j = 1, . . . , d, depend on the vetor
of unknown parameters ξ ∈ Ξ.
Network model (8) an desribe, for example, interonneted eletrial generators [19℄.
Let the ontrol goal be speied as onvergene of all subsystems and the leader
trajetories:
lim
t→+∞
(xi(t)− x(t)) = 0, i = 1, . . . , d. (9)
The adaptive synhronization problem is to nd a deentralized ontroller
ui = Ui(yi, u, t) ensuring the goal (9) for all values of unknown plant parameters.
Denote σi(t) = col(yi(t), u(t)). Let the main loop of the adaptive system be speied
as set of linear tunable loal ontrol laws:
ui(t) = τi(t)
Tσi(t), i = 1, . . . , d, (10)
where τi(t) ∈ R
l+1, i = 1, . . . , d are tunable parameters. By applying speed-gradient
method [12℄ it is easy to derive the following adaptation law:
τ˙i = −g
T(yi − y)Γiσi(t), i = 1, . . . , d, (11)
where Γi = Γ
T
i > 0  (l + 1)× (l + 1) matries, g ∈ R
l.
3.2 Synhronization onditions
Introdue the following denition.
Denition 1 Let G ∈ Rl. Funtion f : Rl → R1 is alled G-monotonially dereasing if
inequality (x− y)TG (f(x)− f(y)) ≤ 0 holds for all x, y ∈ Rl.
Remark 1. Apparently, for l = 1, G = 1 G-monotonial derease of the funtion f
is equivalent to inremental passivity [21℄ of the stati system with harateristis (−f).
Denition 1 is easily extended to dynamial systems with the state vetor x ∈ Rn, input
u ∈ Rm and output y ∈ Rl. It orresponds to existene of a smooth funtion V (x1, x2)
satisfying an integral inequality
V˙ (x1, x2) ≤ (u2 − u1)
TG(y2 − y1).
The orresponding property an be alled inremental G-passivity by analogy with [20℄.
Consider real matries H = HT > 0, g of size n×n, l×1 orrespondingly and a number
ρ > 0 suh that:
HAL + A
T
LH < −ρH, HBL = Cg. (12)
Denote λ∗ = λmax(H)/λmin(H) ondition number of matrix H, where λmax(H), λmin(H)
are maximum and minimum eigenvalues of matrix H .
For analysis of the system dynamis the following assumptions are made.
A1) The funtions ϕij(·),i = 1, . . . , d, j = 1, . . . , d are globally Lipshitz:
‖ϕij(x)− ϕij(x
′)‖ ≤ Lij‖x− x
′‖, Lij > 0.
The funtion ψ0(·) is suh that the unique existene of solutions of (7) holds.
A2)(Mathing onditions, [22℄) For eah ξ ∈ Ξ there exist vetors νi = νi(ξ) ∈ R
l
and
numbers θi = θi(ξ) > 0 suh that for i = 1, . . . , d
AL = Ai +Biν
T
i C
T, BL = θiBi. (13)
Denote χ(s) = CT(sIn − AL)
−1BL. For the ase when matrix AL is Hurwitz intro-
due notation ρ∗ for stability degree of the funtion's g
Tχ(s) denominator, i.e. ρ∗ =
mink=1,...,n |Reλk(AL)| where λk(AL) are eigenvalues of AL.
Theorem 2 Let BL 6= 0, matrix AL be Hurwitz and for some g ∈ R
l
the following
frequeny domain onditions hold:
Re gTχ(iω) > 0, lim
ω→∞
ω2 Re gTχ(iω) > 0 (14)
for all ω ∈ R1. Then there exist H = HT > 0, ρ > 0 suh that relations (12) hold.
Let for all ξ ∈ Ξ Assumptions A1, A2 hold, funtion ψ0(·) be g-monotonially dereas-
ing, and following inequalities hold
d∑
j=1
|αijLij | < γ i = 1, . . . , d, (15)
where γ = ρ∗/(4dλ∗), λ∗ is ondition number of matrix H .
Then for all ξ ∈ Ξ, i = 1, . . . , d adaptive ontroller (10),(11) ensures ahievement of the
goal (9) and boundedness of funtions θi(t) on [0,∞) for all solutions of the losed-loop
system (7), (8), (10), (11).
Proof. Let's apply Lemma 1. Note that in our ase m = 1, i. e. u is salar. Let's
hoose Cg instead of C in (1). Then statement of the Lemma 1 and onditions of Theorem
2 ensure existene of matrix H = HT > 0 suh that
HAL + A
T
LH < 0, HBL = Cg.
Now we an onlude that there exists number ρ > 0 suh that the following is true:
HAL + A
T
LH < −ρH, HBL = Cg. (16)
Denoting zi = xi − x introdue auxiliary error subsystems:
z˙i =Aixi +Biui +BLψ0(yi) +
d∑
j=1
αijϕij(xi − xj)− (ALx+BL(u+ ψ0(y))) ,
y˜i =C
Tzi, i = 1, . . . , d,
(17)
here we hoose ui(t) same as in (10).
Let us hoose following goal funtions Qi(zi) =
1
2
zTi Hzi, and apply Theorem 1. We
need to evaluate the derivative trajetories of Qi(zi) along trajetories of isolated (i.e.
without interonnetions) auxiliary subsystems (17):
ωi(xi, x, τi) = z
T
i H [Aixi +Biτ
T
i (t)σi(t) +BLψ0(yi)− ALx− BL(u+ ψ0(y))]. (18)
Denote τ ∗i = col(νi, θi), i = 1, . . . , d. By taking τi = τ
∗
i , i = 1, . . . , d, we obtain
ωi(xi, x, τ
∗
i ) =z
T
i H [Aixi +Bi(νiC
Txi + θiu) +BLψ0(yi)− ALx−BLu− BLψ0(y)] =
zTi H [ALxi +BLu+BL(ψ0(yi)− ψ0(y))− ALxi − BLu] =
zTi H [ALzi +BL(ψ0(yi)− ψ0(y))].
Further, for i = 1, . . . , d
zTi HBL(ψ0(yi)− ψ0(y)) = z
T
i Cg(ψ0(yi)− ψ0(y)) = (yi − y)
Tg(ψ0(yi)− ψ0(y)) ≤ 0.
The last inequality holds beause ψ0(·) is g-monotonially dereasing. So
ωi(xi, x, τ
∗
i ) ≤
1
2
zTi (HAL + A
T
LH)zi.
Taking into aount (16) we onlude
ωi(xi, x, τ
∗
i ) ≤ −ρQi(zi).
By taking ρi(Q) = ρ ·Q we ensure that (5) holds for i = 1, . . . , d. Other onditions from
the rst part of Theorem 1 hold, sine the right hand side of the system (17) and funtion
Qi(zi) are ontinuous in zi funtions not depending in t for any i = 1, . . . , d. Convexity
ondition is valid sine the right hand side of (18) is linear in τi.
The interonnetion ondition (6) in our ase reads:
|∇ziQ(zi)
T
d∑
j=1
αijϕij(zi − zj)| ≤
d∑
j=1
µijρ ·Q(zj), (19)
where i = 1, . . . , d, and matrix M − I should be Hurwitz (M = {µij}, µij > 0).
For the ase d = 1 we an take µ11 = 0.5 and last inequality will be satised. Let's
onsider ase d > 1.
For i = 1, . . . , d rewrite (19) as follows:
|zTi H
d∑
j=1
αijϕij(zi − zj)| ≤
ρ
2
d∑
j=1
µij z
T
jHzj . (20)
Evaluate the left-hand side of (20):
∣∣∣∣∣∣z
T
i H
d∑
j=1
αijϕij(zi − zj)
∣∣∣∣∣∣ ≤
d∑
j=1
|zTi Hαijϕij(zi − zj)| ≤
d∑
j=1
|αijLij| · ‖zi‖ · ‖H‖ · ‖zi − zj‖ ≤
d∑
j=1
|αijLij | · λmax(H) · (‖zi‖
2 + ‖zi‖ · ‖zj‖),
for i = 1, . . . , d. Then for i = 1, . . . , d evaluate lower bound of the right-hand side of (20):
ρ
2
d∑
j=1
µijz
T
jHzj ≥
ρ
2
d∑
j=1
µijλmin(H)‖zj‖
2.
It is seen that for i = 1, . . . , d to ensure (6) it is suient to impose an inequality
d∑
j=1
|αijLij | · λmax(H) · (‖zi‖
2 + ‖zi‖ · ‖zj‖) ≤
ρ
2
d∑
j=1
µijλmin(H)‖zj‖
2,
or
d∑
j=1
|αijLij | · (‖zi‖
2 + ‖zi‖ · ‖zj‖) ≤
ρ
2
λmin(H)
λmax(H)
d∑
j=1
µij‖zj‖
2, i = 1, . . . , d. (21)
Denote ζ = ρ/(αmax · 2λ∗), where
αmax = max
i:1≤i≤d
d∑
j=1
|αijLij | .
Noting that ρ in (12) an be hosen arbitrarily lose to ρ∗ and taking into aount (15)
we an onlude that
ζ > 2d.
The left-hand side of (21):
d∑
j=1
|αijLij |(‖zi‖
2 + ‖zi‖·‖zj‖) ≤

 d∑
j=1
|αijLij |

 ·

 d∑
j=1
(‖zi‖
2 + ‖zi‖ · ‖zj‖)

 ≤
1
2
αmax

3d ‖zi‖2 +
d∑
j=1
‖zj‖
2

 , i = 1, . . . , d.
Thus, if following inequality holds then (6) is ensured:
3d ‖zi‖
2 +
d∑
j=1
‖zj‖
2 ≤ 2ζ ·
d∑
j=1
µij‖zj‖
2, i = 1, . . . , d. (22)
Introdue matrix M = {µij} as follows
M =


µ11 µ12 . . . µ1d
µ21 µ22 . . . µ2d
.
.
.
.
.
.
.
.
.
.
.
.
µd1 µd2 . . . µdd

 , µij =


1
2ζ
(3d+ 1), i = j;
1
2ζ
, i 6= j.
Suh hoie of M ensures (22).
Note thatM is symmetri. If matrix I−M is positive denite then M −I is Hurwitz.
Diagonal elements of I −M are positive sine d > 1 and ζ > 2d. By taking into aount
that
1−
1
2ζ
(3d+ 1)− (d− 1)
1
2ζ
> 0
and applying Gershgorin irle Theorem we onlude that M − I is positive denite.
Thus, statement of the Theorem 2 follows from Theorem 1.
Remark 2. The value of γ an be evaluated by solving LMI (16) by means of one of
existing software pakage.
Remark 3. By interonnetions graph of network S we an onsider direted graph
whih is a pair of two sets: a set of nodes and a set of ars. Cardinality of a set of nodes
is d; i-th node is assoiated with subsystem Si for any i = 1, . . . , d. We say that ar from
i-th node to j-th node belongs to the set of ars if ϕij(·) is not zero funtion. By weighted
in-degree of i-th node we dene following number:
∑d
j=1 |αijLij | . If eah nonzero addend
from last sum is equal to 1 then introdued denition of weighted in-degree of the node
oinides with the denition of in-degree of digraph's node. Thus the inequality (15) an
be interpreted as follows: weighted in-degree of eah node of interonnetions graph must
be less than γ.
4 Example. Network of Chua iruits
4.1 System desription and theoretial study
Chua iruit is a well known example of simple nonlinear system possessing omplex
haoti behavior [23℄. Its trajetories are unstable and it is represented in the Lurie form.
Let us apply our results to synhronization with leader subsystem in the network of ve
interonneted nonidential Chua systems.
Let m0 = −8/7, m1 = −5/7, p = 15.6, q = 30, b = 1 and g = 1.
Let the leader subsystem be desribed by the equation
x˙ = ALx+BL(u+ ψ0(y)), y = C
Tx,
where x ∈ R3 is state vetor of the system, y ∈ R1 is output available for measurement, u is
salar ontrol variable, ψ0(y) = pv(y)/b, where v(x) = −0.5(m0−m1)(|x+1|−|x−1|−2x).
Further, let
AL =


−1 0 0
1 −1 1
0 −q 0

 ,
BL = col(b, 0, 0), C = col(1, 0, 0).
Transfer funtion χ(s) = CT(sI − AL)
−1BL = (s
2 + s + 30)/(s3 + 2s2 + 31s + 30). It
is seen from the Nyquist plot of χ(iω), ∀ω ∈ R1, presented on Fig. 1, that rst frequeny
domain inequality of (14) holds. The seond frequeny domain inequality of (14) also
holds sine relative degree of χ(s) is equal to one and highest oeient of its numerator
is positive.
Obviously ψ0(·) is g-monotonially dereasing.
Let subsystem Si for i = 1, . . . , 5 be desribed by (8) with ui, αij ∈ R
1. By hoosing
(ν1, ν2, ν3, ν4, ν5) = (3, 1, 4, 1, 5), θi = 1/i, i = 1, . . . , 5 and using (13) we obtain matri-
es Ai, Bi for i = 1, . . . , 5, whih are not equal, i.e. nodes are nonidential. Denote
ϕij = ϕij(xi − xj), i = 1, . . . , 5, j = 1, . . . , 5. Let ϕ14, ϕ25, ϕ32, ϕ42, ϕ45, ϕ52, ϕ53, be equal
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Figure 1: Nyquist plot of χ(iω), ω ∈ R1.
to (0, 0, 0)T. Further, let
ϕ12 = (sin(x11 − x21), 0, 0)
T, ϕ13 = (0, x12 − x32, 0)
T,
ϕ15 = (0, 0, sin(x13 − x53))
T, ϕ21 = (x21 − x11, 0, x23 − x13)
T,
ϕ23 = (0, sin(x22 − x32), 0)
T, ϕ24 = (0, x22 − x42, 0)
T,
ϕ31 = (sin(x31 − x11), 0, 0)
T, ϕ34 = (sin(x31 − x41), 0, 0)
T,
ϕ35 = (x31 − x51, x32 − x52, x33 − x53)
T, ϕ41 = (0, sin(x42 − x12), 0)
T,
ϕ43 = (sin(x41 − x31), 0, 0)
T, ϕ51 = (x51 − x11, 0, x53 − x13)
T,
ϕ54 = (0, x52 − x42, 0)
T.
Lipshitz onstants of all ϕij are equal to 1.
It follows from Theorem 2 that deentralized adaptive ontrol (10) provides synhro-
nization goal (9) if for all i = 1, . . . , 5 inequality
∑
5
j=1 |αij | < γ holds, i.e. if interonne-
tions are suiently weak.
4.2 Simulation results
Consider following ontrol of leader subsystem u = 1
b
[(−(1 +m0)p+ 1)x1 + px2] . Suh u
ensures haoti behavior of leader subsystem. Let us put Γi = I, i = 1, . . . , d, where I 
identity matrix, and
x1(0) = 0.5, x2(0) = 0, x3(0) = 0,
x1(0) = (7, 14, 0.4)
T, x2(0) = (0, 4, 4)
T
x3(0) = (1,−1, 4.5)
T, x4(0) = (3,−4, 0.2)
T
x5(0) = (2, 8, 15).
Denote by α 5× 5 matrix with element αij lying in the i-th row and the j-th olumn,
i, j = 1, . . . , 5, and
α̂ =


0 0.0051 0.1395 0 0.1676
0.0662 0 0.0921 0.0065 0
0.2013 0 0 0.2271 0.1430
0.0907 0 0.0675 0 0
0.0663 0 0 0.2773 0


.
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Figure 2: (A): Phase portrait of leader subsystem, (B): ‖zi‖, (C): u˜i = ui − u, i =
1, . . . , 5.
Let us hoose adaptive ontrol ui, i = 1, . . . , 5 as in (10) and apply Theorem 2. If we take
α = α̂, then simulation shows that ‖zi‖ → 0, i = 1, . . . , 5, i.e. synhronization is ahieved:
all state vetors of nonidential nodes onverge to the state vetor of the leader subsystem,
see Fig. 2-(B). Phase portrait of the leader subsystem, ‖zi‖, u˜ = ui−u, i = 1, . . . , 5 found
by 40 se. simulation are shown on Fig. 2.
5 Conlusions
In ontrast to a large number of previous results, we obtained synhronization ondi-
tions for networks onsisting of nonidential nonlinear systems with inomplete mea-
surement, inomplete ontrol, inomplete information about system parameters and ou-
pling. The design of the ontrol algorithm providing synhronization property is based
on speed-gradient method [12℄, while derivation of synhronizability onditions is based
on Yakubovih-Kalman lemma and result presented in [11℄.
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