$J$-states and quantum channels between indefinite metric spaces by Felipe-Sosa, Raul & Felipe, Raul
ar
X
iv
:2
00
9.
07
75
9v
1 
 [m
ath
-p
h]
  1
6 S
ep
 20
20
J -states and quantum channels between indefinite metric
spaces
Rau´l Felipe-Sosaa and Rau´l Felipeb
a BUAP, Puebla. Me´xico.
bCIMAT
Callejo´n Jalisco s/n Mineral de Valenciana
Guanajuato, Gto, Me´xico.
raulf@cimat.mx
Abstract
In the present work, we introduce and study states and quantum channels or quantum
operators on spaces equipped with an indefinite metric. We will limit the analysis exclusively
to the matricial framework. As it will be observed from our considerations, the idea of to
build states and quantum channels of indefinite character leads basically to replace, in the
customary analysis of these concepts, the usual adjoint of a matrix by its J-adjoint which is
defined through a J-metric where the corresponding matrix J is a fundamental symmetry of
Mn(C). In particular, for quantum operators, we include in our paper, the general case in
the which, they map J1-states into J2-states where J1 6= J2 are two arbitrary fundamental
symmetries. In the middle of this program, we carry out a founding study in this context, of
the completely positive maps between two different spaces each one provided of an indefinite
metric.
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1 Introduction
Quantum channels are the entities through which the encoded information of quantum systems
is transmitted in the form of states. Each of these objects have their well known mathematical
interpretation, in which the theory of completely positive maps stands out. Thus, states, completely
positive maps and quantum channels are basic tools of the functional analysis underlying in the
quantum information theory and quantum information processing.
The aim of the present paper is to provide a more general setting for the theory of quantum
information by means of tools arising from operators theory on indefinite metric spaces. In par-
ticular, we introduce the notion of J-state, completely J-positive map and quantum J-channel
where J is a fundamental symmetry matrix of Mn(C), that is, J
∗ = J and J2 = J . We consider
the general situation in which the transmission of information is carried out between two different
indefinite metric spaces with the same underlying vector space (see section 4). The results of the
article generalize those of the case J = In where In is identity matrix of order n.
Any of the problems that are attacked for the usual quantum channels from a mathematical
point of view are susceptible of being transferred to the new situation considered in this paper, in
particular, those related to the capacity of these. However, the study of this last topic is postponed
for a forthcoming work.
The paper is organized as follows. In section 2 we introduce and study the notion of J-state
that additionally it will derive an analysis about the convenience or not of to require or to modify
the condition TrA = 1 for a J-state. The section 3 is reserved to the concepts of completely
J-positive maps and quantum J-channels in which the Kraus type operators are revisited and this
1
fact passes through the extensive use of the J-adjoint of a matrix. In the section 4, further we
consider quantum channels which transform J1-states in J2-states belong to Mn(C), here J1 6= J2
are two fundamental symmetries. This kind of channels is called by us quantum (J1, J2)-channels.
2 Overview on J-indefinite linear algebra. The notion of
J-state
In all quantum system a state describes of the current condition of that system. For instance,
the states are relevant to study any important quantum information experiment. In this section,
we introduce a generalization of this notion from the point of view of theory of indefinite metric
spaces. These new states introduced here are called by us J-states and they live in space of J-
positive matrices where J is a fundamental symmetry of Mn(C). We quickly expose the bases of
our indefinite quantum proposal presented in this section:
• Our quantum system is described by Cn equipped with one or two indefinite metrics of the
following form [., .] = 〈J. , .〉Cn , where J is a fundamental symmetry matrix (see below for
details) and 〈. , .〉Cn is the usual inner product in Cn. This system shall be called indefinite
quantum system.
• The quantum states in our approach will be introduced following a procedure analogous to
that of operator theory in spaces with indefinite metric (see [5] and [16]). Specifically, in
what follows, a J-state will be a matrix B such that JB is a usual state or density matrix in
quantum mechanics.
The objective of this section, is to introduce and study the notion of quantum state in indefinite
metric spaces. In opinion of the authors, the relevance of our study is given by its usefulness in the
security of the transmission of information through quantum J-channels. In this sense, we believe
that send to information by a J-channel will provide rather chances to encrypt the information.
Next, we review a few aspect of indefinite linear algebra. We say that an indefinite inner
product (or metric) is given in Cn if additionally to the usual inner product 〈·, ·〉Cn , we have a
function [·, ·] from Cn × Cn −→ C which satisfies the following axioms:
1. [αx1 + βx2, y] = α[x1, y] + β[x2, y], ∀x1, x2, y ∈ Cn, ∀ α, β ∈ C,
2. [x, y] = [y, x], ∀x, y ∈ Cn,
3. if [x, y] = 0, ∀ y ∈ Cn then x = 0.
One can check that all invertible n×n selfadjoint matrix H induces an indefinite metric through
the formula
[x, y] = [x, y]H = 〈Hx, y〉Cn , for all x, y ∈ C
n.
In this paper, we only will concentrate in a special case of this type of indefinite metrics, when
H = J ∈ Mn(C) is a fundamental symmetry matrix, which means that J
∗ = J and J2 = In.
One can easily exhibit the structure of any fundamental symmetry J . Define P+ =
In+J
2 , then
P ∗+ = P+ and P
2
+ = P+, that is P+ is an orthogonal projection matrix. Put P− = In−P+ =
In−J
2 .
It shows that J = P+−P− with P++P− = In. Conversely, suppose that P,Q are two orthogonal
projection matrices, such that, P +Q = In then J = P −Q is a fundamental symmetry.
We recall that the matrix M ♮ is the J-adjoint of a matrixM if by definition [Mx, y] = [x,M ♮y]
for all x, y ∈ Cn where [x, y] = 〈Jx, y〉Cn . The J-adjointM ♮ ofM is unique, even moreM ♮ = JM∗J
for allM ∈Mn(C), whereM∗ stands the usual adjoint ofM . It is easy to see that (M∗)♮ = (M ♮)∗.
A matrix A is said to be J-positive if 0 ≤ [Ax, x] for all x ∈ Cn, in which case we have A♮ = A.
Next, the set of all J-positive matrices is denoted by M+n (C)(J). Notice that if A is a J-positive
matrix then it implies that JA is a positive matrix in the usual sense. A important property
of the J-adjoint of matrices is the following, (AB)♮ = B♮A♮ which is easy of to prove. Indeed,
(AB)♮ = J(AB)∗J = JB∗A∗J = JB∗J2A∗J = B♮A♮. For more on the indefinite metric spaces,
see [5] and [16].
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Suppose that the matrix A is J-positive, which as was mentioned before, it is equivalent to the
fact that JA is a positive matrix (so self-adjoint and of trace class). Then,
JA =
n∑
i=1
λi〈·, ei〉Cn ei =
n∑
i=1
λi ei ⊗ ei, T r JA =
n∑
i=1
λi, (1)
where some of the 0 ≤ λi could be zero, and where {ei} is an orthonormal basis of Cn. That is,
In =
n∑
i=1
〈·, ei〉Cn ei, 〈ei, ej〉Cn = δij , (2)
and therefore, from (1) follows that
A =
n∑
i=1
λi〈·, ei〉Cn Jei =
n∑
i=1
λi (Jei)⊗ ei. (3)
Thus, all J-positive matrix A can be written in the form (3), where {λi} ⊂ R+ and {ei}
constitutes an orthonormal basis. From (1) and (2) follow that the first equation of (1) represents
the spectral decomposition of B = JA. Since, that B∗ = B then we obtain
TrB♮ = Tr JB∗J = Tr JBJ = TrB =
n∑
i=1
λi. (4)
Proposition 1 A matrix A is J-positive if and only if A♮ = A and there exists B such that
A = B♮JB.
Proof. Suppose first that A is J-positive, then JA is a positive matrix and so self-adjoint. Thus,
JA = (JA)∗ = A∗J which implies that A = A♮. On the other hand, it is well known that there is
a matrix B such that JA = B∗B, that is, A = JB∗J2B = B♮JB. The other implication is proved
similarly.
An interesting and simple class of maps related with a fundamental symmetry J is that con-
stituted by linear J-positive functionals.
Remark 2 Let Θ be a linear J-positive functional on Mn(C), that is, Θ(A) ≥ 0 for all matrix A
which is J-positive. Then, one can see that Θ is necessarily bounded, even more ‖Θ‖ = Θ(J). This
result is a consequence of the fact that Θ̂(A) = Θ(JA) is a positive linear functional and moreover
X −→ JX is a bijective map. Moreover, Θ(A♮) = Θ(A) for any A ∈Mn(C), it implies that if A is
a J-selfadjoint matrix then Θ(A) is real. In this case, 〈A,B〉Θ = Θ(AJB♮) constitute a pre-inner
product on Mn(C) (really an indefinite metric). Observe that from (3) follows that, in particular,
Θ(A) = TrAJ = Tr JA is a linear J-positive functional.
2.1 The notion of J-state in Mn(C) provided with an indefinite metric
Now, we propose a notion of quantum state in spaces with an indefinite metric and study some
of its properties. In this point, we recall that a usual quantum state of Cn is a matrix S which
is positive and moreover it satisfies that Tr S = 1. The geometry the space of the quantum state
can be found in [8].
We directly propose
Definition 3 A matrix B will be called a quantum J-state provided that JB is a quantum state.
We have
Lemma 4 The matrix B is a quantum J-state if and only if B is a J-positive matrix and TrBJ =
1.
Proof. Suppose that B is a quantum J-state, then A = JB is a quantum state. Hence, A is a
positive matrix and TrA = 1. First, it implies that B = JA is a J-positive matrix and second
TrBJ = Tr JAJ = TrA = 1. Conversely, assume that B is J-positive and TrBJ = 1 then
A = JB is positive and also TrA = Tr JAJ = TrBJ = 1, that is, A is a quantum state.
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Example 1 Observe that the simplest quantum J-state is Π = 〈·, e〉Je = Je ⊗ e where ‖e‖ = 1.
It is called a pure quantum J-state. One can see that Π♮ = Π and ΠJΠ = Π. The set of all
pure quantum J-states is denoted by PJ(C). A quantum J-state that is not pure is called mixed
quantum J-state.
Theorem 5 Let SJ(C
n) be the set of all quantum J-states. Then SJ(C
n) is a convex set.
Proof. Suppose that B1, B2 ∈ SJ (Cn) and β ∈ (0, 1). From the previous lemma, we must see
that B = βB1 + (1 − β)B2 is J-positive and also TrBJ = 1. Note that both JB1 and JB2 are
positive matrices, it shows that JB is a positive matrix, in other words, B is a J-positive. On the
other hand, TrBJ = β Tr (B1J) + (1− β)Tr (B2J) = 1.
Proposition 6 A quantum J-state is pure if and only if it is not a convex combination of elements
of SJ(C
n).
Proof. A pure quantum J-states Π can not be a convex combination of elements in SJ(C
n),
otherwise JΠ should be a convex combination of two ordinary quantum states which is impossible.
Conversely, if a quantum J-states A is not convex combination of elements of SJ(C
n), then it shall
be of the form 〈·, e〉CnJe, because in the opposite case
A =
l∑
i=1
λi〈·, ei〉Cn Jei =
l∑
i=1
λi (Jei)⊗ ei,
where 2 ≤ l,
∑
λi = 1 and {ei} is an orthonormal set. Hence,
A = λ1〈·, e1〉Cn Je1 + (1 − λ1)
l∑
i=2
λi
(1− λ1)
〈·, ei〉Cn Jei,
which is a contradiction. It shows that the pure quantum J-states are the extreme points of convex
set SJ(C
n).
Let M ∈ Mn(C) be a fixed matrix, then there exist two orthonormal systems {fi} and {gi}
such that
Mx =
ν(M)∑
i=1
si(M)〈x, fi〉Cngi, ∀x ∈ C
n,
where the si for i = 1, · · · , ν(M) are the singular values of M , that is, the nonzero eigenvalues of
(M∗M)
1
2 . This is the so-called Schmidt decomposition ofM . In the case, when M∗ =M then the
si(M) for i = 1, · · · , ν(M) are the eigenvalues of M and fi = gi for all i = 1, · · · , ν(M). Note that
(3) constitutes the Schmidt decomposition for a J-positive matrix A. Similarly, from (3) follows
that AJ is a positive operator because
AJ =
n∑
i=1
λi〈·, Jei〉Cn Jei =
n∑
i=1
λi (Jei)⊗ Jei, (5)
moreover TrAJ = Tr JA =
∑n
1 λi. Finally, observe that 〈Jei, Jej〉Cn = δij .
For 1 ≤ p <∞ one defines the following norms
‖M‖p =
ν(M)∑
i=1
(si(M))
p

1
p
,
and ‖M‖∞ = maxi si(M) = ‖M‖. Observe that if A is positive then ‖A‖1 =
∑ν(M)
i=1 si(M) = TrA.
Denote by Sp the Banach space (Mn(C), ‖ · ‖p). From now on, the norm ‖ · ‖1 is called the trace-
norm. On the other hand, as it was seen before if A is J-positive then ‖JA‖1 = ‖AJ‖1.
Next, we recall some facts related with these spaces Sp:
• ‖ASB‖1 ≤ ‖A‖ ‖S‖1 ‖B‖, ∀A,S,B ∈Mn,
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• For all matrix T the function FT (·) : S −→ FT (S) = Tr(ST ) defines a continuous linear
functional and
|FT (S)| ≤ ‖S‖p‖T ‖q, (6)
where 1
p
+ 1
q
= 1. In the case p = 1, this reduces to |FT (S)| ≤ ‖S‖1‖T ‖.
Observe that if the matrix T is a quantum effect which means that 0 ≤ T ≤ In then 0 ≤ ‖T ‖ ≤ 1
and so 0 ≤ FT (S) ≤ 1 for all quantum state S. Hence, the value PS(T ) = FT (S) = Tr ST can be
considered the probability that the effect T emerges in the quantum state S giving rise to a new
quantum state.
Definition 7 A quantum J-effect is a matrix E such that JE is a usual quantum effect in the
above sense.
We shall denote by EJ (C
n) the set of all J-effects which turns out to be a convex set. In fact,
if E1 and E2 are J-effects then 0 ≤ JE1 ≤ In and 0 ≤ JE1 ≤ In hence for all β ∈ (0, 1) we have
0 ≤ βJE1 + (1 − β)JE2 and moreover β〈JE1x, x〉Cn + (1 − β)〈JE2x, x〉Cn ≤ ‖x‖
2 for all x ∈ Cn
which means that 0 ≤ βJE1 + (1− β)JE2 ≤ In. Thus, βE1 + (1 − β)E2 is a quantum J-effect.
It is useful to introduce J-state automorphisms on SJ(C
n).
Definition 8 A function s : SJ(C
n) −→ SJ (Cn) is a J-state automorphism if
1. The function s is a bijection,
2. s(βS1 + (1− β)S2) = βs(S1) + (1− β)s(S2) for all S1, S2 ∈ S(Cn) and all β ∈ (0, 1).
The case in which J = In that is J is the identity matrix can be consulted in [10].
It is clear that the set AutJ = AutJ(S(C
n)) of all J-state automorphisms is a group with
respect to the composition of functions. We recall that PJ (C
n) = {〈·, e〉CnJe | ‖e‖Cn = 1} is the
set of all pure quantum J-states.
We already know that S ∈ SJ(Cn) if and only if S is a J-positive matrix and Tr TJ = 1.
Remark 9 From lemma 1, we know that if a matrix A is J-positive then it is J-selfadjoint, that
is, A♮ = A. Hence, being B = C − D where C and D are J-positive we have B♮ = B, In fact
B♮ = C♮ −D♮ = C −D.
Proposition 10 Let s ∈ AutJ , then
• s is the restriction of a unique linear operator s˜ on the real vector space Mn(C)sa(J) =
{A|A♮ = A} such that Tr (˜s(T )J) = Tr TJ for all T ∈ Mn(C)sa(J). Moreover s˜ is a
bijection of Mn(C)
sa(J) on Mn(C)
sa(J).
• further, s(PJ) ⊂ PJ .
Proof. First, we will extend s to the subset M+n (C)(J) of all J-positive matrices. We put
s˜(T ) = ‖TJ‖1 s
(
T
‖TJ‖1
)
, ∀T 6= On ∈M
+
n (C)(J),
and s˜(On) = On. It is convenient to indicate that the image of a J-positive matrix when applying
s˜ is, by definition, a J-positive matrix.
Now, when 0 ≤ λ and T is a J-positive matrix, then λT is also J-positive, and in this case we
obtain s˜(λT ) = λs˜(T ) (the positive homogeneity of s˜). Indeed,
s˜(λT ) = ‖λTJ‖1s˜
(
λT
‖λTJ‖1
)
= λs˜
(
T
‖TJ‖1
)
.
Suppose now that T1 and T2 are J-positive, the we can write the sum T1 + T2 in the following
form
T1 + T2 = (‖T1J‖1 + ‖T2J‖1)
(
‖T1J‖1
(‖T1J‖1 + ‖T2J‖1)
T1
‖T1J‖1
+
‖T2J‖1
(‖T1J‖1 + ‖T2J‖1)
T2
‖T2J‖1
)
.
We pay attention to the following details of the previous equality
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• Observe that T̂ =
(
‖T1J‖1
(‖T1J‖1+‖T2J‖1)
T1
‖T1J‖1
+ ‖T2J‖1(‖T1J‖1+‖T2J‖1)
T2
‖T2J‖1
)
∈ SJ(Cn), because T̂ is
a convex combination of two matrices of SJ(C
n).
• T1 + T2 = λT̂ where T̂ is J-positive and 0 ≤ λ = (‖T1J‖1 + ‖T2J‖1).
Hence, the property 2. of s and the positive homogeneity of s˜ imply that
s˜(T1 + T2) = s˜(T1) + s˜(T2).
Let us extend s to Mn(C)
sa(J). For this purpose, consider a T ∈ Mn(C)sa(J) arbitrary, then
T ♮ = T , that is, JT ∗J = T which implies that JT = (JT )∗. Hence, JT = A+ − A− where A+
and A− are usual positive matrices. It shows that T = T+ − T− where both matrices T+ and T−
are J-positive. Then, one defines s˜(T ) = s˜(T+)− s˜(T−). Now, taking into account that s˜(T+) and
s˜(T−) are J-positive matrices from remark 9 follows that s˜(T ) ∈Mn(C)sa(J).
It is not hard to see that s˜ defined in this form is linear. Indeed, let T = κ1T1 + κ2T2, where
k1, κ2 ∈ R and T1, T2 ∈Mn(C)sa(J) then
T = κ1T1 + κ2T2 = κ1[(T1)+ − (T1)−] + κ2[(T2)+ − (T2)−],
where each of the matrices (T1)±, (T2)± is J-positive. Moreover, without loss of generality, we can
assume that 0 ≤ κ1, κ2. In fact, otherwise if for instance κi < 0 for some i we have
κi[(Ti)+ − (Ti)−] = −κi[(Ti)− − (Ti)+] = κ˜[(Hi)+ − (Hi)−],
where 0 < κ˜ and the (Hi)± are matrices J-positive. Thus,
T = [κ1(T1)+ + κ2(T2)+]− [κ1(T1)− + κ2(T2)−],
note that κi(Ti)± is J-positive for i = 1, 2. Taking into account the way in which s˜ has been
defined, we obtain
s˜(κ1T1 + κ2T2) = s˜(κ1(T1)+ + κ2(T2)+)− s˜(κ1(T1)− + κ2(T2)−)
= (s˜(κ1(T1)+) + s˜(κ2(T2)+))− (˜s(κ1(T1)−) + s˜(κ2(T2)−))
= (κ1s˜((T1)+) + κ2s˜((T2)+))− (κ1s˜((T1)−) + s˜(κ2(T2)−))
= κ1 (s˜((T1)+)− s˜((T1)−)) + κ2 (s˜((T2)+)− s˜((T2)−))
= κ1 (s˜((T1)+ − (T1)−)) + κ2 (s˜((T2)+ − (T2)−))
= κ1s˜(T1) + κ2s˜(T2).
On the other hand, suppose that T = T1 − T2 with both T1, T2 J-positive. Then T+ + T2 =
T1+T− from which follows that s˜ is well defined (because s˜(T+)− s˜(T−) = s˜(T1)− s˜(T2)). A main
fact in our construction is that s˜ maps M+n (C)(J) into M
+
n (C)(J).
Now, let T be an arbitrary J-selfadjoint matrix, that is, T ♮ = T . Then T = T+ − T− so
s˜(T ) = ‖T+J‖1s
(
T+
‖T+J‖1
)
− ‖T−J‖1s
(
T−
‖T−J‖1
)
, (7)
observe that T+‖T+J‖1 and
T−
‖T−J‖1
are quantum J-states, hence s( T+‖T+J‖1 ) and s(
T−
‖T−J‖1
) are quantum
J-states and
Tr
(
s
(
T+
‖T+J‖1
)
J
)
= 1 = Tr
(
s
(
T−
‖T−J‖1
)
J
)
(8)
therefore combining (7) and (8), we find that
Tr (˜s(T )J) = ‖T+J‖1 − ‖T−J‖1 = Tr (T+J)− Tr (T−J) = Tr TJ.
Suppose now that ŝ is another linear operator which extends s such ŝ(M+n (C)(J)) ⊂M
+
n (C)(J).
Then, for all Matrix T such that T ♮ = T we obtain (using the linearity of ŝ)
ŝ(T ) = ŝ(T+ − T−) = ŝ(T+)− ŝ(T−) = ‖T+J‖1ŝ
(
T+
‖T+J‖1
)
− ‖T−J‖1ŝ
(
T−
‖T−J‖1
)
= ‖T+J‖1s
(
T+
‖T+J‖1
)
− ‖T−J‖1s
(
T−
‖T−J‖1
)
= s˜(T ).
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It shows that s˜ is unique. Notice that if T1 6= On and T2 6= On are J-positives and s˜(T1) = s˜(T2)
then it implies that T1 = T2. In fact, if we suppose that
s˜(T1) = ‖T1J‖1s
(
T1
‖T1J‖1
)
= ‖T2J‖1s
(
T2
‖T2J‖1
)
= s˜(T2),
then
‖T1J‖1 = Tr (˜s(T1)J) = Tr (˜s(T2)J) = ‖T2J‖1,
and since s is a bijection follows that T1 = T2. Next, suppose that T1, T2 ∈Mn(C)sa(J) such that
s˜(T1) = s˜(T2). Then
s˜(T1) = s˜(T
1
+ − T
1
−) = s˜(T
1
+)− s˜(T
1
−) = s˜(T
2
+)− s˜(T
2
−) = s˜(T
2
+ − T
2
−) = s˜(T2),
it shows that
s˜(T 1+ + T
2
−) = s˜(T
1
+) + s˜(T
2
−) = s˜(T
2
+) + s˜(T
1
−) = s˜(T
2
+ + T
1
−),
and from this, we obtain T 1+ + T
2
− = T
2
+ + T
1
− because both sides are J-positive matrices, thus
T1 = T2. This tells us that s˜ : Mn(C)
sa(J) −→ Mn(C)
sa(J) is an injective map. Now , we shall
show that it is also surjective. Indeed, let T ∈Mn(C)sa(J), that is, T ♮ = T then T = T+−T− and
T = ‖T+J‖1
(
T+
‖T+J‖1
)
− ‖T−J‖1
(
T−
‖T−J‖1
)
= ‖T+J‖1s(S1)− ‖T−J‖1s(S2),
where S1, S2 ∈ S(C
n), thus using the linearity of s˜ we have
T = ‖T+J‖1s˜(S1)− ‖T−J‖1s˜(S2) = s˜(‖T+J‖1S1 − ‖T−J‖1S2).
We now turn to prove that s(PJ) ⊂ PJ . It is easy to see that s−1(βT1 + (1 − β)T2) =
βs−1(T1) + (1 − β)s−1(T2) for all T1, T2 ∈ SJ(Cn) and β ∈ (0, 1). Suppose that Π ∈ PJ and
s(Π) = βT1 + (1 − β)T2 then Π = βs−1(T1) + (1 − β)s−1(T2) so from the remark 6 follows that
Π = s−1(T1) = s
−1(T2), that is s(Π) = T1 = T2, therefore making use again of remark 6, we may
simply obtain s(Π) ∈ PJ .
It concludes the proof.
Remark 11 Observe that if s ∈ AutJ and s(Π) = Π for all Π ∈ PJ then s is the identity.
Next, we will construct a concrete J-state automorphism of SJ(C
n).
Example 2 Define sJV (A) = V
♮AV such that V ♮JV = J = V JV ♮ (in short this means that
V ∗V = V V ∗ = In) then s
J
V ∈ AutJ . In fact, if A ∈ SJ(C
n) we have [sJV (A)x, x] = [V
♮AV x, x] =
[AV x, V ♮x] ≥ 0 for all x ∈ Cn because A is a J-positive matrix. It shows that sJV (A) is a J-positive
matrix. On the other hand,
Tr sJV (A)J = Tr V
♮AV J = Tr V ♮(AJ)(JV J) = TrAJ = 1,
here, we have used that V ♮(JV J) = (JV J)V ♮ = J2 = In. From this follows that s
J
V (A) ∈ SJ(C
n)
and hence sJV (SJ (C
n)) ⊂ SJ(Cn). Let us assume that sJV (A1) = s
J
V (A2) where A1, A2 ∈ SJ(C
n),
then since V ♮JV = J = V JV ♮ it is easy to conclude that A1 = A2 that is, s
J
V is injective. Let
B ∈ SJ(Cn) be arbitrary and define A = (JV J)B(JV ♮J) then one can see that A ∈ SJ(Cn) and
sJV (A) = B.
This type of maps will be studied in detail in the next section.
This last example shows that the notion of quantum J-state as introduced in this section is
basically related to the usual group of unitary matrices, hence it suggests to refer to this as a
quantum J-state of unitary origin.
Remark 12 There is another possible geometrical notion of quantum state in a space with an
indefinite metric which shall also be related with a J-unitary matrix.
Definition 13 We say that a Matrix A is a quantum J-state of J-unitary origin if A is
J-positive and TrA = 1.
7
Observe that if A is a quantum J-state of J-unitary origin then V ♮AV also is whenever V ♮V =
V V ♮ = In. On the other hand, the set of all quantum J-state of J-unitary origin is a convex set. A
pure quantum J-state of J-unitary origin is one of the following way Γ = [·, e]e = 〈J ·, e〉Cne = Π∗
(see example 1).
We would like to indicate that the concept of quantum J-state of J-unitary origin leads to a
dual situation in the theory to that obtained with the above definition of J-state of unitary origin
in the sense indicated by the following table (for a matrix M the notation 0 ≤J M means that M
is a J-positive matrix),
J-state of unit. orig. B then if A=JB J-state of J-unit. orig. B then if A = JB
0 ≤J B, TrBJ = 1 0 ≤ A, TrA = 1 0 ≤J B, TrB = 1 0 ≤ A, TrAJ = 1
.
3 Completely J-positive type maps on Mn(C) and quantum
J-channel
The study of positive maps on C∗-algebras began long before the boom of the quantum theories
of computation and information, which were suggested mainly by Paul Benioff, Richard Feynman
and Yuri Manin in the 80s of the last century. These maps were introduced around 1950 by R.
V. Kadison in the papers [21], [22]. Later in 1955 Stinespring introduced completely positive
maps and simultaneously proved his important dilation theorem [26]. The relationship between
completely positive maps and the theory of dilation was extensively formalized by Arveson [1], [2]
and [3]. At that time, the topic was not popular among mathematicians and practically unknown
to people from other areas, however. remarkable progress were made. The situation changed in
the 1990s when the importance of completely positive maps in quantum information theory was
evidenced. It can be said that, currently, the subject is consolidated and the interest in it is
constantly increasing.
We want mention that the study of certain types of completely positive maps on groups using
representation theory on Hilbert space equipped with an indefinite metric defined by means of
fundamental symmetries was realized by J. Heo in [20]. There are excellent texts on completely
positive maps among which we have selected only a few of them: [8],[24] and [27].
On the other hand, theoretically quantum channels or quantum operators are the fundamental
objects through which information is transmitted, they constitute completely continuous maps that
preserve the matrix trace. A detailed discussion of the theory of quantum channels in the finite
dimensional case is presented in [28]. In the class of quantum channels, we must mention some
of them that have particular characteristics and perform important functions within the theory of
quantum information. For example, random unitary quantum channels which are of the form
Φ(A) =
l∑
s=1
µsU
∗
sAUs,
where each Us is a unitary matrix and µs are positive weights such that
∑l
s=1 µs = 1 [11].
This class of quantum channels is very important, since the action of such a channel can be
considered as randomly applying one of the unitary transformations Us with respective probabilities
µs, moreover also because it has particular properties. For example, random unitary channels have
been used to disprove the additivity of minimum output entropy, see [18]. We refer to some papers,
where this kind of quantum channels has been studied, for example, [4], [18] and [19].
Other important quantum channels are the quantum Gaussian channels which have certain
behavior with respect to the so-called characteristic function on trace-class matrix, which have
a main role in quantum communication theory because they determine in the quantum regime
the attenuation and the noise affecting any electromagnetic signal. In this regard, the reader can
consult for example [13] and [14].
The purpose of this section is to study completely positive maps and quantum channels between
indefinite metric spaces. Throughout this section the fundamental symmetry J ∈Mn is fixed.
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3.1 Kraus J-maps and Completely J-positive maps
In the space Mn(C) of n× n matrices, we regard a map the following type
Φ(A) =
ν∑
s=1
V ♮sAVs, ∀A ∈Mn(C), (9)
here M ♮ denotes the J-adjoint for an arbitrary matrix M and (V1, · · · , Vν) ∈ (Mn(C))ν is a fixed
matrix vector. These linear maps are called by us Kraus J-maps, and the number ν is named the
Kraus index for the corresponding Φ. Observe also that they transform J-positive n× n matrices
into J-positive matrices of the same order. Indeed, from (9) follows that for all x ∈ Cn and any
A ∈M+n (C)(J)
[Φ(A)x, x] =
[(
ν∑
s=1
V ♮sAVs
)
x, x
]
=
ν∑
s=1
[V ♮sAVsx, x] =
ν∑
s=1
[AVsx, Vsx] ≥ 0.
We say that Φ : Mn(C) −→ Mn(C) linear is J-positive if Φ (M+n (C)(J)) ⊂ M
+
n (C)(J).
Thus, the map Φ defined by (9) is J-positive. Let us assume that Φ(·) is a Kraus J-map then
ΦM (·) = M ♮Φ(·)M is also a Kraus J-map for all matrix M of order n, and the Kraus index of Φ
and ΦM are equal. The simplest Kraus J-map is the identity map,, that is Φ(A) = A, because
I♮n = In and so Φ(A) = A = I
♮
nAIn.
The following lemma will be very important for our goals. It shows the general form of a
J-positive map.
Lemma 14 Let Ψ be a J-positive map on Mn(C) then there is Φ : Mn(C) −→ Mn(C) positive,
such that, Ψ(·) = JΦ(J ·) .
Proof. We directly define Φ(·) = JΨ(J ·) which is evidently a linear map because Ψ is linear
by definition. Let N ∈ M+n (C) be arbitrary then JN is a J-positive matrix. Hence, taking into
account that Ψ is a J-positive map we shall have Ψ(JN) = JL for some L ∈ M+n (C). It shows
that Φ(N) = L and so Φ is a positive map. It is now easy to see that Ψ(·) = JΦ(J ·).
Let Ψjp be a J-positive map, then the positive map which was described in the lemma 14 and
it was put into correspondence with Ψjp will be denoted by ΦpΨjp . We refer to Φ
p
Ψjp as the positive
map associated to Ψjp. Below, such a correspondence shall also be indicated in the following form
Ψ
−−−−−→
jp −→ p Φ.
Theorem 15 Suppose that Φ(·) is a usual completely positive map on Mn(C) then Ψ(·) = JΦ(J ·)
is a Kraus J-map on Mn(C). Conversely, if Ψ(·) is a Kraus J-map on Mn(C) then Φ(·) = Ψ(J ·)J
is a completely positive map on Mn(C).
Proof. Since Φ is a completely positive map then it can be represented in the following form
Φ(A) =
ν∑
s=1
V ∗s AVs, ∀A ∈Mn(C), (10)
for some ν ∈ Z+, and some matrices Vs ∈ Mn(C) for s = 1, · · · , ν. This result can be found in
[28], page 82. Hence, from (10) follows that
Ψ(A) = JΦ(JA) =
ν∑
s=1
JV ∗s JAVs =
ν∑
s=1
V ♮sAVs, ∀A ∈Mn(C).
Next, we prove the converse. Suppose that Ψ is a Kraus J-map on Mn(C), that is
Ψ(A) =
ν∑
s=1
V ♮sAVs, ∀A ∈Mn(C),
where ν ∈ Z+ and the Vs ∈Mn(C) for s = 1, · · · , ν depend of Ψ, then
Φ(A) = Ψ(JA)J =
ν∑
s=1
JV ∗s AVsJ =
ν∑
s=1
(VsJ)
∗A(VsJ), ∀A ∈Mn(C),
9
then from the result in [28] page 82 previously referred it concludes that Φ is a completely positive
map.
From now on, each kn× kn matrix will be written in block form
C =
 C11 · · · C1k... . . . ...
Ck1 · · · Ckk
 ,
here each block Cij , i, j = 1, · · · , k is a complex n× n matrix and k = 1, 2, · · · . In particular, for
later use, we denote by Jk to the following block kn× kn diagonal matrix
Jk =

J On · · · On
On
. . .
. . .
...
...
. . .
. . . On
On · · · On J
 ,
where k = 1, 2, · · · . It is clear that Jk is a fundamental symmetry on C
kn for all k ≥ 1, that is,
J ∗k = J
∗
k and J
2
k = Ikn; finally observe that J1 = J . On the other hand, recall that the kn× kn
block matrix Jk induces an indefinite metric on Ckn defined as
[x, y]Jk = 〈Jkx, y〉Ckn ,
for all k = 1, 2, · · · .
Let Φ : Mn(C) −→ Mn(C) given. Then, it induces for k = 1, 2 · · · a map Φk : Mkn(C) −→
Mkn(C) which is defined in the following form
Φk(C) =
 Φ(C11) · · · Φ(C1k)... . . . ...
Φ(Ck1) · · · Φ(Ckk)
 ,
where clearly Φ1 = Φ.
Definition 16 We say that Φ : Mn(C) −→ Mn(C) is a completely J-positive map if for all
k ≥ 1 the map Φk is Jk-positive. In other words, Φ is completely J-positive if for all k = 1, 2, · · · ,
Φk(M+kn(C)(Jk)) ⊂M
+
kn(C)(Jk).
Lemma 17 Let Φ : Mn(C) −→ Mn(C) be a map fixed and Ψ(·) = JΦ(J ·), then Ψk(·) =
JkΦk(Jk ·) for all k ≥ 1. On the other hand, if we define Θ(·) = Φ(J ·)J we have Θk(·) =
Φk(Jk ·)Jk.
Proof. If we choose an arbitrary block matrix C ∈Mkn(C), then we obtain
Ψk(C) =
 Ψ(C11) · · · Ψ(C1k)... . . . ...
Ψ(Ck1) · · · Ψ(Ckk)
 =
 JΦ(JC11) · · · JΦ(JC1k)... . . . ...
JΦ(JCk1) · · · JΦ(JCkk)

=

J On · · · On
On
. . .
. . .
...
...
. . .
. . . On
On · · · On J


Φ(JC11) · · · · · · Φ(JC1k)
...
. . .
. . .
...
...
. . .
. . .
...
Φ(JCk1) · · · · · · Φ(JCkk)
 = JkΦk(JkC).
The proof that Θk(·) = Φk(Jk ·)Jk is very similar so it will be omitted.
The particular selection of Ψ in the next proposition is justified by virtue of the lemma 14. We
have
Theorem 18 Let Φ :Mn(C) −→Mn(C) be a completely positive map, that is, for all k = 1, 2, · · · ,
Φk :Mkn(C) −→Mkn(C) is a habitual positive map. Then Ψ(·) = JΦ(J ·) is a completely J-positive
map.
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Proof. Since Φ :Mn(C) −→Mn(C) is a completely positive map it admits a representation of the
form
Φ(A) =
ν∑
i=1
V ∗i AVi, ∀A ∈Mn(C).
We must prove that Ψk is Jk-positive for all k ∈ Z+. From lemma 17 we have Ψk(·) =
JkΦk(Jk ·) for all k ∈ Z+. Now, let k be fixed but arbitrary and let C be any matrix of order kn
which is Jk-positive, that is, 0 ≤ [Cx, x]Jk for all x ∈ C
kn. Then, for every xT = (x1, · · · , xk), yT =
(y1, · · · , yk) ∈ Ckn we obtain
[Ψk(C)x, y]Jk = [JkΦ
k(JkC)x, y]Jk = 〈JkΦ
k(JkC)x, y〉Ckn = 〈Φ
k(JkC)x, y〉Ckn =〈 Φ(JC11) · · · Φ(JC1k)... . . . ...
Φ(JCk1) · · · Φ(JCkk)
 x, y〉 = 〈

∑ν
i=1 V
∗
i JC11Vi · · ·
∑ν
i=1 V
∗
i JC1kVi
...
. . .
...∑ν
i=1 V
∗
i JCk1Vi · · ·
∑ν
i=1 V
∗
i JCkkVi
 x, y〉
=
〈
ν∑
i=1
 V
∗
i JC11Vi · · · V
∗
i JC1kVi
...
. . .
...
V ∗i JCk1Vi · · · V
∗
i JCkkVi
x, y〉 = ν∑
i=1
〈 V
∗
i JC11Vi · · · V
∗
i JC1kVi
...
. . .
...
V ∗i JCk1Vi · · · V
∗
i JCkkVi
x, y〉
=
ν∑
i=1
〈 JC11 · · · JC1k... . . . ...
JCk1 · · · JCkk

 Vix1...
Vixk
 ,
 Viy1...
Viyk
〉
=
ν∑
i=1
〈
Jk
 C11 · · · C1k... . . . ...
Ck1 · · · Ckk

 Vix1...
Vixk
 ,
 Viy1...
Viyk
〉
=
ν∑
i=1

 C11 · · · C1k... . . . ...
Ck1 · · · Ckk

 Vix1...
Vixk
 ,
 Viy1...
Viyk


Jk
,
now, taking into account that C is a Jk-positive matrix, we conclude that 0 ≤ [Ψk(C)z, z]Jk for all
z ∈ Ckn.
Next, we summarize some remarks. Observe that from the proof of the previous theorem follows
that if Φ(A) =
∑ν
i=1 V
∗
i AVi for any A ∈ Mn(C) being Φ completely positive and we define the
map Ψ(·) = JΦ(J ·), then for all k ∈ Z+, in addition to the assertion of the above proposition, we
obtain
Ψk(C) = JkΦ
k(JkC) =
ν∑
i=1
V♮i CVi, ∀ C ∈Mkn(C), (11)
where for i = 1, · · · , ν
Vi =

Vi On · · · On
On
. . .
. . .
...
...
. . .
. . . On
On · · · On Vi
 , V♮i =

V ♮i On · · · On
On
. . .
. . .
...
...
. . .
. . . On
On · · · On V
♮
i
 , (12)
are matrices of order kn and V♮i denotes the Jk-adjoint of Vi with respect to the indefinite metric
[·, ·]Jk = 〈Jk·, ·〉Ckn . On the other hand, for all k ∈ Z+, (11) implies
Ψk(JkC)Jk =
ν∑
i=1
JkV
∗
i CViJk =
ν∑
i=1
D∗i CDi = JkΦ
k(C)Jk,
in which Di = ViJk for i = 1, · · · , ν. It shows that for all k ∈ Z+
Φk(·) = JkΨ
k(Jk ·) . (13)
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Proposition 19 All Kraus J-map
Ψ(A) =
ν∑
i=1
W ♮i AWi, ∀A ∈Mn(C),
is a completely J-positive map.
Proof. Define Φ(A) = JΨ(JA) for all A ∈ Mn(C). It is clear that Ψ
−−−−−→
jp −→ pΦ in the sense of
lemma 14. Then,
Φ(A) =
ν∑
i=1
W ∗i AWi, ∀A ∈Mn(C),
which implies that Φ is a completely positive map (see [28], page 82). Now, the proposition follows
from theorem 18.
3.2 Admissible Kraus J-positive maps and Quantum J-channels
We recall that an ordinary quantum operator (or ordinary quantum channel) is a completely
positive matrix map Φ which is trace-preserving, that is, TrΦ(A) = TrA. Clearly a quantum
operator maps states into states, where by a state it is meant a matrix whose trace is 1. It is well
known that Φ is a quantum channel if and only if (see [28] page 89)
Φ(A) =
ν∑
i=1
V ∗i AVi, ∀A ∈Mn(C), (14)
and
ν∑
i=1
ViV
∗
i = In . (15)
From (14)-(15) follow that being Φ a quantum operator and U ∈ Mn(C) an unitary matrix,
that is, U∗U = UU∗ = In then Θ(·) = U∗Φ(·)U is a quantum channel.
Suppose that Φ is a quantum operator, then we already know that Ψ(·) = JΦ(J ·) is a com-
pletely J-positive map, and from (14) as also it was seen before we have
Ψ(A) =
ν∑
i=1
V ♮i AVi, ∀A ∈Mn(C), (16)
and (15) implies
ν∑
i=1
ViJV
♮
i = J. (17)
Condition (15) is equivalent to (17) however, we will maintain (17) to achieve in our exposition
a format more according to the new situation, that is, we would like to use only the involution ♮
in the equations involved.
A map Ψ satisfying (16) and (17) is called an admissible Kraus J-positive map. Let U be
a J-unitary n × n matrix, that is, UU ♮ = U ♮U = In and assume that Ψ is an admissible Kraus
J-positive map, that is, we can find ν ∈ Z+ and a matrix vector (V1, · · · , Vν) ∈ (Mn(C))ν which
depend on Ψ such that (16)-(17) hold then Θ(·) =M ♮Ψ(·)M is also an admissible Kraus J-positive
map. To prove the affirmation it is enough to note that
(AB)♮ = J(AB)∗J = JB∗A∗J = JB∗J2A∗J = B♮A♮.
Definition 20 The map Ψ is said to be a quantum J-operator (or quantum J-channel) if it
is a completely J-positive map such that JΨ(J ·) is trace-preserving (it implies that Ψ(J ·)J is also
trace-preserving).
Now, we will discuss the relation between admissible Kraus J-positive maps and quantum
J-channels.
Theorem 21 Assume that Ψ is an admissible Kraus J-positive map, then it is a quantum J-
channel.
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Proof. Suppose that Ψ is an admissible Kraus J-positive map then there is ν and a matrix
vector (V1, · · · , Vν) ∈ (Mn(C))ν such that (17) holds and Ψ has the representation (16). Define
Φ(·) = JΨ(J ·), so from (16) and (17) it is easy to recover (14) and (15) which imply that Φ is
quantum channel. Hence, the theorem 18 shows that Ψ is a completely J-positive map. On the
other hand, JΨ(J ·) = Φ(·) is trace-preserving.
Proposition 22 Assume that Ψ is a completely J-positive map and Φ such that Ψ
−−−−−→
jp −→ p Φ then
it turns out that Φ is a usual completely positive map. Even more, suppose that Ψ is a quantum
J-operator, then this Φ will be an ordinary quantum channel.
This proposition can be considered a reciprocal of proposition 18.
Proof. From lemma 17 one knows that Φk(·) = JkΨ
k(Jk ·) for all k ∈ Z+ where by hypothesis each
Ψk is Jk-positive. It implies that Ψk(JkN) ∈M
+
kn(C)(Jk) for all N ∈M
+
kn(C) so Ψ
k(JkN) = JkL
for some L ∈ M+kn(C). It follows that Φ
k is positive on Mkn(C). Indeed, Φ
k(N) = L, in other
words, Φk(M+kn(C)) ⊂ M
+
kn(C). On the other hand, being Ψ a quantum J-operator, it is by
definition completely J-positive, so from the first part of the proof follows that Φ is a completely
positive map. Finally, since JΨ(J ·) is preserving trace then Φ(·) = JΨ(J ·) is a quantum operator.
The proposition is proved.
Proposition 23 All completely J-positive map Ψ is a Kraus J-map. Even more, from (11) each
Ψk is a Kraus Jk-map. By last, all quantum J-channel is an admissible Kraus J-positive map.
Proof. Let Φ be the completely positive map such that Ψ
−−−−−→
jp −→ p Φ (we are taking into account
the previous proposition) then
Φ(A) =
v∑
i=1
V ∗i AVi,
and since Φ(·) = JΨ(J ·) the statement follows. If, on the contrary, we suppose something stronger,
let’s say, that Ψ is a quantum J-channel, then this Φ is now a quantum operator, so the matrix
vector (V1, · · · , Vν) satisfies
ν∑
i=1
ViV
∗
i = In ,
from which we easily obtain (17). This concludes the proof.
Corollary 24 The map Ψ is completely J-positive if and only if it is a Kraus J-map.
Proof. It is a consequences of propositions 19 and 23.
The following conclusive corollary represents a summary of the results of this section.
Corollary 25 Ψ is a quantum J-operator if and only if Ψ is an admissible Kraus J-positive map.
Proof. The statement follows from theorem 21 and proposition 23.
Now, we relate the two sections by means of the following proposition
Proposition 26 A quantum J-operator maps quantum J-states of unitary origin into quantum
J-states of unitary origin.
Proof. We recall that a quantum J-state of unitary origin B satisfies of following two properties:
B is J-positive and TrBJ = 1. Let Ψ be an arbitrary quantum J-channel then there is a matrix
vector (V1, · · · , Vν) such that, in particular, for any quantum J-state B of unitary origin
Ψ(B) =
ν∑
i=1
V ♮i BVi. (18)
Hence, it shows that Ψ(B) is a J-positive matrix for all quantum J-state B of unitary origin.
Note also that from (18) follows
Ψ(B)J =
ν∑
i=1
(JV ∗i J)(BJ)(JViJ) =
ν∑
i=1
Z∗i (BJ)Zi,
13
where Zi = JViJ for i = 1, · · · , ν. Define the map Φ(M) =
∑ν
i=1 Z
∗
iMZi for all M ∈ Mn(C).
Obviously, it is completely positive. We claim that really Φ is a quantum channel. Indeed, since
Ψ is quantum J-operator, we know that
ν∑
i=1
ViJV
♮
i =
ν∑
i=1
ViJ(JV
∗
i J) = J,
thus
ν∑
i=1
(JViJ)(JV
∗
i J) =
ν∑
i=1
ZiZ
∗
i = In,
so Φ is a quantum channel. Note also that Ψ(B)J = Φ(BJ), it implies that TrΨ(B)J =
TrΦ(BJ) = TrBJ = 1. Then, Ψ(B) is a quantum J-state of unitary origin.
Theorem 27 Let Ψ be a completely J-positive map, that is, there is a matrix vector (V1, · · · , Vl) ∈
M ln(C) such that
Ψ(A) =
l∑
i=1
V ♮i AVi, ∀A ∈Mn(C).
Then Ψ is trace preserving if and only if
∑l
i=1 ViV
♮
i = In.
Proof. The proof is similar to the case J = In that is when A
♮ = A∗ for every A ∈Mn(C). This
is based on two well known facts: first, the trace is invariant under cyclic permutations and second
S2 is a Hilbert space with respect to the inner product 〈A,B〉 = TrA∗B.
Remark 28 Observe that the completely J-positive maps which are trace preserving transform
quantum J-states of J-unitary origin in quantum J-states of J-unitary origin.
4 A generalization of the previous section
In this part of our work, the results of the previous section are generalized and the point of the
work conditions leading to an essential change is that all maps Ψ considered below transform
J1-positive matrices into J2-positive matrices where J1 6= J2 are both fundamental symmetries of
Mn(C). Next, we generally keep the same notation as at previous section.
Let J1 and J2 be two different matrices belong to Mn(C) which are fundamental symmetries,
so they introduce two different structures of indefinite metric space on Cn, denoted by (Cn, [·, ·]1)
and (Cn, [·, ·]2) respectively, where [·, ·]1 = 〈J1·, ·〉Cn and [·, ·]2 = 〈J2·, ·〉Cn . Suppose that A and B
are two matrices such that
[Ax, y]1 = [x,By]2, ∀x, y ∈ C
n, (19)
then, we say that B is the generalized indefinite adjoint of A and it is denoted by A♭. Clearly,
A♭ = J2A
∗J1.
We shall make a few remarks about the operation ♭.
Theorem 29 The following statements are true
1. (A1 +A2)
♭ = A♭1 +A
♭
2, for all A1, A2 ∈Mn(C).
2. (λA)♭ = λA♭, for any λ ∈ Cn and all A ∈Mn(C).
3. (A♭)♭ = A if and only if J1 = J2.
Proof. The first two statements are obvious. We have (A♭)♭ = J2J1AJ2J1 thus (A
♭)♭ = A if and
only if J2J1 = In so from the uniqueness of the inverse in an associative algebra, the latter could
be true if and only if J2 = J1.
From the previous theorem follows that the operation ♭ is not an involution if J1 6= J2 (which
is in correspondence with our initial assumption). Now, we introduce the concept of completely
positive map in indefinite metric.
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Definition 30 We say that Λ : (Cn, [·, ·]1) −→ (C
n, [·, ·]2) is positive in indefinite metric if
it is a linear map and moreover Λ maps J1-positive matrices into J2-positive matrices, that is,
Λ(M+n (C)(J1)) ⊂ M
+
n (C)(J2). It is said to be completely positive in indefinite metric if Λ
k
is positive in indefinite metric for all k ∈ N. Here, for an arbitrary linear map Θ and for all k ∈ N
the k-th block map Θk is defined in similar way to the previous section.
For a k fixed, Λk is positive in indefinite metric means for us that Λk(M+kn(C)(J
k
1 )) ⊂M
+
kn(C)(J
k
2 )
with respect to the indefinite metrics [·, ·]ki = 〈J
k
i ·, ·〉Ckn for i = 1, 2 where as in the last section
J ki is the following block diagonal fundamental symmetry matrix of order kn× kn
J ki =

Ji On · · · On
On
. . .
. . .
...
...
. . .
. . . On
On · · · On Ji
 ,
being i = 1, 2 and k = 1, 2, · · · .
We have
Lemma 31 The map Λ : (Cn, [·, ·]1) −→ (C
n, [·, ·]2) is positive in indefinite metric if and only if
there is a regular positive map Φ : Mn(C) −→Mn(C) such that Λ(·) = J2Φ(J1 ·).
Proof. Let Φ be a usual positive map of Mn(C) into Mn(C) and define Λ(·) = J2Φ(J1 ·), then
clearly Λ is linear. We know that B is a J1-positive matrix if and only if J1B is a positive matrix,
hence for all x ∈ Cn and any matrix B which is J1-positive
[Λ(B)x, x]2 = 〈J2Λ(B)x, x〉Cn = 〈Φ(J1B)x, x〉Cn ≥ 0,
it shows that for all B ∈ M+n (C)(J1) one has Λ(B) ∈ M
+
n (C)(J2), that is, Λ is a positive map in
indefinite metric. On the other hand, if Λ is a positive map in indefinite metric one can prove that
Φ(·) = J2Λ(J1 ·) is a positive map (the proof is similar to that of lemma 14) and this leads us to
the other implication.
If Ψ is a positive map in indefinite metric, the notation Ψ =⇒ Φ indicates that Φ is the positive
map associated to Ψ through the lemma 31, that is, Λ(·) = J2Φ(J1 ·). The proof of the following
facts is similar to those when J2 = J1, hence they are omitted. Suppose that Ψ =⇒ Φ where Φ is
a completely positive map, then
1. Ψ admits the following representation
Ψ(A) =
ν∑
i=1
V ♭i AVi, ∀A ∈Mn(C). (20)
2. Ψ is completely positive in indefinite metric. This is because one has Ψk(·) = J k2 Φ
k(J k1 ·) for
all k ∈ N.
3. Suppose that additionally Φ is trace preserving, that is, Φ is a usual quantum channel, then
Tr J2Ψ(J1A) = TrA.
Remark 32 As a consequence of the previous observations it follows that every linear map of the
form (20) is completely positive in indefinite metric.
Next, we develop some results of Stinespring type in indefinite metric spaces. Suppose that
we have a linear operator π : Mn(C) −→ Mn(C) such that π(MN) = π(M)π(N) and π(M∗) =
(π(M))∗ for all M,N ∈Mn(C). In this case, we say that π is a representation of Mn(C) in itself.
Observe that π transforms definite positive matrices in definite positive matrices. It follows from
the following fact π(M∗M) = π(M∗)π(M) = (π(M))∗π(M).
Probably, the following result belongs to the folklore of the subject, however, its proof has been
included by the completeness of the paper. We have
Lemma 33 It turns out that πk : Mkn(C) −→Mkn(C) is positive map for all k ∈ Z.
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Proof. It is enough to demonstrate that πk(M∗) = (πk(M))∗ and πk(MN ) = πk(M)πk(N ).
For two arbitrary block matrices M,N ∈Mkn(C) one obtains
(πk(MN ))ij = π(
k∑
s=1
MisNsj) =
k∑
s=1
π(MisNsj) =
k∑
s=1
π(Mis)π(Nsj) =
k∑
s=1
(πk(M))is(π
k(N ))sj
= (πk(M)πk(N ))ij ,
if 1 ≤ i, j ≤ k. Thus, πk(MN ) = πk(M)πk(N ). On the other hand, for 1 ≤ i, j ≤ k
(πk(M∗))ij = π(M
∗
ji) = (π(Mji))
∗ = ((πk(M))∗)ij ,
it shows that πk(M∗) = (πk(M))∗. The lemma is proved
Remark 34 Observe that we can obtain a similar result assuming that π satisfies the following
conditions π(MN) = π(N)π(M) and π(M∗) = (π(M))∗ for all M,N ∈ Mn(C). In which case π
is said to be also a representations of Mn(C) in itself.
Example 3 Suppose that U is an unitary matrix then π1(A) = UAU
∗ and π2(A) = UA
∗U∗ are
representation of Mn(C) in itself.
We may arrive to the following interesting result in indefinite metric spaces
Theorem 35 Let π be a representation ofMn(C) in itself and V ∈Mn(C), then Ψ(·) = J2V ∗π(J1·)V
is completely positive in indefinite metric.
Proof. First of all, observe that for any k ∈ N and all block matrix C of order kn× kn, we have
Ψk(C) = J k2 V
∗
kπ
k(J k1 C)Vk ,
where as above
Vk =

V On · · · On
On
. . .
. . .
...
...
. . .
. . . On
On · · · On V
 , V∗k =

V ∗ On · · · On
On
. . .
. . .
...
...
. . .
. . . On
On · · · On V ∗
 ,
are block diagonal matrices of order kn× kn. We claim that Ψk(·) : (Ckn, [·, ·]k1) −→ (C
kn, [·, ·]k2)
is positive in indefinite metric for all 1 ≤ k. In fact, let k be a positive integer fixed but arbitrary,
then from the lemma 33 follows that Φk(·) = V∗kπ
k(·)Vk is a usual positive map on Mkn(C). On
the other hand, Ψk(·) = J k2 Φk(J
k
1 ·) which implies that Ψ
k is positive in indefinite metric for all
1 ≤ k due the lemma 31. Thus, the map Ψ is completely positive in indefinite metric.
Suppose as above that J1 and J2 are fundamental symmetries. For i = 1, 2, define A
♮i = JiA
∗Ji
for all A ∈Mn(C), then as it already was mentioned the operations ♮i are involutions on Mn(C).
Definition 36 We say that π : Mn(C) −→ Mn(C) is a representation in indefinite metric
of Mn(C) in itself if it is a linear map such that π(AJ1B) = π(A)J2π(B) and π(A
♮1) = (π(A))♮2 .
We give an example
Example 4 Suppose that π : Mn(C) −→Mn(C) is a linear map such that
π(AB) = π(A)π(B), π(A∗) = (π(A))∗, π(J1) = J2, ∀A,B ∈Mn(C),
then π is representation in indefinite metric of Mn(C) in itself. In fact, we have π(AJ1B) =
π(A)π(J1)π(B) = π(A)J2π(B) for all A,B ∈ Mn(C). On the other hand, π(A
♮1) = π(J1A
∗J1) =
π(J1)π(A
∗)π(J1) = J2(π(A))
∗J2 = (π(A))
♮2 for any A ∈Mn(C).
Remark 37 Observe that if π is a representation in indefinite metric of Mn(C) in itself, then it
is positive in indefinite metric. Indeed, according to the previous definition, we have π(B♮1J1B) =
π(B♮1)J2π(B) = (π(B))
♮2J2π(B) for all B ∈Mn(C). On the other hand, if A = A
♮1 then π(A) =
π(A♮1) = (π(A))♮2 . It implies that π maps J1-positive matrices into J2-positive matrices.
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We have
Theorem 38 Any representation π in indefinite metric of Mn(C) in itself is a completely positive
in indefinite metric map.
Proof. Next, we should to prove that for each k ∈ Z+ the map πk satisfies the following properties
πk(CJ k1 D) = π
k(C)J k2 π
k(D) and πk(C♮(J
k
1 )) = (πk(C))♮(J
k
2 ) for all C,D ∈Mkn(C) where C♮(J
k
i )) =
J ki C
∗J ki for i = 1, 2. Consider k fixed but arbitrary, if 1 ≤ i, j ≤ k then for two block matrices
M,N ∈Mkn(C) we have
(πk(MJ k1 N ))ij = π(
k∑
s=1
MisJ1Nsj) =
k∑
s=1
π(MisJ1Nsj) =
k∑
s=1
π(Mis)J2π(Nsj)
=
k∑
s=1
(πk(M))isJ2(π
k(N ))sj = (π
k(M)J k2 π
k(N ))ij ,
which implies that πk(MJ k1 N ) = π
k(M)J k2 π
k(N ). Moreover,
(πk(M♮(J
k
1 )))ij = (π
k(J k1M
∗J k1 )ij = π(J1M
∗
jiJ1) = π(M
♮1
ji ) = (π(Mji))
♮2 = J2(π(Mji))
∗J2
= J2((π
k(M))∗)ijJ2 = (J
k
2 (π
k(M))∗J k2 )ij =
(
(πk(M))♮(J
k
2 )
)
ij
,
thus πk(M♮(J
k
1 )) = (πk(M))♮(J
k
2 ) for all M ∈ Mn(C). The theorem follows from the remark 37.
Definition 39 We say that a linear map Ψ is a quantum (J1, J2)-channel if Ψ can be represented
in the form (20) and moreover it is trace preserving.
Theorem 40 A linear map Ψ is a quantum (J1, J2)-channel if and only if it is the form (20) and
the matrix vector (V1, · · · , Vν) arising from this representation satisfies the property
ν∑
i=1
V ♭i Vi = In .
5 Conclusions
As conclusion to our paper, we will propose two open problems in which the authors of this article
are making progress at the present:
1. The study of the dynamics of linear operators is an important and popular topic, for example,
the reader can consult in this sense, a classic reference as the book [7]. Completely positive
maps, in particular, have not been exempt of analysis from this point of view. In this
direction, they were object of interest in many works, for example [25], [9] and references
therein. Specifically, about 15 years ago the study of fixed points of quantum channels was
subjected to important research. On the other hand, it is well known that the multiplicative
properties of quantum channels play a central role in order to obtain the results. We propose
to study the dynamics of the quantum channels defined on spaces with an indefinite metric.
2. Inspired by the first problem, we consider that it would be interesting and feasible to reveal
the relationship between quantum J-channels and the Jordan algebras (for the usual case,
we suggest to see the book [27]).
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