Abstract Starting from an agent-based interpretation of the well-known Bass innovation diffusion model, we perform a Montecarlo analysis of the performance of a method of simulated moment (MSM) estimator. We show that nonlinearities of the moments lead to a small bias in the estimates in small populations, although our estimates are consistent and converge to the true values as population size increases. Our approach can be generalized to the estimation of more complex agent-based models.
Introduction
In this chapter we present an example of the use of simulation-based econometric techniques for the estimation of agent-based (AB) models. While the full details of the estimation strategy can be found in [18] , here we focus on the small sample properties of the simulated moment estimator. We show the existence of a small sample bias in the estimates, which however vanishes as the sample size increases. The bias turns out to be originated by non-linearity of the moments selected for estimation, a feature that is quite common in AB models as non-linearities are intrinsically linked to complex systems. As an application, we use a discrete-time operationalization of the well-known Bass model of innovation diffusion [4] . This model describes the evolution over time of the number of adopters by means of a differential equation. We reinterpret this equation as an individual probability of adoption, which depends on the number of linked agents that have already adopted.
Our work contributes to the still sparse literature on the structural estimation of AB models. Indeed, this is identified as a key weakness of AB models: AB models often remain at a theoretical level and lack a sound empirical grounding [13] . When present, this is often limited to some ad-hoc calibration of the relevant parameters. However, estimation is crucial for the empirical validation of the model, for comparing the model with other available models, and for policy analysis.
The main reason for this state of affairs is that, even if AB models can be regarded as a set of mathematical equations [26] , their properties remain hidden in the complexity of the relations among the many elements in the model. The lack of an analytical formalization linking the behavior of the agents with the outcome of the system impedes a traditional approach to model estimation, and calls for computational methods. These methods, known as simulation-based estimation techniques [38, 37] , have been originally developed in the econometric literature to deal with analytical models leading to criterion functions without simple analytical expression (for instance because of integrals of large dimensions in the probability density function or in the moments). Their application to AB models, however, is not straightforward. Consequently, only a handful of examples exist on the structural estimation of AB models. [39] and [15] estimate respectively 2 and 3 parameters of an AB model of the foreign exchange market introduced by [22, 23] , by employing the method of simulated moments (MSM). Their focus is on optimization heuristics. In [40] they deal with the problem of moments selection, and propose a set of statistics on exchange rate returns to estimate models of exchange rate. In [17] the consistency of the MSM estimator applied to agent-based models is investigated.
The MSM is only one among the many simulation based econometric techniques that can be used, but it is relatively simple and intuitive and therefore it gained popularity in the AB modelling community. 1 However, it is still considered by many more or less as a black box. By means of Montecarlo experiments on our illustrative model, we aim at opening up this black box.
The chapter is structured as follows. Section 2 describes the original Bass model. Section 3 describes our AB version of the Bass model. Section 4 gives a brief overview of the estimation strategy, which is explained in more details in our companion paper. Section 5 focuses on the small sample properties of the estimators, and describes the origins of the bias. Section 6 concludes.
The Bass model
The Bass model [4] , which provides a mathematical explanation of the different stages of product adoption described in the seminal work by Everett Rogers [34] (innovators, early adopters, early majority, large majority, and laggards), and formalizes the crucial distinction between innovators and imitators, is considered as one of the most important empirical generalization in marketing, and it is widely used in sales and technology adoption analysis.
The model is an example of early epidemic models of innovation diffusion [14] . It consists of a differential equation that specifies the rate of adoption h(t) as a function of an external force and an internal (endogenous) one. The external influence is constant over time and represents the effects of advertisement, while the internal influence depends on how many others have already adopted at time t and formalizes word-of-mouth:
where F(t) = N(t)/m is the c.d.f. of adopters, that is the ratio of those who have already adopted (N(t)) over the number of potential adopters (the market potential m). p is the parameter for external influence and q is the parameter for internal influence, with p + q < 1. 2 The internal influence in the Bass model operates as a mean field force over the whole population of potential adopters: every individual is connected to every other individual in the population. At the beginning the adoption is slow since the number of agents that have already adopted is small and therefore the interaction term is negligible. Once the number of adopters starts to increase, the probability of adoption for those who have not already adopted (the population at risk) increases and the diffusion gets faster. As the population at risk gets smaller, the number of new adopters decreases until the diffusion process is completed. The diffusion dynamic follows a typical S-curve.
The model is deterministic and thus requires some sort of adaptation to be taken to the data. The literature on the estimation of the Bass model has followed two strategies. The most popular is to add a noise to the aggregate pattern of adoptions predicted by the model [4, 36, 21, 6] . We call this approach the macro approach. The noise is meant to catch not only sampling variability and measurement errors, but also specification errors. The properties of the noise determine the properties of the estimators. What is most important here, however, is that the estimators that have been proposed following this approach are not even consistent, given that (i) convergence cannot be obtained by letting the observation period grow, because the process is finite and saturation (that is, full adoption) is sooner or later obtained, and (ii) convergence cannot be obtained neither by letting population size grow, because the noise is added directly to the aggregate outcome. A second strategy is to consider the adoption process as a duration model assuming equation 1 specifies an homogeneous hazard rate for all individuals in the population [35] . We call this approach the micro approach. In this case the only source of variability comes from sampling errors, while the model is assumed to be correctly specified. The corresponding ML estimator is consistent in population size.
The AB version
We identify two main shortcomings in the literature we have briefly reviewed above: the macro approach gives raise to inconsistent estimates, while the micro approach is not able to account for the discrete nature of many diffusion processes. We now elaborate on the latter issue.
Our model shares with the micro approach the same interpretation of equation 1 as an individual probability of adoption, conditional of being still at risk, but considers that adoption can take place only at discrete time intervals, rather than continuously. This is more appropriate for many applications (think for instance of movie attendance, where most individuals go the cinema on Saturday night and in any case not on a 24/7 basis). Even when the process is indeed continuous, information on cumulative adoption generally becomes available only at discrete time intervals, which in our modelling framework makes the decision to adopt essentially discrete. In other words, the kind of mean-field interaction assumed in the Bass model requires that information is centrally collected and then diffused. Individuals have to rely on data collection by some statistical agency to take their decisions -exactly as the researcher does to analyze those decisions and estimate the parameters of the model. If data release coincides with the information release on which individuals take their decisions (which is quite plausible if the network structure is highly connected), a discrete framework is more appropriate. However, the micro approach assumes a continuous duration model. On the other hand, our estimation strategy is tailored to the discrete nature of the process.
Estimation
Let's consider an homogeneous population of m individuals, where the individual hazard of adoption is given by eq. 1. As standard in this literature, we assume that the individuals act independently of each other within each time interval. In [18] we develop estimators for p and q as a function of m, and show that these estimators are unbiased, consistent and asymptotically normal for large populations m. We then propose a MSM estimator [31, 33, 24, 11] to estimate the market potential m, which minimize the distance between the observed moment τ r (which is given) and the simulated moment τ s (m), obtained by simulating the adoption time of m individuals with h t =p(m) +q(m)N t−1 /m. The moment we use is the mean adoption time for those who have adopted in the observation period: Figure 1 shows how the moment responds to changes in m, for fixed values of the other parameters.
For each value of m, τ(T, m) is a random variable. Figure 2 , which depicts its skewness, shows that it is not significantly different from 0. The distribution is therefore (almost) symmetric, a property that will turn out to be important in understanding the direction of the small sample bias.
In facts, our final estimators for m, p and q are consistent but subject to a small sample bias, although not large. Preliminary findings show that, if the process is indeed discrete, they perform very well with respect to the other estimators proposed in the literature, which also suffer from small sample bias. 3 
Small sample bias
Where does the small sample bias come from? Figure 1 contains the answer. The theoretical moment is not linear in m. If the observed moment, which is a random variable, is symmetric and centered around the theoretical moment, we have
The direction of the bias depends on the sign of the first and second derivatives of the moment, at the true value of the parameter (see also [17] ). For example, if the first derivative is positive, a positive second derivative implies that the moment is accelerating in m: it is less steep at the left than at the right of the true value of the parameter. Therefore, a low realization of the moment τ L leads to a very low inferred value of the parameterm L = τ −1 (τ L ), while a high realization τ H leads to a not-so-high inferred valuem
We get a downward bias. Figure 3 illustrates the possible cases.
Given the shape of the mean adoption time for the adopters (figure 1), an upward bias is expected form in small samples, that is exactly what we get from the Montecarlo analysis. The bias in the other parameters is consequential: an upward bias inm implies a downward bias inp andq, given that the simulated penetration rate F(t) is lower than the true (but unobserved) one.
The bias vanishes as the population of potential adopters increases because with a higher number of adopters the uncertainty over their mean adoption time reduces: the mean adoption time converges to its theoretical value. Therefore, any extrac-tion of the real data would produce the same mean adoption time, and the problem outlined above disappears.
Conclusions
In this paper we have shown an application of simulation-based econometric techniques to the estimation of AB models. The model chosen for the demonstration is important both because innovation diffusion is a wide area of application of AB models [10] and because the model has been widely studied in its analytical form. However, the estimation strategies proposed in the literature have either poor properties, or are limited to the case of a continuous diffusion process. Conversely, our three-stage estimator assumes a discrete process, that converges to a continuous one as the frequency of the data increases. The estimator is consistent, but estimates in small samples are biased: in particular, whose of the market potential are upward biased, while those of the influence parameters are downward biased. This happens also with the consistent estimator proposed in the literature for the continuous case, and is due to non-linearities in the model. In our case, the bias could in principle be solved by knowing the analytical expression of the conditional moment, but this is typically beyond reach in an AB model. However, the bias could be reduced by applying a monotonic transformation of the moments used for estimation, in order to linearize them. In [18] we show that the bias is anyhow quite small; therefore, it should not be considered as a major problem in this application. It is however illustrative of a problem that AB modellers interested in the empirical validation of their models should be aware of.
Finally, note that our estimation strategy has been carried out in the simple case of fully connected network, but it can be seen as a first step toward the estimation of diffusion model with more realistic network structures. Future research should then investigate to what extent these richer network structures can be estimated from aggregate diffusion data. 
