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We report on the possibility to simultaneously generate in gaphene a bulk valley-polarized dissipative trans-
port and a quantum valley Hall effect by combining strain-induced gauge fields and real magnetic fields. Such
unique phenomenon results from a “resonance/anti-resonance” effect driven by the superposition/cancellation
of superimposed gauge fields which differently affect time reversal symmetry. The onset of a valley-polarized
Hall current concomitant to a dissipative valley-polarized current flow in the opposite valley is revealed by a
e2/h Hall conductivity plateau. We employ efficient linear scaling Kubo transport methods combined with a
valley projection scheme to access valley-dependent conductivities and show that the results are robust against
disorder.
In graphene and other two-dimensional materials,
degenerate valleys of energy bands, well-separated in
momentum space, constitute a discrete degree of free-
dom for low-energy carriers, provided intervalley mix-
ing is negligible (case of long range disorder). Such
valley degree of freedom can then be seen as a non-
volatile information carrier, provided that it can be
coupled to external probes. Similarly to research in
graphene spintronics [1, 2], valleytronics and control-
ling the valley degree of freedom in graphene and other
2D materials has attracted a considerable attention [3–
5], and many studies have investigated different options
to realize valley polarized current or to filter electrons
with a given valley polarization [6–12]. In presence
of broken inversion symmetry, the valley index is also
predicted to play a similar role as the spin degree of
freedom in phenomena such as Hall transport, mag-
netization, optical transition selection rules, and chi-
ral edge modes [13–16]. Recently, it has been shown
that for modest levels of strain, graphene can also sus-
tain a classical valley Hall effect that can be detected in
nonlocal transport measurements [17]. All this stimu-
lates the search for efficient control of valley dynamics
by magnetic, electric, and optical means, which would
form the basis of valley based information processing.
On the other hand, it was soon realized that non-
uniformly strained graphene can be modeled by the in-
clusion of a gauge field in the effective Hamiltonian
(though it is not Berry-like). Such gauge field preserves
time reversal symmetry, but induces pseudomagnetic
fields (PMFs) of opposite signs in the two valleys
forming the low-energy electronic bandstructure [18].
In particular, mechanical deformations aligned along
three main crystallographic directions were predicted
to generate strong gauge fields, acting effectively as an
uniform magnetic field, opening the possibility to trig-
ger a pseudomagnetic quantum Hall effect for strained
superlattices [19]. Experimentally, evidences of PMFs
with values varying from few tens up to hundreds
of Tesla have been reported [20, 21]. Finally, Gor-
bachev and coworkers recently measured intriguingly
large nonlocal resistance signals in a situation where
the alignment of a graphene monolayer onto a h-BN
substrate results in a bandgap opening [22]. Their inter-
pretation proposes that the formation of bulk topologi-
cal valley currents is intertwined with the presence of a
Berry curvature generated by the mass term [23], a sce-
nario which is under questioning [24, 25]. Accordingly
to date, despite the wealth of theoretical proposals of
valley dependent effects [26–40], experimental finger-
prints of PMF on quantum transport and unambiguous
demonstration of a valley Hall effect in graphene re-
main elusive.
Here, we predict that once the electronic structure
of Dirac fermions embeds a strain-related gauge field,
it is possible to fine-tune the superposition of an ex-
ternal real magnetic field to reach a resonant effect,
where the sum of valley-dependent effective magnetic
fields either sum up or cancel each other. This re-
sults in a remarkable valley-polarized quantum trans-
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2port regime, exhibiting simultaneously a quantum val-
ley Hall effect (QVHE) and a valley-polarized dissipa-
tive transport regime. To achieve such results, we use a
tight-binding framework together with an efficient lin-
ear scaling quantum transport methodology and a novel
valley projection scheme which gives access to valley-
dependent quantum transport quantities, even in pres-
ence of disorder.
Methodology.— We employ a first nearest neigh-
bor tight-binding (TB) model where strain is included
through a modification of the hopping parameters
while the external magnetic field is added using a stan-
dard Peierls substitution [41]. In the Dirac approxima-
tion the strain is described by a gauge field±AS, where
± denote the two valleys. Such gauge field is related to
the strain tensor ij through AS ∝
(
xx − yy,−2xy
)
[18, 19, 42], and the pseudomagnetic field becomes
BS =∇×AS. From this, it is straightforward to show
that a triaxial deformation u(x, y) = u0
(
2xy, x2−y2)
induces a constant PMF. Uniaxial tensile strain have
also been shown to generate constant PMF [43]. In
the presented calculations, we use a 100 nm × 100 nm
graphene sample (∼ 4 × 105 atoms) with a maximum
strain of ∆m ≈ 8% corresponding to a PMF of 50 T.
The maximum strain is obtained along the edge of the
sample, so all results can be rescaled, and for instance
keeping ∆m = 8 %, we find a PMF of 5 T for a sam-
ple of approximately 1 µm. The sample choice also
implies that not all part of the sample experience a uni-
form PMF. This happens along the edge of the samples
where non-uniform PMF will act as scattering centers
that can mix valleys. The presented results are robust
against this type of valley mixing as we considering a
bulk effect happening in the part of the sample with
a constant PMF. The results remain qualitatively un-
changed as long as a sufficiently large part of the sam-
ple experience a uniform field.
The valley related physics can be investigated ei-
ther using the Dirac’s equation [25, 44, 45] or by
performing non-local transport calculations using the
Landauer-Bu¨ttiker formalism in Hall bar geometries
[24, 25]. The former can be cumbersome for arbitrary
types of disorder, while the later becomes computation-
ally prohibitive for large scale systems. Here, the use
of a real space TB method gives access to simulations
of very large scale disorder systems (with up to several
ten millions of atoms), accounting for disorder-induced
valley mixing and other distortions of the Fermi surface
[46–48]. To compute the valley conductivity tensor,
we develop an efficient real-space quantum transport
method using the Kubo-Bastin formula [44, 49, 50]
σαβ =
ie2~
Ω
∫ ∞
−∞
df()Tr
[
vαδ(−H)vβ dG
r()
d
− vα dG
a()
d
vβδ(−H)
]
, (1)
where Ω is the area of the sample, f() is the Fermi-
Dirac distribution, vα is the α component of the ve-
locity and Gr/a() = ( − H ± iη)−1 are the ad-
vanced/retarded Green’s functions. The Kubo-Bastin
formula can be computed efficiently by expanding
δ( − H) and Gr/a() = ( − H ± iη)−1 in terms
of Chebyshev polynomials [25, 51–53]. As shown in
Ref. [53], the conductivity becomes
σαβ =
4e2~
piΩ
4
∆E2
∫ 1
−1
d˜
f(˜)
(1− ˜2)2
M∑
m,n
Γnm(˜)µ
αβ
nm,
(2)
where ∆E = Emax − Emin is the range of the
energy spectrum, Γmn(˜) is an energy dependent
function given by (˜ − in√1− ˜2)ein arccos(˜)Tm(˜)
+(˜+im
√
1− ˜2)e−im arccos(˜)Tn(˜), and µαβnm are the
Chebyshev expansion moments
µαβnm =
gngm
(1 + δn,0)(1 + δm,0)
Tr
[
Tn(H˜)vαTm(H˜)vβ
]
.
(3)
Here Tn(x) are the Chebyshev polynomials defined
through the recurrence relation Tn+1(x) = 2xTn(x)−
Tn−1(x), with T0(x) = 1 and T1(x) = x. H˜ and ε˜ are
the rescaled Hamiltonian and energies so that the en-
ergy spectrum lies within the interval [−1, 1].The factor
gn is known as the Jackson kernel and is incorporated
to dampen the Gibbs oscillations emerging from the
truncation of the expansion in Eq. (2) [52]. The trace
in Eq. (3), is efficiently calculated using the stochastic
average scheme presented in [52, 54, 55].
The expression in Eq. (2) has been used for com-
puting the spin Hall conductivity [25, 56] but is more
general and can be applied to any type of current in-
duced by an external electric field. We here extend the
use of Eq. (2) to compute the valley conductivity tensor
by introducing the valley-velocity operator vvβ defined
as
vvβ ≡ PKvβPK − PK′vβPK′ (4)
3where PK(PK′) is the valley projection operator onto
the K(K ′) valley, defined as PK =
∑
q wq|q〉〈q|
where the sum runs over the Brillouin zone. The weight
wq , enforcing a projection to a single valley, is given
by wq = Θ(|q − K| < qc), where qc is a cutoff
that can be conveniently chosen between K and K ′
e.g. qc = pi/(3
√
3a0). Applying the operator PK to a
real space vector corresponds to Fourier transforming
it on a Monkhorst-Pack k-grid while keeping only co-
efficients satisfying the condition |q − K| < qc. To
use the resulting vector in a real space basis, the in-
verse Fourier transfor is further applied. This oper-
ation is O(N log(N)), which is much more efficient
than the O(N3) exact evaluation of the non-sparse
matrix PK . Finally, the valley conductivity tensor is
obtained by modifying the Chebyshev expansion mo-
ments µαβnm → µαβ(v)nm , where
µαβ(v)nm =
gngm
(1 + δn,0)(1 + δm,0)
Tr
[
Tn(H˜)vαTm(H˜)v
v
β
]
.
(5)
This definition of the valley-velocity operator in a sys-
tem with decoupled valleys, matches the definition
given in Ref. [44] in the continuous limit, and takes
into account all the contributions of intravalley and in-
tervalley scattering to the conductivity through the full
Hamiltonian.
Density of states.— Fig. 1 gives the density of states
(DoS) for three different cases. The presence of an
external magnetic field is described by a gauge vec-
tor potential AM identical for the two valleys and pro-
ducing the standard Landau quantization in graphene
[57] (Fig. 1(a)). The DoS for the strained graphene
structure, in absence of external field is shown in Fig.
1(b). Here the PMF (related to AS) has opposite ori-
entation in the two valleys, ensuring the overall time-
reversal symmetry [42, 58, 59]. At last, we combine
both an external magnetic field and a strain-induced
PMF. We choose the external magnetic field to be equal
to the PMF, BS = BM = B0. This induces a valley
anisotropy since the effective vector potential becomes
AM ± AS, depending on the valley. In Fig. 1c, the
Landau quantization in valley K ′ corresponds to a B-
field of 2B0, instead of B0 as expected [60]. The DoS
in the opposite valley is half that of pristine graphene.
Since the PMF also gives rise to a pronounced sublat-
tice polarization [61–65], a special state is created for
the zeroth Landau level. This state is both valley and
sublattice polarized, meaning that only one sublattice
and one valley contributes to the density of states.
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BM = 0 BS = B0 (b)
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FIG. 1. DoS of graphene in presence of (a) an external mag-
netic field BM = B0, (b) a strain-induced PMF BS = B0.
(c) valley polarized DoS for graphene with both a strain in-
duced PMF and external magnetic field with BS = BM =
B0. We take B0 = 50 T. We use 200 random vectors and
4000 moments which set the energy resolution in ≈ 6 meV
[52].
Conductivity and valley Hall effect.— The Hall con-
ductivity σxy in the presence of an external mag-
netic field (blue curve) and a strain-induced PMF (red
curve) is analyzed in Fig. 2a. The external mag-
netic field gives rise to the quantum Hall effect ex-
hibiting the standard 2e2/h plateau. Differently, σxy
for the strained graphene reveals a remarkable differ-
ence since the PMF does not give rise to any Hall sig-
nal, i.e. σxy ≈ 0. However, the valley resolved cal-
culation (Fig. 2b), shows that even though the PMF
keeps the overall time reversal symmetry, it breaks the
time reversal invariance in the individual valleys. Con-
sequently, the PMF gives rise to a QVHE with oppo-
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FIG. 2. (a) Hall conductivity in the presence of an exter-
nal magnetic field (blue) and a strain field inducing a PMF
(red). The DoS for real magnetic field is indicated for ref-
erence (black). (b) σKxy (blue) and σK
′
xy (red) showing the
QVHE.We use 200 random vectors and 4000 moments which
set the energy resolution in ≈ 6 meV [52]. Inset: Illustration
of the spatial splitting of both valleys.
site sign of σK/K
′
xy in the two valleys such that the to-
tal charge Hall current σxy = σKxy + σ
K′
xy is zero. In
conclusion the electronic system does not experience
a zero B-field charge Hall effect, but instead a quan-
tum valley Hall effect reminiscent of the quantum spin
Hall effect [66, 67]. The Hall plateaus of height e2/h
are halved compared to the usual quantum Hall regime
(see Fig. 2a) because only one valley is involved. Such
QVHE originates from the splitting of an incoming cur-
rent into the two different valleys originally moving in
the same direction (see inset of Fig. 2b). This spa-
tial valley splitting could be explored experimentally
in non-local transport measurements. Indeed, this sit-
uation, first proposed in [19] appears similar, although
of different origin, to the theoretical picture introduced
in Ref. [22, 23].
Here, to obtain a non-zero charge Hall signal, σxy =
σKxy + σ
K′
xy , we apply an external magnetic field to
the strained graphene sample. When both gauge fields
match in amplitude, they cancel in one valley recover-
ing the clean Dirac cone. The opposite valley gets a
doubling of the effective magnetic strength, although
the superimposed gauge fields have completely differ-
ent origin. Fig. 3 shows the formation of the QVHE
for the valley with enhanced gauge field, with quanti-
zation steps of e2/h for σK
′
xy , whereas σ
K
xy = 0 exhibits
no Hall signal. Effectively only one valley is deflected
in this scenario, yielding a valley polarized charge Hall
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FIG. 3. (a) Valley polarized σxy . (b) Valley polarization
ζ = (σKxx−σK
′
xx )/σxx of the dissipative longitudinal current.
Inset: Illustration of valley Hall effect inK′ and standard dif-
fusive transport for K in the longitudinal direction.
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FIG. 4. σK
′
xy in the presence of both external magnetic field
and deformation field (pseudomagnetic field) for different
amount of (a) long range and (b) short range disorder.
signal. In the ”pristine” valley, we get a normal dif-
fusive current in the longitudinal direction. Conse-
quently, the quantized valley-polarized Hall current is
accompanied by a valley polarized diffusive transport
in the longitudinal direction for energies in-between
the Landau quantization (see inset of Fig. 3b). The val-
ley polarization is ζ = (σKxx − σK
′
xx )/(σ
K
xx + σ
K′
xx ) ≈ 1
for the longitudinal current at energies in-between the
Landau levels, but is reduced at the Landau levels
where both valleys has a non-zero longitudinal contri-
bution (see Fig. 3b).
Disorder.— Finally, we study how disorder af-
5fects the valley polarized quantum transport regime.
Short range Anderson disorder is described by on-
site energies i chosen randomly within [−W/2,W/2],
whereas long range disorder is modelled by Gaus-
sian impurities at positions rn with a concentration
of 0.1, Vn =
∑
i i exp
( − |rn − ri|2/(2ξ2)) with
i ∈ [−W/2,W/2] and ξ = 5a0 [68]. Fig. 4 shows
σK
′
xy in the presence of both gauge fields and types
of disorder. Long range disorder, which is not ex-
pected to induce significant valley mixing, only causes
minor perturbations to the QVHE associated with the
strain-induced PMF. Conversely, short range disorder
is expected to produce large intervalley scattering [69],
which should strongly damage the quantization of Hall
plateaus. However, surprisingly, the first plateau re-
mains quite robust against a significant amount of dis-
order, whereas the higher order plateaus disappear for
smaller disorder strengths. This is a manifestation of
the special nature of the n = 0 pseudo-Landau level
[63, 64, 70]. It experiences a complete sublattice po-
larization with both valleys localized on one sublattice,
meaning that perturbations made to one sublattice does
not provoke the same valley mixing effect as pertur-
bations made to the other. Consequently, the special
nature of the n = 0 pseudo-Landau level makes the
QVHE even more robust to valley mixing.
Conclusion.— The combination of strain-induced
gauge and external magnetic fields results in a remark-
able “resonance” phenomenon in which the total gauge
disappears in one valley and doubles in the other. This
is reflected in the charge Hall signal which becomes
fully valley-polarized with a e2/h plateau instead of the
standard 2e2/h. Simultaneously, the dissipative trans-
port coefficient is dominated by a valley-polarized con-
tribution. The results therefore offer an experimental
smoking gun for a fully realized valley-polarized quan-
tum transport regime.
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