Abstract. The coevolving coupled dynamics of financial markets and real economies is addressed through an integrated model of an artificial economy in which a population of competing companies have their shares traded in a financial market dominated by value investors and arbitrageurs that evaluate the companies' performance and adapt to market conditions. The coevolution between economy and financial market is operationalized through a quantum game that has by classical limit a coupled map lattice model with economic and financial chaotic dynamics. The connection between the business cycle, financial intrinsic time and scaling patterns of financial turbulence is addressed.
Introduction
Current market economies, as complex adaptive systems, can be addressed in terms of a coevolving dynamics between the real economy and financial systems, a major point that has been established within complex systems sciences' applications to economics, coming from both the Santa Fe school (Anderson et al., 1988; Arthur et al., 1997; Blume and Durlauf, 2005) as well as the Brussels-Austin school (Chen, 2008; Prigogine and Stengers, 1979; Prigogine, 2003) . Evolutionary financial economics, as a discipline, concerns itself with the evolutionary processes and dynamics that take place within such a systemic framework, and, in that regard, four conceptual building block problems have been raised within economics and financial theory which are structural to the problem of coevolution of financial markets and the real economy:
• The problem of the economic equilibrium and the business cycle dynamics (Chen, 2008; Lorenz, 1997; Püu, 1997; Day, 1994 Day, , 2000 ; • The problem of a business' economic risk and its financial consequences (Fama and Miller, 1972; Mandelbrot et al., 1997; Mandelbrot, 1997; Mandelbrot and Hudson, 2004 );
• The problem of the financial valuation of a company's business (Fama and Miller, 1972; Mandelbrot et al., 1997; Sharpe et al., 1995; Mandelbrot, 1997 ); • The problem of financial arbitrage (Fama and Miller, 1972; Sharpe et al., 1995; Merton, 1997; Mandelbrot et al., 1997; Mandelbrot, 1997) .
The financial valuation of a company's business, expressed in terms of that company's shares' price, implies, on the part of financial investors, the financial adaptive computation and systemic cognitive synthesis of that company's conditions of growth and development, within a competitive market system that includes other companies and a permanent drive for market share and business volume expansion, which, in turn, underlie both a permanent innovation drive as well as business cycle dynamics. Thus, each of the above four building block problems are systemically interlinked.
The evolutionary race between competitors in an economy prevents steady state equilibria, that is, conditions of economic equilibrium change with the economic systems' evolutionary dynamics, leading to a business cycle dynamics and to a business' economic risk, the existence of that risk has consequences for the shareholders' financial risk and for the company's value creation conditions, leading to a systemic interweaving between financial intrinsic temporal rhythms, business cycle fluctuations and financial volatility dynamics, a major point stressed in the works by Mandelbrot, Calvet and Fisher (Calvet and Fisher, 2002; Mandelbrot et al., 1997; Mandelbrot, 1997) .
While companies can be considered to be locked in a coevolutionary race for market share, business volume expansion and value creation, they also coevolve with the financial market, and, in a company valuation-driven financial market, one may consider two major breeds of financial investors: the value investors, who reflect the financial valuation in their trade (Gonçalves and Gonçalves, 2008) , and the arbitrageurs, who try to identify misspricings and act accordingly (Fama and Miller, 1972; Sharpe et al., 1995; Merton, 1997) .
A model of financial dynamics without the underlying business economic dynamics is incomplete, since the value driver dynamics is absent or tucked away to the form of a global noise term. On the other hand, a model of economic dynamics without the financial dynamics is also incomplete, since the financial system is not simply an evaluator it is also a source of business facts and dynamics.
To that end, the present work tries to implement, within evolutionary financial economics, an integrated model of an artificial economy which includes a coevolving system of companies and a financial system. Thus, it is proposed an evolutionary game of a coevolving population of companies coupled with a financial market, which allows for game equilibria and nonlinear dynamics to be addressed and integrated with each of the four building block problems.
The model operationalizes main theoretical notions of financial economics and business cycle economic theory, combining coupled map lattices with an evolutionary repeated quantum game, thus, bridging different evolutionary modelling approaches in both economics and finance, in particular: the chaos and nonlinear dynamics models (Day, 1994 (Day, , 2000 Lorenz, 1997; Püu, 1997) and the quantum models, which include both quantum financial game theory (Gonçalves and Gonçalves, 2008; Piotrowski and Sladkowski, 2001 , 2008 and quantum financial economics (Baaquie et al., 2000; Baaquie and Marakani, 2001; Baaquie, 2004; Baaquie and Pan, 2011; Gonçalves, 2012; Schaden, 2002a Schaden, ,b, 2003 Segal and Segal, 1998) , both branches of the growing field of quantum econophysics Soloviev, 2009, 2011) .
The dynamics of both the quantum game as well as the classical limit are addressed in regards to known scaling and turbulence patterns of actual financial markets.
In section 2., the model is introduced and the main dynamics are addressed in what regards multifractal signatures, scaling patterns and autocorrelation structures. In section 3., main conclusions and final reflections are addressed.
The Model
We consider an economy comprised of N competing companies, such that, for i = 1, 2..., N , the demand Q d i and supply Q s i for each company are functions of the market price for the company's supplied
i is strictly decreasing with p i (t) and Q s i is stritcly increasing with p i (t). Taking time to be discrete in terms of game rounds indexed by t = 1, 2, ..., at each round t, the company-level economic equilibrium is given by the equality between supply and demand for the company's goods:
Assuming that this condition is satisfied for only one single price p e i (t), then, that is the single equilibrium price for the i-th company at round t.
If the equilibrium condition is met at each round, then, the economic dynamics depends solely upon the dynamics of the equilibrium price, which means that the equilibrium can only change if the conditions that underlie that equilibrium change, these conditions are assumed to depend upon the ability of each company to gain an advantage in the coevolutionary race with its competitors, this ability is synthesized in terms of a company's fitness competitiveness value, or business fitness which corresponds to the ability of a company to deliver value to the consumer giving it an evolutionary advantage in the race. The companies' equilibrium price is, thus, assumed to be positively dependent upon the company's business fitness, which means that companies with higher fitness have higher price equilibria than companies with lower fitness.
Any change in the equilibrium, from one round to the other, is assumed to take place for a corresponding displacement of the demand curve such that the new equilibrium leads to either a growth in both price and quantities (growth in business volume) or a contraction in both price and quantities (contraction in business volume). Therefore, considering the exponential growth model, for each company:
(2) the logarithmic growth rate in the equilibrium price is defined as:
where x i (t) is the company's fitness and µ corresponds to a central ability of the companies to keep a continuous innovation process, in such a way that they are able to influence the economic equilibrium conditions, leading to a global average growth in equilibrium prices and quantities for the economy (economic growth). The above rule can be explained as follows: two evolutionary components are being considered that determine an evolutionary gravitic pull on R i (t), the first component is a gravitic pull towards the systemic gravitic center µ, this constitutes an evolutionary pressure on growth towards the same average growth rate, explaining the mean reversion term µ − ln(p i (t − 1)), the second component is the company's fitness which leads to a local evolutionary pressure, with its own (local) gravitic pull, leading to a divergence with respect to the center.
The weights θ 0 ≥ 0 and θ 1 ≥ 0 (with θ 0 + θ 1 = 1) determine the profile for the business game, in particular, if θ 0 > θ 1 , the game is dominated by the mean reversion effect, and, therefore, it is dominated by a pressure towards an average, industry-wide growth rate in prices, if, on the other hand, θ 0 < θ 1 , the companies can influence the equilibrium conditions, whenever they implement strategies that increase the fitness and, therefore, the value to the consumer.
The evolutionary repeated quantum game for the economic dynamics is addressed by replacing the dynamical variable x i (t) with a fitness operatorx i , for each company, and assuming that the operators for different companies commute, that is, for any i = j,
Since the fitness variable ranges over R, it follows that each company's fitness operator has a continuous spectrum:
therefore, the kets |x and the bras x| are not in a Hilbert space, rather, it becomes necessary to work with a rigged Hilbert space for each company (Gonçalves, 2012; de la Madrid, 2005) , given by the Gelfand triplet Φ i ⊂ H i ⊂ Φ × i , with i = 1, 2, ..., N where: Φ i (the space of test functions) is a dense subspace of the company's Hilbert space H i and it corresponds to the space of the wave functions (de la Madrid, 2005) , H i arises from the requirement that the wave functions ψ ∈ Φ i , which correspond to the company's quantum strategic configurations, are square normalizable and Φ × i (the space of distributions) is the space of antilinear functionals over Φ i , such that |x ∈ Φ × i (de la Madrid, 2005) . Similarly, to address the bras, we have to work with the triplet Φ i ⊂ H i ⊂ Φ i , where Φ i is the space of the linear functionals over Φ i , such that: x| ∈ Φ i (de la Madrid, 2005) . This allows for the basic quantum mechanical prescriptions to hold (de la Madrid, 2005; Gonçalves, 2012) :
To address the quantum economic game we introduce the business potential function:
where x i (t − 1) is the value of the company's fitness at the previous round and F (x i (t − 1)) is a nonlinear map, to be specified later on, representing a business core equilibrium fitness, such that x−F (x i (t − 1)) < 0 signals negative factors, influencing a negative deviation with respect to the core equilibrium fitness value F (x i (t − 1)), while x − F (x i (t − 1)) > 0 signals positive factors, influencing a positive deviation with respect to the core equilibrium fitness value. Such potentials have been widely used within the economic modelling of business cycles (Gonçalves, 2012; Chen, 2008; Lorenz, 1997; Püu, 1997) , being introduced here for the adaptive quantum computation process. Thus, in the harmonic oscillator potential, it is assumed that x − F (x i (t − 1)) < 0 is dampened by actions on the part of the company towards the recovery to the core equilibrium fitness, while x − F (x i (t − 1)) > 0 may be dampened by business growth sustainability restrictions, mainly linked to demand and market growth limits, much similar to ecosystemic limits to biological growth of a biological population. The parameter a corresponds to the business evolutionary pressure, such that the higher the value of a is, the more competitive is the business environment. Unlike in physics, within the economic setting, the parameter a is considered dimensionless.
The game equilibrium quantum strategic configuration for each company, at each round t, is defined by solving for the following local quantum optimization problem with harmonic oscillator Hamiltonian restriction:
The minimization of the expected value of the business potential function implies a minimization of the squared deviation from the core equilibrium fitness, which is considered to be the result from business cycle-related evolutionary pressure along with the company's own risk management process that tries to minimize business volatility around the sustainable fitness value synthesized by the core equilibrium fitness.
Regarding the three main parameters a, s and m, each of these translate to the financial economic setting, with a few adaptation in units. Indeed, energy is, in this case, expressed in units of fitness and the systemic Planck-like constant s plays a similar role to that of quantum mechanics' Planck constant, indeed, the quanta of energy for the quantum harmonic oscillator game's restrictions, at each round, are:
where ω represents a characteristic industry-wide angular frequency of oscillation of the business cycle, expressed as radians over clock time, and s is expressed as hs 2π , where h s is, in turn, expressed in units of fitness over the business cycle oscillation frequency, such oscillation frequency is, in turn, obtained from ν = ω 2π , thus, being expressed in terms of the number of business-related oscillation cycles per clock time.
We also consider a business cycle-related mass-like term which can be obtained from the relation:
leading to:
thus, since a is dimensionless, the business cycle masslike term is expressed in units of inverse squared angular frequency and is a characteristic of the industry itself. Solving for the quantum Hamiltonian equation and for the optimization problem, the game equilibrium wave function for each company is given by the normalized ground state, or zero-point energy solution:
where γ is a fitness volatility parameter linked to a rescaling of the temporal lapse of a round taken as t = t − (t − 1) = 1. The rescaling transforms the chronological temporal scale into an intrinsic business cycle temporal scale of τ : = 2
, which is expressed in units of fitness, and is a function of the expected value of the ground state potential energy of the quantum harmonic oscillator, leading to:
this is consistent with Mandelbrot's proposal of an intrinsic temporal notion, linked to the economic rhythms and (chaotic) business cycles, such intrinsic time would not be measured in clock time, but in terms of economic rhythms that would rescale business economic volatility with the usual square root rule that holds for clock-based temporal intervals in the Gaussian random walk models Mandelbrot, 1997) .
In the case of Eq. (13), the temporal lapse of a round is rescaled by the expected value of the economic potential energy over the evolutionary pressure constant a, marking an evolutionary intrinsic temporal frame for the round sequence given by τ, 2τ, 3τ, . . . , with the fundamental lapse τ resulting from the structural features of the evolutionary process of business competition. Following Mandelbrot's hypothesis, this economic temporal lapse will, in turn, be rescaled by the financial agents' processing of the business cycle risk, such that there is a round-dependent financial intrinsic time scale τ i (t) leading to a financial valuation/computation of the business fitness which is given by: τ i (t)x i (t), in a financial market assumed to be driven by value investors and arbitrageurs. Assuming s i (t) to be the market price for a company's shares at the end of the transaction round t, we introduce the following system of dynamical equations linking financial market and economy, through the core equilibrium fitness dynamics F (.):
Along with the quantum game equilibrium solution of Eq.(12), the above five equations completely specify the coevolutionary processes between the economic and the financial systems. We now explain Eqs. (14) to (18) in detail.
First, regarding the core equilibrium fitness dynamics, from Eqs. (16) to (18), we can see that we are dealing with a globally coupled map, such that the global mean field coupling, in Eq.(16), accounts for business competition dynamics between the companies. The nonlinear map f b,m is, in turn, a cubic map (Eq. (18)) coupled to the financial returns (Eq. (17)), a coupling that accounts for a business impact coming from the financial system. Indeed, in current economies, depending on the business, there are several ways in which variation in a company's shares' market price may affect the company's fitness. The price variation of a company's shares constitutes a signal to the shareholders that, if positive, facilitates the conditions of financing associated with the company's growth and development, in particular, in what regards the development of new activities and the financing of new projects through capital markets, then, positive logarithmic returns, may contribute positively to a company's ability to implement strategies and invest towards the fostering of its competitive advantages. Similarly, a drop in the shares' price, may introduce pressure on a company's management towards the short term thinking and restrict its ability to negociate financing conditions of new projects that could contribute to a rise of its competitive advantage.
The cubic map, in turn, reflects the fact that a company is assumed to be in a coevolutionary race with other companies, striving to adapt through strategically planned responses, such that if a company's expected fitness is negative, signalling, in the present model, an expected threat to the company with a contraction in business volume, the company responds adaptively through a contra-cyclical strategic reaction to a downwards expected trend in the business cycle. Simultaneously, in the cubic map, selective pressure from the market and sustainability limits to business volume expansion introduce evolutionary limits and another contra-cyclical dynamics to a company's rising expected fitness. These points, regarding the cubic map in economics, were systematized by Püu (1997) .
In Eq.(16), γ = √ τ leads to a coupling between the nonlinear map's fluctuations and the quantum business cycle fluctuations, in the sense that the higher the value of γ = √ τ ≤ 1 is, the higher is the strength of the quantum business cycle fluctuations, and the lower is the impact of the term f b (x i (t − 1)), on the other hand, in the limit of s → 0 (which leads to √ τ → 0), we have:
where the limit results from the fact that the Gaussian density tends towards the Dirac delta function in the limit, so that, with s → 0, the probability distribution, resulting from the quantum game configuration, becomes increasingly more peaked around the mean F (x i (t − 1)) tending towards the Dirac distribution.
In Fig. 1 , we show, for ε = 0, m = 0, a section of the classical chaotic map's bifurcation diagram in comparison to the quantum game's bifurcation diagram for a single company and γ = 0. The immediate striking feature is the presence of periodic windows in the classical cubic map, which are absent in the quantum game's bifurcation structure.
Thus, for ε = 0, we may look at s → 0, in terms of an approach to the classical limit, leading to a process of creation of periodic windows in a chaotic region. In a noise-like approach, one would have the reverse interpretation: that of the destruction of chaotic windows through quantum fluctuations.
There's a subtle difference between the two interpretations, linked to how one interprets systemic stochasticity. In the present case, all stochasticity is an "endogenous" systemic effect, in the sense that it results from a quantum adaptive systemic dynamics of the economic system, which is formalized in terms of the quantum game.
The classical limit does not "erase" the stochastic behavior for all of the model's parameters, since the deterministic dynamics is chaotic, understanding, by chaos, stochasticity in a deterministic systemic dynamics, this is shown in Fig. 2 's bifurcation diagrams for the classical deterministic economic dynamics of a single company (fitness and equilibrium price), with model parameters ε = 0 and m = 0. In blue is the bifurcation structure for an initially positive fitness and in red is the bifurcation structure for an initially negative fitness.
Regarding the financial returns' dynamics, in Eq. (14), there are two sources of financial fluctuations: the value investors and the arbitrageurs. The value investors are assumed to be in a proportion of (1 − ε A ), while the arbitrageurs are assumed to be in a proportion of ε A , r 0 being a fixed returns parameter.
Arbitrage leads to a coupling to a company-specific mean-field
, where δ A stands for an arbitrage threshold and N i,δ A is the number of companies that satisfy the condition:
This local mean-field specification for each company results from the assumption that arbitrageurs localize companies that are within a closed ball, in terms of fitness distance, from the company being evaluated and, then, they enact in the market a trading dynamics leading companies towards a returns synchrony with all the companies in the closed ball, such that if a company has N i,δ A neighbors within a closed ball, then, that company's returns should not differ too much from the mean fitness field of those neighbors, otherwise there would be mispricings. Therefore, instead of assuming, top-down, a law of one price, we have a property of one price that can be addressed as a systemic property resulting from the adaptive strategies of arbitrageurs.
The last element in the model is the financial intrinsic time parameter τ i (t) expressed in the units of squared returns per fitness which, multiplied by x i (t), expresses a rescaling from the business cycle time intrinsic time lapse τ (measured in units of fitness), by an intrinsic financial time lapse of τ i (t), such that the standard-deviation of the terms τ i (t)x i (t) is √ τ i τ = τ i (t)γ, which is equivalent to a financial volatility component expressed in units of returns. The returns intrinsic time is expressed in terms of a product of the business cycle intrinsic time by the intrinsic time of the financial market dynamics, resulting from the way in which the traders adaptively process volatility risk, which explains the round dependence in τ i (t). If the time lapse τ i (t) increases (intrinsic time dilation), the financial volatility increases, on the other hand, if the time lapse decreases (intrinsic time contraction), the financial volatility decreases.
The adaptive processing of risk is given by Eq.(15) which addresses τ i (t) as a volatility factor in terms of: a fixed volatility component (φ 0 φ 1 ), a nonlinear autorregressive component (φ 0 τ i (t)), a stochastic update per sensitivity to economic volatility (φ 1 x i (t) 2 ), an inter-temporal synchronization adaptive term between previous returns' financial volatility and present round's economic volatility. ( τ i (t)x i (t)
2 ), which leads to possibility of positive reinforcement in the financial agents' business risk cognition, such that both manias and panics man ensue in the intrinsic time, and therefore in the volatility dynamics, through sudden bursts and peaks of intrinsic time dilations.
The main result of Eqs. (14) to (18) is that a Globally Coupled Map (GCM) model of an artificial economy and financial market is the classical limit of the quantum game, which also implies that one may address the dynamics in terms of chaotic system perturbed by quantum noise leading to a form of quantum stochastic chaos. However, it must be taken into account that we are dealing with a self-contained model of an artificial economy, which means that we are not dealing with the classical mechanicallyinspired notion of stochastic shock, but rather with an evolutionary approach, based upon a quantum game playing economy, thus, while the model is similar to that of a chaotic map with quantum noise, systemically, we are actually addressing a repeated path-dependent quantum game, with chaotic path dependence in the game equilibrium restrictions.
On the other hand, when we take γ + ε = 1, the result is a Globally Coupled Stochastic Process resulting from the quantum game, with a nonlinear update on average, since, for each company, the round t's wave function is now given by:
For the case with ε = 0 and γ = 1, we obtain a Gaussian i.i.d. stochastic process as the result of the repeated quantum game for the companies' fitness dynamics. For this model, financial turbulence, identified by volatility clustering, expressing intermittency, comprised of laminar periods interrupted by turbulent bursts Voit, 2001) , is present in the microscopic (individual company) financial returns' dynamics, a result that holds, even in the spatially decoupled (ε = 0), value-investor driven (ε A = 0) dynamics, both in the classical limit with s → 0 (Fig. 3) as well as in the Gaussian i.i.d. (Fig. 4) case of γ = 1, which shows evidence of very large jumps that stand out at different scales of absolute returns' variation.
In order to characterize the scaling properties of turbulent processes, it is useful to apply an analysis of the distribution of geometric singularities, in the form of the Large Deviation Spectrum (LDS) of the local coarse-grained Hölder exponents.
Given a signal g(t) of length T , and dividing the temporal interval [0, T ] in sub-intervals of size δ k = b −k T , the local coarse-grained Hölder exponent, associated to the subinterval (t i , t i + δ k ) is defined as (Calvet and Fisher, 2002) :
this operation generates a sequence {α(t i , δ k )}, of N k local coarse-grained exponents, which constitute geometric measurements on the scaling of the local variability of the signal, at a scale of δ k . For discrete time processes, there is a lower-bound resolution δ min , such that the process' dynamical geometry can only be addressed in terms of a finite number of scales. The LDS can be obtained from a statistical analysis of the estimated Hölder exponents, such that if α min and α max are, respectively, the minimum and maximum values for the coarse-grained Hölder exponents, obtained from the local geometric analysis, then, one can introduce an interval [α min , α max ] , by dividing this interval into small subintervals of length ε, and denoting by N ε k (α), the number of coarse-grained exponents contained in (α, α + ε], the following limit constitutes a normalized probability density of local Hölder exponents which is called the Large Deviation Spectrum (Calvet and Fisher, 2002; Mandelbrot et al., 1997) :
The traditional method to compute this spectrum is based upon a histogram computation which leads to problems, especially in what regards the choice of the partition, the Fraclab software, which is the one that is used here, for fractal and multifractal analysis, overcomes this difficulty by working with an alternative method that calculates smooth kernels, producing more accurate results than the Legendre spectra and allowing one to work with processes that differ from the multiplicate processes, since the spectrum estimation procedure also produces robust results in such cases (Gonçalves and Gonçalves, 2008) . While Mandelbrot considered that turbulence might be addressed through geometric constructs the author called multifractals Mandelbrot, 1997) , that may be characterized by fixed LDS, in nonlinear evolutionary processes that do not assume ex-ante fixed LDS in turbulent dynamics, there may emerge multifractal signatures without there being a fixed multifractal spectrum, that is, a fixed multifractal spectrum may be of limited validity, in particular, in what regards turbulence in evolutionary complex systems, since the multifractal signatures may emerge from turbulence without any pre-fixed or even stable spectrum.
Thus, for instance, considering the classical limit dynamics shown in Fig. 3 , we have divided a single company's 1,000,000 simulated data points, for the same parameters as those of Fig. 3 , in 100 sequential subsamples of 10,000 data points and estimated the spectra for each of these. In Fig. 5 are the results of this simulation.
One can see several features of spectra instability and scaling anomalies. First of all, in regards the maximum of the concave curve, the dynamics fluctuates between maxima close to 0.4 (which happens more frequently) and maxima closer to 0.5 (less frequent).
Many of the spectra show scaling for Hölder exponents larger than 1, a phenomenon that takes place in turbulent processes such as the observed turbulence and magnetic field intermittence in plasma sheets (Vörös et al., 2003) . In the current model, this scaling is a feature of the dynamics of clustering volatility in which longer (chronological) temporal scales tend to show higher intrinsic time turbulence than shorter (chronological) temporal scales. Furthermore, the spectra, for which α max is greater than 1, show a plateau or even a concave hump in that region, which is indicative of superposition of multiple LDS spectra, a feature that Fraclab's estimation method is able to capture.
The possibility of a superposition with a second spectrum, in the region of larger than 1 exponents, is an emergent feature of the turbulent nonlinear dynamics. Furthermore, not all spectra show such a superposition or scaling in that region. The spectra amplitudes, in Fig. 5 , also vary considerably. Therefore, there is no evidence of a unique stationary multifractal scaling. The evidence supports the hypothesis that the LDS scaling emerges from the turbulence itself, which, in turn, results from the financial intrinsic time nonlinear dynamics, with non-unique multiple scaling patterns, in striking contrast to single multifractal scaling multiplicative cascades.
A second issue, regards the variable dynamics of the kurtosis parameter. Using the software R, we estimated ,000 data points with initial 1,000,000 data points. The 100 spectra were estimated for 100 consecutive sub-samples of 10,000 data points.
the type 2 kurtosis for each of the 100 sequential subsamples. In Fig. 6 , it can be seen that the kurtosis is also not stable, and that the financial returns' distribution shows higher excess kurtosis in some periods. The kurtosis sequence itself shows evidence of turbulence. Intermittent kurtosis with peaks are associated with periods of increased tail risk. For the case of γ = 1, addressed in Fig. 4 , the turbulence comes from the volatility nonlinear dynam- ics, however, the resulting extreme pattern of jumps and irregularities lead to a spectrum that does not change in shape through shuffling. Indeed, as shown in Fig. 7 , the spectrum estimated for a Netlogo simulation with the same parameters as that of Fig. 4 , coincides excatly with the shuffled spectrum. The shuffling was done through R software's "sample()" function, and this function was applied four times until the autocorrelations and partial autocorrelations were all within the confidence bounds, thus, erasing all linear lag dependences. The coincidence between the spectra is evidence favorable to the emergence of a more stable pattern of irregularities, which is conserved even through shuffling. This is explained by the fact that the evolutionary volatility dynamics produces such a strongly turbulent pattern that the characteristics of this pattern are unchanged even despite the shuffling which effectively changes the underlying process from the nonlinear evolutionary quantum game optimization restrictions which give rise to the turbulent patterns.
The spectrum shows a maximum for α > 1, which is the result of the higher jumps and tail risk that characterizes this system's dynamics. The classical limit of the deterministic case, on the other hand, does not possess such stability, since applying the same shuffling procedure to the deterministic case does change the spectrum as shown in Fig. 8 , which is explained by the strong deterministic nonlinearities associated with the chaotic dynamics. Varying dynamical scaling is also found for the model with spatial coupling and arbitrage, being observable at a portfolio level. Indeed, assuming that each company has the same number of stocks, the relative market value for the i-th company reduces to:
the (arithmetic) returns on a portfolio with weights proportional to market value are given by the weighted average:
A striking example of varying dynamical scaling for r p (t) can be found by estimating the regularization dimension, implemented within Fraclab 1 , on subsample sequences of an original series of r p (t). As can be seen in Table 1 ., for 100 sequential subsamples of 3,000 data points each, taken from different simulations of the model, both in the fully deterministic case (γ = 0) as well as in the case of γ = 0, the dimensions are Table 1 Mean Regularization Dimension calculated for 100 subsamples of 3,000 data points, resulting from simulations of 300,000 steps after 200,000 having been removed for transients, with the general parameters: φ 0 = 0. not stable, instead, even though the dispersion is small (Table 1) , the series of 100 sequential dimensions in each case fluctuates, following an approximately normal distribution (Table 2 ). The mean dimensions are situated in the interval between 2.5 and 2.6 (Table 1) , however, given the dispersion and sample size, they are sufficiently different to reject the null hypothesis of the ANOVA test (Table 3) . Without arbitrage coupling (ε A = 0) the mean dimension for γ = 0 is higher than for γ = 0.005, and the mean difference is statistically significant at the 1% level (Table 4) , which means that the evidence is favorable to the game's quantum fluctations affecting the system's dynamics in comparison to the classical limit, leading to lower, on average, regularization dimensions. The presence arbitrage coupling ε A , also significantly lowers (in the statistical sense) the mean dimensions, for both γ = 0 and γ = 0.005. Indeed, when γ = 0.005, the mean dimension for ε A = 0 is higher than that of ε A = 0.1, and the mean difference is statistically significant at the 1% level, the same taking place when γ = 0, for ε A = 0 and ε A = 0.1 (Table 4) . However, when ε A = 0.1, the two couplings γ = 0 and γ = 0.005 no longer lead to statistically significant differences between the mean regularization dimensions.
Another relevent result, on the scaling properties of the portfolio's financial dynamics, regards the powerlaw scaling that can be found in the autocorrelation function of the absolute returns. In Fig. 9 , are shown the log-log plots for the autocorrelation functions of the portfolio's absolute returns, after removing all autoregressive memory (AR-filtering), for two Netlogo simulations of the economy, for γ = 0.001, with low arbitrage coupling (ε A = 0.1) and high arbitrage coupling (ε A = 0.8). In both cases, we see the presence of power-law scaling, such that, even with high arbitrage, the quantum artificial economy leads to turbulent microscopic and macroscopic financial dynamics, with short memory in the returns and long memory in the volatility. Furthermore, the higher arbitrage coupling leads to an estimated slower decay in the power-law (power law exponent of −0.61159 against −0.9682 for the case of ε A = 0.1), and, therefore, to longer memory in volatility.
Long memory in the portfolio's volatility is a marker of turbulent financial macroscopic dynamics, which, in the present case, is linked to the synchronization in microscopic volatility, which, in turn, leads to concentration risk at the portfolio level (Lütkebohmert, 2009 ). Measuring such microscopic volatility in terms of the absolute logarithmic returns of each company's shares, the spatial standard deviation σ space (t) := [
1 2 provides for a measure of volatility dispersion in the system. The dynamics of σ space (t), both for low and high arbitrage coupling, can be approached as a noise-like process with U-shaped spectrum 2 as can be seen in Fig. 10 . This result approaches volatility from the effects, that is, from a market calculable volatility measure of the absolute returns, in the present model, however, one can approach volatility at the level of its systemic causality, from the notion of intrinsic time, therefore, one may calculate another macroscopic quantity which is the mean market system intrinsic time gap between each round measured by:
In Fig. 11 , we can see the resulting spectral analysis from two Netlogo simulations of the model. While the sequence of τ M arket (t) shows evidence of the typical turbulence, as addressed by Mandelbrot in regards to the financial system's intrinsic time dynamics problem Mandelbrot, 1997; Mandelbrot and Hudson, 2004) , the resulting power spectrum, converted to decibels, also shows the U-shaped structure, with the dominance of the low frequencies and high frequencies. In the current artificial economy, U-shaped spectral structures in the decibel scale arise within the coevolutionary process between business dynamics and financial dynamics and may be linked to a "Doppler"-like effect in a risk contamination dynamics, taking place in the financial intrinsic time rhythms, which leads to a short range acceleration of volatility (intrinsic time dilation) with the proximity of an anticipated risk event and, at the same time, a sort of trailing echo or kept memory of "passed by" market events.
Conclusion
An elementary artificial economy was proposed, showing how economic evolutionary dynamics coevolving with a financial market comprised of value investors and arbitrageurs is able to make emerge turbulent patterns and varying (multi)scaling signatures, power-law decay in volatility and non-trivial power spectra. Conceptually, the model integrates the four conceptual building block problems reviewed in the introduction, addressing the coevolution of finance and economy from a bottom-up approach.
In the model, turbulent volatility dynamics is linked to financial market time which, in turn, is linked to the financial processing of business cycle risk for each company, thus, the model provides for a direct bridge between the concepts of economics and financial theory, towards a better understanding and illustration of financial market processes and their interplay with business-level economic evolution.
The model integrates, into a single framework, different concepts coming from economics and financial theory through a combination of evolutionary quantum game theory and nonlinear economic dynamics modelling traditions, allowing for both chaotic dynamics and quantum fluctuations to be addressed within a single artificial economy. The main goal of the proposal was, first, to address the need for integrated models of economies and financial markets in order to understand market economies' dynamics and the interplay between the financial problems and the real economy, second, to show how chaos theory and quantum game theory can be operationalized within an approach to a joint evolutionary financial and business economics' framework.
