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Abstract. Various characterizations of unbounded closed densely defined
operators commuting with the spectral measures of their moduli are
established. In particular, Kaufman’s definition of an unbounded quasi-
normal operator is shown to coincide with that given by the third-named
author and Szafraniec. Examples demonstrating the sharpness of results
are constructed.
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1. Introduction
The class of bounded quasinormal operators was introduced by Brown in [3].
Two different definitions of unbounded quasinormal operators appeared inde-
pendently in [15] and (a few years later) in [21]. In the present paper we show
that both of these definitions coincide (cf. Theorem 3.1). We also discuss the
question of whether the equality in Kaufman’s definition of quasinormality
can be replaced by inclusion. It is shown that the answer is in the affirmative
if the inclusion is properly chosen (cf. Theorem 3.1 and Remark 3.2). Next,
we characterize quasinormality of unbounded operators in terms of the trun-
cated operator Stieltjes moment problem [cf. Theorem 3.6(iv)]. This part of
the paper is inspired by a result of Embry which characterizes quasinormality
of bounded operators by means of the operator Stieltjes moment problem (cf.
[9, page 63]). Yet another characterization of quasinormality of unbounded
operators is given in Theorem 3.6(v). It states that a closed densely defined
operator C is quasinormal if and only if the equality C∗nCn = (C∗C)n holds
for n = 2, 3. In the case of bounded operators, this characterization has been
known for specialists working in this area since late 1980s (recently it has
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been published in [14, Proposition 13]; unfortunately, this paper contains
several errors). The proof of Theorem 3.6 is essentially more advanced and
requires the use of the technique of bounded vectors. That the single equality
C∗nCn = (C∗C)n does not imply the quasinormality of C is elucidated by
Examples 5.1, 5.3 and 5.5. The first example is related to Toeplitz operators
on the Hardy space H2, while two others are linked to weighted shifts on a
directed tree with one branching vertex of valency 2. Example 5.3 enables
us to construct a bounded injective non-quasinormal composition operator
C on an L2 space over a σ-finite measure space such that (C∗C)2 = C∗2C2
(cf. Remark 5.4). Example 5.5 shows how to separate (with respect to n) the
classes of operators C satisfying the equality C∗nCn = (C∗C)n. In Example
5.6 we construct a quasinormal operator C such that C∗n  (Cn)∗ for every
n  2. In Sect. 4 we show that closed densely defined operators C which sat-
isfy the equality C∗2C2 = (C∗C)2 and have closed squares, are paranormal
(cf. Theorem 4.1). As a consequence, operators constructed in Examples 5.1,
5.3 and 5.5 are instances of bounded injective paranormal operators which are
not hyponormal (see the first paragraph of Sect. 5). The paper concludes with
an appendix discussing orthogonal sums of unbounded operators. Moreover,
two open problems are formulated (cf. Problems 2.3 and 3.9).
In what follows N, Z+ and R+ stand for the sets of positive integers,
nonnegative integers and nonnegative real numbers respectively. Denote by
B(X) the σ-algebra of all Borel subsets of a topological space X. Let A
be an operator in a complex Hilbert space H (all operators considered in
this paper are linear). Denote by D(A), N(A), R(A), A∗, Ā and σ(A) the
domain, the kernel, the range, the adjoint, the closure and the spectrum of A
(in case they exist) respectively. Set D∞(A) =
⋂∞
n=0 D(A
n). In what follows,
we write C∗n in place of (C∗)n. A vector subspace E of D(A) is said to be a
core for A if E is dense in D(A) with respect to the graph norm of A. If A is
closed, then E is a core for A if and only if A = A|E , where A|E stands for
the restriction of A to E . A closed densely defined operator A has a (unique)
polar decomposition A = U |A|, where U is a partial isometry on H such that
N(U) = N(A) and |A| is the square root of A∗A (cf. [25, Theorem 7.20]). If
A and B are two operators in H such that the graph of A is contained in the
graph of B, then we write A ⊆ B or B ⊇ A. In what follows, B(H) stands
for the C∗-algebra of all bounded operators A in H such that D(A) = H.
Denote by I the identity operator on H. Recall that a closed densely defined
operator N in H is normal if N∗N = NN∗. If N is a normal operator, then
its spectral measure, denoted here by EN and usually defined on B(σ(N)),
can be thought of as a spectral Borel measure on any fixed closed subset of C
containing σ(N). In any case, the closed support of such measure coincides
with σ(N). For this and other facts concerning unbounded operators we refer
the reader to [2,25].
2. Commutativity
In this section we discuss the question of commutativity of a bounded nor-
mal operator with an unbounded closed operator. Though this is a more
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general approach than we need in this paper, the question itself seems to be
of independent interest.
Given F ⊆ B(H), we write F ′ = {T ∈ B(H) : ∀A ∈ F , TA = AT} and
F ′′ = (F ′)′. If A is an operator in H, then we set
Cs(A) = {T ∈ B(H) : TA ⊆ AT and T ∗A ⊆ AT ∗}.




φ dEN to φ(N) (cf. [2]). If A is an operator in H such that
EN (Δ)A ⊆ AEN (Δ) for every Δ ∈ B(σ(N)), then we write ENA ⊆ AEN .
Lemma 2.1. Let A be a closed operator in H and N be a normal operator in
H. Consider the following three conditions:
(i) NA ⊆ AN and N∗A ⊆ AN∗,
(ii) ENA ⊆ AEN ,
(iii) φ(N)A ⊆ Aφ(N) for every bounded complex Borel function φ on σ(N).
Then the conditions (ii) and (iii) are equivalent. Moreover, if N is bounded,
then the conditions (i), (ii) and (iii) are equivalent.
Proof. Assume (ii) holds. For h ∈ H, we set μh = 〈EN (·)h, h〉. Take
f ∈ D(A). Suppose φ is a bounded complex Borel function on σ(N).
Then clearly φ ∈ L2(μf + μAf ). By [19, Theorem 3.13], there exists a




|φ − sn|2d(μf + μAf ) = 0. Hence, we have
‖φ(N)f − sn(N)f‖2 =
∫
σ(N)
|φ − sn|2 dμf → 0 as n → ∞,
‖φ(N)Af − sn(N)Af‖2 =
∫
σ(N)
|φ − sn|2 dμAf → 0 as n → ∞.
Since, by our assumption, sn(N)A ⊆ Asn(N) for all n  1, we deduce that
sn(N)f → φ(N)f and A(sn(N)f) → φ(N)Af as n → ∞. This and the
closedness of A imply (iii). The implication (iii)⇒(ii) is obvious.
Now suppose N is bounded and (i) holds. Since A is closed, Cs(A) is
a von Neumann algebra with unit I. By assumption N ∈ Cs(A) and thus
Cs(A) contains the von Neumann algebra W∗(I,N) generated by I and N .
By von Neumann’s double commutant theorem1, W∗(I,N) = {N,N∗}′′.
Since EN (B(σ(N))) ⊆ {N,N∗}′′, we get (ii). The implication (iii)⇒(i) is
obvious. This completes the proof. 
Remark 2.2. Regarding Lemma 2.1, we note that by approximating φ by
polynomials in two complex variables z and z̄ and arguing as in the proof
of (ii)⇒(iii), we can show that (i)⇒(ii). It is worth pointing out that if A is
closed and densely defined and σ(A) = C, then Lemma 2.1 remains true if
one drops the assumption that N∗A ⊆ AN∗. Indeed, the inclusion NA ⊆ AN
implies that (λ − A)−1N ⊆ N(λ − A)−1 for any fixed λ ∈ C\σ(A), and thus
by the Fuglede theorem, for each bounded complex Borel function φ on σ(N),
1 In fact, by the Fuglede theorem {N, N∗}′′ = {N}′′.
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(λ−A)−1φ(N) = φ(N)(λ−A)−1, which in turn implies that φ(N)A ⊆ Aφ(N)
(in particular, N∗A ⊆ AN∗).
The above remark suggests the following problem which is related to
the Fuglede theorem.
Problem 2.3. Let A be a closed operator in H and N be a bounded normal
operator in H such that NA ⊆ AN . Is it true that N∗A ⊆ AN∗?
Now we consider the issue of commutativity of an unbounded operator
with a spectral measure of a positive selfadjoint operator.
Lemma 2.4. Let A be a closed operator in H and R be a positive selfadjoint
operator in H. Then the following conditions are equivalent:
(i) ERA ⊆ AER,
(ii) (I + R)−1A ⊆ A(I + R)−1,
(iii) φ(R)A ⊆ Aφ(R) for every bounded complex Borel function φ on σ(R).
Proof. (i)⇒(ii) Apply Lemma 2.1 with φ(x) = 11+x .
(ii)⇒(i) Set N = (I +R)−1 and note that N ∈ B(H). Applying Lemma
2.1, we see that ENA ⊆ AEN . Since R and N are positive and selfadjoint,
we may (and do) regard ER and EN as spectral Borel measures on R+. Let
φ : [0,∞) → (0, 1] be the homeomorphism given by φ(x) = 11+x for x ∈ [0,∞).







t ER ◦ φ−1(dt),
where ER◦φ−1 is the spectral measure given by (ER◦φ−1)(Δ) = ER(φ−1(Δ))
for Δ ∈ B((0, 1]). By the uniqueness assertion in the spectral theorem, this
implies that EN (Δ) = ER(φ−1(Δ ∩ (0, 1])) for all Δ ∈ B(R+), and thus
ER(Δ) = ER(φ−1(φ(Δ))) = EN (φ(Δ)), Δ ∈ B(R+).
This and the fact that EN (Δ)A ⊆ AEN (Δ) for all Δ ∈ B(R+) yield (i).
(i)⇔(iii) Apply Lemma 2.1. 
3. Quasinormality Revisited
Following [21] (see [3, Lemma 4.1] for the bounded case) we say that a closed
densely defined operator C in H is quasinormal if C commutes with E|C|,
i.e., E|C|C ⊆ CE|C|. By [21, Proposition 1], a closed densely defined operator
C in H is quasinormal if and only if U |C| ⊆ |C|U , where C = U |C| is the
polar decomposition of C. It is well-known that quasinormal operators are
always subnormal and that the reverse implication does not hold in general.
For more information on quasinormal operators we refer the reader to [3,7],
the bounded case, and to [21,16], the unbounded one. Our aim in this section
is to show that the above definition of quasinormality coincide with the one
given by Kaufman in [15] [see condition (ii) below]. In fact, we prove that the
equality in Kaufman’s definition can be replaced by inclusion (see condition
(i) below). Recall that if C is a closed densely defined operator in H, then
C∗C is a positive selfadjoint operator (cf. [2, Section 4.5]).
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Theorem 3.1. Let C be a closed densely defined operator in H. Then the
following conditions are equivalent:
(i) CC∗C ⊆ C∗CC,
(ii) CC∗C = C∗CC,
(iii) (I + C∗C)−1C ⊆ C(I + C∗C)−1,
(iv) E|C|C ⊆ CE|C|.
Proof. (i)⇒(iii) It follows from (i) that C(I + C∗C) ⊆ (I + C∗C)C. This
implies that (I + C∗C)−1C(I + C∗C) ⊆ C, which yields (iii).
(iii)⇒(iv) Apply [2, Theorem 5.4.10] and Lemma 2.4 to the function
φ(x) = χΔ(
√
x), where χΔ is the characteristic function of a set Δ ∈ B(R+).
(iv)⇒(ii) Let C = U |C| be the polar decomposition of C. By [21, Propo-
sition 1] and [18, Lemma 2.2], we have U |C| = |C|U , which implies that
CC∗C = U |C|3 = |C|2U |C| = C∗CC.
(ii)⇒(i) Evident. 
Remark 3.2. It is worth mentioning that the inclusion C∗CC ⊆ CC∗C,
which is opposite to the one in Theorem 3.1(i), do not imply quasinormal-
ity. To see this, take a nonzero closed densely defined operator C such that
D(C2) = {0} (see [17,5] for the case of symmetric operators, or [4,13] for
the case of hyponormal composition operators). Then D(C∗CC) = {0} and
thus C∗CC ⊆ CC∗C. However, C is not quasinormal. Indeed, otherwise, by
Theorem 3.1, C∗CC = CC∗C = U |C|3, which implies that C∗CC is densely
defined, a contradiction.
To prove Theorem 3.6, which is one of the main results of this paper,
we need three preparatory lemmas.
Lemma 3.3. If C is a closed densely defined operator in H, then H∞ ⊆
D∞(C∗C) and (I + C∗C)H∞ = H∞, where H∞ =
⋃∞
n=1 R(E|C|([0, n])).
Proof. Set R = C∗C and Hn = R(E|C|([0, n])) for n ∈ N. Fix n ∈ N. It is
clear that Hn = Hn and Hn ⊆ D(R). By [2, Theorem 6.3.2], the space Hn
reduces R, and thus Hn ⊆ D∞(R). By the closed graph theorem (or via [2,
Chapter 5]), the operator Rn := R|Hn is bounded. Since Rn is positive, we
deduce that (I+Rn)−1 ∈ B(Hn) and consequently (I+R)Hn = R(I+Rn) =
Hn. This completes the proof. 
Lemma 3.4. If C is a closed densely defined operator in H and n ∈ Z+, then
(i) (C∗C)n ⊆ C∗nCn if and only if (C∗C)n = C∗nCn,
(ii) (C∗C)n ⊆ (Cn)∗Cn if and only if (C∗C)n = (Cn)∗Cn provided Cn is
densely defined,
(iii) if (C∗C)n = C∗nCn, then (C∗C)n = (Cn)∗Cn.
Proof. (iii) Observe that the operator (C∗C)n is selfadjoint (see e.g., [25,
Theorems 7.14 and 7.19]). Since (C∗C)n = C∗nCn, we see that Cn is densely
defined and consequently (C∗C)n ⊆ (Cn)∗Cn. As selfadjoint operators are
maximal symmetric and (Cn)∗Cn is symmetric, we get (C∗C)n = (Cn)∗Cn.
Similar argument can be used to prove (i) and (ii). 
140 Z. J. Jabloński et al. IEOT
Lemma 3.5. If C is a quasinormal operator in H, then
(C∗C)n = C∗nCn = (Cn)∗Cn, n ∈ Z+. (3.1)
Proof. Let C = U |C| be the polar decomposition of C. By [18, Lemma 2.2],
we have U |C| = |C|U . First we show that
|C|k = U∗|C|kU, k ∈ N. (3.2)
Indeed, it follows from U |C| = |C|U that U |C|k = |C|kU for all k ∈ N. Since
U∗U is the orthogonal projection of H onto R(|C|), we get |C|k = U∗U |C|k =
U∗|C|kU for all k ∈ N, which yields (3.2).
Using induction on n  1, we will show that the left-hand equality in
(3.1) holds. Clearly it is valid for n = 1. Assuming it holds for a fixed n  1
and noting that (U |C|)∗ = |C|U∗, we get
C∗(n+1)Cn+1 = C∗(C∗nCn)C = C∗(C∗C)nC = (U |C|)∗|C|2nU |C|
= |C|(U∗|C|2nU)|C| (3.2)= |C||C|2n|C| = (C∗C)n+1,
which proves our claim. Applying Lemma 3.4(iii) completes the proof. 
Now we are ready to prove the afore-mentioned characterization of
quasinormal operators. In the case of bounded operators the equivalences
(i)⇔(ii)⇔(iii) have been proved by Embry in [9, page 63], and the implica-
tion (v)⇒(i) can be found in [14].
Theorem 3.6. Let C be a closed densely defined operator in H. Then the
following conditions are equivalent:
(i) C is quasinormal,
(ii) C∗nCn = (C∗C)n for every n ∈ Z+,




xnE(dx), n ∈ Z+,




xnE(dx), n ∈ {1, 2, 3},
(v) C∗nCn = (C∗C)n for n ∈ {2, 3}.
Before proving Theorem 3.6 we make a remark.
Remark 3.7. By Lemma 3.4(i), Theorem 3.6 remains valid if the equality in
(ii) and (v) is replaced by the inclusion “⊇”. This is not the case for “⊆”. To
see this, it is enough to consider a nonzero closed densely defined operator C
such that D(C2) = {0} (consult Remark 3.2).
Proof of Theorem 3.6. Note that the uniqueness of E in (iii) and (iv) follows
from the equality C∗C =
∫
R+
xE(dx) and the spectral theorem. In both cases
E = EC∗C .
(i)⇒(ii) Apply Lemma 3.5.
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(ii)⇒(iii) By the multiplicative property of spectral integral (cf. [25,
Theorem 7.19]), E = EC∗C meets our requirements.
(iii)⇒(iv) Evident.
(iv)⇒(v) This follows from the multiplicative property of spectral inte-
gral and the equality E = EC∗C .
(v)⇒(i) By (v), we have
C∗2CC∗C2 = C∗(C∗C)2C = C∗3C3 = (C∗C)3,
C∗CC∗2C2 = (C∗C)3, C∗2C2C∗C = (C∗C)3.
(3.3)
The penultimate equality yields D((C∗C)3) ⊆ D(C∗C2 − CC∗C). Thus, we
have
‖(C∗C2 − CC∗C)f‖2 = 〈C∗2CC∗C2f, f〉 − 〈C∗CC∗2C2f, f〉
−〈C∗2C2C∗Cf, f〉 + 〈(C∗C)3f, f〉 (3.3)= 0
for every f ∈ D((C∗C)3), which implies that
C∗C2f = CC∗Cf, f ∈ D((C∗C)3).
Therefore this leads to
C(I + C∗C)f = (I + C∗C)Cf, f ∈ D((C∗C)3).
Since I + C∗C is injective and (I + C∗C)−1 ∈ B(H), we deduce that
(I + C∗C)−1C(I + C∗C)f = Cf
= C(I + C∗C)−1(I + C∗C)f, f ∈ D((C∗C)3).
Applying Lemma 3.3, we obtain
(I + C∗C)−1(C|H∞) = C(I + C∗C)−1|H∞ ⊆ C(I + C∗C)−1. (3.4)
It is well-known that H∞ is a core for |C| (see e.g., [23, Proposition 4]).
Since the domains of C and |C| are equal and the graph norms of C and |C|
coincide, we deduce that H∞ is a core for C. This combined with (3.4) yields
(I + C∗C)−1C = (I + C∗C)−1 C|H∞ ⊆ C(I + C∗C)−1.
By Theorem 3.1 this completes the proof. 
The following corollary can be viewed as a special case of [18, Proposi-
tion 9.1]. Our proof is different, less involved and much shorter.
Corollary 3.8. If C is a quasinormal operator, then for every n ∈ Z+, Cn is
a quasinormal operator.
Proof. Since quasinormal operators are subnormal, we infer from [20, Propo-
sition 5.3.] that Cn is closed. By [21, Proposition 5], Cn is densely defined.
Fix k ∈ Z+. It follows from Theorem 3.6 that (Cn)∗k(Cn)k ⊇ C∗nkCnk =
(C∗C)nk. Since (Cn)∗k(Cn)k is symmetric and (C∗C)nk is selfadjoint, we get
(Cn)∗k(Cn)k = (C∗C)nk. (3.5)
Similarly, we see that ((Cn)∗Cn)k ⊇ (C∗nCn)k = (C∗C)nk. Since the opera-
tor ((Cn)∗Cn)k is symmetric (in fact selfadjoint) and the operator (C∗C)nk
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is selfadjoint, we get ((Cn)∗Cn)k = (C∗C)nk. This, (3.5) and Theorem 3.6
imply that Cn is quasinormal. 
In view of Lemma 3.5 and Theorem 3.6, the following problem arises.
Problem 3.9. Is it true that, if C is a closed operator in H such that C3 is
densely defined and2 (C∗C)n = (Cn)∗Cn for n ∈ {2, 3}, then C is quasinor-
mal?
4. More on (C∗C)2 = C∗2C2
Regarding Theorem 3.6, it is tempting to ask the question whether the con-
dition (v) can be replaced by the single equality (C∗C)2 = C∗2C2 without
affecting the conclusion. Though, the answer is in the negative (cf. Sect. 5),
operators satisfying this equality are often paranormal (see Theorem 4.1 and
Corollary 4.2 below). Recall that an operator C in H is said to be paranormal
if ‖Cf‖2  ‖C2f‖‖f‖ for all f ∈ D(C2). We refer the reader to [8] for exam-
ples of unbounded paranormal operators with pathological properties related
to closability (in particular, paranormal operators may not be closable).
Theorem 4.1. Let C be a closed densely defined operator in H such that
(C∗C)2 = C∗2C2. (4.1)
Then the following assertions hold:
(i) D(|C|2) ⊆ D(C2), the operator C2|D(|C|2) is closed and D(|C|4) is a
core for C2|D(|C|2),
(ii) ‖Cf‖2  ‖C2f‖‖f‖ for all f ∈ D(|C|2),
(iii) C2 is closed if and only if D(C2) ⊆ D(|C|2),
(iv) C is paranormal if and only if C2 is closed.
Proof. It follows from (4.1) that D(|C|4) ⊆ D(C2). First we show that the
operator C2|D(|C|4) is closable and
D(|C|2) = D(C2|D(|C|4)). (4.2)
Indeed, it follows from (4.1) that
‖|C|2|D(|C|4)f‖ = ‖C2|D(|C|4)f‖ for all f ∈ D(|C|4). (4.3)
Since |C|2 is closed, the operator |C|2|D(|C|4) is closable. This and (4.3) imply
that C2|D(|C|4) is closable. Applying (4.3) again and the fact that D(|C|4) is
a core for |C|2 (see e.g., [2, Theorem 4.5.1]), we get (4.2).
Continuing the proof, we deduce from the Cauchy-Schwarz inequality
that
‖Cf‖2 = 〈|C|2f, f〉  ‖|C|2f‖‖f‖ (4.3)= ‖C2f‖‖f‖, f ∈ D(|C|4). (4.4)
Take f ∈ D(|C|2). Since D(|C|4) is a core for |C|2, there exists a sequence
{fn}∞n=1 ⊆ D(|C|4) such that fn → f and |C|2fn → |C|2f as n → ∞. Since,
2 See also Lemma 3.4(ii).
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by (4.3), ‖C2(fn − fm)‖ = ‖|C|2(fn − fm)‖ for all m,n ∈ N, we deduce that
there exists h ∈ H such that
C2fn → h as n → ∞. (4.5)
It follows from (4.4) that
‖C(fn − fm)‖2  ‖C2(fn − fm)‖‖fn − fm‖, m, n ∈ N,
which implies that there exists g ∈ H such that Cfn → g as n → ∞. Since
C is closed and fn → f as n → ∞, we see that f ∈ D(C) and Cfn → Cf as
n → ∞. This combined with (4.5) implies that f ∈ D(C2) (hence D(|C|2) ⊆
D(C2)) and C2fn → C2f as n → ∞. Since, by (4.4), ‖Cfn‖2  ‖C2fn‖‖fn‖
for all n ∈ N, we deduce that (ii) holds. Moreover, because fn → f and
C2|D(|C|4)fn → C2f as n → ∞, and C2|D(|C|4) is closable, we conclude that
f ∈ D(C2|D(|C|4)) and C2f = C2|D(|C|4)f . This means that C2|D(|C|2) ⊆
C2|D(|C|4). Now, by (4.2), C2|D(|C|2) = C2|D(|C|4). This completes the proof
of the assertions (i) and (ii).
(iii) If C2 is closed, then (4.1) and Lemma 3.4(iii) imply that |C|4 =
|C2|2 and consequently |C|2 = |C2|, which yields D(C2) = D(|C2|) = D(|C|2)
(cf. [2, Lemma 8.1.1]). The reverse implication follows from (i).
(iv) If C is paranormal, then, by [22, Proposition 6(iv)], C2 is closed.
The reverse implication is a direct consequence of (ii) and (iii). 
Corollary 4.2. Let C ∈ B(H). If (C∗C)2 = C∗2C2, then C is paranormal.
Recall that the spectral radius and the norm of a bounded paranormal
operator coincide (cf. [10, Theorem 1]). Note also that the converse implica-
tion in Corollary 4.2 does not hold in general. To see this consider a bounded
weighted shift with a nonconstant monotonically increasing sequence of pos-
itive weights.
Corollary 4.3. If C ∈ B(H) is either compact or algebraic, then C is normal
if and only if (C∗C)2 = C∗2C2. In particular, if H is finite dimensional, then
this equivalence holds for every operator C on H.
Proof. Apply [6, Theorem 6.5] in the case of algebraic operators, [10, Theorem
2] in the case of compact operators, and Corollary 4.2 in both cases. 
5. Examples
We begin by showing that the equality (4.1) does not imply the quasinormal-
ity of C. In view of Corollary 4.3, such an operator cannot be constructed in a
finite dimensional space. It is worth mentioning that a hyponormal operator
C ∈ B(H) which satisfies the equality (4.1) must be quasinormal (cf. [9, page
63]). This means that a non-quasinormal operator C ∈ B(H) which satisfies
(4.1) is never hyponormal (though, it is always paranormal, cf. Corollary 4.2).
The first counterexample we present is related to Toeplitz operators.
We refer the reader to [1] and [7] for more information on Toeplitz operators.
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Example 5.1. Let S be the Hardy shift on the Hardy space H2. Let Tϕ
be a Toeplitz operator on H2 with a symbol ϕ ∈ L∞ such that ϕ > 0




ϕ(eit) eit dt = 0. Then Tϕ is a bounded injective positive
operator and S is an isometry which does not commute with Tϕ (because
〈STϕ1, 1〉 = 0 and 〈TϕS1, 1〉 = 0). This implies that the operator C :=
ST
1/2
ϕ is not quasinormal. Remembering that S∗TϕS = Tϕ (cf. [1, Proposition
4.2.3]), we get











Before turning to the next example, we note that a (unilateral or bilat-
eral) weighted shift W which satisfies the equality (W ∗W )2 = W ∗2W 2 is
quasinormal. Going a step further, we can verify that there is no bounded non-
quasinormal injective weighted shift W which satisfies the following equality
(W ∗W )3 = W ∗3W 3
(the details are left to the reader). Passing to more general operators, called
weighted shifts on directed trees, we are able to construct bounded non-
quasinormal injective operators which satisfy (4.1) [or even (5.1)]. First, we
recall necessary definitions and state an auxiliary result which is of some
independent interest in itself (cf. Proposition 5.2).
Suppose T = (V,E) is a directed tree (V and E are the sets of vertices
and edges of T , respectively). If T has a root, we denote it by root. Put
V ◦ = V \{root} if T has a root and V ◦ = V otherwise. For every u ∈ V ◦,
there exists a unique v ∈ V , denoted by par(u), such that (v, u) ∈ E. The
Hilbert space of square summable complex functions on V equipped with the
standard inner product is denoted by 2(V ). For u ∈ V , we define eu ∈ 2(V )
to be the characteristic function of the one-point set {u}. Given a system
λ = {λv}v∈V ◦ of complex numbers, we define the operator Sλ in 2(V ),
which is called a weighted shift on T with weights λ, as follows




λv · f(par(v)) if v ∈ V ◦,
0 otherwise, v ∈ V, f ∈ C
V .
We refer the reader to [11] for more on weighted shifts on directed trees.
Now, we characterize bounded weighted shifts on directed trees satisfy-
ing the equality (S∗λSλ)
n = S∗nλ S
n
λ for a fixed n ∈ Z+.
Proposition 5.2. Let n ∈ Z+. If Sλ ∈ B(2(V )) is a weighted shift on a
directed tree T = (V,E) with weights λ = {λv}v∈V ◦ , then the following two
conditions are equivalent:
(i) (S∗λSλ)
n = S∗nλ S
n
λ,
(ii) ‖Sλeu‖n = ‖Snλeu‖ for all u ∈ V .
Proof. By the polarization identity, (i) holds if and only if ‖|Sλ|nf‖2 =
‖Snλf‖2 for all f ∈ 2(V ). Hence an application of [11, Proposition 3.4.3(iv)]
and [12, Theorem 3.2.2(ii)] completes the proof. 
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The example below deals with weighted shifts on leafless directed trees
with one branching vertex of valency 2 (cf. [11, page 67]).
Example 5.3. Fix κ ∈ Z+ {∞}. Let T2,κ = (V2,κ, E2,κ) be the directed tree
with V2,κ = {−k : k ∈ Jκ}  {0}  {(i, j) : i ∈ J2, j ∈ N} and
E2,κ =
{
(−k,−k + 1): k ∈ Jκ
}  {(0, (i, 1)) : i ∈ J2
}
 {((i, j), (i, j + 1)) : i ∈ J2, j ∈ N
}
,
where Jι = {k ∈ N : k  ι} for ι ∈ Z+  {∞} (the symbol “” denotes
disjoint union of sets). Take α1, α2 ∈ C\{0} such that |α1|2 + |α2|2 = 1. Let
β1, β2 ∈ C\{0} be such that |α1β1|2 + |α2β2|2 = 1 and (1−|β1|)(1−|β2|) = 0





αi if v = (i, 1) with i ∈ J2,
βi if v = (i, j) with i ∈ J2 and j  2,
1 otherwise.
Let Sλ be the weighted shift on T2,κ with weights λ. By [11, Proposition
3.1.8], we see that Sλ ∈ B(2(V2,κ)). It follows from [11, Proposition 8.1.7(ii)]
(applied to u = 0) that Sλ is not quasinormal. However, by Proposition 5.2,
(S∗λSλ)
2 = S∗2λ S
2
λ.
Remark 5.4. It follows from Example 5.3 and [12, Lemma 4.3.1] that there
exists a bounded injective non-quasinormal composition operator C on an L2
space over a σ-finite measure space such that (C∗C)2 = C∗2C2.
Modifying Example 5.3, we will show that for every integer n  2, there
exists a non-quasinormal weighted shift Sλ ∈ B(2(V2,0)) on T2,0 such that
(S∗λSλ)





k = S∗kλ Skλ for all k ∈ {2, 3, . . .}\{n}.
(5.1)
Example 5.5. Take α1, α2, β1, β2 ∈ C\{0} such that |α1|2 + |α2|2 = 1. Define
the system of weights λ = {λv}v∈V ◦2,0 by
λv =
{
αi if v = (i, 1) with i ∈ J2,
βi if v = (i, j) with i ∈ J2 and j  2.
Let Sλ be the weighted shift on T2,0 with weights λ. By [11, Proposition
3.1.8], Sλ ∈ B(2(V2,0)). In view of Proposition 5.2, for every integer l  2,
(S∗λSλ)
l = S∗lλ S
l
λ if and only if |α1βl−11 |2 + |α2βl−12 |2 = 1. In turn, by [11,







, x ∈ (0, 1).




Hence, there exists γn ∈ (0, 1) such that 0 < (n − 1)f(γn)  1. A standard
calculation shows that the function g(x) = γ
x
n−1
n + (2 − γn) xn−1 is strictly
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increasing on [(n − 1)f(γn),∞), and consequently on [1,∞). Now, taking





2 , β1 = γ
1
2(n−1)
n and β2 = (2 − γn)
1













g(n − 1) = α21β2(n−1)1 + α22β2(n−1)2 = 1
whenever k, n  2 and k = n, which means that Sλ satisfies (5.1) and is not
quasinormal (the latter also follows from Lemma 3.5).
Concluding this section, we construct a quasinormal operator C such
that C∗n  (Cn)∗ for every n  2. Recall that, by Lemma 3.5, C∗nCn =
(Cn)∗Cn for every quasinormal operator C and for all n ∈ Z+.
Example 5.6. Let S be an isometry of multiplicity 1 on a complex Hilbert
space M with a normalized cyclic vector e0. Set en = Sne0 for n ∈ N. Then
S∗ken =
{
en−k if k  n,
0 if k > n, k, n ∈ Z+. (5.2)
Put H = ⊕∞j=0 Mj with Mj = M for all j ∈ Z+. Let {rj}∞j=0 be a sequence
in R+. Set C =
⊕∞
j=0 rjS. By Proposition A.1(iii), the operator C is qua-






∗n for every n ∈ Z+. This altogether implies that for every




fj ∈ H :
∞∑
j=0






fj ∈ H :
∞∑
j=0














Hence, by (5.2) and (5.3), we see that {tjen−1}∞j=0 ∈ D((Cn)∗)\D(C∗n) for
all integers n  2. Since C∗n ⊆ (Cn)∗, this shows that C∗n  (Cn)∗ for all
integers n  2.
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Appendix A. Orthogonal Sums
For sake of completeness we sketch the proof of the following facts (cf. [24]).
Proposition A.1. Assume that H = ⊕ω∈Ω Hω is the orthogonal sum of com-
plex Hilbert spaces Hω and C =
⊕
ω∈Ω Cω is the orthogonal sum of operators
Cω in Hω. Then





∗ provided n ∈ N and





ωCω and |C| =
⊕
ω∈Ω |Cω| provided Cω, ω ∈ Ω, are
closed and densely defined,
(iii) C is quasinormal if and only if Cω is quasinormal for every ω ∈ Ω.
Proof. (i) It is well-known that (i) holds for n = 1. Assume that n  2. It








ω) ⊆ D(Cn) for every
finite nonempty set Δ ⊆ Ω. This implies that Cn is densely defined.





∗ ⊆ (Cn)∗. To prove
the reverse inclusion, take g =
∑⊕
ω∈Ω gω ∈ D((Cn)∗) with gω ∈ Hω.
Then there exists c ∈ R+ such that
|〈g, Cnf〉|2  c‖f‖2, f ∈ D(Cn). (A.1)
Hence, |〈gω, Cnωf〉|2  c‖f‖2 for all f ∈ D(Cnω), which implies that






















ω∈Δ ‖(Cnω)∗gω‖2  c for every finite nonempty set







(ii) Clearly C is closed and densely defined. Applying (i) with n = 1,
we get C∗C ⊆ ⊕ω∈Ω C∗ωCω. Hence, by the maximality of selfad-
joint operators, we obtain the first equality in (ii). In view of (i), it
is clear that the operator
⊕





ω∈Ω |Cω|2. Using the maximality of selfadjoint oper-
ators and the first equality in (ii), we obtain the second one.




E|Cω|(Δ), Δ ∈ B(R+).







CωE|Cω|(Δ) = CE|C|(Δ), Δ ∈ B(R+),
148 Z. J. Jabloński et al. IEOT
which shows that C is quasinormal. The reverse implication is obvious
because each Hω reduces C.

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