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Resumen
En el presente trabajo se propone un marco para la teleoperación de ro-
bots industriales antropomórficos que cuenta con elementos de ayuda al
operador en forma de guiado háptico basado en técnicas de planificación
de caminos (path planning) para facilitarle su labor. Incorpora un novedo-
so modelo de correspondencia entre el espacio de trabajo del dispositivo
háptico con el que va a ser comandado y el del robot. Esta correspondencia
tiene en cuenta la posición y orientación de la cámara activa que propor-
ciona el video desde el sitio remoto. Las principales características de este
sistema son:
1. El usuario puede cambiar de cámara activa para incrementar la visi-
bilidad o cambiar las escalas que relacionan los espacios de trabajo
para ajustar la precisión.
2. El usuario experimenta ligeras fuerzas de guiado que lo atraen hacia
el camino planificado y también lo empujan a lo largo del mismo ha-
cia la configuración objetivo, en particular cuando contiene cambios
de configuración.
3. Cuando se alcanzan los limites del espacio de trabajo del dispositivo
háptico o cuando el usuario lo solicita, se calcula la nueva configu-
ración de este dispositivo, desde donde pueda retomar y efectuar la
teleoperación y lo guía hasta ella.
Las ayudas hápticas son generadas a partir de un camino que soluciona
la tarea. Para lo cual se ha desarrollado un planificador que incorpora un
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novedoso algoritmo que es capaz de encontrar caminos realizables tanto
entre obstáculos estáticos como entre móviles o la mezcla de unos y otros.
Las principales características del planificador propuesto en el presente tra-
bajo son:
1. Está basado en un planificador de mapa de carreteras probabilístico
(Probabilistic Roadmap) con evaluación tardía de las colisiones del ca-
mino encontrado.
2. Se reduce la cantidad de muestras que componen el grafo donde se
busca la solución a partir de uno más grande que cubre el espacio de
configuraciones.
3. Cada camino planificado es evaluado y mejorado progresivamente
de forma iterativa, creando un nuevo conjunto de muestras cerca de
los obstáculos cuando la validación de alguna arista falla.
4. Es útil para replanificar cuando están presentes obstáculos móviles o
cuando la configuración inicial cambia, dando siempre como resulta-
do un camino muy cercano al anteriormente válido.
Con esta ayuda el usuario se libera de prestar atención a las potenciales
colisiones de cualquier parte del robot con el entorno y no solamente del
efector final del robot (TCP) como se hace en otros enfoques. Esto es aplica-
do especialmente en entornos multirobot donde los otros robots presentes
en la celda remota pueden interferir con los movimientos teleoperados y
que en este trabajo son considerados como colecciones de obstáculos móvi-
les.
El esquema de control del sistema de teleoperación bilateral, garantiza
la estabilidad a pesar de los retardos de las variables. Adicionalmente, se
influye sobre su factor de amortiguamiento en el nodo remoto como una
forma de hacer frente a potenciales colisiones, ralentizando la teleoperación
cuando se advierte una potencial colisión.
El sistema ha sido validado con varios usuarios, tanto en simulación co-
mo en experimentación con el robot real, mostrando que con esta asistencia
se incrementa la velocidad y la seguridad en la ejecución de la tarea y se
aligera la carga de la teleoperación, en especial cuando existen obstáculos
móviles.
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Introducción
Somewhere, something
incredible is waiting to be
known.
Carl Sagan
La teleoperación de robots mediante dispositivos hápticos permite, porun lado, reflejar al operador las fuerzas que siente el robot y, por el
otro, el uso de fuerzas de guiado para ayudar al operador en la teleopera-
ción. Este es actualmente un campo en continuo desarrollo, y más aún en
el marco de Internet.
En esta tesis se explora la planificación de movimientos para la genera-
ción de un campo de fuerzas de guiado que brinda soporte en las tareas de
teleoperación en las que el entorno puede ser dinámico. Esto requiere tanto
una adaptabilidad en tiempo real del campo de fuerzas de guiado, cómo
una respuesta reactiva del robot en el entorno remoto basada en informa-
ción sensorial.
Esta asistencia a la teleoperación se extiende en el marco de sistemas
multioperador-multirobot que permiten llevar a cabo tareas donde los ro-
bots comparten, al menos en parte, el espacio de trabajo. Los algoritmos y
métodos propuestos se han desarrollado de forma que pueden ser utiliza-
dos también en el ámbito de la enseñanza de la planificación de movimien-
tos.
1
2 1.1. MOTIVACIÓN
1.1. Motivación
El uso de robots articulados fuera de los entornos industriales ha venido
creciendo de forma paulatina en las últimas décadas y su uso dentro del
marco de la teleoperación los hace idóneos para trabajos donde la pericia y
experiencia humana en el desarrollo de las tareas resulta imprescindible.
En el marco de la teleoperación se pueden abstraer dos sistemas bien
diferenciados que la hacen posible: el mando y el robot. Por un lado se en-
cuentra el subsistema de mando equipado con un dispositivo que permite
controlar el robot y que también puede realimentar al operador informa-
ción proveniente de él. Y por otro lado se encuentra el subsistema robot
que realizará los movimientos comandados desde el subsistema mando.
Cada uno de ellos posee los módulos necesarios tanto de software como de
hardware que hacen posible su correcto funcionamiento. De forma genéri-
ca se llamará nodo a cada uno de estos subsistemas:
En el nodo de mando, el elemento maestro de control es un disposi-
tivo háptico con realimentación de fuerza que le permitirá “sentir” al
operador las particularidades del proceso de teleoperación como la
facilidad o dificultad de realizar un movimiento y las interacciones
con el entorno impuestas por la tarea.
En el nodo de operación, se encuentra el/los robot y todos los módu-
los de control y adquisición de datos que son necesarios para cumplir
de forma efectiva y segura los movimientos propios del mismo. Den-
tro de los sistemas de adquisición de información, ocupan un papel
preponderante las cámaras que realimentan las imagenes de los mo-
vimientos del (de los) robot(s) presentes.
Para lograr la interacción conjunta de los dos nodos, existe un tercer
componente o módulo de comunicaciones, que se encarga de intercambiar
la información de forma correcta, fiable y oportuna sobre la red que se es-
tablezca como medio y diseñado para ser usado primordialmente sobre
Internet.
En este marco de teleoperación enfocado a la teletarea, surge la nece-
sidad de proveer de ayuda al teleoperador con un sistema que le permita
evitar colisiones del brazo robot con el entorno sin que deba aumentar su
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atención sobre las particularidades del mecanismo y a la vez permitir una
mejora en su desempeño durante la ejecución de la tarea propuesta.
1.2. Descripción del problema
En los procesos de teleoperación, la selección de la información que se
realimenta al operador sobre la ejecución de la tarea y la forma de hacerlo,
es una parte que reviste gran importancia. Cuando se quiere hacer énfasis
en los movimientos del objeto manipulado en lugar de las similitudes y/o
diferencias tanto cinemáticas como dinámicas que existen entre el mando y
el robot teleoperado, se esta definiendo la “teletarea”, en el que se pretende
hacer transparente para el operador todas las particularidades físicas del
robot teleoperado y con ello centrar toda su atención en la culminación de
la tarea.
La definición de la tarea de manipulación consiste en mover de un pun-
to a otro en el espacio el efector final del robot, siguiendo una trayectoria
libre de colisión en el tiempo que dure la teleoperación. Además de los obs-
táculos reales, pueden definirse algunos obstáculos virtuales que actúen
como restricciones de índole geométrico de forma que se definen zonas
vedadas al planificador y que luego serán sugeridas al operador para ser
eludidas. La tarea se realiza siempre con el soporte de un sistema de guia-
do háptico, que apoyándose en técnicas de planificación de trayectorias y
movimientos, proporciona un campo de fuerzas virtuales idóneo para com-
pletarla satisfactoriamente. En la Figura 1.1 se puede apreciar el esquema
general del proyecto en el cual se enmarca el presente trabajo, donde los
bloques resaltados de color naranja son los objetos principales que aquí se
analizan. En particular, los bloques de planificación y guiado revisten una
mayor importancia y están fuertemente relacionados (simbolizado por la
línea que los une). Dado que las tareas son de manipulación en el mundo
real, se puede asociar un sistema de referencia al objeto manipulado y a
través de él controlar la ejecución de toda la tarea, este es el sistema que se
teleopera desde el nodo–mando a través del control o dispositivo háptico.
De esta forma, las tareas se ejecutan siempre en el espacio SE(3) (Special
Euclidean Group), pudiendo existir también obstáculos y otros tipos de res-
tricciones reales o virtuales que limitarán los movimientos del robot que la
ejecute, llegando a definir subespacios o subconjuntos en SE(3) que consti-
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Figura 1.1: Esquema general del marco de teleoperación desarrollado en el
Instituto de Organización y Control de Sistemas Industriales (IOC) donde
se resaltan, en naranja, las partes involucradas en este trabajo.
tuyan la solución de la operación.
Una vez es definida la tarea y el robot que la llevará a cabo, se plani-
fica la solución teniendo en cuenta las características propias del robot y
su entorno. Esta forma de teleoperación asistida mediante el guiado háp-
tico se puede dividir en dos momentos de tiempo diferentes, el primero
en el que se define y planifica la solución de la tarea o su conjunto posible
de soluciones y el segundo en el cual se ejecutan los movimientos, contan-
do con la pericia del operador y la adecuada interacción con el sistema de
guiado. De esta forma, durante el proceso de ejecución, el mismo operador
forma parte del lazo de control de la tarea y de acuerdo a su interés parti-
cular, el sistema de guiado actualiza la solución tratando de incorporar los
lineamientos que el operador va impartiendo con sus movimientos. La pre-
sencia de obstáculos dentro del volumen de trabajo del robot que pueden
limitar los movimientos durante la ejecución de la tarea y la obtención de
planes que sean factibles de ser realizados por el robot remoto, obligan a
tratar de forma conjunta la resolución de la tarea y la planificación de los
movimientos del robot.
Un escenario en el cuál existe particular interés es aquel conformado
por dos o más teleoperadores interactuando al mismo tiempo sobre una
celda de manufactura con igual número de robots, en el cual cada uno de
ellos está trabajando en tareas independientes que pueden ser diferentes.
Aquí, el nodo–operación realimenta a todos los nodos–mando involucra-
dos en el desarrollo de las tareas, las configuraciones de cada uno de los
robots que lo conforman y las posiciones y orientaciones de cada uno de
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los obstáculos identificados dentro del espacio de trabajo, si existen. Es-
ta actualización permite a los nodos–mando adaptar su planificación a las
cambiantes condiciones de la ejecución de las tareas.
La planificación obtiene como resultado el camino dentro del espacio
de configuraciones del robot remoto (SE(3) × Rn), que una vez trasladado
al espacio de movimientos del efector final o pieza manipulada, da cum-
plimiento con los objetivos de la tarea y se convierte en la base de la ge-
neración de las fuerzas de guiado. Al mismo tiempo, en el nodo–mando
se puede hacer uso de la guía visual del camino dentro del espacio R3 que
ha de seguir el efector final del robot o el sistema coordenado asociado al
objeto de la planificación.
Si durante la ejecución el operador no desea seguir el camino propuesto,
lo que indica un deseo voluntario de incluir su “experticia” en el desarro-
llo de la tarea, se puede replanificar incluyendo esta información, de igual
forma que se hace cuando un obstáculo móvil intercepta la ruta activa uti-
lizada como guía para la ejecución. Esta característica está definida por la
periódica y continua realimentación de las configuraciones de los robots
del nodo–operación y las demás variables del entorno del robot que son
adquiridas y que pueden ser utilizados para mejorar la telepresencia del
operador.
El nodo–mando refleja en todo momento y para todo el espacio dispo-
nible, un campo de fuerzas que guían al operador hacia el camino encon-
trado y al cumplimiento satisfactorio de la tarea, aunque la magnitud de
estas fuerzas puede ser fácilmente vencida por el operador en cualquier
momento.
1.2.1. Planificación de movimientos
A lo largo de las dos últimas décadas, la planificación de movimientos
se ha venido decantando por el uso de métodos de muestreo para el mo-
delado del espacio de configuraciones por encima de los que ofrecen una
representación completa de él. El concepto de espacio de configuraciones
introducido por Lozano-Pérez yWesley (1979) reduce el robot a un punto y
por lo tanto el problema de planificación de movimientos se define como la
búsqueda de un camino entre una configuración inicial y otra final dentro
de este espacio.
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Los métodos basados en muestreo más comúnmente utilizados son los
mapas de caminos probabilísticos (“Probabilistic Roadmaps – PRM”) y los ár-
boles aleatorios de crecimiento rápido (“Rapidly Random Tree – RRT”) con un
sin número de variaciones y modificaciones que aumentan su efectividad
en situaciones particulares. El sistema propuesto es del tipo de múltiple
pregunta (multiquery) como vía de implementación de la capacidad de re-
planificación que se ofrece frente a las pautas de evolución del entorno y al
deseo expreso del operador. Es de recalcar que en los entornos multirobot,
los “otros” robots se tratan como obstáculos en movimiento.
Paralelamente se desarrolla un modelo virtual del laboratorio, que al
igual que en (Safaric et al., 2001) es usado para validar el planificador y la
interacción entre el (los) nodo(s)–mando y el nodo–operación. Se ofrece en-
tonces, una herramienta de planificación de movimientos escalable y desa-
rrollada teniendo en cuenta los lineamientos de la Programación Orientada
a Objetos (Pérez y Rosell, 2010).
1.2.2. Realimentación al operador
La ejecución de la tarea consiste en comandar los movimientos del efec-
tor final del robot a través del dispositivo háptico basándose en el segui-
miento del camino planificado, de forma que se asegura en todo momento
la culminación satisfactoria de la tarea. Con base en este camino se genera
el campo de fuerzas que guía al teleoperador en la ejecución de dicha tarea.
La realimentación de fuerza que ofrece el dispositivo háptico utilizado,
refuerza el conocimiento que el operador puede tener sobre el sistema ma-
nipulado y aumenta la transparencia del sistema. Por otra parte, esta fuer-
za de realimentación puede ser adaptada con el fin de ofrecer al operador
información proveniente de diferentes fuentes, sin embargo cuando existe
una fuerza compuesta originada pormás de una fuente a la vez, esta asocia-
ción puede diluirse enmascarando la relevancia que en un principio quería
ofrecerse. Es por esta razón que se utilizan diferentes matices y momentos
de aplicación para brindar al usuario una experiencia de “telepresencia”
coherente.
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1.3. Objetivos
1. Desarrollar un sistema de soporte a la teleoperación (definida de for-
ma conjunta para un nodo–mando y un nodo–operación asociado),
que brinde al operador una fuerza de guiado que le permita seguir
el camino que da solución a la tarea, evitando las colisiones del robot
con su entorno, el cual puede incluir tanto obstáculos estáticos como
dinámicos.
a) Definir un esquema de transformación entre los espacios de tra-
bajo del dispositivo háptico y del robot que permitan una tele-
operación de la tarea intuitiva y transparente.
b) Desarrollar algoritmos de planificación de caminos basados en
PRM, adaptados a la problemática de brindar soporte al usua-
rio durante la ejecución de las tareas teleoperadas, adaptando
los métodos de muestreo a las particularidades que tienen los
problemas de teleoperación en entornos dinámicos.
c) Plantear ayudas hápticas simples e intuitivas basadas en la exis-
tencia de un camino solución que permitan la evitación de co-
lisiones y los cambios de configuración, y que sean flexibles y
reconfigurables.
d) Desarrollar estrategias de interacción en entornos con múltiples
robots y múltiples operadores, de forma que el sistema de pla-
nificación de la tarea de un robot y el sistema de teleoperación
en general, consideren como obstáculos móviles los otros robots
del nodo–operación.
e) Desarrollar un software que simule el comportamiento del nodo–
operación remoto donde sea posible validar los desarrollos aquí
contenidos y el funcionamiento del sistema de guiado háptico
sobre una plataforma virtual.
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Marco de refencia
If you wish to make an apple pie
from scratch, you must first
invent the universe.
Carl Sagan, Cosmos
Con este capítulo se pretende contextualizar el presente trabajo dentrodel extenso mundo de la robótica y en particular dentro de las áreas
de conocimiento de la planificación de movimientos y la teleoperación.
2.1. Planificación de movimientos
Desde los orígenes de la planificación de movimientos y el muy recor-
dado problema del piano mover se han definido un sin número de estrate-
gias para generar automáticamente la secuencia de movimientos que de-
berán aplicarse a un objeto y conseguir con ello desplazarlo de un lugar a
otro evadiendo posibles colisiones. Entre ellas, la más citada y recordada
es la definición del espacio de configuraciones (C) por parte de Lozano-
Pérez (1983) que surgieron de sus trabajos previos con obstáculos poliédri-
cos (Lozano-Pérez y Wesley, 1979) y que terminó de definir en un algorit-
mo sencillo y extensible (Lozano-Pérez, 1987) en el que reduce el robot a un
punto en este espacio.
La problemáticamás grande que ofrece esta técnica del espacio de confi-
guraciones consiste en determinar su forma y lograr dividir el espacio entre
el que corresponde a los obstáculos (Cobs) y el que se encuentra libre (Cfree).
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Los métodos clásicos optan por el conocimiento exacto del espacio a través
de formulaciones matemáticas que pueden llegar a ser computacionalmen-
te muy costosas. Por otro lado surgieron enfoques en los que se pretende
tener un conocimiento suficiente de este espacio a través de un conjunto de
muestras obtenidas de él.
2.1.1. Métodos basados en muestreo
En contraposición al gran costo computacional que representa el cono-
cimiento exacto de C, aparecen y pronto toman fuerza, los métodos basados
en muestreo como los mapas de carretera probabilísticos o PRM (Probabi-
listic RoadMap) planteados por Kavraki et al. (1996) o los árboles de explo-
ración rápida o RRT (Rapidly-exploring Random Tree) planteados por LaValle
(2006) y todas aquellas variantes y/o particularizaciones que han surgido
a partir de ellas. Los fundamentos de la exploración probabilística de C se
encuentran bien resumidos en (Svestka y Overmars, 1998).
Para obtener las muestras del espacio de configuraciones existen dos
tendencias claramente diferenciadas entre aquellos métodos que las obtie-
nen de forma aleatoria y otros a través de métodos determinísticos. Son co-
nocidos los diferentes métodos de obtención de números aleatorios que son
la base para conseguir las muestras aleatorias, y dentro de los determinís-
ticos se pueden nombrar por un lado las secuencias como la propuesta por
Halton (1960a) que lleva su mismo nombre, y las basadas en métodos de
construcción digital de Lindemann et al. (2004) y Rosell et al. (2007a). Exis-
te una basta teoría sobre las características que deben tener las muestras
con el fin de obtener la mayor cantidad de información del espacio al que
pertenecen, con el mínimo número de ellas. La dispersión y la discrepancia
son las medidas más importantes sobre el cubrimiento y distribución que
adoptan las muestras sobre el espacio explorado (LaValle, 2006, Cap. 5).
La parte más importante y también la más compleja es adquirir el cono-
cimiento del espacio de configuraciones o, lo que es igual, poder determi-
nar zonas libres conexas sobre las cuales trazar la solución a las preguntas
de planificación. Para ello se hace uso de los algoritmos de detección de
colisiones que son métodos de geometría computacional capaces de deter-
minar si dos o más sólidos se encuentran o no en colisión (Jiménez et al.,
1998). Estos algoritmos presentan normalmente dos opciones de prueba,
una más rápida en la que utilizan las cajas englobantes (Bounding Box) que
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encierran los sólidos y otro más preciso en el que usan propiamente los
sólidos. Estas cajas englobantes de los sólidos pueden ser de dos tipos: ali-
neadas a los ejes del sistema coordenado global (Axis Aligned Bounding Box)
por van den Bergen (1997)) o alineadas a los ejes principales de los propios
sólidos (Oriented Bounding Box) por Gottschalk et al. (1996)).
Los sólidos que representan tanto a los robots como a los elementos de
su entorno, pueden ser cualquier geometría básica como: cilindros, esferas,
conos o paralelepípedos que tienen representaciones simples; o también
pueden ser geometrías más complejas que necesiten métodos más elabo-
rados para representarlos. Uno de estos métodos de representación más
conocido y ampliamente utilizado, es el de las mallas triangulares ya que
ofrece ventajas frente a los algoritmos de detección de colisiones y para las
cuales existen varios métodos descritos en la literatura como los utilizados
en la implementación de la librería PQP de Larsen et al. (1999).
Este proceso de validación de colisiones es el más costosos computacio-
nalmente, y es por esta razón que han aparecido enfoques donde esta va-
lidación se posterga lo más tarde posible, con la finalidad de minimizar el
número de validaciones de muestras que no hacen parte del camino solu-
ción (Bohlin y Kavraki, 2000).
Una vez se determina si las muestras son o no libres, es necesario reali-
zar la conexión entre ellas. Es aquí donde aparecen los algoritmos de bús-
queda de vecinos como los planteados por Arya et al. (1998) o el basado en
descomposiciones jerárquicas en árboles como el desarrollado por Yersho-
va y LaValle (2007), que permiten determinar la cercanía de las muestras
anteriormente obtenidas y establecer los criterios de conexión entre ellas.
Aquí entra en funcionamiento el planificador local que determina el camino
para unir la nueva muestra a la vecina elegida. En este proceso de búsque-
da de vecinos es muy importante la elección del criterio que determina la
vecindad y que en términos generales está dominado por la métrica (LaVa-
lle, 2006, Cap. 5).
Se puede ver cómo los PRMs y los RRTs transforman el problema de
planificación en uno análogo de búsqueda del camino más corto en un gra-
fo, donde usando el algoritmo de Dijkstra (1959) o el A* (Hart et al., 1968)
se puede encontrar la ruta óptima. Otros métodos de búsqueda heredados
de la inteligencia artificial, como los algoritmos genéticos o las redes neu-
ronales (Rabin, 2003), también han sido utilizados con este fin.
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El conocimiento del espacio de configuraciones también está determi-
nado por la cantidad de preguntas de planificación que se ejecutarán en él
y la estrategia propia de solución de las consultas. De esta forma los méto-
dos se dividen en los de única pregunta (Single–query) como los RRT o los
demultiple pregunta (Multiple-query) como los PRM. Para estos métodos se
han propuesto diversas modificaciones que permitan agilizar este proceso
de conocimiento de C como los descritos porMorales et al. (2007), donde los
autores proponen el uso demétricas locales para analizar la complejidad de
C, o en Rosell et al. (2007b) donde se hace una descomposición jerárquica
basada en la secuencia deterministica Sd(k) y la métrica de C, o como en
Zhang et al. (2007) donde se combina una descomposición jerárquica con
un PRM.
De los PRM se han elaborado estudios sobre la completez (Kavraki
et al., 1998), sobre las fuentes de muestreo y los sesgos (Hsu et al., 2005),
se han realizado comparaciones importantes entre algunas de las diferenes
variantes que existen (Geraerts y Overmars, 2002) y se han comparado con
los métodos de búsqueda clásicos sobre gradillas (LaValle et al., 2004). Un
interesante informe sobre métodos de planificación basados en muestreo se
puede encontrar en (Lindemann y LaValle, 2005).
Aunque la planificación de movimientos es madura dentro de la robóti-
ca, sigue siendo un área muy activa de investigación en temas tales como la
optimización de los caminos (Akgun y Stilman, 2011; Karaman y Frazzoli,
2011), el manejo de la incertidumbre (Agha-mohammadi et al., 2011; Jaillet
et al., 2011), aspectos de su implementación (S¸ucan y Kavraki, 2010; Svens-
trup et al., 2011) y en temasmás básicos como la conectividad (combinación
entre PRM y RRT, Alterovitz et al. (2011); Kuffner y LaValle (2011)) y el ses-
go en regiones de especial interés del espacio de configuraciones (Denny y
Amato, 2011; Rantanen, 2011).
2.1.2. Entornos multirobot
Todos estos métodos han tenido su inicio en el ámbito monorobot pero
en los últimos años se ha ido incrementando el número de trabajos rela-
cionados con la planificación en entornos multirobot y que al utilizarlos en
tareas teleoperadas pueden caer también en entornos multioperario como
los tratados en (Li y Gupta, 2007) y (Sirouspour y Setoodeh, 2005).
En los entornos mutirobot se presentan dos situaciones que restringen
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la libre planificación de los robots de forma independiente: compartir el
espacio de trabajo y la manipulación conjunta de objetos lo que genera una
cadena cinemática cerrada (Cortés et al., 2002; Khatib et al., 1996). En el
primer caso, cuando dos o más robots comparten el espacio de trabajo, es
necesario tener en cuenta que para cada uno de ellos, los otros robots se
convertirán en objetos en movimiento.
Los métodos de planificación desarrollados para los entornos mono-
robot, pueden ser extendidos hacia los entornos multirobot usándolos ba-
jo un esquema de planificación distribuida definiendo prioridades o jerar-
quías al momento de compatibilizar las soluciones particulares (Todt et al.,
2000). Otra forma de extenderlos, es usar un esquema de programación
(scheduling) con el cual se asignan tiempos de ejecución y se van desarro-
llando la planificación conjunta. Los métodos que son relativamente más
fáciles de extender son los basados en muestreo dada la complejidad in-
herente que tienen los métodos exactos de descomposición del espacio de
configuraciones.
También existen métodos específicamente desarrollados para estos en-
tornos, en donde se involucran todos los robots presentes. La aplicación
de estos métodos para el desarrollo de tareas conjuntas o cooperativas se
pueden observar en (Li y Gupta, 2006). Estos métodos como los super-graph
(Svestka y Overmars, 1998), pueden acarrear costos computacionales muy
grandes que los pueden llegar a ser inviables en la práctica.
2.1.3. Restricción de la tarea
Dadas las características cinemáticas o dinámicas de los robots implica-
dos, o de las características propias de la definición de las tareas, se pueden
presentar restricciones a la solución que pueda ofrecer el planificador de
movimientos. Estas restricciones pueden ser del tipo holonómicas (Svestka
y Overmars, 1998) o geométricas como las presentes por ejemplo al trans-
portar objetos que contienen líquidos o al tratar de abrir la gaveta de un
mueble. En (Stilman, 2007) y en (Yao y Gupta, 2007) se pueden ver solucio-
nes interesantes al problema general de restricciones de los posibles movi-
mientos del efector final, como el traslado de estas restricciones al espacio
de configuraciones del robot.
Otro tipo de restricciones que pueden existir, se basan en condiciones
de temporalidad como el cambio de ubicación y/u orientación de los obs-
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táculos presentes como sucede en los ambientes dinámicos. Frente a este
tipo de restricciones se han plantado soluciones con algoritmos genéticos
como en (Wang et al., 2007), la selección del camino más apropiado dentro
del conjuntos que ofrecen la misma solución (Bernabeu, 2007) o en el ca-
so de los RRT que pueden replanificar la solución como en (Zucker et al.,
2007).
2.1.4. Entornos dinámicos
A lo largo del último lustro, la actividad investigadora relacionada con
la solución del problema de planificación de trayectorias en entornos diná-
micos ha crecido junto con la capacidad para adquirir el estado del entorno
del robot. La cantidad de sensores con los que están equipados los robots
ha aumentado, con el consecuente aumento del número de aplicaciones en
entornos no estructurados, como aquellas relacionadas con los robots hu-
manoides y los manipuladores móviles.
La característica importante que distingue los diferentes enfoques de
la planificación de trayectorias en entornos dinámicos, es el tipo de movi-
miento de los obstáculos, particularmente si es predecible o no. El primer
caso generalmente está centrado en encontrar el camino en el espacio de
configuración ampliado con el tiempo, es decir, en el CTspace. Cuando el
movimiento no es predecible, los planificadores incorporan un comporta-
miento reactivo con elmedio ambiente circundante. Esta capacidad de reac-
ción puede ser local, como en los problemas de exploración, o global, como
en los problemas de navegación. Este comportamiento reactivo es también
necesario en los sistemas de teleoperación en tiempo real, como las que se
detallan por Lumelsky y Cheung (1991, 1993), y que forman parte de la
motivación del presente trabajo.
La característica reactiva de la planificación, se puede lograr desde el
punto de vista del procedimiento de planificación en sí, o desde el punto de
vista del grafo asociado (estas dos formas no tienen por qué ser incompati-
bles). Los planificadores básicos pueden ser adaptados para ser incluidos,
por ejemplo, en un bucle de tiempo real para replanificar la ruta deseada
como se hace por Kunz et al. (2010) y por Geeks (2007), para tener en cuenta
los estados de collisión inevitable (Bekris, 2010) o también abordar el pro-
blema desde un punto de vista más teórico como en el caso del estudio
de completez (Hauser y Latombe, 2010; van den Berg et al., 2009). Desde el
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contexto de los algoritmos de búsqueda en grafos, se han propuestomodifi-
caciones del algoritmo de búsqueda A* como los algoritmos:Differencial A*
(Trovato, 1989) y (Trovato y Dorst, 2002), las variantes D* y D*-Lite (Stentz,
1994) y (Koenig y Likhachev, 2002), el Anytime dynamic A* (Likhachev et al.,
2005) y (Ferguson y Stentz, 2007), el Anytime dynamic path-planning (Belg-
hith et al., 2006) o en la aplicación de estos algoritmos en nuevos espacios
topológicos (Yershov y LaValle, 2011).
2.2. Teleoperación
2.2.1. Esquemas de teleoperación
Dentro de los trabajos desarrollados en el ámbito de la robótica teleope-
rada se ha hecho énfasis en los diversos aspectos que marcan la interacción
y el comportamiento de los componentes del sistema y entre ellos se pue-
den destacar: los esquemas de control, la autonomía del robot remoto y los
retardos. Estos sistemas teleoperados están compuestos principalmente por
tres bloques funcionales: la estación local o nodo–mando donde estará si-
tuado el operador, la estación remota o nodo–operación donde esta ubicado
el robot y el canal de comunicación que permite establecer el intercambio
de información entre ellos (Basañez y Suárez, 2009). Estos tres bloques se
pueden distinguir claramente en la Figura 1.1.
La estación local dispone de una interfaz que permite al operador en-
viar y recibir información del sistema. A través de esta interfaz se puede
mostrar información de tipo gráfica, sonora, de fuerzas o cualquier otra
que permita incrementar la sensación de telepresencia del operador (Nuño
y Basañez, 2006).
Dentro de los esquemas de control que se han propuesto se encuentran
aquellos clásicos basados en el modelo maestro–esclavo utilizados desde
1947 por Raymond Goertz, siendo este el pionero en la manipulación de
sustancias químicas peligrosas a través de estos mecanismos. Este esque-
ma consiste en que el esclavo se limita a seguir la evolución de los movi-
mientos realizados por el maestro, lo que conlleva una dependencia desde
el punto de vista cinemático. Es de resaltar que el control es de lazo cerrado
e involucra a las dos estaciones en él. Aunque su planteamiento es el más
antiguo, aún es vigente y puede ser utilizado en diversas aplicaciones co-
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mo se puede ver en (Carignan y Olsson, 2004) donde se realiza un montaje
destinado a técnicas de rehabilitación.
Existen otros esquemas un poco más elaborados de realizar, entre los
cuales se pueden destacar dos grandes grupos de acuerdo a la autonomía
que le brindan al robot remoto, el control coordinado y el control super-
visado. En el control coordinado, el operador controla los actuadores pero
además existe un lazo adicional de control en el robot remoto que le permi-
te hacer un trabajo de más alto nivel (olvidándose de las particularidades
mecánicas por ejemplo), y en el control supervisado se le permite al robot
remoto realizar parte de las tareas de forma más o menos autónoma.
Estos esquemas inicialmente desarrollados para entornos de un único
operador y un único robot teleoperados se han venido extendiendo a lo que
se denomina sistemas MOMR (multioperador–multirobot). Los escenarios
multirobot presentan diversas ventajas, entre las que se encuentran el au-
mento de la flexibilidad, la productividad, la capacidad de carga y la po-
sibilidad de realizar tareas complejas entre otras, aunque también conlleva
algunas desventajas entre las que se destacan el aumento en la compleji-
dad del control, de la planificación de las trayectorias y de su consiguiente
programación. La mayor cantidad de trabajos desarrollados en el área de
la manipulación multirobot están enfocados al desarrollo de tareas colabo-
rativas en donde pueden aplicarse diversas estrategias entre ellas las com-
petitivas de Liu et al. (2005) o las que se basan en la interacción de fuerzas
tanto externas como internas (Costa y Basañez, 2004).
Una de las premisas perseguidas con este trabajo es liberar al opera-
dor de la necesidad de conocer el robot y su entorno, y es por esta razón
que el esquema de control implantado es del tipo de impedancia (Figura
2.1) en el que se impone al robot el comportamiento de un sistema físico
compuesto por una masa, un muelle y un amortiguador (Caccavale et al.,
2007). Este sistema se controla desde un dispositivo háptico que posee los
seis grados de libertad (gdl), que podría tener cualquier objeto libre en el
espacio y que se utiliza para realimentar fuerzas del entorno remoto al ope-
rador (Lo et al., 2004). Otros esquemas de teleoperación de robot así como
trabajos relevantes desarrollados sobre teleoperación en entornos dinámi-
cos y en ambientes multirobot pueden encontrarse ampliamente discutidos
por Jihong et al. (2006), Kikuchi et al. (1998) y Nuño et al. (2010) donde se
hace referencia más profunda a la capa de control.
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Figura 2.1: Trayectorias en comportamiento por impedancia.
El otro tópico importante dentro de la teleoperación es el manejo de
los retardos causados por la trasmisión de la información entre los nodos
o estaciones y las consecuencias que ésta tiene en el seguimiento de las
consignas y las estabilidad de los controladores, efecto que se ve acentuado
en los sistemas MOMR (Elhajj et al., 2001; Lee y Spong, 2005; Lee et al.,
2005, 2006; Martinez-Palafox et al., 2006). Existen diferentes propuestas y
estudios sobre este fenómeno inherente a las comunicaciones sobre redes
de datos y especialmente a las públicas como Internet o Internet2 y una
posible forma de abarcarlos, consiste en modelarlos como constantes de la
forma en la que se tratan en (Lee y Spong, 2006).
2.2.2. Infraestructura de software
Con las líneas de investigación que cubre la división de robótica del
IOC, se creó la necesidad de formar una infraestructura de software capaz
de interconectar lógicamente todos los dispositivos de los que se dispone
en sus laboratorios además de una herramienta de planificación de movi-
mientos con capacidad para servir como ayuda para la teleoperación. Este
es el origen del desarrollo de The Kautham Project (sir.upc.es/kautham).
El desarrollo de software en el campo de la robótica se ha incremen-
tado durante los últimos años debido al enorme esfuerzo realizado para
mejorar el rendimiento y las capacidades de interacción de los sistemas
robóticos. En la actualidad, el objetivo de estas aplicaciones se centran en
los conceptos más abstractos y valiosos de la ingeniería de software, co-
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mo la reutilización, genericidad y la interoperabilidad. Algunos sistemas
que siguen esta línea de desarrollo ya están disponibles en Internet como
ROS (Quigley et al., 2009), OROCOS (Bruyninckx et al., 2003), OpenRa-
ve (Diankov, 2010), OOPS (Plaku et al., 2007) y OMPL (ompl.kavrakilab.org).
Mientras OpenRave, OOPS y OMPL están enfocados en el área de la pla-
nificación de movimientos y de la manipulación, ROS y OROCOS lo están
en proporcionar elementos de control a bajo nivel de dispositivos, de abs-
tracción de hardware, implementación de funcionalidades genéricas, paso
de mensajes entre procesos y en ofrecer herramientas y librerías de códi-
go abierto para el desarrollo de aplicaciones que puedan ser ejecutadas en
múltiples equipos.
El diseño e implementación de The Kautham Project se ha llevado a cabo
de forma paralela al desarrollo de los marcos antes citados, y comparten
muchas de sus ideas y utiliza también muchas de las bibliotecas y herra-
mientas en común como PQP para la detección de colisiones, Coin3D para
la visualización 3D, Qt para el interfaz gráfica de usuario, el uso de XML
para la descripción de los robots y la tarea, CMake como sistema de cons-
trucción del proyecto de software y Doxygen para la documentación del
código.
El resto de infraestructura que permite conectar lógicamente los dife-
rentes dispositivos dentro del laboratorio de robótica está utilizando ROS
con el fin de incorporar toda la sinergia que está impulsando este sistema
y la gran cantidad de personas e instituciones comprometidas con su desa-
rrollo y mantenimiento.
Dada la dependencia a las instalaciones físicas del robot, se han desa-
rrollado sistemas de manipulación de robots virtuales (Mellado et al., 2003)
e implementado laboratorios virtuales de robótica como los propuestos en
(Safaric et al., 2001, 2003). Se ha adoptado esta estrategia como mecanismo
de validación de los desarrollos propios de este proyecto y es por esta ra-
zón que The Kautham Project funciona como un entorno virtual que permite
teleoperar los robots que aparecen allí.
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2.3. Ayudas a la teleoperación
La teleoperación ha evolucionado en muchos aspectos desde sus orige-
nes al final de los años 40 (Kumar, 2010), por ejemplo, mediante el desa-
rrollo de algoritmos de control robusto que manejan adecuadamente los
canales de comunicación con retrasos de tiempo variables (como Internet)
que ha permitido ampliar la cobertura de teleoperación, o mediante el uso
de dispositivos de realimentación de fuerza en sistemas de teleoperación
bilateral, lo que permite ampliar el tipo de tareas que pueden ser teleope-
radas.
La ejecución de las tareas de teleoperación se puede mejorar significati-
vamente si se proporciona un adecuado soporte al operador. En esta línea
ya han sido publicadas varias propuestas desde principios de los años no-
venta. Brooks y Ince (1992) presentan, por ejemplo, un análisis global de las
ayudas visuales y los elementos claves que pueden mejorar la ejecución de
las tareas teleoperadas, como:
El seguimiento automático del efector final.
Colocación de la cámara/iluminación asistida por computador
El uso de las coordenadas de pantalla para resolver el problema de
desajuste entre estímulo-respuesta.
También presentamejoras en la visualización (más tarde conocida como
realidad aumentada) para:
Resaltar las zonas no accesibles o peligrosas.
Resaltar los obstáculos que pueden producir una colisión inminente.
Dar indicaciones visuales que puedan mejorar la orientación y la po-
sición del efector final.
Dar indicaciones de la profundidad con vistas virtuales o una rejillas
con perspectiva.
Recientemente se han propuesto sistemas de realimentacion visual es-
tereoscópica, que combinan imágenes provenientes de dos cámaras de ví-
deo accionadas de forma remota, y que mejoran la percepción de profun-
didad (Portilla y Basañez, 2007).
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Con el fin de mejorar el rendimiento en escenarios complejos con obs-
táculos (aunque limitado a robots de tres gdl), algunos métodos también
proponen utilizar el punto de vista del espacio de configuraciones, donde
el usuario manipula el robot como un único punto, adicionalmente al del
espacio de trabajo con el objetivo de superar algunas de las habituales de-
ficiencias humanas de razonamiento espacial (Ivanisevic y Lumelsky, 2000;
Morishige y Noborio, 2000).
2.3.1. Unión virtual y espacios de trabajo
En términos generales, la teleoperación debe ser transparente e intuiti-
va, lo que requiere que el robot, el dispositivo háptico y el brazo humano
tengan estructuras cinemáticas similares. En este sentido, algunos enfoques
han trabajado en el diseño de dispositivos hápticos que no restringen la
movilidad del brazo humano conectándolo de una manera firme y natu-
ral (Folgheraiter et al., 2009), mientras que otros trabajan en el diseño de
telemanipuladores capaces de replicar la habilidad de los movimientos hu-
manos (Dominjon et al., 2004). Sin embargo, en muchos escenarios de te-
leoperación la cinemática del dispositivo maestro y la del robot son muy
diferentes, como cuando un robot industrial es teleoperado con un disposi-
tivo háptico de escritorio. Este hecho requiere que la teleoperación se realice
en el espacio cartesiano, utilizando la cinemática inversa del robot.
Uno de los problemas asociados con este enfoque es la corresponden-
cia entre el espacio de trabajo del dispositivo háptico y el del robot, porque
por lo general el espacio de trabajo del dispositivo háptico es mucho menor
que el del robot. Hay varios métodos para llevar a cabo esta corresponden-
cia (Conti y Khatib, 2005):
Resincronización: Este método, también llamado indexación o embrague,
es equivalente al clásico salto de un ratón (mouse jump) en 2D. Se ba-
sa en un modo de control de posición en la que los desplazamientos
(posición y orientación) del efector final del dispositivo háptico se
asignan directamente a los desplazamientos del efector final del ro-
bot, con un factor de escala que puede ser ajustado por el usuario. Al
llegar a los límites del espacio de trabajo del dispositivo háptico, el
usuario termina la sincronización haciendo uso de una entrada adi-
cional, y reposiciona el dispositivo háptico sin mover el robot, donde
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se sincroniza de nuevo el robot con el dispositivo háptico (Azorin
et al., 2004).
Seguimiento balístico: En este método se ajusta la escala entre las áreas
de trabajo como una función de la velocidad del dispositivo hápti-
co, es decir, que cuando el dispositivo háptico se mueve rápidamente
el factor de escala es grande y se hace un control de posición basto,
mientras que cuando se mueve lentamente el factor de escala es pe-
queña lo que resulta en un control fino de la posición.
Control de velocidad: Este método no proporciona una correspondencia
física directa entre los espacios de trabajo, sino que la velocidad del
robot es proporcional a la posición del dispositivo háptico, como lo
hacen las palancas de mando de los videojuegos o joysticks (Horan y
Nahavandi, 2008).
Control de deriva: Estemétodo consiste en un reposicionamiento continuo
e imperceptible del espacio de trabajo, mientras que el usuario mue-
ve el dispositivo háptico. Esta deriva es proporcional a la velocidad
de la mano del usuario y a la distancia del efector final del dispositi-
vo háptico al centro de su espacio de trabajo, lo que hace al usuario
mantenerse lejos de los límites del área de trabajo (Conti y Khatib,
2005).
Cada uno de estos métodos tiene sus ventajas y desventajas. La resin-
cronización hace necesario el uso de una entrada adicional (un interruptor,
botón o pedal) para desacoplar el dispositivo háptico, y esta acción puede
interferir en la tarea, que puede convertirse un problema si alguna parte de
ella se debe hacer de manera continua. Por otro lado, el control se realiza a
nivel de posición, lo que resulta útil cuando la tarea necesita de precisión.
Se supone que la ventaja del seguimiento balístico es la escala automática,
pero esto puede producir un corrimiento indeseado cuando el usuario se
mueve rápidamente en una dirección y lentamente en la dirección opuesta,
perdiendo así el control sobre la zona de exploración del área de trabajo.
El control de velocidad es intuitivo y útil para los movimientos secunda-
rios, pero no es adecuada para trabajos de precisión, ni para movimientos
rápidos (acelerados). El control de deriva tiene las ventajas del control de
posición, sin las desventajas del método de resincronización, pero el usua-
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rio puede percibir algo de distorsión en función de la ganancia de la deriva,
es decir, las fuerzas que produce la deriva pueden interferir con las otras
fuerzas producidas por los contactos virtuales o las provenientes del lazo
de control bilateral. Para beneficiarse de las ventajas y minimizar dichos
inconvenientes, se han propuesto otros métodos como el “buble” que com-
bina el control de posición y control de la frecuencia (Dominjon et al., 2005),
o el método propuesto por Chotiprayanakul y Liu (2009), que combina el
control de la deriva con el seguimiento balístico. Una característica que de-
be tenerse en cuenta es que la teleoperación de tareas de precisión puede
ser difícil y agotadora para el usuario.
2.3.2. Asistencia en la ejecución
El esquema de teleoperacion que sobre el que se desarrolla este traba-
jo puede utilizar dispositivos hápticos como el Phantom (www.sensable.com),
el Falcon (www.novint.com) o el Omega (www.forcedimension.com), que son dis-
positivos de realimentación de fuerza ampliamente utilizados como dis-
positivos maestro en los sistemas de teleoperación. El uso de este tipo de
dispositivos, permite desarrollar la tarea de teleoperación a nivel del espa-
cio Cartesiano, evitando las incompatibilidades de tipo cinemático con el
robot esclavo (Conti y Khatib, 2005).
Cuando en el nodo–mando o local se utiliza un dispositivo háptico, se
pueden ofrecer otros tipos de soportes, adicionales a las de tipo visual co-
mentadas anteriormente, que exploten la capacidad de realimentación de
fuerzas lo que tienden a mejorar en gran medida, el rendimiento de la tele-
operación. Por ejemplo, las fijaciones virtuales o limitaciones de los grados
de libertad se usan para restringir los movimientos de los usuarios dentro
de una región determinada o dentro de un subespacio demenor dimensión,
lo que le permiten concentrarse en el mando de los movimientos pertinen-
tes a la tarea, dando como resultado ejecuciones más rápidas y precisas y
reduciendo la carga de trabajo del operador. Se pueden predefinir algunas
limitaciones virtuales para determinadas acciones como los movimientos
de aproximación o para las operaciones de insertar/extraer presentadas
por Payandeh y Stanisic (2002). Además estas limitaciones virtuales pue-
den ser especificadas por solucionadores de restricciones geométricas, que
encuentran un subespacio parametrizado de menor dimensión que satisfa-
ce un conjunto de restricciones de fácil definición por el usuario, a partir
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del conocimiento de la tarea a ser ejecutada (Rodríguez et al., 2010).
La capacidad que tienen los dispotivos hápticos de este tipo, de reali-
mentar fuerza al operador, también se puede utilizar para:
Evitar los obstáculos, es decir, se puede genera un campo de fuerza
proporcional a la proximidad entre los obstáculos y el efector final,
que repela los movimientos de aproximación a los obstáculos, por
ejemplo, mediante el uso de un mapa del entorno (Diolaiti y Mel-
chiorri, 2003) o con el reconocimiento de los obstáculos por medio de
marcadores predefinidos (Park et al., 2007).
Evitar las singularidades, es decir, se puede generar un campo de
fuerza proporcional a la proximidad a una singularidad y a la mag-
nitud y la dirección de la consigna, para conducir al usuario a una
dirección factible definida por el jacobiano del manipulador (Manee-
warn y Hannaford, 1999);
Evitar que en las tareas donde exista interacción física, al igual que las
tareas de montaje, se generen fuerzas de contacto grandes, es decir,
las fuerzas de contacto calculadas a partir de un modelo de la tarea
se puede realimentar al usuario de forma que reaccione a tiempo y
evite las enormes fuerzas reales de la colisión en el sitio remoto (Hirai
et al., 2000; Rosell y Vázquez, 2005).
Las fuerzas de guiado también se han sugerido con el fin de conducir
al usuario a lo largo de un camino libre de colisiones hacia la configuración
objetivo, dando como resultado un comandamiento más fácil y rápido de
la tarea. Teniendo en cuenta que la planificación de movimientos ya es una
disciplina madura dentro del área de la robótica, y que las técnicas basadas
en muestreo son las más eficientes en desempeño, recursos y tiempo para
programar los movimientos de un robot, se pueden emplear también para
generar las fuerzas de guiado en la ejecución de tareas teleoperadas como
se puede ver en (Rosell et al., 2008a). En particular, se han adelantado traba-
jos en planificación de movimientos y generación de fuerzas para el guiado
a través de funciones armónicas durante la realización de las tareas como
el realizado por Rosell et al. (2007b) y Vázquez y Rosell (2007).
Estos enfoques, sin embargo, están limitados a los robots móviles con
dos gdl (Jarvis, 2010), o los movimientos de traslación en dos o tres gdl
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del objeto que está siendo manipulado (Rosell et al., 2008b; Vazquez et al.,
2010), es decir, sin tener en cuenta la cinemática y la geometría del robot
que manipula el objeto. Hasta donde el autor conoce, dentro de la literatu-
ra no hay trabajos sobre sistemas de asistencia con ayudas de guiado para
teleoperar robots manipuladores.
Sin embargo, el uso de los dispositivos hápticos como dispositivo maes-
tro en los sistemas de teleoperación conlleva algunos problemas que ne-
cesitan ser manejados correctamente, y que a menudo se han pasado por
alto. El primer problema está relacionado con el hecho de que los espacios
de trabajo del robot y del dispositivo háptico tienen tamaños muy diferen-
tes, siendo el espacio de trabajo del dispositivo háptico mucho menor que
el del robot (generalmente, exceptuando los casos de nanorobótica). Esto
requiere una adecuada correspondencia entre las áreas de trabajo, que ha
sido tratado desde diferentes enfoques y que van desde simples factores
de escala a procedimientos más complejos que controlan la velocidad (ver
más adelante en el apartado 2.3.1).
El segundo problema se deriva de la necesidad de mover el robot a lo
largo de un camino libre de colisión, tarea que resulta difícil y poco intuitiva
ya que el robot se comanda a través de movimientos en el espacio Carte-
siano. Esto incluso puede ser una tarea imposible, si no se presta asistencia
cuando se trata de los robots redundantes o cuando los caminos libres de
colisiones requieren algunos cambios en la configuración del robot, como
en el ejemplo mostrado en la Figura 2.2, donde el robot debe cambiar de
configuración de codo abajo a codo arriba para evitar chocar con el muro.
Asumiendo que se conoce la tarea que el usuario quiere teleoperar,
se puede hacer uso de las técnicas de planificación de movimientos para
guiarlo en el seguimiento del camino libre de colisión tanto de forma vi-
sual como háptica. La planificación normalmente se realiza en el espacio
de configuraciones del robot y por consiguiente, con la finalidad de gene-
rar las fuerzas de guiado, se debe hacer uso de la cinemática directa y de
la correspondencia entre los espacios de trabajo. Si el usuario sigue las ins-
trucciones de movimiento sugerido, el robot puede seguir un camino libre,
aunque el cruce de las configuraciones singulares tiene que ser manejado
con cuidado. Si la ruta sugerida no es seguida de cerca, o si algún obs-
táculo se mueve en el espacio de trabajo (por ejemplo, otro robot), pueden
ocurrir colisiones. Sin embargo estas colisiones pueden ser prevenidas ra-
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lentizando la teleoperación con un aumento del factor de amortiguamiento
en el controlador del nodo–operación cada vez que una posible colisión se
detecta (computacionalmente, los movimientos del operador son bastan-
te lentos y suaves, y por lo tanto se puede predecir con un cierto nivel de
confianza).
El tercer problema nace de la necesidad de usar la cinemática inversa
para relacionar los movimientos en el espacio cartesiano comandado con
los movimientos ejecutados en el espacio articular del robot. Pueden exis-
tir múltiples soluciones de cinemática inversa, cuyo número aumenta con
los grados de libertad de la cadena cinemática (Siciliano y Khatib, 2008), y
por lo tanto se debe determinar la elección de la mejor alternativa. Algu-
nos artículos en el área de la teleoperación pasan por alto este problema,
y otros tratan de eliminar o minimizar su relevancia mediante el aprove-
chamiento de la redundancia, donde se aseguran grandes áreas de trabajo
convexas de funcionamiento sin la singularidad (Peer et al., 2005), y otros
tratan de encontrar soluciones aproximadas a la jacobiana inversa por me-
dio de complejos esquemas de control robusto sobre la base de los mínimos
cuadrados y la ponderación dinámica (Schinstock, 1998). Sin embargo, es-
te problema puede ser resuelto fácilmente si se dispone de un camino que
pueda ser sugerido kinestésicamente al usuario. En este caso, cerca de los
cambios configuraciones, la sugerencia háptica puede reforzarse, haciendo
que el robot cruce un punto crítico de la manera deseada, es decir, como se
especifica por el camino.
El presente trabajo propone una combinación de varias de las ayudas
antes mencionadas sobre el marco de teleoperación bilateral propuesto por
Basañez et al. (2011). En particular un sistema de guiado basado en técnicas
de planificación de movimientos para hacer frente a los problemas expues-
tos anteriormente y que tiene las siguientes características:
Asistencia de resincronización: La correspondencia de espacios de traba-
jo se basa en el método de resincronización y durante el accionamien-
to del embrague, ofrece una asistencia háptica al usuario que lo guía
hacia la mejor configuración del dispositivo háptico para continuar la
teleoperación.
Guiado libre de colisiones: Se utiliza un PRM en el espacio de configu-
ración para planificar un camino libre de colisiones que, a través de
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Figura 2.2: Ejemplo donde el brazo robot debe cambiar de configuración
cinemática para llevar a cabo la tarea asignada y así evitar colisiones.
la cinemática directa y la correspondencia de los espacios de traba-
jo, sea utilizado para generar las fuerzas que sugieren al usuario los
movimientos necesarios para teleoperar la tarea.
Guiado robusto: La robustez delmódulo de guiado para conseguir que los
cambios configuraciones que contiene el camino solución sea seguido
exactamente, garantizando un cruce seguro de puntos críticos.
Comportamiento reactivo: Incrementa el valor del amortiguamiento del
algoritmo de control en el nodo remoto cuando exista la posibilidad
de colisiones con obstáculos, ya sean fijos o móviles, ralentizando la
teleoperación con el fin de prevenirlas.
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Teleoperación
The scientist is not a person who
gives the right answers, he’s one
who asks the right questions.
Claude Lévi-Strauss
LA teleoperación de robots manipuladores a través de dispositivos háp-ticos evita el problema de la diferencia cinemática entre el maestro
(master) y el esclavo (slave) ya que la forma más común de teleoperación en
estos casos es la de realizar una unión virtual rígida entre el punto de inter-
face del dispositivo haptico HIP (haptic interface point) y el punto de control
de la herramienta TCP (tool center point) del robot, que lleva el problema al
espacio Cartesiano.
En la Figura 3.1 se pueden observar todos los elementos que intervienen
en la teleoperación de robots antropomórficos industriales a través de dis-
positivos con realimentación háptica (en este caso realimentación de fuer-
zas). Forman parte del nodo–mando o local la imagen de video y el disposi-
tivo háptico. Este video procede de una de las múltiples cámaras instaladas
en el nodo–operación o remoto y que servirán para visualizar tanto el robot
como los detalles de la tarea que se pretende realizar.
Este sistema de teleoperación cuenta con un sistema de control bilateral
que permite asegurar tanto la calidad de los movimientos como la seguri-
dad en la ejecución de los mismos y la reflexión de las fuerzas de teleopera-
ción que se pueden presentar durante la actividad. Este sistema de control
se describe en la Sección 3.1.
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Figura 3.1: Estación local del usuario con las herramientas para la reali-
zación de tareas teleoperadas: (izq.) imagen realimentada por la cámara
activa; (der.) el dispositivo háptico y su respectivo espacio de trabajo.
La primera y más evidente problemática que surge de este tratamiento,
es la diferencia del tamaño de los espacios de trabajo, ya que el del disposi-
tivo hápico es mucho más pequeño que el espacio de trabajo del robot que
está teleoperando y por esta razón es necesario establecer una relación en-
tre los movimientos realizados por el operador y los que realizará el robot
teleoperado. El enfoque utilizado para resolver este problema se detalla en
la Seccion 3.2.
3.1. Control
En la Figura 3.2 se puede apreciar el lazo de control básico utilizado en
el sistema de teleoperación bilateral propuesto. Estemarco de teleoperación
bilateral está compuesto por el nodo–mando, el nodo–operación y el canal
de comunicaciones. En el nodo–mando se encuentra el módulo del disposi-
tivo háptico (HDM) que se encarga no sólo de obtener los movimientos del
dispositivo (Dev) sino que realiza la correspondencia con la posición del
robot, a través de los módulos Map de correspondencia entre espacios y el
módulo IK para la cinemática inversa, y el sistema local de control o LCS
(Local Control System). En el nodo–operación se encuentra el robot (Rob) y
el sistema de control remoto o RCS (Remote Control System). Este sistema de
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Figura 3.2: Sistema base de teleoperación bilateral.
control está basado en la estrategia de control por impedancia en el que se
utiliza como entrada la posición y se provee como salida una fuerza de re-
alimentación. El controlador es un P+d (proporcional con amortiguamien-
to) que ha sido propuesto por Nuño et al. (2009), el cual ha demostrado ser
estable y robusto frente a los retardos de la red de comunicaciones. Estos
autores demostraron que los errores de posición y velocidad están acota-
dos si las ganancias de control tanto en el nodo local (Kl, Bl > 0) como en
el remoto (Kr, Br > 0) se seleccionan cumpliendo la siguiente condición:
4BlBr > (
∗Tl +
∗Tr)
2KlKr, (3.1)
Se asume que tanto el operador humano como el entorno de trabajo
son pasivos y que los retardos variables tienen límites superiores conocidos
(Ti(t) ≤ ∗Ti < ∞) y con derivadas en el tiempo que no varían más rápido
que el mismo tiempo (|T˙i(t)| < 1). Adicionalmente, estos autores demostra-
ron que el control P+d puede reflejar de forma consistente las fuerzas del
entorno remoto, y que para los pequeños retardos en el tiempo, proporcio-
na una mayor transparencia que otras alternativas. Por estas ventajas se ha
elegido este sistema de control para el desarrollo de este trabajo.
3.2. Correspondencia dispositivo háptico – robot
Dada la diferencia entre los espacios de trabajo de los dispositivosmaes-
tro (dispositivo háptico) y esclavo(robot) con los que se está realizando la
teleoperación, es necesario establecer una correspondencia entre ellos. Para
llevar a cabo esta correspondencia se debe tener en cuenta la forma en la
que se realiza y en especial los elementos que juegan un papel importante
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Figura 3.3: Modelo de la celda robótica remota para la ejecución de tareas
teleoperadas equipado con un robot Stäubli TX90 y tres cámaras: a) La cá-
mara i es la activa y la proyección del espacio de trabajo del dispositivo
háptico está alineado con ella; b) La unión virtual se consigue haciendo
coincidir los orígenes de los sistemas coordenados vHIP y TCP.
durante la teleoperación y en este caso, enfatizar el papel de la(s) cámara(s)
que proveen la realimentación de video del sistema. Antes de considerar
todos los procesos que tienen lugar durante la preparación y ejecución de
una tarea robótica teleoperada, se definirán los sistemas coordenados de
referencia y las transformaciones que permiten describir la ubicación de to-
dos los elementos del entorno de trabajo, basado en el mostrado en la Figu-
ra 3.1 y modelado en la Figura 3.3, compuesto por un robot, un dispositivo
háptico y varias cámaras, así:
WH : Espacio de trabajo del dispositivo háptico.
• H: Sistema coordenado de referenciaWH .
• HIP: Sistema coordenado de referencia asociado al efector final
del dispositivo háptico.
• THIP
H
: Transformación entre H y HIP. Esta transformación es ad-
quirida desde el dispositivo háptico.
WW : Espacio de trabajo de la celda donde está localizado el robot.
• W: Sistema coordenado de referenciaWW .
• TCP: Sistema coordenado de referencia asociado al efector final
del robot.
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• TTCPW : Transformación entre W y TCP. Esta transformación se
recalcula periódicamente durante la teleoperación y puede ser
adquirida desde la controladora del robot.
WvH: Espacio de trabajo virtual del dispositivo háptico dentro de la
escena, es decir que se proyecta WH dentro de WW . Es también lla-
mado Avatar del espacio de trabajo.
• vH: Sistema coordenado de referenciaWvH.
• vHIP: Sistema coordenado de referencia asociado a la proyección
del efector final del dispositivo háptico en la escena.
• T vHIP
vH
: Transformación entre vH y vHIP. Se calcula a partir de
THIP
H
y usando los factores de escala.
• T vH
W
: Transformación entre W y vH. Se define durante el proceso
de sincronización.
• TTCP
vHIP
: Transformación entre vHIP y TCP. Se define durante el
proceso de sincronización y es una rotación pura.
WCi : Espacio de trabajo de la cámara i (pueden haber varias cámaras
disponibles para la teleoperación pero sólo una es elegida para reali-
mentar las imágenes desde el sistema remoto y es llamada la cámara
activa.)
• Ci: Sistema coordenado de referencia de la cámara i.
• TCi
W
: Transformación entre W y Ci. Esta transformación localiza
la cámara i con relación al sistema coordenado de referencia glo-
bal de la escena (W).
El principal objetivo de todo el marco de trabajo de teleoperación, es
brindar al usuario la capacidad de mover el efector final TCP del robot me-
diante los movimientos realizados con el dispositivo háptico HIP en con-
cordancia con las imágenes provenientes de la celda remota y proveídas
por la cámara activa.
Para la correcta ejecución de una tarea teleoperada, es necesario dar
solución a los siguientes problemas:
Correspondecia H–R: Encontrar la relación existente entre el espacio
de trabajo del dispositivo háptico y el del robot. Esto incluye:
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• Escalado: Definir la relación entre el espacio físico y el virtual (es-
pacio proyectado en la escena) o avatar del dispositivo háptico,
es decir encontrar la expresión que define T vHIP
vH
a partir de THIP
H
aplicando factores de escala tanto de rotación como traslación
(Apartado 3.2.1).
• Sincronización: Encontrar la relación entre el espacio de trabajo
avatar y el del robot, definido por la transformación T vH
W
que re-
laciona los correspondientes sistemas coordenados de referen-
cia, y la transformación TTCP
vHIP
que relaciona la proyección del
vHIP y el TCP en el efector final. Esta sincronización hace uso
del sistema coordenado de la cámara activa Ci como punto en
común entre el dispositivo háptico y la escena (Apartado 3.2.2).
Teleoperar: Encontrar la expresión que define TTCPW respecto a T
HIP
H
.
El usuario manipula el dispositivo háptico y por consiguiente obtie-
ne cambios en THIP
H
, es decir que cambia la posición y la orientación
del HIP respecto a su propia base H. Estos movimientos deben ser
trasladados al robot de forma que se produzcan cambios en el TCP
respecto a su propio sistema coordenado de referencia W.
Efectuar la unión virtual significa que la posición del vHIP y la del TCP
del robot sean coincidentes, al mismo tiempo que el espacio de trabajo del
dispositivo háptico mantiene la alineación con el sistema coordenado de
la cámara activa. Este requerimiento se hace para ofrecer al operador hu-
mano una correlación natural entre los movimientos que va a ejecutar con
su mano en el dispositivo háptico y los movimientos resultantes en el efec-
tor final del robot y que van a ser observados a través de las imágenes
provenientes de la cámara activa. En este enfoque la cámara activa reviste
vital importancia ya que es el elemento que provee el punto de conexión
entre la escena observada y el espacio de trabajo del dispositivo háptico.
Para llevar a cabo esta unión virtual satisfactoriamente, se han diseñado
estas dos directivas:
Directiva de posición:Hacer que los orígenes de los sistemas coordena-
dos TCP y vHIP sean coincidentes y considerar una transformación
puramente rotacional entre ellas dos TTCP
vHIP
(Figura 3.3b).
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Directiva de orientación:Hacer que la orientación del espacio de trabajo
proyectado en la escena vH y la de la cámara activa sean coincidentes,
es decir que1 ori(T vH
W
) = ori(TCi
W
) (Figura 3.3a).
En este enfoque prima la relación existente entre los movimientos rea-
lizados por el operador y los observados a través de la cámara activa. En
enfoques anteriormente utilizados, la orientación de espacio de trabajo del
dispositivo háptico se hace coincidir con el de la base del robot de forma
que los movimientos comandados tienen relación directa con lo comanda-
dos a través de la interface de control del propio robot. Aquí se busca un
enfoque más global de la interacción del robot con su entorno y a su vez,
hacer más flexible la relación entre el robot remoto y su teleoperador, ha-
ciendo que se pueda conectar y/o desconectar la teleoperación en cualquier
instante donde el robot esté detenido.
Como se aprecia en la Figura 3.3b, la transformación TTCPW que se utili-
zará durante la fase de teleoperación activa, se calcula de la siguiente ma-
nera:
TTCPW = T
vH
W · T vHIPvH · TTCPvHIP (3.2)
Donde:
T vHIP
vH
se recalcula a partir de THIP
H
, como se detalla en el Apartado
3.2.1, cada vez que THIP
H
es actualizada desde el dispositivo háptico
(el período de actualización de este dispositivo es aproximadamente
1 ms).
T vH
W
y TTCP
vHIP
son calculadas, como se detalla en el Apartado 3.2.2, cada
vez que se requiera una nueva sincronización.
3.2.1. Escalado
T vHIP
vH
es calculada a partir de THIP
H
. Una vez que la transformación THIP
H
es leída del dispositivo háptico, las partes de traslación y de rotación son es-
caladas independientemente de forma que permitan aWvH cubrir un cierto
volumen deWW . El factor de escalado rotacional es aplicado directamente
al ángulo, manteniendo sin cambios el eje de la rotación.
1Si T es una transformación homogenea, pos(T ) y ori(T ) son utilizadas para representar
respectivamente la posición y la orientación.
Alexander Pérez Ruiz
CAPÍTULO 3. TELEOPERACIÓN 33
Sea AA(v, θ) la representación eje-ángulo de una rotación de un ángulo
θ alrededor de un eje v = (vx, vy, vz), y St y Sr son los factores de escala
traslacional y rotacional respectivamente. Entonces:
AA(v, θ) = ori(THIPH )
ori(T vHIPvH ) = AA(vx, vy, vz,Sr · θ) (3.3)
pos(T vHIPvH ) = pos(T
HIP
H ) · St
El ángulo escalado que será barrido por el avatar se limita dentro del
rango [0;±2π), teniendo en cuenta el sentido del giro, de forma que el usua-
rio sienta y ejerza control de los movimientos angulares más intuitivamen-
te. Esto quiere decir que aunque el usuario elija un valor no adecuado para
el factor de escala rotacional, por ejemplo muy grande, y realice amplios
movimientos de rotación en el dispositivo háptico, el ángulo de rotación
nunca excederá el valor de 2π en el sentido que haya elegido, con un único
movimiento.
3.2.2. Sincronización
Al momento de inicializar la teleoperación o cuando el usuario quiera
cambiar la cámara activa, el escalado de la correspondencia entre espacios
de trabajo o la posición de la projección del espacio de trabajo del disposi-
tivo háptico dentro de la escena, el sistema necesita ser sincronizado para
crear una nueva conexión virtual entre el robot y el dispositivo háptico.
Además de permitir los movimientos del robot a través de los movimien-
tos del dispositivo háptico, esta conexión permite una correlación simple
y directa entre los movimientos realizados en el dispositivo háptico con
aquellos que realiza el robot y que son vistos a través de las imágenes que
realimenta la cámara activa desde el nodo remoto. Esta sincronización se
lleva a cabo siguiendo las dos directivas de la Sección 3.2 y realizando los
siguientes dos pasos:
1. Determinar TTCP
vHIP
: Como se ha descrito en la directiva de posición,
esta transformación es rotacional pura. Aplicando ahora la directiva
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de orientación (ori(T vH
W
) = ori(TCi
W
)), TTCP
vHIP
se calcula como sigue2:
TTCPvHIP =

 RTCPvHIP 0
0 1


RTCPvHIP = (RvHIPvH )−1 · RTCPvH
= (RvHIPvH )−1 · (RvHW )−1 · RTCPW
= (RvHIPvH )−1 · (RCiW)−1 · RTCPW (3.4)
DondeRvHIP
vH
es el valor de la rotación de vHIP leída después de repo-
sicionar el dispositivo háptico (cuando el robot y el dispositivo háp-
tico se vuelven a vincular); RCi
W
es la rotación de la cámara seleccio-
nada como activa; y RTCP
W
es el valor de la rotación del efector final
del robot TCP en el instante de la sincronización (cuando el robot fue
desvinculado del dispositivo háptico).
2. Determinar T vH
W
: Una vez se ha calculado TTCP
vHIP
según la Ec. (3.4), se
utiliza para actualizar la transformación T vH
W
como sigue:
T vHW = T
TCP
W · (TTCPvHIP)−1 · (T vHIPvH )−1 (3.5)
3.3. Ejecución de movimientos
Durante la teleoperación activa, o sea cuando se están comandandomo-
vimientos, el sistema está gobernado por la Ec. (3.2), donde se puede apre-
ciar que los cambios en T vHIP
vH
son convertidos en movimientos de TTCPW .
Cada vez que se lleva a cabo una nueva sincronización, las transformacio-
nes T vH
W
como TTCP
vHIP
son también actualizadas. La aplicación de este modelo
de correspondencia para la teleoperación brinda la posibilidad de mejorar
la ejecución de las tareas teleoperadas en estas tres direcciones:
Una mejora de la visibilidad, que se puede conseguir al cambiar de
cámara activa.
Una mejora de la alcanzabilidad, que se consigue al mover la proyec-
ción del espacio de trabajo del dispositivo háptico (avatar) dentro de
2
R representa la matriz de rotación de una transformación homogénea T , es decirR =
ori(T ).
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Figura 3.4: Cambio entre dos cámara enfrentadas: Las figuras superiores
muestran en magenta el recorrido del TCP como es visto desde la cámara
(en el de la izquierda, cuando es visto desde la cámara C1 y en el de la
derecha cuando es visto desde la cámara C2).
la escena.
Un aumento o disminución de la precisión de los movimientos del
robot, que se consigue al cambiar los factores de escala de la corres-
pondencia entre el dispositivo háptico y el robot.
Como ejemplo del primer caso, la Figura 3.4 muestra los movimientos
realizados por el operador humano con el HIP cuando éste decide cambiar
entre dos cámaras, siendo puestas una en frente de la otra y cubriendo en
su mayoría el mismo volumen de la escena (prestar atención en la posición
y orientación del sistema coordenado W). Aquí la región cubierta por el
espacio de trabajo virtual del dispositivo háptico se muestra como un rec-
tángulo de color naranja. En la figura de abajo se muestra en magenta el
camino recorrido por el HIP dentro del espacio de trabajo real del disposi-
tivo háptico, este se mueve hacia la derecha cuando se utiliza la cámara C1
y luego se mueve para la izquierda cuando se utiliza la cámara C2.
Como ejemplo del segundo caso, la Figura 3.5 muestra el movimen-
to del sistema coordenado HIP cuando el usuario reposiciona el espacio
de trabajo avatar del dispositivo háptico. En la figura inferior muestra el
camino recorrido por el HIP dividido en tres partes: la primera y la últi-
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Figura 3.5: Desplazamiento del espacio de trabajo proyectado: La figura
superior muestra en magenta el camino recorrido por el TCP y el espacio
virtual del dispositivo háptico proyectado en la escena ubicado en dos po-
siciones diferentes (rectángulos de color naranja).
ma parte corresponden a una teleoperacion activa, o sea cuando la unión
virtual está establecida, y la parte rectilínea central con trazo discontinuo,
corresponde al movimiento del HIP mientras el robot se encuentra desco-
nectado del mismo.
Más adelante en el Capítulo 5 y en especial en la Sección 5.3, se explo-
ra la forma de brindar ayudas automatizadas al teleoperador que le den la
posibilidad de aplicar las estrategias anteriormente expuestas y en parti-
cular, ayudarle a buscar la mejor posición del avatar para llevar a cabo las
resincronizaciones.
3.4. Conclusiones
Se ha presentado la forma directa y sencilla de relacionar los espacios de
trabajo del dispositivo háptico y del robot utilizando el punto de vista de la
cámara activa que realimenta las imágenes desde el nodo–operación y que
el teleoperador usa para visualizar en la tarea. Con esta relación se ofrece
unmétodo para cambiar de punto de vista dentro del nodo–operación y así
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poder hacer frente a eventuales oclusiones de la visual de la tarea o de au-
mentar o disminuir la precisión de los movimientos a través de las escalas.
Este método aporta flexibilidad a la hora de vincular el dispositivo hápti-
co al sistema de referencia que se está teleoperando con el robot remoto,
permitiendo desconectar y reconectar este vínculo una vez se haya posi-
cionado el espacio avatar en un lugar más adecuado para proseguir con la
tarea.
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Planificación de movimientos
Science is organized knowledge.
Wisdom is organized life.
Immanuel Kant, Critique of
Pure Reason
En este capítulo se presenta el sistema de planificación que es utiliza-do para obtener el camino solución de la tarea que va a ser realizada
por los robots manipuladores durante la teleoperación. En primer lugar se
describe la forma en la que interactúa este sistema dentro del marco de te-
leoperación y posteriormente se detallan las diferentes partes en las que se
divide el planificador.
4.1. Planificación y teleoperación
Dentro del marco donde se desarrolla este trabajo, la planificación del
camino solución a la tarea teleoperada, se utiliza como herramienta de so-
porte al teleoperador con la finalidad de brindarle la ayuda adecuada para
desarrollar la tarea sin tener en cuenta los detalles mecánicos y constructi-
vos del robot con la que se ejecuta. El camino encontrado cumple con los
requisitos de ser libre de colisión con el entorno para el instante inicial.
Este camino inicial es la semilla de los procesos iterativos de validación y
replanificación que se llevan a cabo de forma paralela a la ejecución de la
tarea por parte del operador y que además de mantener la característica de
ser libre de colisión, incorpora comportamientos reactivos frente las oclu-
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siones temporales que los obstáculos móviles puedan ocasionar al camino
deseado Pqd.
La ejecución de tareas por parte de un operador humano, que forma
parte del lazo de control del sistema, tienen la característica de no seguir
un patrón claramente definido en el tiempo. Los parámetros temporales no
están definidos de forma determinística, dado que no se establecen ni las
velocidades de los movimientos ni las posibles pausas que se puedan pre-
sentar durante ella, ocasionados ya sea por procesos cognitivos del usuario
como la toma de decisiones sobre la evolución de la tarea, o de los retardos
propios de la información de control proveniente del nodo–mando.
El planificador propuesto en este trabajo se ha desarrollado teniendo en
cuenta las características de ejecución de las tareas teleoperadas de forma
que se aprovecha la flexibilidad temporal con la que se desarrollan. En un
primer instante se planifica teniendo en cuenta la parte estática del entorno
y luego se incorpora un comportamiento reactivo frente a los cambios de la
configuración inicial a medida que se ejecuta el plan inicial. Estos cambios
son tenidos en cuenta si ocurren dentro de un radio de acción temporal
definido por la posición actual del robot y una medida ponderada de la
velocidad con la que se lleva a cabo la tarea.
Por otro lado, al ser el operador el elemento inteligente del lazo de con-
trol de todo el sistema, siempre es necesaria la aceptación de un nuevo
camino que la ejecución propia del planificador puede arrojar como resul-
tado a una modificación en el entorno del trabajo y que impliquen grandes
cambios sobre el plan inicialmente aceptado por el usuario.
4.2. Planificación multirobot
La planificación en un entorno multirobot implica la búsqueda de un
camino solución que pueda llevar a cada uno de los robots a cumplir su ta-
rea específica. En los mismos términos expuestos a lo largo de este trabajo,
esto significa encontrar para cada robot el camino que conduce de su confi-
guración inicial a su configuración objetivo evitando las posibles colisiones
con el entorno y con los demás robots.
En las tareas ejecutadas de forma automática, existen criterios de tem-
porización entre el inicio y fin de las tareas y de la ejecución de cada una
de ellas, de manera que se pueden iniciar en el mismo instante, establecer
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Px1
Px2
Figura 4.1: Ejemplo de problema de planificación con dos robots donde se
pueden observar los caminos Px que se desean guiar en cada uno de ellos.
retardos en el inicio de alguna de ellas y/o definir las velocidades de eje-
cución. Estableciendo estos criterios, la planificación permite encontrar los
caminos y las soluciones más adecuadas que los cumplan. Otra estrategia
es hacer la planificación en el espacio de configuraciones C conjuntos que
involucren todos los grados de libertad de los robots y en el que cada punto
del espacio representa una configuración particular de todos los robot im-
plicados en el problema. Este enfoque genera espacios de configuración de
un número de grados de libertad considerable y que pueden representar
grandes tiempos de cómputo que no pueden ser asumidos en tiempo real.
En el caso de que cada robot estuviera teleoperado por un operador no
se garantizaría la ausencia de colisiones a pesar de que siguieran el camino
planificado porque el tempus lo marca independientemente cada operario.
Se deben establecer por lo tanto estrategias para llevar a cabo esta pla-
nificación de forma individualizada para cada uno de los robots, conside-
rando los otros robots como obstáculos móviles, estableciendo criterios que
permitan la ejecución simultanea de todas las tareas. Estos criterios se ba-
sarán en la replanificación y en la modificación del amortiguamiento en el
algoritmo de control de la teleoperación.
Este enfoque mantiene la dimensión del espacio de configuraciones C
de cada robot donde se llevan a cabo las búsquedas del camino solución
con el menor número posible, de forma que los tiempos de cómputo de las
soluciones y en especial de las replanificaciones, tiendan a disminuir ha-
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ciendo posible su incorporación en sistemas a tiempo real. Un sistema de
planificación con estas características puede ser utilizado como herramien-
ta de apoyo durante la ejecución de tareas teleoperadas.
El planificador propuesto en este trabajo, encuentra una solución a la
tarea establecida para un único robot de los que conforman el problema,
y mantiene la evaluación de su factibilidad dentro de los rangos de acción
temporal de cada uno de ellos, es decir, que mientras exista actividad por
parte del robot que ha sido objeto de la planificación, existe la necesidad de
evaluar continuamente si el camino inicialmente propuesto sigue siendo
válido frente a los cambios que se presentan en su entorno y muy particu-
larmente dentro del radio de acción que se establece con relación directa a
su posición y velocidad. Esta vigilancia constante activa cuando hace falta
la replanificación y/o la modificación del amortiguamiento.
4.3. Propuesta
Los métodos de planificación basados en muestreo han demostrado ser
muy útiles frente a los métodos completos donde se determina analítica-
mente el espacio de configuraciones asociado, y esta utilidad se incrementa
en la medida que crece el número de grados de libertad involucrados. Una
característica interesante de estos métodos es que se va descubriendo el es-
pacio de configuraciones a medida que se extraen muestras y se valida su
estado de colisión o no. En este capítulo se describe el método propuesto
para planificar la tarea que se va a realizar con el robot teleoperado, que
comparte su espacio de trabajo total o parcialmente con otros robots en
el nodo–operación y que son considerados como obstáculos móviles, que
pueden afectar el desarrollo de la tarea, para lo cual se responde con una
replanificación de la solución cuando el teleoperador así lo desee.
La planificación se lleva a cabo con un mapa de carreteras (RoadMap)
que cambia dinámicamente frente a los cambios de los obstáculos móviles
(este mapa de carreteras dinámico siempre se centra sobre el último camino
solución propuesto). La eficiencia se logra a través de la evaluación tardía
(Lazy approach), es decir que el grafo que representa el mapa de carreteras
es un subgrafo de uno más grande sin evaluar y que cubre todo el espa-
cio de configuraciones. En este subgrafo solamente son evaluados aquellos
vértices y aristas que han contribuido a encontrar el camino solución.
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4.3.1. Planificación basada en muestreo
Los métodos de planificación basados en muestreo han probado ser efi-
cientes en la solución de problemas que involucran gran cantidad de gra-
dos de libertad, extendiendo su uso a una amplia variedad de problemas
de diferente complejidad (ver Apartado 2.1.1). Los planificadores de tipo
mapa de carreteras probabilísticos (PRM) están enfocados principalmente
a problemas donde se realizan multiples búsquedas, mientras que aquellos
basados en árboles aleatorios (RRT) están más enfocados a una única pre-
gunta sobre la cual se va construyendo la solución (ver Capítulo 2). Esta
característica, entre otras, es determinante en la elección del tipo más con-
veniente de planificador a utilizar en la resolución de un tipo específico de
tarea.
Por otra parte, no sólo la topología de la conectividad de las muestras,
sino las muestras mismas son decisivas en el desempeño y efectividad de
los planificadores. Existen varios estudios que evalúan la contribución de
la generación de las muestras en el desempeño global del planificador. El
muestreo aleatorio es un esquema ampliamente utilizado, pero algunas ve-
ces son más deseables otras características, como ubicar las muestras uni-
formemente con una mejor discrepancia, o cerca de los obstáculos y los
pasajes estrechos, con el ánimo de disminuir el número de muestras utili-
zadas con la consecuente mejora en la eficiencia computacional. Tambien
en vistas a mejorar dicha eficiencia, el procedimiento de evaluación tardía
(Lazy) que posterga lo más posible el costoso proceso de validación de coli-
sión es de gran interés.
4.3.2. Nomenclatura
Antes de continuar con la descripción de los algoritmos de planificación
de los cuales trata este capítulo, es necesario definir algunos de los términos
que forman parte de ellos. Sea:
C: Espacio de configuraciones.
S: Conjunto de muestras en el espacio de configuraciones.
qs: Configuración inicial del robot.
qg: Configuración objetivo.
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Pq: Conjunto de nodos y aristas que constituyen un camino en C.
Pqi : Camino candidato a ser una solución que se encuentra en proceso de
evaluación.
Pqd: Camino evaluado libre de colisión que satisface los requerimientos de
la tarea.
Kneig: Índice de conectividad que describe la cantidad de vecinos con los
cuales se debe conectar una muestra.
GT : Grafo de cubrimiento total de C.
GW : Subgrafo de GT constituido por los nodos de P
q
i y sus sucesores.
Npd: Conjunto de nodos de un Pq y sus sucesores.
vi: Vértice o nodo i de un grafo.
eij : Arista existente entre los vértices i y j de un grafo.
Adicionalmente, se definen cuatro funciones para el manejo de grafos:
CComp(q): Devuelve la componente conectada del grafo que contiene q.
UpdateGraph(G, vn, ed): Devuelve el grafo G con el conjunto de nuevos
vértices vn agregados, y el conjunto de aristas existentes ed borradas.
Succ(Pq): Devuelve los nodos de GT que se encuentran conectados direc-
tamente de los nodos de Pq.
SelectNodes(GT ,Pq, level): Devuelve un conjunto formado por los nodos
de Pq, sus sucesores y los sucesores de ellos hasta el nivel determina-
do por level, es decir Np = {vi ∈ Pq ∪ Succ(Pq) ∪ Succ(Succ(Pq)) . . .}.
4.3.3. Enfoque
El presente trabajo está basado en las técnicas de planificación con PRM
y evaluación tardía de las colisiones, esto quiere decir que el camino solu-
ción sólo se valida completamente como libre de colisión hasta el último
momento. Este camino se sugerirá posteriormente al teleoperador, pero és-
te no esta obligado a seguirlo, así que el planificador tiene la característica
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Algoritmo 1 FollowPath
Require: qs, qg
(Pqd, GT )=FindPath(qs, qg, ∅, ∅)
while qc 6= qg AND Pqd 6= ∅ do
qc = Move(P
q
d)
(Pqd, GT )=FindPath(qs, qg,P
q
d,GT )
end while
de replanificación para adaptarse a los movimientos reales del usuario así
como a los obstáculos móviles.
El procedimiento que se lleva a cabo para encontrar el camino entre qs y
qg y su utilización en tareas de teleoperación, se define en el procedimiento
FollowPath del Algoritmo 1. En este procedimiento se describe globalmente
el funcionamiento del planificador como un proceso paralelo a la ejecución
del movimiento teleoperado.
El algoritmo FindPath es usado iterativamente por el procedimiento Fo-
llowPath, mostrado en el Algoritmo 1. Primero, se busca el camino, y si se
encuentra una solución válida, se inicial el movimiento sugerido por ese
camino, y de ser necesario se vuelve a calcular un nuevo camino. Los suce-
sivos llamados a FindPath, pueden dar diferentes soluciones dependiendo
de la existencia de obstáculos móviles o de los movimientos efectivamente
ya realizados por el robot. La función Move en el Algoritmo 1 esquematiza
la evolución del seguimiento del camino sugerido al teleoperador. También
puede programarse una ejecución automática (no teleoperada) en cuyo ca-
so la función Move realiza un paso del movimiento a lo largo del camino
actual.
La primera vez que se llama al procedimiento FindPath, se hace sólo
con las configuraciones inicial y objetivo, qs y qg respectivamente, y si este
método arroja como resultado un camino válido para ser teleoperado Pqd y
mientras el robot no haya alcanzado la configuración objetivo qg se actua-
liza la posición actual del robot qc y se procede a la validación continua
de ese camino deseado Pqd usando la misma función FindPath. Este nuevo
llamado se hace con Pqd y GT como parámetros, de forma que se inicia una
iteración de validación de Pqd y en caso de resultar ahora no válida, se pro-
cede a encontrar un nuevo camino candidato Pqi que comparta la mayor
cantidad de nodos y aristas de Pqd, es decir, con la menor cantidad de cam-
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bios posibles. El funcionamiento general del planificador implementado en
la función FindPath se puede describir a través de los siguientes pasos:
1. Se crea un grafo de cubrimiento GT construido con un conjunto ini-
cial de muestras no evaluadas (S), obtenidas con una secuencia Hal-
ton (secuencia de baja discrepancia) sobre todo el espacio de configu-
raciones C, donde cada una de las muestras está conectada con sus
Kneig vecinos más cercanos, usando la métrica respectiva del espacio
de configuraciones del problema, mediante aristas no evaluadas.
2. Se crea un grafo de trabajo GW como subgrafo de GT a partir de los
nodos de un camino solución Pq. Inicialmente no existe dicho camino
y entonces GW = GT (ver Apartado 4.4.1).
3. Se busca en GW un camino de mínimo coste mediante el algoritmo
A*.
4. Se evalúa el camino siguiendo técnicas de evaluación tardía (ver Apar-
tado 4.4.2).
La estrategia de remuestreo se lleva a cabo en los Pasos 2 y 4. En el pri-
mero de ellos se realiza una generación de muestras en todo el espacio de
configuraciones que garantiza la conectividad de GT siguiendo la secuen-
cia inicial Halton, y en el segundo caso se obtienen muestras adicionales en
las cercanías de los obstáculos sobre los cuales cae una arista no válida. En
los Pasos 1 y 4, en el caso de que exista un Pqd calculado en una iteración
anterior tiene la particularidad de que:
1. Actualiza la evaluación de nodos alrededor de la configuración inicial
(ver Apartado 4.4.3).
2. Si la evaluación de los nodos de Pqi no presenta cambios frente a P
q
d, el
proceso de replanificación retorna exactamente el mismo Pqd utilizado
como parámetro, o en caso contrario devuelve un nuevo camino Pqd
con el menor numero de variaciones posibles con respecto al anterior.
4.3.4. Evaluación de nodos y aristas
La evaluación de los nodos, a diferencia de un PRM convencional, no
se hace directamente para saber si forman parte o no del espacio libre de C.
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En este caso se va a dar un valor continuo entre 0 y 1 a manera de “pro-
babilidad de ser obstáculo” basada en la mínima distancia del robot a los
obstáculos de su entorno.
Esta distancia a los obstáculos tanto estáticos cómo dinámicos, se calcu-
la en el espacio operacional y se utiliza para evaluar las muestras y también
las aristas que se establecen entre ellas. Esta función de evaluación H de
una muestra se define como:
H =

1 si dmin ≤ dthdth
dmin
si dmin > dth
(4.1)
con dmin la distancia mínima (positiva) entre el robot y los obstáculo y dth
una distancia umbral de seguridad al rededor de los obstáculos (para ase-
gurar caminos con unamínima holgura). La muestras evaluadas conH = 1
serán removidas del grafo sólo si corresponden a obstáculos estáticos, dado
que la oclusión causada por los obstáculos dinámicos es temporal.
Las aristas del grafo tendrán asignado el siguiente costo:
cost(i, j) = dist(vi, vj) +Hobs · |Hi −Hj |+ Cp, (4.2)
donde dist(vi, vj) es la distancia entre los dos vértices en C con la métrica
del respectivo espacio, Hobs es un peso de escala, Cp = 0 si vi y vj forman
parte del último camino calculado, y Cp > 0 en cualquier otro caso. Esta se-
lección de costos orienta la búsqueda hacia el camino más corto con suaves
cambios en el valor deH , y con la menor cantidad de cambios con respecto
al anteriormente calculado, cuando hay uno disponible.
4.4. Partes del planificador
4.4.1. Selección del grafo de trabajo GW
Los algoritmos de planificación de trayectorias deben manejar una gran
cantidad de muestras cuando el espacio de configuraciones tiene un núme-
ro elevado de dimensiones. De aquí que la correcta selección de muestras
es un aspecto muy importante que mejora la efectividad de un algoritmo
en particular.
Una forma de contribuir a minimizar este perjudicial efecto, se logra
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Algoritmo 2WorkGraph
Require: GT , Pq, level
Ensure: GW
Npd = SelectNodes(GT ,Pq, level)
GW = SetGraph(Npd,Kneig)
if CComp(GW ,qs) 6= CComp(GW ,qg) then
while CComp(GT ,qs) 6= CComp(GT ,qg do
GT = SetGraph(nodes(GT ) ∪ Sampling(Nsamp),Kneig)
end while
GW = GT
end if
return GW
al reducir el número de muestras del grafo donde se realiza la búsqueda.
Siguiendo esta idea, en este trabajo se crea un subgrafo GW a partir del
grafo GT (grafo más grande, uniformemente distribuido sobre el espacio
de configuraciones C y que no ha sido evaluado aún) donde efectivamente
se realiza la búsqueda. Dicho grafo se crea en el procedimiento WorkGraph
mostrado en el Algoritmo 2, que se explica a continuación.
Dado el grafo totalGT y un Pq ∈ GT , el Algoritmo 2 construye un grafo
GW con los nodos y sus sucesores hasta un nivel level usando una vecindad
Kneig en donde GW puede tener aristas no existentes en GT .
El procedimiento WorkGraph construye GW con base en el conjunto de
vértices de Pq pasado como parámetro y por sus sucesores hasta el nivel
level obtenidos con la función SelectNodes. Pq será un camino solución
obtenido de una iteración anterior si existe, o en caso contrario será el ca-
mino candidato actual Pqi . La primera vez que se llama este procedimiento
Pq = ∅ y por lo tanto el resultado será GW = GT . El algoritmo garantiza la
devolución de un grafo en el que qs y qg forman parte de una misma com-
ponente conectada. Es decir, si las configuraciones de inicio y objetivo no
se encuentran en la misma componente conectada del grafo GW , entonces
todos los vértices de GT son considerados (GW = GT ). Si aún así las confi-
guraciones inicial y objetivo siguen sin pertenecer a la misma componente
conectada de GW , entonces algunas nuevas muestras (no evaluadas) son
agregadas aGT , siguiendo la secuencia determinística usada en la creación
inicial del grafo (normalmente con unas pocas muestras de más, el grafo
GT puede ser reconectado).
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Algoritmo 3 Validate
Require: Pqi , P
q
d, GT
Ensure: valid, GT
[valPath, vns, eds] = SoftValidation(P
q
i ,P
q
d)
if valPath then
[valPath, vnh, edh] = HardValidation(P
q
i ,P
q
d, dval)
if valPath then
return true, GT
else
vn = vns ∪ vnh
ed = eds ∪ edh
end if
end if
GT = UpdateGraph(GT , vn, ed)
return false, GT
4.4.2. Validación del camino
Otro de los factores que contribuyen a la correcta selección de muestras
utilizadas para construir la solución del problema y que mejoran la efec-
tividad de los algoritmo de planificación, es la distribución que adoptan
estas muestras en el espacio de configuraciones y en particular frente a los
obstáculos.
Algunos algoritmos de validación tardía conocidos, evalúan el camino
candidato a ser la solución arista por arista. Este tipo de validación puede
llegar a ser muy costosa si este camino resulta ser descartado en la última
arista. Normalmente este proceso es realizado por el planificador local (local
planner), que siguiendo una línea recta entre dos muestras evalúa muestras
adicionales obtenidas por interpolación para determinar si toda la arista es
libre de colisión con una resolución determinada por el paso (step size). En
el enfoque propuesto aquí, la validación del camino candidato se divide
en dos partes denominadas respectivamente validaciones SoftValidation y
HardValidation. Adicionalmente, se ha incorporado un método de sobre–
muestreo con el fin de generar muestras aleatorias en la vecindad de los
obstáculos cuando alguna de estas validaciones falla. El proceso de valida-
ción se muestra en el Algoritmo 3, que además de controlar la ejecución de
las dos validaciones, usa la función UpdateGraph.
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Elmétodo deSoftValidation evalúa progresivamente el camino candida-
to, desde qs hasta qg y devuelve verdadero (true) si todas las aristas cum-
plen sus criterios de validación o en caso contrario devuelve falso (false),
una lista de nuevas muestras a ser agregadas al grafoGT y, eventualmente,
una lista con aristas existentes en el mismo grafo a ser borradas (en el caso
de dividir una arista, al agregar un nodo intermedio y es necesario borrar
la arista original). Una vez que el algoritmo SoftValidation aprueba el ca-
mino candidato, el procedimiento HardValidation es invocado para realizar
el segundo paso de la validación y obtener el camino deseado Pqd.
La validación SoftValidation se detalla en el Algoritmo 4 y se basa en
el uso del valor de H de los vértices que definen una arista. Primero, una
arista no necesita ser validada si previamente lo ha sido y el valor de H
de sus vértices no ha cambiado. Esta evaluación es realizada por la función
Change. Cuando se hace necesaria la validación, se debe tener en cuenta
que una arista eij será válida si:
Hi < 1, Hj < 1 ∧ |Hi −Hj | < K ·ma´x(Hi, Hj) C.1
donde 0 < K < 1. Esta condición evalúa la pendiente de esa arista de
forma que variando el valor deK se permiten acercamientos más agresivos
hacia los obstáculos. Si la arista eij no supera esta condición, se obtiene un
vértice temporal vt correspondiente al punto medio de eij y que valida la
arista si:
Ht < ma´x(Hi, Hj) C.2
siendo Ht el valor de H correspondiente al vértice vt. Esta condición
asegura que al menos el punto medio de la arista se encuentra tan lejos de
los obstáculos como el más cercano de sus vertices. En cualquier otro caso,
la arista no es válida y se ejecuta unmétodo de sobre–muestreo que obtiene
muestras cerca del obstáculo sobre el cual cae la arista no válida con centro
en vt.
El objetivo principal del método de sobre–muestreo, realizado por el
método Oversample, es el de generar muestras utilizando al máximo la in-
formación obtenida del proceso de validación. Se generan Nsamp muestras
aleatorias dentro de la hiperesfera determinada por un radio dado y cen-
trada en uno de los vértices o en el punto medio de la arista. El método de
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Algoritmo 4 SoftValidation
Require: Pqi , P
q
d
Ensure: valid,vn,ed
vn = ∅, ed = ∅
for all eij ∈ Pqi do
if Change(eij , P
q
d) then
if eij pass conditions C.1 and C.2 then
Label eij as valid
else
[vn, ed] = Oversample(Nsamp, eij , vn, ed)
end if
end if
end for
return AllValid(Pq), vn, ed
sobre–muestreo es llamado tanto si los vértices como el punto medio de la
arista caen dentro de un obstáculo. En el primer caso, la hiperesfera se cen-
tra sobre el vértice que permanece fuera del obstáculo y en el segundo caso
se centra directamente sobre el punto medio. Un caso especial de sobre–
muestreo ocurre cuando el valor H del punto medio es mayor al valor H
de sus vértices pero menor que 1, en el que solamente se agrega el punto
medio como muestra al grafo con la finalidad de dividir la arista en dos
partes.
El método HardValidation obtiene muestras a lo largo de todas las aris-
tas y evalúa su valor de H a fin de etiquetarlas ya sea como obstáculos o
como muestras libres. Este procedimiento asegura que el camino propues-
to es efectivamente un camino libre. Este método usa la secuencia de van
der Corput para seleccionar cual muestra es extraída y evaluada cada vez.
El número de puntos evaluado por arista depende de la longitud de la mis-
ma y asegura que la distancia entre dos puntos consecutivos es menor que
una distancia umbral y que corresponde al tamaño del paso (Step size) del
planificador local.
Todas las aristas son validadas en orden consecutivo desde qs hasta qg.
Una arista es valida sólo si todos sus puntos evaluados tienen un valor de
H menor que 1. En este caso todo los puntos intermedios son descartados y
la arista es etiquetada como válida. El proceso es detenido inmediatamente
cuando un punto no satisface la condición. Entonces la arista es etiquetada
como no válida, todos los puntos son regresados para ser adicionados aGT
a la vez que se elimina la arista.
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qc
r
α
q˙c
Figura 4.2: Región de actividad de qs que define los vértices de GT (en
negro) que deben ser objeto de la actualizacion de su valor H .
4.4.3. Validación local al rededor de qs
Como se ha comentado al inicio del capítulo, el algoritmo FollowPath
continuamente actualiza el camino. Además de la necesidad de recalcu-
lar el camino debido a la presencia de obstáculos móviles que lo pueden
obstruir, el propio movimiento del robot puede requerir una actualización
del camino solución (es de recalcar que dependiendo de la tarea, el ca-
mino puede ser seguido sólo de forma aproximada como en el caso de
las tareas teleoperadas donde el camino sólo es una guía). Por esto, con
el fin de facilitar el recálculo del camino cerca de la configuración actual
del robot, qc, se introduce la evaluación del valor de H de algunos no-
dos en la vecindad de qc. Este proceso es llevado a cabo por la función
UpdateRange(GT ,qc, q˙c,P
q
d) en el algoritmo FindPath como se indica a con-
tinuación. Se define una región cónica con vértice en qc y eje definido por q˙c
que tiene un casquete esférico como base como se aprecia en la Figura 4.2.
Tanto el ángulo α como la altura r son proporcionales a la magnitud de q˙c.
Así, todos los vértices de GT que caen dentro de esta región son actualiza-
dos en su valorH . Este procedimiento agrega un comportamiento reactivo
sencillo al algoritmo, frente a los cambios en la configuración del robot, de
forma que se pueda ofrecer rápidamente una solución libre y segura desde
cualquier nueva configuración de partida.
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Algoritmo 5 FindPath
Require: qs, qg, P
q
d, GT
Ensure: Pqd, GT
if Pqd 6= ∅ then
if qs 6= init(Pqd) then
UpdateRange(GT ,qc, q˙c,P
q)
end if
else
GT = SetGraph(Sampling(M) ∪ qs ∪ qg,Kneig)
end if
Pqi = P
q
d
while nodes(GT ) ≤ MAXSAMPLES do
GW = WorkGraph(GT ,P
q
i , level)
Pqi = ShortestPath(GW ,qs,qg)
if UpdateH(Pqi ,P
q
d) then
return Pqi , GT
end if
[validPath,GT ] = Validate(P
q
i ,P
q
d, GT )
if validPath then
return Pqi , GT
end if
end while
return ∅, GT
4.5. Algoritmo completo
El procedimiento mostrado en el Algoritmo 5 devuelve un camino Pqd
desde la configuración inicial qs hasta la objetivo qg y el grafo GT (evalua-
do tardíamente) usado para este propósito. Cuando ya se cuenta con un
camino validado previamente, este puede ser usado por el algoritmo para
encontrar, si es necesario, un nuevo plan. Se usan las siguientes funciones:
UpdateRange(GT ,qc, q˙c,P
q): Actualiza el valor de H de todos los
vértices dentro de la región circundante a la configuración actual, co-
mo se detalla en el Apartado 4.4.3.
SetGraph(S): Crea un grafo a partir de un conjunto de muestras S
usando la conectividad dada por Kneig. En este procedimiento S es-
tá compuesto por la configuración inicial qs, la configuración objetivo
qg y un conjuntoM de muestras generadas por una función que utili-
za la secuencia Halton (secuencia de baja discrepancia) de forma que
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se pueda tener una cobertura completa del espacio de configuracio-
nes C.
WorkGraph(GT ,Pq, level): Devuelve el subgrafo GW de GT que con-
tiene el conjunto de vértices que forman la vecindad del camino Pq
hasta el nivel solicitado, donde Pq es Pqd si existe, o P
q
i en caso contra-
rio. Operaciones adicionales pueden ser requeridas para obtener un
subgrafo valido, como se explica en el Apartado 4.4.1.
ShortestPath(GF ,qs,qg): Devuelve el camino demenor costo P
q
i den-
tro de GW desde qs hasta qg, usando el algoritmo de búsqueda A
∗.
UpdateH(Pqi ,P
q
d): Calcula el valor deH para cada vértice en P
q
i usan-
do la Ec. (4.1), y devuelve verdadero si Pqi y P
q
d son iguales, y falso en
cualquier otro caso.
Validate(Pqi ,P
q
d, GT ): Evalúa las aristas del camino P
q
i de forma tardía,
basado en el valor deH . Una arista es considerada potencialmente li-
bre si el valor de H de sus extremos y el de su punto medio is menor
que 1. Un camino con todas sus aristas clasificadas como potencial-
mente libres es efectivamente evaluado por medio del cálculo de la
distancia a los obstáculos cuando el robot está en un conjunto de con-
figuraciones intermedias de la arista, calculadas siguiendo la secuen-
cia de van der Corput. Como resultado de este proceso de evaluación,
algunos vértices pueden ser añadidos al grafo, y algunos otros vérti-
ces y aristas pueden ser removidos. Este proceso de validación se ha
detallado en el Apartado 4.4.2.
En la Figura 4.3a se puede apreciar la evaluación (no satisfactoria) del ca-
mino candidato Pqi durante el proceso inicial de búsqueda del camino desea-
do Pqd. En la Figura 4.3b se observa una iteración de validación y replanifi-
cación del camino inicialmente validado Pqd teniendo en cuenta el obstáculo
dinámico que se mueve hacia arriba con velocidad O˙i. Más adelante en el
Capítulo 7 se desarrollan los ejemplos que permiten evaluar la efectividad
del planificador propuesto en este trabajo.
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qs
Pq
i
GT
GW
Static obstacle
qg
(a) Búsqueda inicial de Pqd.
GT
GW
Pq
d
qs
qg
Static obstacle
Dynamic obstacle
(b) Replanificación de Pqd.
Figura 4.3: Componentes conceptuales de la planificación.
4.6. Conclusiones
En este capítulo se ha presentado el sistema de planificación utilizado
como herramienta para proveer caminos libres de colisión de todo el brazo
manipulador con el que se lleva a cabo la teletarea. Este camino es libre
de colisiones tanto con los obstáculos estáticos del entorno del robot como
de colisiones con otro robots teleoperados que pueden estar presentes en
el nodo–operación y que pueden compartir todo o parte de su espacio de
trabajo. Estos otros robots son considerados como obstáculos móviles de
los cuales se puede saber su posición y orientación en cada instante que se
actualiza la información de la evolución de la tarea.
El proceso de validación de las aristas del camino, normalmente desa-
rrollado por el planificador local, aquí se ha dividido en dos partes: una
validación suave y otra fuerte. Esta división permite descartar más rápi-
damente un camino candidato que no resulta viable y toma aproximanda-
mente el mismo esfuerzo para validar un camino candidato factible, que
un planificador local lineal estándar.
Este algoritmo de planificación se ejecuta en paralelo durante la ejecu-
ción de la teletarea de forma que reacciona frente a los cambios del entorno
y a las decisiones tomadas por parte del teleoperador para ofrecer en todo
momento un camino viable.
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Ayudas a la teleoperación
Equipped with his five senses,
man explores the universe
around him and calls the
adventure Science.
Edwin Hubble
EN este capítulo se abordan las ayudas que se brindan al teleoperadorcon el ánimo de dar soporte al cumplimiento de la tarea y que pueden
ser generados a partir de un camino libre de colisión previamente obtenido
con un planificador demovimientos. La generación de fuerzas de guiado se
hace para los momentos de teleoperación activa o sea, cuando se están co-
mandandomovimientos del robot remoto, y se extiende de la misma forma
para ayudar al operador a encontrar el mejor emplazamiento de espacio de
trabajo avatar del dispositivo háptico cuando se lleva a cabo una resincro-
nización (ver Sección 3.3).
De la misma forma se describe un mecanismo de ayuda para el cambio
de configuraciónes cinemáticas del robot, para los casos en los que la so-
lución de la tarea incluye uno o varios de ellos. La generación de este tipo
particular de sensación háptica a través de fuerza se enmarca dentro de una
aplicación de rendering háptico (Salisbury et al., 2004).
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FvHg : Guiding force F
vH
c : Control force F
vH: Haptic force
xi: Current haptic position q0: config. limit P
q : Desired path
qd: Desired config. qc: Control config. τq : Control torque
qr : Real robot config.
Figura 5.1: Sistema de teleoperación ampliado con las ayudas.
5.1. Enfoque global
El marco de teleoperación bilateral utilizado está compuesto por el no-
do local, la celda remota y el canal de comunicaciones tal como se ha mos-
trado en la Figura 3.2. Los bloques básicos, de color azul, comprenden en
el nodo local el dispositivo háptico (HDM) y el sistema local de control o
LCS (Local Control System) y en el nodo remoto el robot (Rob) y el el siste-
ma de control remoto o RCS (Remote Control System). El esquema de control
bilateral y la correspondencia de los espacios de trabajo entre el robot y el
dispositivo háptico se han descrito anteriormente en las Secciones 3.1 y 3.2
respectivamente.
Este esquema básico se ha extendido con las ayudas aquí propuestas
como asistencia a la teleoperación que se pueden apreciar en la Figura 5.1,
que corresponden a los bloques de color rojo y comprenden el bloque de
guiado en el nodo local y bloque de comportamiento reactivo en el nodo
remoto. El procedimiento de asistencia en la teleoperación está esbozado
en el Apartado 5.2 junto con las ayudas utilizadas.
El bloque de guiado permite la generación de fuerzas en el dispositivo
háptico (FvHg ) que sugieren el seguimiento de un camino libre de colisiones
para el robot teleoperado y que unido con el bloque de LCS, permite rea-
lizar de forma suave y robusta los cambios de configuración cuando sean
necesarios. En el momento que el robot se desconecta del dispositivo háp-
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tico, este bloque se utiliza para generar fuerzas de asistencia durante la re-
sincronización. El bloque reactivo ubicado en la parte remota del sistema,
se usa para incrementar la ganancia de amortiguamiento Br del lazo de
control remoto (RCS) cuando se detectan posibles colisiones del robot con
su entorno. Esta característica es muy importante en el caso de entornos
multirobot para evitar colisiones en el espacio de trabajo que comparten.
La asistencia a la teleoperación propuesta, esta basada en la hipótesis
que la tarea a ser teleoperada es conocida, esto es que la configuración ini-
cial y la configuración objetivo, respectivamente qs y qg, así como que el
modelo del robot y de su entorno de trabajo son conocidos. Asumir esta hi-
potesis es común y razonable en muchas tareas teleoperadas(manipulación
de objetos en plantas nucleares, mantenimiento en estaciones espaciales,
algunos procedimientos quirúrgicos, etc. ). Es por esta razón que la asis-
tencia a la teleoperación esta diseñada con base en la disponibilidad de un
camino libre de colisión calculado por un planificador en el espacio de con-
figuraciones del robot (C), en este caso un PRM, que conecta qs con qg (ver
Capítulo 4) con las siguientes características:
Sea Pq = {qs,q1,q2, . . . ,qg} ∈ C, el camino solución donde las qj son
las configuraciones que han sido probadas para ser libres de colisión
y que permiten validar las aristas y la conexión de todo el camino.
Esto quiere decir que las configuraciones qj y la qj+1 son configu-
raciones muy cercanas entre si, separadas por una distancia definida
por el planificador local del PRM. Este planificador local del PRM es
de tipo lineal y por esta razón el camino resultante Pq es lineal a tra-
mos. Cuando dos configuraciones consecutivas en Pq corresponden a
configuraciones cinemáticas diferentes del robot, se obtiene una con-
figuración intermedia por interpolación lineal cuando la variable arti-
cular que cambia de signo se torna cero. La configuración interpolada
se agrega a Pq.
Sea Px = {xs, x1, x2, . . . , xg} ∈ SE(3), el camino seguido por el TCP
del robot en el espacio físico, correspondiente a Pq en el espacio de
configuraciones, calculado por la cinemática directa (FK por su sigla
en inglés Forward Kinematics) del robot, esto es que cada xj es la po-
sición y orientación del sistema coordenado TCP cuando el robot se
encuentra en qj . Dado que las configuraciones del camino P
q se en-
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Algoritmo 6 Guided teleoperation procedure.
Require:
qs,qg: configuraciones inicial y objetivo.
δ: Paso del planificador local del PRM.
Pq = PRM_Solve(qs,qg, δ)
Px = FK(Pq)
while teleoperation do
xi =MapHaptic()
if clutch then
FvH = Resynchronization(xi)
else
qr = SubscribeRobotConfig()
FWg = ComputeForce(xi)
FvHg = ChangeFrame(F
W
g )
qi = IK_filtered(xi)
[FvHc ,qc] = Control(qi,qr)
PublishRobotCommand(qc)
FvH = FvHg + F
vH
c
end if
Exert FvH in the haptic device
end while
cuentran muy cerca unas de otras, el camino Px también puede ser
considerado lineal a tramos.
El Algoritmo 6 esboza el ciclo del procedimiento propuesto de asisten-
cia a la teleoperación donde primero se calcula el camino libre de colisión
Pq en el espacio de configuraciones C y su correspondiente camino Px en
SE(3) permitiendo iniciar el ciclo. El algoritmo usa las siguientes funcio-
nes:
PRM_Solve: Usa el planificador basado en PRM del Capítulo 4 para
calcular el camino libre de colisión Pq ∈ C.
FK: Obtiene el camino Px ∈ SE(3) a través de la cinemática directa
FK.
MapHaptic: Usa la Ec. (3.2) para calcular la posición y orientación del
sistema coordenado TCPdel robot, como se ha detallado en la Sección
3.2.
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Resychronization: Usa la Ec. (3.4) para definir una nueva correspon-
dencia entre los espacios de trabajo del robot y del dispositivo hápti-
co. Durante este proceso se generan fuerzas de guiado que sugieren
al operador humano el mejor lugar para llevar a cabo esta resincroni-
zación, como se detalla en la Sección 5.3.
SubscribeRobotConfig: Recibe la configuración actual del robot qr
proveniente de la celda remota.
ComputeForce(FWg ): Calcula las fuerzas de guiado que permiten se-
guir el camino libre de colisión, como se detalla más adelante en la
Sección 5.2.
ChangeFrame(FWg ): Transforma la fuerza F
W
g del sistema coordenado
del robot al sistema coordenado vH del dispositivo háptico.
IK_filtered(xi): Calcula la configuración del robot qi a partir de xi uti-
lizando la cinemática inversa o IK (por su sigla en inglés Inverse Kine-
matics) y el método de cambio robusto de configuración, detallado en
el Apartado 5.2.2.
Control(xi,qr): Ejecuta el algoritmo de control bilateral P+d.
PublishRobotCommand(qc): Envía a la celda remota la configura-
ción comandada para el robot.
Este ciclo de teleoperación puede volver a comenzar cuando el usuario
lo desee, ya que en cualquier momento se puede pedir al sistema un nuevo
camino desde la configuración donde se encuentre el robot de forma que
pueda ser utilizado para brindar la asistencia en la teleoperación desde allí.
5.2. Soporte en la teleoperación
5.2.1. Fuerzas de guiado
La ayuda de guiado ha sido concebida para cumplir con los siguientes
requerimientos:
No ejercer realimentación de fuerza y de torque al operador humano
simultáneamente, dado que es muy difícil por parte del usuario iden-
tificar correctamente la sugerencia que está sintiendo en esemomento
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y casi siempre se responde a un torque con una translación en lugar
de con una rotación (ver Sección 7.1). El usuario debe tener la posi-
bilidad de seleccionar cuál tipo de realimentación desea recibir, entre
fuerzas y torques, y así estar preparado para responder acorde al es-
tímulo.
Las fuerzas/torques realimentadas deben guiar al usuario hacia el
camino elegido, desapareciendo en una zona muerta cercana a él, es
decir que dadas las sugerencias sentidas, el dispositivo háptico debe
ser posicionado y orientado correctamente en el camino. Opcional-
mente, cuando el usuario se encuentra dentro o muy cerca de la zona
muerta, debe tener la posibilidad de recibir o no una fuerza de em-
puje que le indica la dirección del camino, es decir, la dirección hacia
donde se encuentra qg.
Antes de seguir con los métodos de generación de las fuerzas/torques
de guiado, es necesario definir la siguiente nomenclatura:
x =

 R p
0 1

 describe la configuración (posición y orientación) del
TCP del robot, siendo xi la actual y xd ∈ Px la configuración del ca-
mino más cercana a xi.
dt es el vector dt = pd − pi y (dr, θr) la representación en eje-ángulo
deR−1i Rd.
dt es la distancia traslacional entre xi y xd, es decir dt = |dt|, y dr la
distancia rotacional definida como dr = θr.
xk y xk+1 son los nodos de Px dentro del los cuales se encuentra xd, y
s es el vector s = pk+1 − pk.
ǫtn y ǫrn son, respectivamente, los umbrales de distancia traslacional
y rotacional, para n = {1, 2, 3}.
Alexander Pérez Ruiz
CAPÍTULO 5. AYUDAS A LA TELEOPERACIÓN 61
Fmax(τmax)
ǫj2ǫj1 ǫj3
dj
|fp|
|fm|(|τm|)
1 2 3
Figura 5.2: Zonas definidas para la generación de las fuerzas de guiado: 1)
Zona muerta, 2) Zona de empuje, 3) Zona de sólo atracción. j representa a
t o a r.
Así, la función ComputeForce(xi) usada en el Algoritmo 6 calcula las
fuerzas generalizadas de guiado FWg = (f
W
g , τ
W
g )
T a partir de las dos com-
ponentes Fm y Fp de forma que:
Fm = (fm, τm)T es una fuerza de atracción sobre el TCP del robot ha-
cia el camino. La fuerza y el torque son realimentados de forma sepa-
rada siempre que las distancias dt y dr sean superiores a los umbrales
definidos.
Fp = (fp, 0)T es una fuerza de empuje a lo largo de s en dirección
al siguiente nodo del camino. Esta fuerza generalizada se genera a
solicitud del usuario siempre que dt sea superior al umbral definido.
Las fuerza fWg y el torque τ
W
g están determinados por (Figura 5.2):
fWg =


fp ·A dt < ǫt1
fm + fp ·A ǫt1 < dt < ǫt2
fm dt > ǫt2
τWg =
{
0 dr < ǫr1
τm dr > ǫr1
(5.1)
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donde:
fm =
dt
|dt| mı´n (Fmax, Fmax
dt − ǫt1
ǫt3 − ǫt1
)
τm =
dr
|dr| mı´n (τmax, τmax
dr − ǫr1
ǫr3 − ǫr1
)
fp = Fuerza constante a lo largo de s
A = 1/0 (Activa/Inactiva la fuerza)
Fmax = Máxima fuerza que el dispositivo puede ejercer.
τmax = Máximo torque que el dispositivo puede ejercer.
Con el fin de aplicar la fuerza de guiado al teleoperador a través del dis-
positivo háptico, la fuerza generalizada FWg es trasladada al sistema coor-
denado vH, aplicando el principio de trabajo virtual. Esto se lleva a cabo en
la función ChangeFrame(FWg ) del Algoritmo 6:
FvHg =
[
fvHg
τ vHg
]
=
[
RW
vH
0
0 RW
vH
]
·
[
fWg
τWg
]
(5.2)
5.2.2. Ayuda para cambio de configuración cinemática
La función de Control en el Algoritmo 6 realiza el control bilateral si-
guiendo el esquema P+d, como se ha explicado en la Sección 3.1. Esta fun-
ción ha sido extendida con un sistema de ayuda para cruzar de forma suave
y robusta, por los puntos del camino donde cambia la configuración cine-
mática del robot. Esto se realiza modificando la configuración comandada
con una saturación a forma de efecto embudo que fuerza el cambio de con-
figuración en la forma deseada, en este caso, siguiendo el camino solución
Pq. La Figura 5.3 ilustra la siguiente nomenclatura y definiciones:
q0: Es una configuración donde cambia la configuración cinemática.
qp,qn: Son respectivamente la configuración anterior y siguiente en el ca-
mino, con respecto a q0.
up,un: Son los vectores unitarios con origen en q0 y que apuntan en direc-
ción a qp y a qn, respectivamente.
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q1
q2
Camino deseado
up1
up2
un1
un2
ρ
qi
up
un
qp
qn
q
0
Hρ
vi
Rp Rn
u2
u1
Figura 5.3: Zonas definidas para el correcto cambio de la configuración ci-
nemática en el ejemplo de 2 gdl del robot RR mostrado.
uj : Es el vector unitario de la j-ésima coordenada en el espacio de configu-
raciones, que corresponde a la j-ésima articulación. En este ejemplo
j = {1; 2}.
qi: Es la configuración del robot correspondiente a la posición actual del
usuario xi (se calcula a partir de xi utilizando la cinemática inversa y
eligiendo la misma solución cinemática que qd ∈ Pq, que es la confi-
guración correspondiente xd, el punto sobre el camino más cercano a
xi).
vi: Es el vector desde q0 a qi.
Hρ: Es la hiperesfera de radio ρ centrada en q0, que define la región donde
el efecto embudo es sentido.
upj ,unj: Son los vectores unitarios definidos como:
upj = sign(up · uj)uj ∀j ∈ 1, . . . , d
unj = sign(un · uj)uj ∀j ∈ 1, . . . , d (5.3)
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Guidado EjecutadoComandado
q1
q2
qa
qb
qc1
qc2
qd
qe
qA
qB
qC
qD
qE
q′c1
q′c2
qA qB qC qD qE
qa qb qc1 qc2 qd qe
q′c1 q
′
c2
Figura 5.4: Caminos: guiado, comandado y ejecutado tanto en el espacio de
configuraciones (superior) como en el espacio físico (inferior).
RP , RN : Son las regiones dentro de Hρ que son definidas por la combina-
ción lineal positiva de los vectores upj∀j ∈ 1, . . . , d y unj∀j ∈ 1, . . . , d,
respectivamente.
La ayuda se activa automáticamente cuando la configuración qi cae
dentro de la región Hρ, modificando sus valores para hacer que se man-
tenga dentro de las zonas RP ∪RN , es decir que las coordenadas de qi son
modificadas de acuerdo a:
qij =


q0j + vij if vi · upj > 0 or vi · unj > 0
q0j en otro caso.
(5.4)
La Figura 5.4 muestra un ejemplo donde el camino a guiar cruza por
un punto donde la configuración cinemática cambia, dado por el cambio
de signo en q2. El uso de esta ayuda propuesta se realiza de la siguiente
forma: Sea Pq={qA,qB,qC ,qD,qE}∈ C el camino a guiar y Px el camino
correspondiente del sistema coordenado TCP del robot en SE(3). Sea tam-
bién {xa, xb, xc1 , xc2 , xd, xe} ∈ SE(3) el camino comandado por el usuario
con el dispositivo háptico y {qa,qb,qc1 ,qc2 ,qd,qe} el camino en C calcula-
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do usando la misma solución de cinemática inversa que la correspondiente
al punto más cercano en el camino Px. Las configuraciones qa, qb, qd y qe
forman parte de alguna de las dos zona ya sea RP o RN y por lo tanto se
mantienen sin cambios. Sin embargo, qc1 y qc2 primero son transformadas,
usando la Ec. (5.4), a q′c1 y q
′
c2
, es decir que el camino comandado al robot
es {qa,qb,q′c1 ,q′c2 ,qd,qe}. De esta forma, el robot cruza el punto crítico tal
y como especifica el camino a guiar.
5.2.3. Sistema reactivo remoto
El guiado de asistencia se completa con un modulo llamado Reactive
en el nodo remoto, como se muestra en la Figura 5.1. Este módulo se ha
diseñado para regular el factor de amortiguamiento remoto Br del sistema
de control, como función de las posibles colisiones con objetos presentes
en el entorno de trabajo. De acuerdo con la Ec. (5.5), y asumiendo que los
valores del amortiguamiento local Bl y de las ganancias tanto local Kl co-
mo remota Kr tiene valores fijos, el esquema de control propuesto seguirá
siendo estable si el factor de amortiguamiento remoto Br se mantiene por
encima del límite inferior, Bminr , dado por:
Bminr =
(∗Tl +
∗Tr)
2KlKr
4Bl
(5.5)
Un incremento de Br por encima de Bminr volverá más lenta la teleopera-
ción, es decir que el teleoperador humano siente una dificultad creciente en
los movimientos del robot, y mantendrá estable el sistema.
El módulo reactivo Reactive tiene información de los obstáculos pre-
sentes en el ambiente de trabajo de los robots (tanto de los obstáculos está-
ticos como de los dinámicos), y es por esto que puede calcular la distancia
d entre el robot y ellos, y hacer que el valor de Br decrezca con d:
Br =


Bmaxr d < dth
Bmaxr +
Bminr −B
max
r
dcov−dth
(d− dth) dth < d < dcov
Bminr d > dcov
(5.6)
Donde dth es una distancia fija mínima permitida al rededor de los obs-
táculos,Bmaxr > B
min
r es el mayor valor de amortiguamiento permitido pa-
ra ralentizar al máximo los movimientos del robot cuando la distancia a
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los objetos es menor que el umbral definido por dth, y dcov es la distancia a
partir de la cual el efecto de los obstáculos desaparece.
Este enfoque no genera fuerzas repulsivas ni interfiere con el guiado
mientras se generan compartamientos reactivos frente a las posibles coli-
siones del robot teleoperado con su entorno, aunque al aumentar el amor-
tiguamiento remoto se afecta la transparencia del sistema de teleoperación.
Es importante resaltar que al realimentar fuerzas provenientes de diversas
fuentes (control, guiado, reflexión del entorno remoto, etc.) al operador a
través de un dispositivo háptico, es imposible diferenciar la relevancia que
tiene cada componente en la fuerza final aplicada, es por esta razón que
se la presencia de este módulo reactivo sirve de diferenciación al usuario
sobre lo que está sucediendo durante la teleoperación en la celda remota.
5.3. Soporte a la resincronización
Teniendo en cuenta el sistema de teleoperación propuesto y el esquema
de correspondencia entre los espacios de trabajo del dispositivo háptico y
el del robot, donde por un lado se pueden generar fuerzas que orientan
los movimientos al teleoperador y que le permiten realizar tareas de forma
más rápida y segura evitando las posibles colisiones con su entorno, y por
otro lado se puede utilizar cualquier cámara de las provistas en el nodo–
operación para realizar la correspondecia, se propone ahora extender la
utilidad del guiado a estos períodos de resincronización. Es así como se
busca aplicar pequeñas fuerzas que guíen al operador a encontrar el mejor
emplazamiento para el espacio de trabajo del dispositivo háptico proyec-
tado dentro de la escena o avatar, basándose en la misma capacidad del
sistema de obtener un camino libre de colisión que soluciona la tarea. Esta
solución es posible dado el conocimiento del entorno de trabajo del robot
y a la capacidad de capturar sus cambios mediante sensores durante la eje-
cución de forma que se puede ofrecer un camino solución valido cuando es
necesario.
Cuando todo el camino que va a ser teleoperado no está contenido den-
tro de este espacio de trabajo proyectado (dado por la diferencia del tamaño
entre el espacio de trabajo del dispositivo háptico y el del robot y las escalas
de traslación St y rotación Sr utilizadas) se hace necesaria una secuencia de
resincronizaciones (Apartado 3.2.2). Como ejemplo la Figura 5.5 ilustra una
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vH1
vH2
vH3
WvH1
WvH2
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WWCi
Figura 5.5: Varios espacios de trabajo avatar consecutivamente ubicados
para cubrir completamente el camino que va a ser teleoperado.
de las posibles soluciones para encontrar ubicaciones sucesivas del espacio
de trabajo avatar que permiten cubrir todo el camino solución.
Este proceso de resincronización se puede ver como un problema de
optimización, ya sea global o local. Desde el punto de vista de problema
de optimización global el problema puede ser planteado como la búsque-
da del menor número de emplazamientos sucesivos del espacio de trabajo
avatar necesarios para cubrir por completo el camino a teleoperar con el ro-
bot. La posición y orientación de cada una de estas ubicaciones dependen
del espacio de trabajo del dispositivo háptico, las escalas utilizadas para la
correspondencia (Apartado 3.2.1), el camino solución propuesto para el ro-
bot y de la posición y orientación de la cámara usada para ejecutar la tarea.
El uso de la optimización global, sin embargo, no es muy útil en teleope-
ración dado que estos resultados tendrían que ser totalmente recalculados
cuando el operador decide no seguir exactamente los movimientos sugeri-
dos, si decide cambiar de cámara o el camino.
En el ámbito local, por otro lado, el problema se reduce a encontrar la si-
guiente ubicación deWvH que cubra la mayor cantidad posible del camino
solución, minimizando de forma local la necesidad de una nueva resincro-
nización. Este enfoque asume que la resincronización se hace bajo petición
del teleoperador, es decir que aunque el camino pueda aún ser seguido
desde la posición actual deWvH, el operador puede solicitar la realización
de una sincronización porque no se encuentra cómodo con la postura de
su mano/brazo. En el momento que la resincronización es requerida, el
usuario tiene la posibilidad de cambiar también la cámara activa o de se-
leccionar un nuevo factor de escala tanto traslacional como rotacional.
En el resto de este capítulo se presenta el enfoque utilizado para resol-
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ver este problema de optimización local, que no sólo calcula la mejor nueva
ubicación deWvH (Apartado 5.3.1) sino que calcula las fuerzas para guiar al
usuario hasta la nueva ubicación de HIP del dispositivo háptico (Apartado
5.3.2). El enfoque actual está restringido a la parte traslacional, dado que la
mayoría de dispositivos hápticos no están provistos de realimentación de
torques y, como se ha probado experimentalmente, los movimientos de ro-
tación sonmuy difíciles de sugerir a partir de una realimentación de torque
(exceptuando la rotación sobre el eje del propio apuntador o stylus).
El camino que se va a teleoperar para el TCP del robot se considera un
camino lineal a tramos en SE(3), representado como una secuencia orde-
nada de sistemas coordenados de referencia (ver Sección 5.2). Los puntos
del camino Px (ver Sección 5.2) están definidos como los orígenes de esos
sistemas coordenados y se asume que satisfacen que la distancia entre dos
puntos consecutivos es pequeña comparado con el tamaño traslacional del
espacio de trabajo avatar.
5.3.1. Optimización
Teniendo en cuenta la misma nomenclatura que se ha descrito en las
Sección 3.2 donde se habla de la correspondencia entre los espacios de tra-
bajo del dispositivo háptico y el del robot y principalmente:
WvH: Espacio de trabajo virtual del dispositivo háptico dentro de la
escena, es decir que se proyecta WH dentro de WW . Es también lla-
mado Avatar del espacio de trabajo.
• vH: Sistema coordenado de referenciaWvH.
• vHIP: Sistema coordenado de referencia asociado a la proyección
del efector final del dispositivo háptico en la escena.
• T vHIP
vH
: Transformación entre vH y vHIP. Se calcula a partir de
THIP
H
y usando los factores de escala.
• T vH
W
: Transformación entre W y vH. Se define durante el proceso
de sincronización.
• TTCP
vHIP
: Transformación entre vHIP y TCP. Se define durante el
proceso de sincronización y es una rotación pura.
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Figura 5.6: Obtención del HIPnew usando el Algoritmo 7.
El proceso de optimización primero calcula la mayor caja englobante B
alineada a la cámara activa, que satisfaga las siguientes dos condiciones:
1. Contienen la posición actual del vHIP y la mayor cantidad posible de
puntos siguientes del camino.
2. Se ajusta dentro del espacio de trabajo avatar.
Entonces ubicaWvH tal queB es centrado en él y calcula la correspondiente
nueva posición de vHIP. El Algoritmo 7 formaliza el procedimiento ilustra-
do en la Figura 5.6, y usa las siguientes funciones y nomenclatura:
Px: Conjunto ordenado de puntos del camino del robot.
xi: Punto número i del conjunto Px.
P : Conjunto de puntos.
Box(P ): Función que calcula la caja englobante de los puntos del con-
junto P .
Dist2Nearest(Px, xi): Función que devuelve el índice del punto en Px
que es el más cercano a xi.
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Algoritmo 7 Resynchronization Goal.
Require: TTCPcurrW , transformación del actual TCP.
Ensure: T vHIPnew
vHnew
, nueva transformación sugerida para vHIP.
i = Dist2Nearest(Px, pos(TTCPcurrW ))
P = {pos(TTCPcurrW )}
B = Box(∅)
repeat
Bprev = B
P = P∪ pos(xi)
B = Box(P )
i = i+ 1
until Fit(B,WvH) = FALSE
T vHnew
W
= Find-Workspace(Bprev)
return T vHIPnew
vHnew
=
[
T vHnew
W
]
−1
TTCPcurrW
Fit(X,Y ): Función que devuelve verdadero si el volumenX se ajusta
dentro del volumen Y , y falso en caso contrario.
Find-Workspace( B ): Función que devuelve la transformación T vH
W
que localiza a vH tal que la caja B se encuentre centrada enWvH.
5.3.2. Guiado de sincronización
Una vez obtenido T vHIPnew
vHnew
a través del Algoritmo 7, el proceso de escala-
do detallado en el Apartado 3.2.1 puede ser invertido para obtener THIPnew
H
.
El movimiento desde la posición actual del dispositivo háptico HIPcurr, ha-
cia la nueva posición HIPnew es descrita por la siguiente transformación
(Figura 5.6 inferior):
T =
[
THIPcurr
H
]
−1
THIPnew
H
(5.7)
El dispositivo háptico puede ejercer fuerzas en la dirección definida
por pos(T ) con el objetivo de guiar el movimiento. A medida que el usua-
rio mueva el dispositivo háptico, THIPcurr
H
continuamente es actualizada la
transformación T , es por esta razón que resulta como un campo magnético
que atrae HIPcurr hacia HIPnew, tal y como se ilustra en la Figura 5.7 para
un caso simplificado en 2D.
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H
HIPnew
HIPcurr
Figura 5.7: Campo de fuerza para guiar al usuario hacia HIPnew.
El usuario tiene en todo instante el control del momento en el cual quie-
re continuar con la teleoperación, es decir que el usuario puede esperar o no
a alcanzar la solución propuesta HIPnew. La fuerza de guiado hacia HIPnew
desaparece tan pronto como se reanude la teleoperación.
5.4. Conclusiones
Se han presentado los métodos tanto para general las fuerzas de guiado
durante la teleoperación activa, como las fuerzas que se le pueden brindar
al usuario durante la desconexión del dispositivo remoto con el ánimo de
reposicionar el espacio de trabajo virtual del dispositivo háptico dentro de
la escena, lo que permite al teleoperador continuar con la tarea desde una
ubicación conmayor alcance o comodidad. También se ha descrito la ayuda
para cruzar puntos críticos de la trayectoria y que se usa principalmente
para ayudar al usuario en el cambio de configuración cinemática del robot
teleoperado, ya que esta acción no se puede llevar a cabo sin un adecuado
soporte.
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Marco de simulación y experimentación
To invent, you need a good
imagination and a pile of junk.
Thomas A. Edison
En este capítulo se expone el conjunto de desarrollos realizados a ma-nera de infraestructura de software que permiten no solo simular sino
llevar a cabo la teleoperación con ayudas de guiado háptico. Se describen
los modelos utilizados tanto de los robots como del problema en general,
que son usados por el planificador para brindar la solución a la tarea pro-
puesta. Esta planificación luego es usada como base para la generación de
las ayudas a la teleoperación. En este capítulo también se hace una descrip-
ción de la infraestructura física que particulariza losmodelos y la estructura
de módulos y comunicaciones necesarias para llevarlas a cabo.
El modelo propuesto es simple pero potente y generalizable, capaz de
manejar sistemas complejos que incluyen uno o más robots con estructu-
ra cinemática de tipo árbol con varios grados de libertad. El enfoque está
basado en la definición del espacio de muestreo reducido como una com-
binación lineal de los grados de libertad del robot.
La escena está compuesta por uno o varios robots industriales antropo-
mórficos que comparten, al menos en parte, su espacio de trabajo y obs-
táculos tanto dinámicos como estáticos con los cuales se va a interactuar.
Estos robots pueden tener su base fija o estar acoplados a sistemas que les
permitan tener uno o varios grados de libertad adicionales, como por ejem-
plo rieles o plataformas móviles.
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W
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qt qt
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Figura 6.1: Modelo del laboratorio de robótica del IOC, compuesto por dos
robots Stäubli, de los cuales uno tiene la base fija y el otro la tiene montada
sobre un riel. Están equipados con manos robóticas: una antropomórfica
(Schunk Anthropomorphic Hand) y una diestra (Schunk Dexterous Hand). Ta-
reas cooperativas complejas que involucran 39 gdl.
Es de resaltar que aunque el modelo aquí propuesto es generalizable
para robots equipados con manos mecánicas, el alcance del trabajo de tele-
operación está enfocado únicamente a brazos robots industriales.
6.1. Robots
El modelo general de robot está basado en las estructuras cinemáticas
de tipo árbol con una base móvil en SE(3). La cadena se divide en el tronco
y en las ramas. Los eslabones que forman parte del tronco están etiqueta-
dos como tal en el archivo descriptivo del robot que se utiliza como entra-
da. Como un ejemplo, la Figura 6.1 muestra una configuración de celda a
teleoperar compleja que consta de dos robots industriales equipados con
manos mecánicas antropomórficas, donde uno de ellos tiene la base fija y
el otro está montado sobre una base móvil que le confiere un grado de li-
bertad más. Estos robots están modelados como árboles cinemáticos donde
los eslabones del manipulador componen el tronco y los eslabones de los
dedos de la mano mecánica las ramas.
Cada uno de los eslabones de esta estructura cinemática con forma de
árbol tiene una posición y orientación absoluta con respecto al sistema coor-
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denado de referencia global (W) denominada T iW :
T iW = T
p
W · T ip (6.1)
donde T pW es la transformación absoluta del padre y T
i
p = T(α,a,θ,d) es
la transformación local entre el eslabón padre y el actual, obtenida a tra-
vés del procedimiento de Dennavit–Hartemberg que se parametriza con
las variables α, a, θ y d (con cualquiera de las dos metodologías, la estandar
o la modificada). En aquellos pocos casos donde no es posible definir ade-
cuadamente la transformación local usando los parámetros D–H, se agrega
una pretransformación que le confiere mayor flexibilidad:
T ip = Tpre · T(α,a,θ,d) (6.2)
El primer eslabón de la cadena cinemática, normalmente llamado la ba-
se, define la posición de home del robot dentro de la escena. La base puede
ser estática o móvil, en cuyo caso los límites de este movimiento permitido
se deben estipular. El adecuado uso de los limites y la conveniente para-
metrización de los gdl de la base, permiten una simple pero eficiente forma
de adaptar el modelo a los movimientos del robot en diferentes situaciones
comunes (Apartado 6.2.2).
Todos los datos relativos a cada eslabón del robot estan definidos en un
archivo XML diseñado para este fin, que incluye el nombre, la representa-
ción gráfica, el nombre del eslabón padre, los parámetros D–H, el tipo de
junta (rotacional/prismática) y sus límites (ver Apéndice B).
Desde el punto de vista geométrico para la validación de las colisiones,
se usa la representación de mallas triangulares de los objetos en el espa-
cio físico. Los objetos tridimensionales que representan los eslabones de
los robots y los demás elementos del entorno, como los obstáculos, pue-
den ser elementos geométricos básicos como cilindros, conos o esferas, o
geometrías más complejas representadas como mallas triangulares. Estos
objetos, que pueden tener una forma de representación más condensada,
se convierte en mallas triangulares para ser utilizadas en los procesos de
validación de las distintas configuraciones del (de los) robot(s) presente(s)
en la escena y así determinar cuando una de ellas se encuentra dentro de
espacio libre o por el contrario hace parte de la frontera o del interior de
un obstáculo en el espacio de configuraciones C. Este proceso de valida-
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ción de colisiones es muy costoso computacionalmente y aumenta con el
refinamiento que puedan tener las mallas triangulares, es por ello que de-
be usarse con moderación en aras de la eficiencia ya que una malla muy
refinada será más precisa al momento de validar las colisiones de dos ele-
mentos muy cercanos, pero irá en contra de los requerimientos de tiempo
de cómputo en las situaciones donde las distancias sean mayores.
6.2. Espacio de configuraciones
Como se venía diciendo en apartado anterior, cualquier robot puede
ser considerado, en términos generales, como una estructura cinemática de
árbol compuesta por un tronco y algunas ramas y con su base móvil. En-
tonces, un robot genérico tendrá nse+nt+nb gdl, donde el nse corresponde
a los grados de libertad tanto traslacionales como rotacionales de la base
móvil en SE(3), nt es el número de articulaciones en el tronco y nb los de
las ramas, y por esto una configuración puede ser expresada de la siguiente
manera:
qˆ =


qˆse3
qˆt
qˆb

 (6.3)
donde qˆse3, qˆt y qˆb son, respectivamente, los valores normalizados en el
rango [0; 1] de los gdl tanto de la base como de tronco y de las ramas.
Sea dr = [dse3,dt,db, 1]T un vector de controles1 usado para manipu-
lar los grados de libertad del robot, siendo dse3, dt y db los subconjuntos
dedicados a los grados de libertad de la base, a los del tronco y a los de las
ramas, respectivamente. Si se define un control por cada grado de libertad,
entonces la dimensión de dse3, dt y db será 6, nt y nb, respectivamente. Sin
embargo, se pueden usar menos controles si el robot no tiene en realidad
todos los grados de libertad activos, o si algunos de ellos están acoplados.
Cada control está definido dentro del rango [−0,5; 0,5].
Usando el vector de controles dr, los grados de libertad de todo el me-
canismo se pueden obtener con la siguiente expresión:
qˆ = Krdr (6.4)
1Aquí el termino control no hace referencia a ningún elemento de la teoría de control de
sistemas, sino que se utiliza en su contexto más amplio de dispositivo de mando
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donde se hace uso de la matrizKr que está definida así:
Kr =


A 0 0 Ose3
0 B 0 Ot
0 0 C Ob

 (6.5)
aquí A es una matriz de dimensiones 6× a con a ≤ 6, el número de contro-
les de la base, B es una matriz nt × b con b ≤ nt el número de controles del
tronco, C es una matriz nb × c con c ≤ nb el número de controles de las ra-
mas, y conOse3,Ot yOb que son vectores con los valores de compensación
(offset).
Este enfoque resulta beneficioso en conjunto con los planificadores de
movimiento basados en muestreo, dado que la generación de muestras
puede ser llevada a cabo en este espacio de controles porque cada vector
de controles define unívocamente una configuración del robot y adicional-
mente este espacio es un hipercubo unitario centrado en el origen, lo que
facilita tareas como la verificación de límites y la búsqueda demuestras con
diversos criterios de cubrimiento y dispersión.
El muestreo, que los planificadores realizan para solucionar la tarea es-
tablecida, se realiza en este espacio de control. Los vectores de controles dr
se obtienen de un hipercubo unitario y su configuración correspondiente se
calcula a través de la Ec. (6.4). Se han incorporado muestreadores tanto de
tipo aleatorio como determinísticos, estos último basados en la secuencia
Halton (Halton, 1960b) y en la secuencia sd(k) (Rosell et al., 2007a). Cada
muestra se almancena con la información correspondiente a los dos espa-
cios, tanto como un conjunto de coordenadas en este espacio de controles,
como la configuración que representa. Es necesario precisar que aunque el
muestreo se lleve a cabo en este espacio de controles, la planificación de
caminos se lleva a cabo en el respectivo espacio de configuraciones C, es
decir que la búsqueda de vecinos se realiza con la métrica correspondien-
te y que los planificadores locales tratan de conectar las muestras vecinas
interpolando correctamente en el espacio de configuraciones.
En los siguientes apartados se detalla la paremetrización utilizada para
el espacio SE(3), la particularización de las matrices A, B y C utilizada en
alguno problemas comunes, cómo es tratado el acoplamiento entre grados
de libertad y la extensión de esta metodología de modelado a escenarios
con multiples robots.
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6.2.1. Parametrización de SE(3)
Dado qˆse3 = [xˆ, yˆ, zˆ, x1, x2, x3]T , el vector que define la configuración
normalizada de la base del robot, entonces las coordenadas de traslación
[x, y, z] son calculadas considerando los límites de su espacio de trabajo
[xmin, ymin, zmin] y [xmax, ymax, zmax] así:
x = xmin + xˆ(xmax − xmin)
y = ymin + yˆ(ymax − ymin) (6.6)
z = zmin + zˆ(zmax − zmin)
Las coordenadas de rotación [qx, qy, qz, qw]T del cuaternión que define la
orientación de la base, son calculadas de forma muy similar a como está
propuesto por Kuffner (2004):
qx = r1 sin(θ1) r1 =
√
x1
qy = r1 cos(θ1) con r2 =
√
1− x1
qz = r2 sin(θ2) θ1 = 2πx2
qw = r2 cos(θ2) θ2 = πx3
(6.7)
Esta parametrización que se representa en (6.7), difiere de la propuesta
original de Kuffner (2004) dado que para este autor la terna (x1, x2, x3) = 0
representa el cuaternión q = (1; 0; 0; 0) y en el presente trabajo se quiere
equiparar los parámetros en cero con la rotación nula, es decir que para la
terna (x1, x2, x3) = 0 el cuaternión asociado es q = (0; 0; 0; 1).
6.2.2. Robot básicos
El modelo propuesto puede ser fácilmente configurado para tratar los
tipos más comunes de robots que aparecen en los problemas del área de
planificación de movimientos. Por ejemplo, robots del tipo cuerpo rígido
con movimientos tanto en el plano como en el espacio (tanto SE(2) como
SE(3) ), son modelados haciendo que las matrices B y C, y los vectores dt,
db, Ot, y Ob sean cero.
En el caso de SE(3), se define Ose3 = 0,5[1; 1; 1; 1; 1; 1] y la matriz A co-
mo una identidad de 6× 6. Para el caso de SE(2) se hace Ose3 = 0,5[1; 1; 1]
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qi
qi+1
qi+2
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Figura 6.2: Análisis de componentes principales aplicado a un espacio tri-
dimensional: el uso de la dirección(es) con mayor varianza (e1 en este caso)
captura el acoplamiento entre los gdl y reduce de forma efectiva la cantidad
de parámetros del problema.
y:
A =


1 0 0
0 1 0
0 0 0
0 0 0
0 0 0
0 0 1


. (6.8)
Si el robot es un manipulador industrial de seis articulaciones y con la base
fija, se puede modelar como una cadena cinemática fija, es decir que las
matrices A y C y los vectores dt, db, Ot, Ob son cero y la matriz B es una
identidad de 6× 6 y el vector de compensación es Ot = 0,5[1; 1; 1; 1; 1; 1].
6.2.3. Robots con grados de libertad acoplados
En algunosmecanismos pueden existir acoplamientos constructivos en-
tre sus grados de libertad o se pueden imponer algunos acoplamientos ar-
tificiales que pueden reducir la dimensión de los problemas u obtener un
cierto comportamiento del mecanismo. Algunas manos mecánicas tienen
acoplamientos entre las falanges media y distal de sus dedos, como ejem-
plo de estos acomplamientos constructivos, y que pueden ser modelados
fácilmente con este enfoque. Los acoplamientos artificiales pueden obtener-
se a través de análisis matemáticos sobre conjuntos de configuraciones que
revistan un comportamiento especial y que pueden ser modelados a tra-
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vés de análisis de componentes principales (PCA). Como resultado de este
análisis se obtiene una nueva base (Figura 6.2), que puede ser de un núme-
ro menor de componentes y que capturan el acoplamiento de las muestras
y a la vez pueden reproducir la mayor cantidad de resultados similares a
los expresados con la base original. Los vectores pertenecientes a esta nue-
va base con los mayores autovalores son seleccionados (es decir, aquellos
que definen las direcciones donde existe la mayor dispersión), y son co-
dificadas como una matriz columna C. En trabajos internos del IOC, se
ha conseguido que los 13-gdl de una mano antropomórfica Schunk (SAH)
sean manejados adecuadamente por los tres primeros vectores propios que
ha resultado del proceso PCA, en este caso se usa una matriz C de 13 × 3.
Pueden procesarse con esta misma técnica las configuraciones obtenidas
durante la realización de tareas cooperativas entre dos o más robots indus-
triales antropomórficos y encontrar con ellas una nueva base que, a la vez
que reduce la dimensión del problema, puede expresar de forma sencilla
los movimientos acoplados que se pueden presentar.
6.2.4. Espacios múltirobot
Este modelo también puede ser extendido al caso de múltiples robots
en una forma directa y fácil:
qˆs =


qˆr1
qˆr2
...
qˆrm

 =


Kr1 0 · · · 0
0 Kr2 0
...
. . .
0 0 0 Krm

 ·


dr1
dr2
...
drm

 (6.9)
donde el vector [dr1 dr2 · · · drm]T resulta ser el vector de controles del
conjunto de robots.
Con este modelo generalizado se pueden tratar los siguientes tipos de
robot y sus combinaciones en un espacio de configuraciones unificado así:
Cuerpo libre→ SE(3).
Cadena cinemática fija→ Rn.
Cadena cinemática móvil→ 〈 SE(3),Rn〉.
De esta forma el espacio de configuración correspondiente al espacio de
trabajo, está dado por el conjunto de robots que se encuentren en la escena,
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es decir que si existen dos robot antropomórficos uno fijo y otro móvil,
el espacio de configuración resulta ser un espacio {Rn × SE(3) × Rn}, y la
métrica utilizada para la definición de vecindades y conectividad estará
dado por:
distance =
(
m∑
i=1
(
dist(SE31i, SE32i)
2 + dist(Rn1i,R
n
2i)
2
)) 12
(6.10)
dondem es el número de robots presentes en el problema.
6.3. Infraestructura física
En el IOC, se cuenta con dos laboratorios, uno denominado laboratorio
local y el otro denominado laboratorio remoto, por su dedicación a funcio-
nar como cada uno de los lugares del sistema de teleoperación. En el nodo–
mando se dispone de un dispositivo háptico con su respectivo computador,
mientras que en el nodo–operación se cuenta con la celda de manufactura
flexible provista de dos robots, las cámaras de realimentación de video, el
computador central y las respectivas controladoras de cada uno de los ro-
bots.
6.3.1. Robots
El laboratorio remoto cuenta con dos robots Staübli TX90 con su contro-
ladora CS8 (Figura 6.3a). Estos brazos robot antropomórficos cuentan con
6 gdl rotacionales y 8 soluciones de cinemática inversa. Estas soluciones co-
rresponden a las diferentes configuraciones que puede tomar el robot, ha-
ciendo referencia a la posibilidad de ubicar como brazo derecho o izquier-
do, con el codo arriba o abajo y usando valores angulares de la muñeca ya
sean positivos o negativos (Shoulder, Elbow, Wrist).
Adicionalmente, se cuenta con un robot ligero KUKA (Lightweight Robot
o LWR) de 7 gdl (Figura 6.3b). Este robot tiene la particularidad de tener
articulaciones flexibles y control de pares en cada una de ellas, lo que le
permite funcionar a manera de dispositivo háptico. En este modo puede
ser manipulado aplicándole fuerzas externas sobre los diferentes eslabones
que lo conforman, para modificar la posición y orientación de cada uno de
ellos.
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(a) Staübli TX90 (b) KUKA LWR
Figura 6.3: Robots industriales y sus controladoras.
Figura 6.4: Dispositivos hápticos Omni y Premium. Físicamente no existen
diferencias entre la versión normal y la highforce del modelo Premium.
6.3.2. Dispositivos hápticos
Se dispone de tres dispositivos hápticos Phantomr de la casa Sensa-
ble, un Omnir, un Premiumr, y un Premiumr high-force. La conexión
de estos dispositivos con el computador se hace vía puerto firewire para el
primer modelo, y usando el puerto paralelo para los dos últimos. Los dis-
positivos de la línea Premiumr permiten realimentar 6 gdl, o sea que se
pueden realimentar tanto fuerzas como torques, mientras el que Omnir
sólo permite realimentar fuerza. La diferencia entre los dos modelos Pre-
mium radica en la magnitud de las fuerzas y torques máximos que pueden
aplicar al usuario.
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Figura 6.5: Diagrama de comunicaciones entre los diversos dispositivos.
6.3.3. Red y comunicaciones
Se cuenta con una red dedicada de 1Gbit/seg. que permite tener comu-
nicaciones de grandes transferencias de información y baja latencia. Esta
red conecta los computadores de los nodos locales con el computador cen-
tral del nodo remoto y a su vez conecta a la red el servidor de video dedica-
do que provee las imágenes de las diferentes cámaras con las que se cuenta
dentro la celda remota.
6.4. Infraestructura de Software
La infraestructura necesaria para el desarrollo de este proyecto ha sido
concebida y desarrollada como una herramienta de planificación y teleope-
ración modular y extensible siguiendo las directivas que fueron propuestas
en (Pérez y Rosell, 2010). Esta herramienta ha sido usada satisfactoriamente
para probar varios algoritmos de planificación basados en muestreo y para
llevar a cabo la teleoperación simultánea de los robots Staübli TX90 con los
que cuenta la celda del laboratorio del IOC con la ayuda de dos disposi-
tivos hápticos Phantom. Todo este marco de trabajo se ha denominado el
proyecto The Kautham Project.
Conceptualmente (Figura 6.6), The Kautham Project está compuesto por
un sistema de visualización y simulación cinemática de los robots, una he-
rramienta de planificación provista de varios planificadores basados en
muestreo y el módulo que permite manejar el dispositivo háptico y co-
mandar el robot remoto. Desde el punto de vista de implementación, se ha
elaborado un conjunto de módulos que se encarga desde el modelado de
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Kautham Teleoperación
Dispositivo
Háptico
Planificación
PRM
Muestreo
Métricas
Simulación
Figura 6.6: En esta figura se puede apreciar un mapa conceptual del pro-
yecto The Kautham Project y las utilidades que proporciona tanto al progra-
mador como al usuario.
GUI
Robots Model
Sample based planner
C model
ROS
Nodes
visual / collide
model
I/O
Devices
I/O XML
Data
Reduced dof
Sampler
Figura 6.7: Módulos que componen el proyecto The Kautham Project. El nú-
cleo es compuesto por los cuatro modulos inferiores. Las dos capas supe-
riores corresponde a las aplicaciones desarrolladas hasta hoy.
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Figura 6.8: Interface grafica de usuario en el nodo–mando
los robots, el espacio de configuraciones y el sistema de muestreo, hasta la
planificación de caminos y la comunicación con los diferentes dispositivos
(Figura 6.7).
De cara al usuario, se presenta una interfaz gráfica que le permite con-
figurar parámetros de los planificadores, generar muestras siguiendo dife-
rentes pautas y esquemas de generación, elegir las caracteristicas de la tele-
operación, visualizar el modelo de la celda remota e ir siguiendo en tiempo
real los movimientos del robot. En la Figura 6.8 se puede apreciar de forma
general el aspecto de la interfaz que tiene a su disposición el usuario en el
nodo local.
6.4.1. Herramientas de software
La infraestructura de software en la que se basa el sistema de teleopera-
ción ha sido desarrollado en C++ usando varias librerías de código abierto
y multi-plataforma haciendo uso de los compiladores nativos de cada pla-
taforma (Pérez y Rosell, 2010). La representación gráfica tridimensional del
entorno de trabajo de los robots está basada en Inventor con la ayuda de
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la librería Coin3D (www.coin3d.org). El resto de componentes gráficos de las
interfaces de usuario están basadas en la librería Qt (qt.nokia.com). El siste-
ma de validación de colisiones de los objetos tridimensionales esta desa-
rrollado usando la librería PQP (Eric Larsen y Manocha, 2000) y varias de
las librerías Boost (Graph, Date Time, Interprocess) se utilizan tanto para
manejar los grafos de los planificadores como para manejar espacios de
memoria compartida entre procesos.
Los dos paradigmas de programación utilizados son la programación
orientada a objetos (OOP) y la de componentes de software (Software Com-
ponents). En la actualidad la programación orientada a objetos es la metodo-
logía que brinda un buen balance entre flexibilidad para reutilizar código
y abstracción de los datos con los que trabaja, sin contar con las ventajas de
la utilización de las clases genéricas. Por otra parte la descomposición de
grandes sistemas de software, en pequeños componentes con funciones bien
definidas y que se comunican a través de mensajes ha demostrado ser una
buena metodología de implementación de las arquitecturas de control y
operación de robots como lo ha venido demostrando ROS (Robot Operating
System disponible en www.ros.org/wiki) y OROCOS (www.orocos.org). La capa de
comunicaciones se ha implementado en ROS usando en su mayoría la es-
trategia de publicadores y suscriptores y también haciendo uso de algunos
servicios para la configuración de los mismos. Este sistema ha sido deno-
minado The Kautham Project y se encuentra disponible como un proyecto
de código abierto en sir.upc.es/kautham. Este sistema mantiene la característi-
ca de ser multi-plataforma y ha sido probado con éxito sobre Windows XP
y 7, y sobre Linux Debian Squeeze y Ubuntu 10.10 y 11.04.
Actualmente el sistema puede ser usado como simulador de teleope-
ración (Apartado 6.4.2) con lo cual puede ejecutarse contando únicamente
con el dispositivo háptico que brinda la realimentación de fuerzas al ope-
rador, o como parte del sistema de teleoperación global que cuenta adi-
cionalmente con una celda multirobot (Apartado 6.4.3). Cuando es usado
como simulador, éste puede ser ejecutado tanto en Windows como en Li-
nux, pero cuando se teleopera la celda real, deben intervenir de forma obli-
gatoria algunos componentes en Linux dada la naturaleza del ambiente
ROS (Apartado 6.4.3). Es por esta razón que algunos componentes deben
ser compilados o creados con compilación cruzada en máquina Linux.
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(a) Interface con el planificador. (b) Interface gráfica de la teleoperación.
Figura 6.9: En la figura de la izquierda se puede ver la interface con el pla-
nificador, donde se pueden configurar los parámetros de cada planificador.
En la de la derecha aparece la interface gráfica de la teleoperación, donde se
pueden escoger la cámara activa, las escalas y conectarse o desconectarse
de la celda remota.
6.4.2. Planificación y teleoperación
La interface adopta diferentes aspectos de acuerdo a la tarea que se va-
ya a desarrollar. El la Figura 6.9 se pueden ver las diferentes pestañas que
se pueden abrir en el panel izquierdo de la aplicación y que se utilizan para
ingresar los parámetros de funcionamiento tanto de los planificadores co-
mo de las características de las comunicaciones con los dispositivos cuando
se va a realizar una teleoperación. Inicializar los dispositivos hapticos, con-
figurar y ejecutar los nodos de comunicación ROS, elegir la cámara activa
entre otras tareas, son las que se pueden realizar a través de los diferentes
elementos que proporciona esta aplicación.
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Figura 6.10: Esquema de implementación del nodo–mando y del nodo–
operación ejecutándose en diferentes máquinas para una teleoperación que
involucra un único robot.
6.4.3. Nodo–mando
En el caso del nodo–mando, por ejemplo, el componente de control del
dispositivo háptico Phantomr debe ser implementado en Windows por-
que el fabricante sólo provee un controlador (driver) actualizado para este
sistema operativo. De allí que para comunicar este componente con el resto
y dadas las particularidades de ROS, se ha creado un módulo por compila-
ción cruzada que lo vincula con el resto de infraestructura en Linux.
Existen varias alternativas de implementación. Actualmente, el nodo–
operación del sistema se ejecuta en Linux y en el nodo–operación, el mó-
dulo Local Control System o LCS lo hace en Linux, mientras que todo el sub-
sistema de guiado lo hace enWindows. El núcleo del subsistema de guiado
controla el dispositivo háptico a través de la librería nativa provista por el
fabricante y se conecta a un nodo de comunicaciones compuesto por un
publicador (P) y dos suscriptores (S), que han sido obtenidos por compila-
ción cruzada utilizando la herramienta eros ofrecida dentro de ROS para
este propósito.
El método utilizado para intercambiar información entre estos dos com-
ponentes dentro de la máquina local en Windows, es la memoria comparti-
da entre procesos o IPC shared memory incluido en la librería Boost (Gazta-
naga, 2011), como se muestra en la Figura 6.10. En otra posible alternativa
de implementación, el módulo fundamental de guiado puede ser compi-
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Figura 6.11: Esquema de funcionamiento del nodo remoto cuando existe
más de un robot en la celda remota. Para un teleoperador, los robots que no
está comandando se convierten en obstáculos dinámicos.
lado para ser ejecutado en Linux, y en ese caso el dispositivo háptico es
aislado en un nodo ROS independiente, obtenido por compilación cruza-
da, haciendo posible que el guiado y el sistema de control sean integrados
en un único nodo.
6.4.4. Nodo–operación
Cada uno de los robots presentes en la celda remota va a ser controla-
do por un operador diferente, y estos operadores pueden estar ubicados
en lugares diferentes. En la Figura 6.11 se puede observar la forma en la
que interactua este nodo–operación con los diversos nodos–mando que te-
leoperan cada uno de los robots. De esta forma se compagina el trabajo de
cada uno de los usuarios en el módulo de control ubicado en el computador
central de la celda remota. Este ordenador centraliza las tareas de comuni-
cación con los diferentes nodos–mando y ejecuta tanto el sistema reactivo
de modificación de los parámetros Br de los controladores como el mismo
controlador P+d de cada uno de los robots.
En esta figura se observa que la información de la configuración de to-
dos los robots dado por qr = {qr1,qr2, . . . ,qn} es enviada a cada uno de los
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nodos–mando, ya que los otros robots que no está teleoperando el usuario
son considerados como obstáculos móviles y que el operador debe evitar
con la ayuda de los sistemas de guiado propuestos en este trabajo.
Las comunicaciones con el nodo–operación se hacen utilizando la estra-
tegia de las parejas publicador–suscriptor de ROSmientras que las comuni-
caciones entre este computador central y cada una de las controladoras de
los robots se hace utilizando un protocolo SOAP que provee directamente
el fabricante. Sin embargo esta comunicación puede implementarse a bajo
nivel con las utilidades proporcionadas para tal fin por los diferentes fabri-
cantes de robots y que en este caso particular caería dentro del dominio de
las librerías LLI (Low Level Interface).
6.4.5. Extensiones del simulador
El modo de simulación ha sido utilizado para modelar otros tipos de ro-
bots que no son objeto de ser teleoperados ya que cae fuera del alcance de
este proyecto, pero que ha servido para enriquecer el trabajo echo en la pla-
nificación de caminos. Este es el caso de los trabajos realizado en prensión
de objetos conmanosmecánicas y con la planificación para la broncoscopía.
Prensión: Para las tareas de prensión se ha tenido en cuenta el brazo ro-
bot con la palma de la mano como el tronco de la estructura y los
dedos como cada una de las ramas que lo componen. Como punto
de partida el modelo incorpora los acoplamientos que presentan las
falanges media y distal de cada dedo y posteriormente el modelo se
ha extendido para modelar acoplamientos virtuales que aparecen en
los movimientos naturales que hace la mano humana. En el programa
se incluye un archivo que describe las características de un robot del
tipo árbol y particularmente los parámetros constructivos de la mano
antropomórfica Schunk.
Kautham ROS: Es una implementación orientada a la estructura ROS que
tiene las principales funciones del proyecto Kautham y está provista
de una capa de comunicaciones formada por dos nodos ROS: el nodo
de planificación y el nodo de visualización. Estos nodos están confi-
gurados como servidores de forma que un cliente pueda tener acceso
a los diferentes servicios que proveen (Figura 6.12). El nodo ROS de
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Figura 6.12: Nodos ROS y servicios implementados del proyecto Kautham.
planificación tiene servicios para solicitar un plan, para validar la co-
lisión o no de una configuración, y para adjuntar o despegar un objeto
del robot. Por su parte, el nodo ROS de visualización tiene una inter-
faz gráfica de usuario que muestra la escena y tiene servicios para
actualizar la configuración de los robots y la posición y orientación
de los obstáculos del entorno.
Validación de colisiones: Basado en el modelo del robot a teleoperar y su
entorno, se ha desarrollado un nodo ROS a manera de filtro que va-
lida la configuración comandada desde los dispositivos de entrada,
en este caso un guante sensorizado y un tracker de posición y orien-
tación de la muñeca, de forma que se puedan evitar las colisiones del
mismo.
Kautham Consola: Se ha desarrollado también una aplicación de conso-
la que permite ejecutar en modo de lotes las pruebas de diferentes
planficadores, o de un planificador con diferentes parámetros tanto
en un cluster de computadores como en un computador conmultiples
procesadores, de forma que se hace uso intensivo de los procesado-
res disponibles, dada la capacidad de paralelización de procesos que
proporciona la librería MPICH2 (Gropp et al., 1999).
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6.5. Conclusiones
A lo largo de este capítulo se han descrito los modelos realizados para
representar los robots, los espacios de configuración asociados, el proble-
ma de planificación, el camino solución y la tarea de teleoperación. Estos
modelos han sido utilizados para la implementación de la infraestructura
de software que interconecta todos los elementos tanto físicos como lógicos
del sistema de teleoperación.
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Evaluación y Resultados
Everything must be made as
simple as possible. But not
simpler.
Albert Einstein
EN este capítulo se detallan los experimentos realizados para evaluar eldesempeño de cada una de las partes del sistema de guiado háptico
desarrollado con el presente trabajo.
7.1. Teleoperación
Dentro del marco de la teleoperación en el espacio Cartesiano, existe la
libertad de asociar los movimientos del dispositivo háptico y del robot más
allá de las restricciones cinemáticas de cada uno de ellos. El vínculo virtual
que se crea entre los dispositivos durante la teleoperación, no tiene por qué
ser fija ni en el tiempo ni a una configuración particular.
En el enfoque establecido en este trabajo para la creación del vínculo
entre el dispositivo háptico y el robot se han tenido en cuenta dos caracte-
rísticas muy importantes:
Mantener la relación mano–ojo entre los movimientos realizados con
el dispositivo maestro y los que el ojo realimenta de los realizados en
por el robot esclavo.
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Ofrecer realimentación de fuerzas con el dispositivo háptico al ope-
rador, sin crearle confusiones o malas interpretaciones, en el tipo de
respuesta que debe dar a un estímulo aplicado por el sistema.
Con la finalidad de validar estas premisas se elaboran dos experimen-
tos. Para el primer caso se desarrolla un experimento en el cual se compara
la facilidad de orientación en una escena remota virtual y para el segundo
caso se propone una prueba para evaluar la sensibilidad de un usuario a la
información de fuerza y torque dado por el dispositivo háptico.
7.1.1. Alineación del avatar
El objetivo de esta prueba es evaluar la facilidad de teleoperar tareas
teniendo en cuenta la coordinación existente entre los movimientos reali-
zados por el teloperador con su mano en el dispositivo háptico y el efecto
que tienen en los movimientos que realiza el robot remoto y que sólo se
observan a través del video de realimentación en el monitor.
El usuario debe realizar una sencilla tarea de mover una pequeña pieza
con el efector final del robot, de una configuración determinada a un lugar
marcado con un sistema de referencia sobre una mesa. Este proceso lo lleva
a cabo dos veces, uno de ellos con los sistemas de referencia de la base del
dispositivo háptico orientado con la misma disposición que el sistema de
referencia de la escena. La siguiente vez lo hace con el sistema de referencia
alineado con la orientación que tiene la cámara que realimenta el video
(Figura 7.1).
A los usuarios sólo se les instruyó en el objetivo que tenia la tarea, y se
permitió manipular cuerpos libres en el espacio a aquellos que no habían
tenido contacto con un dispositivo háptico con anterioridad. El usuario no
podía cambiar las condiciones de la cámara durante la tarea y él mismo in-
dicaba cuando había terminado la tarea. Diez personas con diferentes nive-
les de acercamiento con los dispositivos hápticos y a los entornos virtuales,
realizaron la prueba donde se computó el tiempo de realización de cada
una de ellas. Del grupo de 10 personas, dos de ellas eran mujeres y el res-
to hombres, todos ellos diestros. La mitad realizaron esta prueba iniciando
con el problema de la cámara alineada al sistema de referencia de la escena
para luego terminar con el otro tipo de orientación, y la otra mitad lo reali-
zaron de con el orden invertido. Dado que el video se realimentará con una
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(a) Avatar orientado con la escena. (b) Avatar orientado con la cámara.
Figura 7.1: Se puede apreciar las dos opciones que tiene el usuario para
asociar los movimientos de sus manos: con la escena o con la cámara.
(a) Cámara lateral alineada con el eje
Y de la escena.
(b) Cámara superior alineada con el eje Z de
la escena.
Figura 7.2: Imágenes de los puntos de vista de las otras dos cámaras utili-
zadas.
cámara a la vez y para eliminar la dependencia del punto de vista de la cá-
mara con la ejecución de la tarea (la sensación de profundidad es limitada)
se realiza este mismo proceso con otras dos cámaras esta vez alineadas con
uno de los ejes del sistema de referencia de la escena. Adicionalmente, al
finalizar la prueba se solicitó que indicaran cual de estos sistemas les había
parecido más fácil para realizar la tarea.
De los diez, nueve encontraron más cómoda la teleoperación cuando
los movimientos se alineaban con los observados esto es, cuando el espacio
de trabajo del dispositivo háptico se alinea con la cámara. De los tiempos
mostrados en la Tabla 7.1, se concluye que además de influir de forma muy
positiva la adecuada selección del punto de vista de la tarea que se está
ejecutando, la coordinación de los movimientos de la mano con los obser-
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Cámara
Alineación
Escena Cámara
t¯ σ(t) t¯ σ(t)
Inclinada 25.9 8.8 18.9 8.8
Lateral 87.8 20.9 26.5 2.4
Superior 98.9 40.7 41.9 9.8
Tabla 7.1: Datos obtenidos en la prueba de alineación de los movimientos
(en seg.).
Sentido
Fuerza Torque Combinación
A
p
lic
ad
o Fuerza 100 0 0
Torque 58.3 41.7 0
Combinación 63.2 5.3 31.6
Tabla 7.2: Matriz de confusión de la sensación de la fuerza realimentada
(porcentajes).
vados reduce el tiempo de ejecución en al menos un 27% que se obtiene
con la cámara que mejor capta la perspectiva del problema (Inclinada).
7.1.2. Sensibilidad del operador
Con el objetivo de ofrecer una clara y unívoca información a través de
la realimentación de fuerzas al operador, esto es, sin crear confusiones o
equivocadas interpretaciones en el tipo de respuesta que debe dar a los es-
tímulos aplicados por el sistema, se diseñó un experimento en el cual el
operador es expuesto a una serie de estímulos de fuerza y/o torque. Estos
estímulos de diferentes magnitudes dentro del rango de operación del dis-
positivo háptico, se aplican en una secuencia aleatoria y el operador debe
identificar su naturaleza, es decir identificar si es un torque, una fuerza o
una combinación de ellos. Antes de iniciar la prueba, se le aplica un estí-
mulo de cada tipo al operador y se le informa su naturaleza. Esta prueba la
realizaron diez individuos hombres diestros. La evaluación se hizo toman-
do el dispositivo con la mano derecha.
De la Tabla 7.2 se puede observar, que para el dispositivo háptico Pre-
mium con el que se realizó la prueba, la realimentación de torque no resul-
ta fácil de diferenciar, excepto para los torques aplicados en el eje de giro
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del apuntador que sostiene el operador en su mano a manera de lápiz y
que en su mayoría corresponden a los torques bien identificados. Este es
un problema constructivo de estos dispositivos, ya que los otros dos tor-
ques no se aplican en el punto de contacto sino en el extremo del stylus,
lo que transforma el torque en una fuerza sobre la mano del operador. Es-
tos resultados están basados en una muestra bastante reducida como para
generalizarlos, pero van en concordancia con lo expuesto por Verner y Oka-
mura (2009), donde los autores hacen un estudio sobre la realimentación de
fueza–torque en comparación con la realimentación de sólo fuerza.
7.2. Planificación
El algoritmo de planificación del Capítulo 4, ha sido implementado
tanto en Matlabr como en C++. Todos los grafos utilizados en esta im-
plementación están basados en la librería Boost Graph y en su variante
MatlabBGL de Gleich (2008), y la búsqueda del camino más corto se rea-
liza con el Algoritmo A*. Se han diseñado varios ejemplos que ilustran las
principales bondades del enfoque propuesto y se detallan en las siguientes
secciones.
7.2.1. Búsqueda del primer camino válido
Dentro del área de la planificación de movimientos existen un conjunto
de problemas que son considerados difíciles debido a la complejidad de
ubicar muestras que permitan dar una solución rápida. Los problemas de
pasillos estrechos y con forma de S, son dos de los más utilizados para
probar las bondades de los métodos de planficación y usualmente han sido
resueltos usando muestreo sesgado hacia las regiones de C que revisten
especial interés, como los planteados con el muestreo Gausiano (Gaussian
Sampling) o en el método de prueba de puente (Bridge Test).
Cuando el algoritmo que se presenta en este trabajo se usa sin un co-
nocimiento previo del espacio de configuración (ver Sección 4.5), busca un
camino libre de colisión Pq con un comportamiento iterativo, y evaluando
de forma tardía la completa validez del camino. Aquí se muestra la evo-
lución que presenta el algoritmo para solucionar el problema del pasillo
estrecho y el del camino en S de la Figura 7.3.
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qs qg
(a) Canal estrecho.
qs qg
(b) Canal en S.
Figura 7.3: Problemas propuestos para ilustrar el proceso iterativo que si-
gue el planificador durante la construcción del conocimiento del espacio de
configuraciones.
Filtrado PRM básico
Muestras generadas 115.3 189.6
Muestras conectadas 115.3 153.8
Validaciones
480.7 615.2
(distancia/colisión)
Tabla 7.3: Comparativa con un planificador básico de tipo PRM. Las dos
primeras filas corresponden al número de muestras y la última al número
de validaciones de distancia realizadas. Estas validaciones de distancia se
asimilan a las de colisión realizadas por el PRM básico.
En las Figuras 7.4 y 7.5 se muestran algunas imágenes que ilustran la
evolución de GT , GW y el camino candidato P
q
i durante la ejecución del
ciclo while del algoritmo FindPath (Algoritmo 5) aplicado a los problemas
planteados. La imagen final corresponde al camino válido Pqd final.
El problema que reviste mayor complejidad de estos dos, es el del canal
en forma de S. Con el objetivo evaluar su desempeño se ha comparado
con un planificador básico PRM que utiliza como generador de muestras la
secuencia Halton (mismo generador que usa la propuesta de este trabajo)
y se han obtenido los siguientes resultados que se detallan en la Tabla 7.3.
Estos datos muestran que para el caso de los obstáculos estáticos el al-
goritmo se desempeña muy bien ofreciendo resultados comparables y me-
jorados con respecto a la versión básica del PRM.
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Figura 7.4: De izquierda a derecha y de arriba a abajo se ven las capturas
de pasos sucesivos (no consecutivos) del algoritmo FindPath aplicado al
problema de pasillo estrecho. El grafo GT aparece en azul y el subgrafo
GW en verde.
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Figura 7.5: Capturas de pasos sucesivos (no consecutivos) del algoritmo
FindPath aplicado al problema de canal en forma de S. El grafo GT aparece
en azul y el subgrafo GW en verde.
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Figura 7.6: Planificación en entornos dinámicos: el objeto móvil (rectángu-
lo) se mueve hacia arriba mientras el planificador se mantiene evaluando
el valorH de los vértices del camino. Cuando un cambio es detectado, una
nueva búsqueda es realizada, dando la posibilidad de encontrar un nuevo
camino que evite las colisiones con él.
7.2.2. (Re)Planificación en presencia de obstáculos móviles
El algoritmo de planificación confieremayor relevancia a la información
relativa a los obstáculos dinámicos cuando se realiza una replanificación, es
decir cuando se tiene un Pqd obtenido de una iteración previa. En el ejemplo
siguiente, se puede observar la capacidad del planificador propuesto para
recalcular el camino libre de colisiones mientras se mueven los obstáculos
presentes en el espacio. Para ello, se obtiene un Pqd inicial y luego se deja
libre el obstáculo móvil para que se desplace por la escena, mientras el
planificador continua en su tarea de validación del camino.
La Figura 7.6 muestra varias imágenes que ilustran la evolución de GT ,
de GW y del camino solución P
q
d durante la ejecución del ciclo while del
algoritmo FindPath, que consecutivamente replanifica el camino dada la
presencia del obstáculo rectangular que se mueve verticalmente de abajo
hacia arriba. La primera imagen cuenta con un camino inicial válido Pqd
que es recalculado para evitar colisiones.
El ejemplo muestra cómo el algoritmo es capaz de preservar la mayor
cantidad posible del camino inicial, que es conseguido con la reducción del
costo de las aristas del último camino válido (ver Apartado 4.3.4). Ade-
más, se pueden observar las muestras adicionales generadas cerca de los
Alexander Pérez Ruiz
100 7.2. PLANIFICACIÓN
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figura 7.7: Replanificación por cambio de qs: Al mismo tiempo que el obs-
táculo se mueve hacia arriba, qs se está moviendo hacia abajo siguiendo
una trayectoria circular arbitraria. El nuevo camino encontrado mantiene
la mayor cantidad posible del trazado original del camino Pqd proveído.
obstáculos móviles. Estas muestras han aparecido porque eventualmente
el camino candidato Pqi cruza sobre el obstáculo y los procesos de valida-
ción de las aristas generan estas muestras extras. En contraste con el caso
de los obstáculos estáticos, los nodos que colisionan con los obstáculos mó-
viles no son removidos del grafo GT ya que la oclusión se presentará por
un tiempo finito.
7.2.3. Replanificación por cambio de qs
Un rasgo de este algoritmo de planificación que es de gran importan-
cia para cumplir con los objetivos de este trabajo, es su caracteristica de
ejecutarse de forma paralela a la teleoperación. La forma de incluir este
comportamiento dentro del planificador, consiste en brindar la facilidad de
modificar la configuración inicial manteniendo como resultado la mayor
similitud con el camino previo.
En el siguiente ejemplo semuestran los resultados del procedimiento de
replanificación debido al cambio de configuración inicial qs. En las imáge-
nes de la Figura 7.7, la configuración inicial de la esquina superior–derecha
sigue una trayectoria de arco circular hacia la configuración objetivo (qg),
localizada en la esquina inferior–izquierda, y cuyo centro se ubica en la
esquina superior–izquierda. Esto quiere decir que la configuración inicial
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q1
q2
q3
q4
(a) Sin cambio de configuración (b) Con cambio de configuración.
Figura 7.8: Dos ejemplos del problema 2D con robot RR donde la tarea a
ser teleoperada requiere o no un cambio de configuración para evitar la
colisión con el obstáculo negro.
no sigue exactamente el camino propuesto inicialmente en la primera ima-
gen, pero si de forma aproximada. De forma que si el robot se mueve, el
algoritmo modifica el camino propuesto para ofrecer siempre una solución
desde la posición actual. El obstáculo móvil de geometría rectangular del
ejemplo anterior, está presente aquí también. Se puede observar cómo el
camino propuesto comparte la mayoría de los vértices entre las diversas
iteraciones del algoritmo, de forma que sólo cambia cuando es necesario.
7.3. Guiado háptico
7.3.1. Asistencia a la teleoperación
La asistencia de guiado, como se ha visto en el Capítulo 5, está basado
en un camino generado con el planificador del Capítulo 4 que se ha valida-
do en el apartado anterior. Las fuerzas de guiado que se generan a partir
de allí sirven para atraer al operador al camino y si él lo desea en dirección
a la configuración objetivo.
Con el fin de probar el desempeño del sistema de guiado, se han pre-
parado dos ejemplos que ilustran de forma sencilla la utilidad de la ayuda
propuesta para seguir un camino planificado, tanto cuando contiene cam-
bios de configuración como cuando no. Estos ejemplos se llevan a cabo en
dos escenarios distintos con diferente grado de dificultad, uno en 2D y el
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(a) Sin cambio de configuración
qs
qg
(b) Reproducción de la Figura 2.2
Figura 7.9: a)Algunas configuraciones siguiendo un camino sencillo que va
a ser guiado y que no requiere ningún cambio de configuración. b) Este
camino requiere un cambio entre codo arriba y codo abajo.
Task ǫt1 ǫt2 ǫt3
2D RR 1 5.5 10
3D 6 gdl 4.78 26.29 47.8
Tabla 7.4: Valores de los umbrales utilizados en la evaluación (mm).
otro en 3D. El primer escenario involucra a un robot RR planar de 2 esla-
bones (Figura 7.8), y el segundo un robot industrial antropomórfico Stäubli
TX90 de 6 gdlmostrado en las Figuras 7.9b y 7.9a.
Todas las tareas han sido teleoperadas primero sin hacer uso de la asis-
tencia háptica de guiado y luego con ella. Esta ayuda de guiado ha sido
restringida a realimentar únicamente fuerzas, es decir que los torques están
desactivados (ver Apartado 7.1.2). Los valores de los umbrales utilizados
en la definición de las fuerzas (ver Ec. (5.1)) se muestran en la Tabla 7.4.
La Figura 7.10a muestra los datos adquiridos mientras se teleoperaba
la tarea de la Figura 7.8a. Se puede apreciar que el camino seguido con la
ayuda de guiado es más suave y como se detalla en la Tabla 7.5, también
se ejecuta de forma más rápida. Esta figura también muestra con flechas
verdes cómo las fuerzas generadas conducen al operador a seguir el camino
deseado. La Figura 7.11 ilustra para este ejemplo el valor calculado de Br
utilizando Bmaxr = 100, B
min
r = 10, dth = 2 y dcov = 50, que corresponde a
un aumento de la viscosidad proporcional a la distancia del obstáculo (ver
Aparatado 5.2.3).
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Y
X
Guided
Assisted
Unassisted
(a) Ejecución de la tarea de la Figura 7.8a
X
Y
(b) Ejecución de la tarea de la Figura 7.8b
Figura 7.10: Evaluación de la ayuda para el ejemplo 2D: Caminos ejecutado
y guiado en el espacio cartesiano, con y sin la ayuda de guiado para el
ejemplo de la Figura 7.8. Las fuerzas de guiado son mostradas con flechas
verdes.
Task Cambio de Conf.
Guiado
% Reducción.
Sin Con
2D RR
Sin 19.1 13.9 27.2
Con – 39.1 –
3D 6 gdl
Sin 70.6 59.2 16.15
Con – 93.8 –
Tabla 7.5: Tiempos promedio para completar la tarea (para 5 operadors).
q
4
q
1
q
2
q
3
q1
q2
10
20
30
40
50
60
70
80
90
100
Figura 7.11: Valores de Br calculados a partir de la Ec. (5.6) sobre el espacio
de configuraciones correspondiente a la tarea mostrada en la Figura 7.8a.
El camino guiado es mostrado en negro.
La Figura 7.10b muestra los datos adquiridos mientras se teleopera la
tarea de la Figura 7.8b. En este caso la tarea no se puede completar sin la
ayuda del guiado ya que se requiere un cambio de configuración cinemáti-
ca. Haciendo uso del guiado la tareas es fácilmente terminada, es decir que
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Guided
Unassisted
Assisted
X Y
Z
(a) Ejecución de la tarea de la Figura 7.9a
X
Y
Z
(b) Ejecución de la tarea de la Figura 7.9b
Figura 7.12: Evaluación de la ayuda para el ejemplo 3D: Caminos guiado
y ejecutado en el espacio Cartesiano, con y sin la ayuda de guiado, para
el ejemplo de las Figuras 7.9b y 7.9a. Las fuerzas de guiado son mostradas
como flechas verdes.
el operador es capaz de cambiar de configuración del robot simplemente
pasando cerca de este punto crítico ya que el sistema de ayuda de cruce
que puntos críticos el brinda el soporte para atravesarlo correctamente.
El problema 3D con el robot Staübli TX90 es mas difícil de comandar,
porque el operador debe manejar correctamente la orientación del TCP,
lo cual es difícil y necesita un poco de entrenamiento previo. Además, la
limitada percepción de profundidad obstaculiza la teleoperación, como ha
ocurrido en la tarea de la Figura7.9a, donde no se ha usado el sistema de
guía como se ilustra en la Figura 7.12a. Esta tarea también se ilustra con el
robot real en la Figura 7.16.
La Figura 7.12 muestra los datos adquiridos mientras se teleoperaba la
tarea de la Figura 7.9b. En este caso la tarea no puede ser completada sin
la ayuda de guiado porque es necesario realizar un cambio de configura-
ción cinemática. En estos dos últimos ejemplos, se puede ver que usando
la ayuda de guiado las tareas pueden ser terminadas de forma suave y más
rápida, como se observa en la Tabla 7.5.
7.3.2. Asistencia a la resincronización
La ayuda de resincronización se aprecia cuando se deben realizar varios
movimientos de sincronización para cubrir completamente un camino a
teleoperar como se aprecia en la Figura 7.13. El experimento realizado para
verificar el desempeño de los operadors con esta ayuda, consiste en una
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qs
qg
(a) Fase inicial. (b) Fase final.
Figura 7.13: Evaluación de la resincronización: tarea utilizada para evaluar
la ayuda a la resincronización donde se pueden observar varios de estos
momentos. Dadas las dimensiones del espacio de trabajo avatar son ne-
cesarias varias resincronizaciones para cubrir todo el camino que se está
siguiendo.
Ejecución x¯ σ
Sin ayuda
Tiempo 135.1 9.8
Núm Resin. 18 1.6
Con ayuda
Tiempo 101.5 4.7
Núm Resin. 11.8 1.0
Tabla 7.6: Tiempos (seg.)y número de resincronizaciones realizadas durante
la prueba.
simple tarea de movimiento del efector final del robot Staübli TX90. En la
Figura 7.13 se muestra la configuración inicial de la tarea y en la que el
operador debe mover el efector final del robot hasta donde marca el final
del camino que se marca en azul.
El operador es libre de cambiar de cámara, resincronizar el dispositivo
háptico y el robot en cualquier momento, y nunca es forzado a seguir el
camino propuesto durante la prueba. En esta prueba han colaborado seis
operadors y cada uno de ellos ha realizado la prueba dos veces, una de
ellas con la ayuda a la resincronización y la otra sin ella. La mitad de ellos
han realizado primero la prueba sin el sistema de ayuda para después rea-
lizarla con la ayuda y la otra mitad lo han echo al revés. Se han registrado
el tiempo de ejecución y el número de veces que se ha realizado una resin-
cronización (Tabla 7.6). El uso de la ayuda a la resincronización ha servido
para reducir no sólo el tiempo de ejecución (20− 35% de reducción) sino el
número de veces que es necesario realizarlas para realizar completamente
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Mesa 1
Mesa 2
Mesa 3
Robot 1
Robot 2
Px1
Px2
Zona del espacio
compartido
Figura 7.14: Celda remota del IOC donde dos robots comparten parte de
su espacio de trabajo y operan de forma conjunta para complir el objetivo
global.
la tarea (más de un 25% de reducción). Resultados similares se han obteni-
do con otras tareas probadas.
7.3.3. Teleoperación multirobot
Para la validación de la teleoperación multirobot–multioperador se ha
realizado un experimento que involucra dos nodos–mando y un nodo–
operación con dos robots Staübli TX90 en modo simulación. Un compu-
tador central ubicado físicamente en la celda remota (ver Apartado 6.4.4),
centraliza y distribuye la información relativa a las configuraciones coman-
dadas por cada uno de los operadores que tienen como realimentación la
simulación de la celda y en la cual se pueden apreciar los movimientos de
los robots tal y como están siendo comandados. La tarea consiste en des-
plazar los envases cilíndricos desde la mesa 1 y hasta la mesa 3. Dada la
distancia de separación entre las mesas, ninguno de los dos robots puede
realizar la tarea independientemente de forma que deben colaborar. Un ro-
bot desplazará los envases de la mesa 1 a la mesa 2 y de allí los tomará el
segundo robot para llevarlas hasta la mesa 3 como se observa de la Figu-
ra 7.14. En este caso no se considera activo el grado de libertad del carril
que sostiene al robot 2. La entrada de los planificadores serán las configu-
raciónes que permitan a los robots ubicarse en el centro de las respectivas
mesas.
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Figura 7.15: Imágenes realimentadas a cada uno de los operadores. En ellas
se pueden observar los espacios de trabajo proyectado o avatar dentro de
los que se mueven los TCP de los robots de acuerdo a los movimientos de
cada uno de los dispositivos hápticos y el vector de fuerza que los atrae al
camino.
La zona compartida de la teleoperación se encuentra alrededor de la
mesa 2 cuando los dos operadores, siguiendo sus respectivos planes, acce-
den a esta zona de forma concurrente.
En la Figura 7.15 se pueden ver las imágenes de realimentación que
observa cada uno de los teleoperadores durante el desarrollo de la tarea.
7.3.4. Entornos reales
Aunque la interacción directa con la celda remota real excede los alcan-
ces de este trabajo, se ha probado con éxito la generación de fuerzas de
guiado durante la teleoperación de un robot. En la Figura 7.16 se puede ob-
servar la ejecución de la tarea de la Figura 7.9a, tanto en el simulador como
la imagen realimentada desde la celda.
7.4. Conclusiones
En este capítulo se han presentado un resumen de los experimentos que
se han realizado para la validación de los métodos y los algoritmos pro-
puestos a lo largo de este trabajo. El método usado para definir la corres-
pondencia entre los espacios de trabajo Cartesiano del dispositivo háptico
y del robot, unido a la correlación con los movimientos dados por la coor-
dinación mano–ojo son una ayuda útil frente al cambio de punto de vista
durante la ejecución de la tarea teleoperada. El algoritmo de planificación
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Figura 7.16: Ejecución de la tarea de la Figura 7.9a con el robot real y con
realimentación directa de video. La ventana de video no se puede anclar
dentro del simulador por lo que ambas se superponen cuando son amplia-
das.
de caminos brinda la solución a la tarea y mantiene la evaluación de ésta
durante la teleoperación para reaccionar frente a los cambios del entorno y
a las necesidades del operador. Juntos son la base del sistema de generación
de fuerzas que a través del dispositivo háptico entregan la información de
soporte al operador y que le permite mejorar la forma de ejecución de la
teleoperación.
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Conclusiones Generales
Never memorize something that
you can look up.
Albert Einstein
LA ejecución de tareas teleoperadas con robots puede ser mejorada consistemas de guiado de forma que el usuario reciba la ayuda necesaria
para incrementar no sólo la velocidad sino la seguridad con la que las reali-
za. Este sistema asume que la tarea a ser teleoperada es conocida, así como
el entorno de trabajo donde se desempeña el robot, que es una asunción
común y razonable para muchas de las tareas teleoperadas. Desarrollado
sobre un sistema de teleoperación bilateral donde un robot industrial es
comandado por un dispositivo háptico de escritorio, el sistema de guiado
propuesto se basa en la generación de fuerzas que atraen al usuario a un
camino libre de colisiones previamente planificado y lo empujan a lo largo
de él. Estas fuerzas de guiado son ligeras, de forma que el usuario no queda
restringido a seguir exactamente el camino planificado y además en cual-
quier momento él puede solicitar que este camino sea recalculado desde la
configuración en la que se encuentre hasta la configuración objetivo.
8.1. Resumen
Se ha propuesto un marco de trabajo para teleoperación de robots in-
dustriales antropomórficos con un novedoso modelo de correspondencia
entre el espacio de trabajo del dispositivo háptico con el que va a ser co-
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mandado y el del robot. Esta correspondencia tiene en cuenta la posición
y orientación de la cámara activa que proporciona el video desde el nodo
remoto. Este sistema cuenta con elementos de ayuda al operador en forma
de guiado basado en técnicas de planificación de caminos (path planning)
que facilitan la labor al teleoperador.
Las principales características de este sistema son:
1. Proporciona una correlación sencilla e intuitiva entre los movimien-
tos aplicados al dispositivo háptico en el nodo–mando y los movi-
mientos realizados por el robot y que son visualizados a través de las
imágenes de video que transmite la cámara activa. Esto lo consigue
al relacionar el dispositivo háptico con el sistema coordenado de la
cámara en lugar del sistema coordenado de la base del robot o con el
global de la escena.
2. Durante la teleoperación, el operador puede cambiar de cámara acti-
va para incrementar la visibilidad o cambiar las escalas que relacio-
nan los espacios de trabajo para ajustar la precisión.
3. Durante la teleoperación, el operador experimenta ligeras fuerzas que
lo atraen hacia el camino y, si el operador lo solicita, también lo em-
pujan a lo largo del mismo hacia la configuración objetivo.
4. Cuando el operador lo solicita, el sistema calcula la nueva posición
del espacio de trabajo virtual del dispositivo háptico proyectado den-
tro de la escena, desde donde pueda retomar y efectuar la teleope-
ración tanto tiempo como sea posible y lo guía hasta esta posición y
orientación a través de la realimentación de fuerza que el dispositivo
provee.
5. Proporciona ayudas al teleoperador cuando la tarea incluye cambios
de configuración o se debe asegurar el paso del robot por algún punto
crítico durante su ejecución, que de otra forma no se podrían asegurar
dado que el terreno de la teleoperación es el espacio cartesiano.
Desde el punto de vista de la planificación de movimientos, se incorpo-
ra un novedoso algoritmo que es capaz de encontrar caminos realizables
tanto entre obstáculos estáticos como entre móviles o la mezcla de unos y
otros.
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Las principales características del planificador propuesto en el presente
trabajo son:
1. Está basado en un PRM con evaluación tardía de las colisiones del
camino encontrado y el proceso de validación lo realiza en dos etapas.
2. La estrategia utilizada, se basa en la construcción inicial de un gran
grafo no evaluado cuyos nodos son muestras generadas con una se-
cuencia de baja discrepancia y la posterior obtención de un subgrafo
donde la planificación es realmente llevada a cabo y que está centrado
en el camino anteriormente planificado.
3. Cada camino planificado es evaluado y progresivamente mejorado
en las subsiguientes iteraciones.
4. El proceso de evaluación resulta, cuando la validación de alguna aris-
ta falla, en un nuevo conjunto de muestras cerca de los obstáculos y
que resulta muy útil para las siguientes iteraciones.
5. Este procedimiento es directamente utilizado para replanificar cuan-
do están presentes obstáculos móviles, o cuando la configuración ini-
cial cambia y el resultado de esta replanificación siempre es muy cer-
cano al anterior camino válido.
Aunque aquí se ha utilizado el Algoritmo A* para resolver las búsque-
das del camino más corto, otros algoritmos de búsqueda en grafos también
pueden ser utilizados. Algún algoritmo de búsqueda dinámica, como el
Dynamic A* o el D*, pueden ser incorporados en este mismo marco mejo-
rando la efectividad de las búsquedas. Además, se puede cambiar la defi-
nición de la función H para incluir otras características de la teleoperación
como la manipulabilidad, adicionalmente a la holgura a los obstáculos.
Siguiendo el camino sugerido, el operador es liberado de prestar aten-
ción a las potenciales colisiones de cualquier parte del robot con el entorno,
porque las técnicas de planificacion de trayectorias utilizadas garantizan
que todo el robot se mueve por un camino libre de colisión, y no solamente
el efector final del robot (TCP) como se hace en otros enfoques.
El esquema de control proporcional más amortiguamiento (P+d), en el
que se basa el sistema de teleoperación bilateral, garantiza la estabilidad a
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pesar de los retardos en el canal de comunicaciones si sus ganancias sa-
tisfacen una condición dada. Adicionalmente, se hace uso del factor de
amortiguamiento del nodo–operación como un factor de seguridad fren-
te a potenciales colisiones, es decir que la teleoperación se ralentiza con el
incremento de este factor (a partir de un valor mínimo que satisface el cri-
terio de estabilidad) cuando se advierte una potencial colisión contra un
obstáculo estático o dinámico. Este comportamiento reactivo no interfiere
con el guiado.
El sistema ha sido validado con varios operadors, tanto en simulación
como con el robot real, mostrando que esta asistencia brindada efectiva-
mente incrementa la velocidad y la seguridad en la ejecución de la tarea y
aligera la carga de la teleoperación.
8.2. Aportaciones
1. Se ha implementado un marco para la teleoperación bilateral entre
dispositivos con diferente cinemática y con espacios de trabajo de ta-
maño dispar, realizada en el espacio Cartesiano y usando realimen-
tación visual de diferentes cámaras. Este marco permite una teleope-
ración intuitiva y fácil, complementada mediante una ayuda háptica
para minimizar el número de resincronizaciones requerido para reali-
zar una tarea teleoperada, teniendo en cuenta la transformación entre
espacios.
2. Se ha propuesto un algoritmo de planificación para entornos dinámi-
cos adaptado a las necesidades de guiado háptico en tareas de tele-
operación en escenarios multioperador–multirobot (adaptación a los
cambios de la configuración inicial del robot producidos por las con-
signas del operador, así como a los cambios de configuración de los
otros robots, que son conocidos). La propuesta es computacionalmen-
te eficiente al estar basada en evaluaciones tardías e información de
distancia.
3. Se ha propuesto un sistema de guiado háptico para la teleoperación
bilateral entre dispositivos con diferente cinemática que, basándose
en la planificación de caminos y mediante la realimentación de fuer-
zas, sugiere los movimientos al teleoperador para la ejecución de la
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tarea evitando colisiones del robot con el entorno y con los otros ro-
bots, y facilitando los posibles cambios de configuración cinemática
del robot que la tarea requiera. El sistema se completa con un com-
portamiento reactivo, que no interfiere con las fuerzas de guiado, que
aumenta el amortiguamiento del algoritmo de control en el nodo–
operación para prevenir situaciones de inminente colisión.
4. Se ha desarrollado una herramienta de software para la planificación
y la teleoperación asistida en entornos virtuales y reales (particula-
rizada al hardware del IOC). La herramienta es multiplataforma, de
código abierto, y sigue los estándares actuales de este tipo de desa-
rrollos. Su uso se ha extendido a tareas docentes de planificación de
movimientos y a tareas afines de investigación.
8.3. Publicaciones
A lo largo del desarrollo de este trabajo se han realizado aportes que han
sido publicados en medios académicos de reconocimiento ya sean dentro
del ámbito Español o Internacional. Algunos de ellos se han presentado
en congresos y posteriormente han sido extendidos para su publicación en
revistas.
Adicionalmente, se ha desarrollado toda una infraestructura de software
que permite no sólo teleoperar los robots con el enfoque aquí expuesto, sino
que brinda un conjunto de herramientas de planificación y simulación que
ha permitido el desarrollo de algoritmos para la planificación de los mo-
vimientos de robots que van desde cuerpos libres en el espacio (free-flying)
hasta robots antropomórficos industriales provistos de manos mecánicas.
8.3.1. Artículos derivados
El contenido del trabajo expuesto en el capítulo de teleoperación (Capí-
tulo 3), ha sido publicado en el siguiente artículo, así:
A. Pérez y J. Rosell, “An assisted re-synchronization method for ro-
botic teleoperated tasks,” Proc. of the IEEE Int. Conf. on Robotics and
Automation, pp. 886 – 891, 2011.
En este artículo está plasmado el trabajo sobre la correspondencia en-
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tre los espacios de trabajo del dispositivo háptico y el el robot tratado
en el Capítulo 3.
Adicionalmente, se están terminando dos artículos basado en el conte-
nido de los capítulos de planificación y en el de las ayudas (Capítulos 4 y 5
respectivamente) con la finalidad de enviarlos próximamente a revisión:
A. Pérez y J. Rosell, “A lazy-evaluated dynamic local roadmap for
path planning between moveable obstacles”.
En este artículo se encuentran las bases del planificador basado en
PRM que se ha desarrollado en el presente trabajo y que está descrito
en el Capítulo 4.
A. Pérez y J. Rosell, “Haptic Aids for Bilateral Teleoperators”.
En este artículo, se han formalizado las diferentes herramientas que
constituyen la ayuda háptica dentro del marco de teleoperación bi-
lateral sobre el que se ha desarrollado el presente trabajo y que está
tratado en el Capítulo 5.
De la misma manera, durante el proceso de cimentación de las bases en
el área de la planificación de movimientos se ha participado en la publica-
ción de los siguientes artículos:
J. Rosell, C. Vazquez, y A. Pérez, “C-space decomposition using de-
terministic sampling and distances,” Proc. of the IEEE/RSJ Int. Conf. on
Intelligent Robots and Systems., pp. 15–20, Nov. 2 2007.
J. Rosell, M. Roa, A. Pérez, y F. García, “A General Deterministic Se-
quence for Sampling d-dimensional Configuration Spaces,” Journal of
Intelligent and Robotic Systems, vol. 50, no. 4, pp. 361 – 373, Dic. 2007.
J. Rosell, C. Vázquez, A. Pérez, y P. Iñiguez, “Motion Planning for
Haptic Guidance,” Journal of Intelligent and Robotic Systems, vol. 53,
no. 3, pp. 223–245, May. 2008.
A. Pérez, A. Rodríguez, J. Rosell, y L. Basañez, “A constraint-based
Probabilistic Roadmap Planner,” 40th International Symposium on Ro-
botics, ISR’09, pp. 297–302, 2009.
A. Rodríguez, A. Pérez, J. Rosell, y L. Basañez, “Sampling-based path
planning for geometrically-constrained objects,” Proc. of the IEEE Int.
Conf. on Robotics and Automation, pp. 2074–2079, 2009.
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J. Rosell, L. Cruz, R. Suárez, y A. Pérez, “Importance sampling based
on adaptive principal component analysis,” Proc. of the IEEE Inter-
national Symposium on Assembly and Manufacturing (ISAM), pp. 1–6,
2011.
Los aportes hechos en estos artículos también están incorporados en
mayor o menor escala en el desarrollo de este trabajo en el capítulo de pla-
nificación (Capítulo 4) y en particular en: “A General Deterministic Sequence
for Sampling d-dimensional Configuration Spaces,” se describe la secuencia de
muestreo Sd(k) utilizada para muestrear de forma uniforme el espacio de
configuraciones, de características análogas a la Halton; y de los artículos:
“Sampling-based path planning for geometrically-constrained objects,” y “Impor-
tance sampling based on adaptive principal component analysis,” se ha extracta-
do la esencia del sistema de generación de muestras en las inmediaciones
de los obstáculos y siguiendo las pautas de las restricciones causadas por
la cinemática y la geometría.
Así mismo, ya que el presente trabajo tiene un gran componente de he-
rramientas computacionales que hicieron posible no sólo el desarrollo sino
la validación de todos los conceptos presentados (Capítulo 6), también se
han realizado aportes en esta línea y sobre todo enfocado al público que
llega al área de planificación de movimiento y teleoperación desde ámbitos
donde los conceptos de abstracción y programación no son muy profun-
dos, de forma que presenta el desarrollo de los modelos, las herramientas
utilizadas y los principios necesarios para hacer frente a la solución de este
típo de problemas:
A. Pérez y J. Rosell, “Planificación de movimientos en robótica: curso
práctico para implementar un PRM,” Actas de las XXIX Jornadas de
Automática (CEA-IFAC), 2008.
A. Pérez y J. Rosell, “A Roadmap to Robot Motion Planning Softwa-
re Development,” Computer Applications in Engineering Education, vol.
18(4), pp. 651–660, Dic. 2010.
Adicionalmente, se tiene preparado un artículo sobre The Kautham Pro-
ject, con la finalidad de difundir sus fortalezas y potencialidades en el área
de la planificación y la teleoperación, que se espera enviar próximamente a
revisión.
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A. Pérez, J. Rosell, y A. F. Montaño, “The Kautham Project: A robot
simulation toolkit for motion planning and teleoperation guiding”.
De forma paralela, se han publicado artículos que no están directamente
relacionadas con el tema de la investigación, pero que han brindado apor-
tes interesantes para la extensión del sistema de planificación y simulación
de robots en especial los de tipo árbol, aplicado principalmente en las ta-
reas de planificación de agarre de objetos con manos antropomórficas y
minoritariamente en la planficación para la broncospía virtual:
R. Suárez, J. Rosell, A. Pérez, y C. Rosales, “Efficient search of obsta-
cle-free paths for anthropomorphic hands,” Proc. of the IEEE/RSJ Int.
Conf. on Intelligent Robots and System, pp. 1773–1778, 2009.
J. Rosell, R. Suárez, C. Rosales, J. A. García, y A. Pérez, “Motion plan-
ning for high DOF anthropomorphic hands,” Proc. of the IEEE Int.
Conf. on Robotics and Automation, pp. 4025–4030, 2009.
P. Cabras, J. Rosell, A. Pérez,W. G. Aguilar, y A. Rosell, “Haptic-based
navigation for the virtual bronchoscopy,” 18thWorld Congress of the In-
ternational Federation of Automatic Control (IFAC), vol. 18(1), pp. 9638–
9643, 2011.
J. Rosell, R. Suárez, A. Pérez, y C. Rosales, “Including virtual cons-
traints in motion planning for anthropomorphic hands,” Proc. of the
IEEE International Symposium on Assembly and Manufacturing (ISAM),
pp. 1–6, 2011.
J. Rosell, R. Suárez, C. Rosales, y A. Pérez, “Autonomous motion
planning of a hand-arm robotic system based on captured human-
like hand postures,” Autonomous Robots,vol. 31(1), pp. 87–102, 2011.
8.3.2. Software
Más de 12.000 líneas de código componen el sistema de planificación,
simulación y teleoperación denominado The Kautham Project desarrollado
a lo largo del periódo de ejecución de la presente tesis doctoral. Al inicio
de este trabajo, no estaba disponible un entorno de simulación y prueba
de algorítmos de planificación utilizable ya que cada grupo de investiga-
ción al rededor del mundo utilizaba sus propias aplicaciones y, aunque
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algunas veces este código estaba disponible como en el caso de la MSL
(http://msl.cs.uiuc.edu/msl) y la MPK (http://robotics.stanford.edu/m˜itul/mpk), su uso
práctico estaba restringido ya fuera por la claridad del código como por
la insuficiente documentación que aportaban.
Siendo este el punto de partida, The Kautham Project permite simular
problemas de planificación en espacios SE(2), SE(3), Rn, SE(3)×Rn y en es-
pacios multirobot donde cada robot puede tener uno de estos espacios de
configuraciones. Ha permitido el desarrollo y prueba de diversos tipos de
planificador de caminos tanto para robots free-flying como para robots más
complejos y se ha extendido para ser usado en el marco de la teloperación
de los robots de la celda remota. De esta forma se ha conseguido que en
una sóla aplicación y de forma organizada y accesible se haya unificado las
labores de implementación de las propuestas teóricas.
Sin embargo, con el correr de los años y teniendo en cuenta las limita-
ciones propias, tanto personales como organizacionales, han ido aparecien-
do paulatinamente herramientas que con el mismo horizonte y la misma
filosofía han logrado congregar masa crítica que ha permitido su rápida
evolución e incorporación en el mundo de la robótica. Es así como han
encontrado cabida herramientas como la OMPL (http://ompl.kavrakilab.org), la
OpenRAVE (http://openrave.programmingvision.com) y más recientemente y con
mayor impacto global las herramientas OROCOS (www.orocos.org) y ROS
(www.ros.org).
Con el proyecto The Kautham Project se han ido incorporando los siste-
mas de comunicaciones de ROS y se ha ido modularizando la aplicación
para acercarla aún más al paradigma de la programación por componen-
tes, lo que ha permitido extender su utilización en las tareas cotidianas del
IOC y la ha convertido en un referente interno para el desarrollo de tareas
de planificación, simulación y posteriór ejecución de los resultados obteni-
dos. Se ha utilizado en el desarrollo de cuatro tesis de master y se prevee
extender su utilidad con la incorporación de modelos dinámicos de ODE a
través de un proyecto de final de carrera.
Es por estas razones que se ha considerado el proyecto The Kautham
Project (sir.upc.es/kautham) como uno más de los aportes, aunque no teóricos,
del desarrollo de esta tesis.
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8.4. Trabajos futuros
Para darle continuidad al trabajo presentado aquí, se proponen cuatro
líneas de actuación en el marco de los aportes teóricos:
1. Incluir herramientas de realidad aumentada en el video realimenta-
do desde la escena remota con la finalidad de agregar el espacio de
trabajo virtual del dispositivo háptico y mejorar así la percepción de
los movimientos por parte del operador.
2. Mejorar los sistemas de sensores que permiten actualizar el modelo
del entorno de trabajo de los robots de forma que se puedan tener en
cuenta otros objetos móviles adicionalmente a los robots.
3. Extender la ayuda de cruce de puntos críticos con el fin de ser utili-
zada en las inmediaciones y en las mismas singularidades mecánicas
del robot.
4. Estudiar la forma de compartir los planes calculados entre los nodos–
mando como forma de prever los movimientos de cada uno de los
operadores incrementando así la ventana de tiempo en la que se pue-
den asumir estáticos todos los obstáculos.
De lamisma forma se propone continuar con lamodularización del pro-
yecto The Kautham Project a la vez que se continue incorporando más herra-
mientas de las provistas tanto en OROCOS como en ROS para establecer el
marco de pruebas interno de los algoritmos que se desarrollan en el IOC.
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Definición del problema
En este apéndice se incluye un ejemplo del archivo XML que descri-
be un problema de planificación dentro del ambiente de The Kautham Pro-
ject. El archivo XML incluye cuatro secciones principales: El robot activo,
los otros robots, los obstáculos fijos y los parámetros del planificador y la
consulta. Las secciones mínimas son las que denotan el robot activo y los
obstáculos fijos o escenario. Aquí se incluye uno como ejemplo.
<?xml version=" 1 . 0 " ?>
<Problem name=" IOC_Remote_Cell . xml ">
<Robot robot=" robots/mobile_TX90 . rob " s c a l e=" 1 . 0 ">
<Limits name="Y" min=" 0 . 0 " max=" 2500 .0 " />
<Home X=" 0 . 0 " Y=" 0 . 0 " Z=" 0 . 0 " WX=" 0 . 0 " WY=" 0 . 0 " WZ=" 1 . 0 " TH=" 0 . 0 " />
</Robot>
<Robot robot=" robots/TX90 . rob " s c a l e=" 1 . 0 ">
<Home X=" 1484 .0 " Y=" 50 .0 " Z=" 0 . 0 " WX=" 0 . 0 " WY=" 0 . 0 " WZ=" 1 . 0 " TH=" 180 .0 " />
<InvKinematic name="TX90 " />
</Robot>
<Scene scene=" scenes/IOC . iv " s c a l e=" 1 . 0 ">
<Locat ion X=" 0 . 0 " Y=" 0 . 0 " Z=" 0 . 0 " WX=" 0 . 0 " WY=" 0 . 0 " WZ=" 1 . 0 " TH=" 0 . 0 " />
</Scene>
<Planner>
<Parameters>
<Name>PRM</Name>
<LocalPlanner s t epS ize=" 0 .05 ">Linear</LocalPlanner>
<Parameter name="Drawn Path Link ">−1</Parameter>
<Parameter name="Max . Neighs ">10</Parameter>
<Parameter name="Max . Samples ">300</Parameter>
<Parameter name="Neigh Thresshold ">1 . 5</Parameter>
<Parameter name=" Speed Factor ">1</Parameter>
<Parameter name=" Step Size ">0.05000000075</Parameter>
</Parameters>
<Queries>
<Query>
< I n i t dim=" 13 ">0 .454 0 . 5 0 . 5 0 . 5 0 . 5 0 . 5 0 . 5 0 .353 //
0 .61 0 .664 0 .542 0 .407 0 . 5</ I n i t >
<Goal dim=" 13 ">0 .454 0 . 5 0 . 5 0 . 5 0 . 5 0 . 5 0 . 5 0 .264 //
0 .725 0 .722 0 .563 0 .329 0 . 5</Goal>
</Query>
</Queries>
</Planner>
</Problem>
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Definición de un robot
En este apéndice se incluye un ejemplo del archivo XML que describe
un robot dentro del ambiente de The Kautham Project.
En particular los robots Staübli TX90 tienen la siguiente geometría:
Figura B.1: Dimensiones de un robot Staübli TX90.
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ot
io
n
R
an
ge Axis 1 (A) ± 180
Axis 2 (B) +147,5/-130
Axis 3 (C) ± 145
Axis 4 (D) ± 270
Axis 5 (E) +140/-115
Axis 6 (F) ± 270
Tabla B.1: Límites de las articulaciones en grados.
A partir de esta información geométrica se puede describir completa-
mente el robot a través de sus parámetros D–H como se aprecia en la Ta-
bla B.1. Teniendo en cuenta la cantidad de grados de libertad que tendrá
este robot y de acuerdo a la descripción hecha de los controles en el Ca-
pítulo 6, se construye el archivo Rob. En este archivo se describe cómo se
construye el robot usando cada uno de los eslabones y en cual orden han de
usarse. La única diferencia en la descripción de un robot cadena cinemática
abierta y una tipo árbol, es que en esta última un eslabón puede tener más
de un hijo.
<?xml version=" 1 . 0 " encoding="UTF−8" ?>
<Robot name="TX90 " DHType="Modified " robType="Chain ">
<WeightSE3 rho_r=" 1 . 0 "></WeightSE3>
< J o i n t s s i z e=" 7 ">
< J o i n t name=" Base " i v F i l e =" r tx90/base . wrl ">
<DHPars alpha=" 0 . 0 " a=" 0 . 0 " the ta=" 0 . 0 " d=" 0 . 0 "></DHPars>
<Descr ipt ion r o t a t i o n a l =" f a l s e " movable=" f a l s e " ></Descr ipt ion>
<Limits Hi=" 0 " Low=" 0 "></Limits>
<Weight weight=" 1 . 0 "></Weight>
<Parent name=" "></Parent>
</ J o i n t>
< J o i n t name=" Shoulder " i v F i l e =" r tx90/shoulder . wrl ">
<DHPars alpha=" 0 . 0 " a=" 0 . 0 " the ta=" 0 . 0 " d=" 478 .0 " ></DHPars>
<Descr ipt ion r o t a t i o n a l =" t rue " movable=" t rue " ></Descr ipt ion>
<Limits Hi=" 180 .0 " Low=" −180.0 "></Limits>
<Weight weight=" 1 . 0 "></Weight>
<Parent name=" Base "></Parent>
</ J o i n t>
< J o i n t name="ForeArm" i v F i l e =" r tx90/forearm . wrl ">
<DHPars alpha="−90.0 " a=" 50 .0 " the ta="−90.0 " d=" 50 .0 "></DHPars>
<Descr ipt ion r o t a t i o n a l =" t rue " movable=" t rue " ></Descr ipt ion>
<Limits Hi=" 147 .5 " Low=" −130.0 "></Limits>
<Weight weight=" 1 . 0 "></Weight>
<Parent name=" Shoulder "></Parent>
</ J o i n t>
< J o i n t name="Elbow" i v F i l e =" r tx90/elbow . wrl ">
<DHPars alpha=" 0 . 0 " a=" 425 .0 " the ta=" 90 .0 " d=" 0 . 0 "></DHPars>
<Descr ipt ion r o t a t i o n a l =" t rue " movable=" t rue " ></Descr ipt ion>
<Limits Hi=" 145 .0 " Low=" −145.0 "></Limits>
<Weight weight=" 1 . 0 "></Weight>
<Parent name="ForeArm"></Parent>
</ J o i n t>
< J o i n t name="Arm" i v F i l e =" r tx90/arm . wrl ">
<DHPars alpha=" 90 .0 " a=" 0 . 0 " the ta=" 0 . 0 " d=" 425 .0 "></DHPars>
<Descr ipt ion r o t a t i o n a l =" t rue " movable=" t rue " ></Descr ipt ion>
<Limits Hi=" 270 .0 " Low=" −270.0 "></Limits>
<Weight weight=" 1 . 0 "></Weight>
Alexander Pérez Ruiz
122
<Parent name="Elbow"></Parent>
</ J o i n t>
< J o i n t name="Wrist " i v F i l e =" r tx90/wris t . wrl ">
<DHPars alpha="−90.0 " a=" 0 . 0 " the ta=" 0 . 0 " d=" 0 . 0 "></DHPars>
<Descr ipt ion r o t a t i o n a l =" t rue " movable=" t rue " ></Descr ipt ion>
<Limits Hi=" 140 .0 " Low=" −115.0 "></Limits>
<Weight weight=" 1 . 0 "></Weight>
<Parent name="Arm"></Parent>
</ J o i n t>
< J o i n t name="Tcp " i v F i l e =" r tx90/tcp . wrl ">
<DHPars alpha=" 90 .0 " a=" 0 . 0 " the ta=" 0 . 0 " d=" 100 .0 "></DHPars>
<Descr ipt ion r o t a t i o n a l =" t rue " movable=" t rue " ></Descr ipt ion>
<Limits Hi=" 270 .0 " Low=" −270.0 "></Limits>
<Weight weight=" 1 . 0 "></Weight>
<Parent name="Wrist "></Parent>
</ J o i n t>
</ J o i n t s>
<ControlSet s i z e=" 6 ">
This con t ro l s e t i s th ink ig to be as EigenVector c o l l e c t i o n with t h e i r own
EigenValue used to obta in the r e spec t i ve DOF vector of the robot . Al l the
robots need to be pos i t ioned in any lo ca t i on in SE3 WorkSpace as well i t need
6 values (X , Y , Z , X1 , X2 , X3 ) to reach i t . The X1 , X2 , X3 values wi l l be mapped to
axis−angle nota t ion (Wx, Wy, Wz, angle ) and the other DOF are r e spe c t i v e l y the
a r t i c u l a r values in Chain or Tree robot types .
<Of f se t>
This vec tor can be added in order to provide a o f f s e t or cen t re values to ad jus t
the con t ro l values and the DOF values .
<DOF name=" Shoulder " value=" 0 . 5 "></DOF>
<DOF name="ForeArm" value=" 0 . 5 "></DOF>
<DOF name="Elbow" value=" 0 . 5 "></DOF>
<DOF name="Arm" value=" 0 . 5 "></DOF>
<DOF name="Wrist " value=" 0 . 5 "></DOF>
<DOF name="Tcp " value=" 0 . 5 "></DOF>
</Of f se t>
At l e s s , the robot needs to be contro led through a 6 values corresponding to a
SE3 conf igura t ion .
<Control name=" Shoulder " eigValue=" 1 . 0 ">
<DOF name=" Shoulder " value=" 1 . 0 "></DOF>
</Control>
<Control name="ForeArm" eigValue=" 1 . 0 ">
<DOF name="ForeArm" value=" 1 . 0 "></DOF>
</Control>
<Control name="Elbow" eigValue=" 1 . 0 ">
<DOF name="Elbow" value=" 1 . 0 "></DOF>
</Control>
<Control name="Arm" eigValue=" 1 . 0 ">
<DOF name="Arm" value=" 1 . 0 "></DOF>
</Control>
<Control name="Wrist " eigValue=" 1 . 0 ">
<DOF name="Wrist " value=" 1 . 0 "></DOF>
</Control>
<Control name="Tcp " eigValue=" 1 . 0 ">
<DOF name="Tcp " value=" 1 . 0 "></DOF>
</Control>
</ControlSet>
</Robot>
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