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INFINITE MINKOWSKI SUMS OF LATTICE
POLYHEDRA
JAN SNELLMAN
Abstract. We show that certain two-dimensional, integrally closed
monomial modules can be uniquely written as a countable product
of isomorphic copies of simple integrally closed monomial ideals.
1. Introduction
Zariski [8, 9] showed that the set ofm-primary, integrally closed ideals
in a local, two-dimensional domain constitutes a free abelian monoid
under multiplication. Crispin Quinonez [5] and Gately [3] studied in-
tegrally closed monomial ideals in two and three variables. The main
result in [5] is an explicit description of the unique factorization of m-
primary, integrally closed monomial ideals in two variables into simple
ideals.
It is well known [2, 7] that the integral closure of a monomial ideal
I ⊂ C[x] is the ideal generated by the monomials whose exponent vec-
tors lie in the convex hull (in Rn) of log(I) ⊂ Nn ⊂ Rn, where log(I) de-
notes the set of exponent vectors of monomials in I. Hence, m-primary
integrally closed monomial ideals can be identified with certain lattice
polyhedra in Rn+ whose complement has finite volume. Since multipli-
cation of ideals correspond to Minkowski addition of their polyhedra,
the above result for two-dimensional monomial ideals can be stated as
follows: the monoid (under Minkowski addition) of lattice polyhedra
in R2+ which
(1) are stable under Minkowski addition with R2+,
(2) have complement to R2+ which has finite volume,
is free abelian.
In the study of resolutions of monomial ideals, so-called monomial
modules occur naturally [1]. A monomial moduleM is aC[x]-submodule
of the ring C[x,x−1] of Laurent polynomials which is generated by Lau-
rent monomials xα, α ∈ Zn.
Date: July 16, 2018.
1991 Mathematics Subject Classification. 13C05.
Key words and phrases. Minkowski sum, polyhedra, integrally closed ideals,
monomial modules.
1
2 JAN SNELLMAN
We call such a monomial module integrally closed if the convex hull
of log(M) contains no additional lattice points. Then a finitely gen-
erated, integrally closed monomial modules is isomorphic to a unique
integrally closed ideal. However, there are plenty of non-finitely gen-
erated monomial modules, even if we impose the restriction that these
modules should be what Bayer and Sturmfels [1] call co-artinian: i.e.,
containing no infinite descending (w.r.t. divisibility) sequence of Lau-
rent monomials. In what way, may one ask, do integrally closed, co-
artinian monomial modules factor? Since the corresponding question
for monomial ideals is solved for n = 2 but open for larger n, it is
reasonable to restrict to the case n = 2.
A monomial module M is in some sense the limit of the monomial
ideals obtained by intersecting its Newton polyhedron with translates
of the positive quadrant, Ia(M) = x
ayaM ∩ C[x, y]. If M is the co-
artinian monomial module with minimal generators xay−a, a ∈ Z, then
the sequence of monomial ideal obtained in this way consists of powers
of the maximal ideal (x, y). Thus, the factorization of M into simple
integrally closed modules would, if it existed, be M = (x, y)∞.
The problem here is that the Newton polyhedron New(M) has one
unbounded face not parallel with the x or y axis. If we restrict to
(generalized) polyhedra which have R2+ as their recession cone, this
problem does not arise. As we shall see, such integrally closed mono-
mial modules can in fact be uniquely (up to translation) factored into
a convergent, countable product of simple integrally closed monomial
ideals.
For a concrete example, consider the monomial module N with min-
imal generators
{1} ∪ {x1+2+···+ry−r r ∈ N+ } ,
and let M be its integral closure. Then
N ≃
∞∏
i=1
Ei,
where Ei is the integral closure of the monomial ideal (x
i, y). For the
corresponding Newton polyhedra, this becomes
New(N) =
∞∑
i=1
New(Ei),
and infinite Minkowski sum of polyhedra. This is illustrated in Fig-
ure 1.
2. Integral closure of ideals
Let I ⊂ Nn be a monoid ideal, i.e.,
I + Nn = I.
INFINITE MINKOWSKI SUMS OF LATTICE POLYHEDRA 3
b
b
0 1 2 3
0
1
2
3
+
b
b
0 1 2 3
0
1
2
3
+
b
b
0 1 2 3
0
1
2
3
+ · · · = b
b
b
b
b
0 1 2 3 4 5 6 7 8 9 10
-3
-2
-1
0
1
2
3
4
5
Figure 1. The Newton polyhedra of a non-finitely gen-
erated integrally closed monomial module, expressed as
an infinite Minkowski sum of simple polyhedra.
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Table 1. I = (x2, y2), I¯ = (x2, xy, y2). To the right,
New(I¯) as a Minkowski sum.
We define the integral closure of I by
I¯ = {α ∈ Nn ∃r > 0 : rα ∈ rI } (1)
We also define the Newton polyhedron of I by
New(I) = convR(I) ⊂ Rn+, (2)
the convex hull of the lattice points in
I ⊂ Nn ⊂ Rn.
The Newton polyhedron is a lattice polyhedron with recession cone
Rn+; in other words, it is the Minkowski sum of a polytope and R
n
+.
Theorem 1. If I ⊂ Nn is a monoid ideal, then
I¯ = New(I) ∩ Nn. (3)
Proof. See [2, 7, 5]. 
For monoid ideals I, J it holds that
IJ = I¯ J¯
= New(IJ) ∩ Nn
= New(IJ) ∩ Nn
=
(
New(I¯) + New(J¯)
)
∩ Nn
(4)
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where the plus sign denotes Minkowski addition of polyhedra, defined
by
A+B = { a+ b a ∈ A, b ∈ B } (5)
Denote by
S = C[Nn] = C[x], x = x1, . . . , xn (6)
the monoid ring of Nn, and by IC[x] the monomial ideal
IC[x] = 〈{xα α ∈ I }〉 ⊂ S (7)
Recall [7, 2, 5] that the integral closure of an ideal J in a commutative
ring R is defined as the set of elements z ∈ R satisfying an equation of
the form
zk + a1z
k−1 + a2z
k−2 + · · ·+ ak−1z + ak = 0, ∀i : ai ∈ J i. (8)
This is an ideal, denoted by J¯ . If R = C[x] and J is a monomial ideal,
i.e., J = IC[x], then the integral closure of J is also a monomial ideal,
and
Theorem 2.
IC[x] = I¯C[x]. (9)
Proof. See [2, 7, 5]. 
Call IC[x] simple if it can not be written as the product of two
proper ideals. In the case of two variables (n = 2 and x = x, y), Crispin
Quinonez [5] showed that the simple, integrally closed, (x, y)-primary
monomial ideals are of the form
Er/s = (xr, ys), gcd(r, s) = 1 (10)
Furthermore, every integrally closed, (x, y)-primary monomial ideal can
uniquely be written as a product of simple ideals. If IC[x] is a inte-
grally closed, (x, y)-primary monomial ideal in two variables, then the
factorization
IC[x] = Eb1r1/s1E
b2
r2/s2
· · ·Ebkrk/sk , r1/s1 < · · · < rk/sk (11)
yields a corresponding expression of the Newton polyhedron of I as a
Minkowski sum of “simple polyhedra”:
New(I) = New
(
Eb1r1/s1
)
+New
(
Eb2r2/s2
)
· · ·+New
(
Ebkrk/sk
)
(12)
Recall that the face of a polyhedron P is the intersection of P with
a supporting hyperplane H . In two dimensions, the lattice polyhedron
New(I) has exactly two unbounded faces, corresponding to parts of the
axes. The other one-dimensional faces determine the summands Er/s
that occur in (12). Since
New(Er/s) = R
2
+ + line segment from (r, 0) to (0, s),
New(Er/s) has outward pointing normal (−s,−r), so if New(I) has
some face with outward pointing normal (−s,−r), then Er/s must occur
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Figure 2. New(E4/3E5/2) as a Minkowski sum of New-
ton polyhedra of simple ideals
in (11). Furthermore, if we scan the bounded faces by traversing the
boundary of New(I) from left to right, then the Er/s will occur with
increasing r/s. The multiplicity of Er/s in (11) is determined by the
length of the face with outward pointing normal (−s,−r). In Figure 2
there are two summands, each with multiplicity one.
3. Monomial modules
We denote by
T = C[x±1] = C[x±11 , . . . , x
±1
n ] (13)
the Laurent polynomial ring in n variables. A C[x]-submodule M of
C[x±1] is called a monomial module if it is generated by monomials.
In the case we write min(M) for the set of minimal monomials of M ,
min(M) =
{
xα ∈M x
α
xi
6∈ M for 1 ≤ i ≤ n
}
(14)
Following Bayer and Sturmfels [1], we call M co-artinian if it fulfills
the following three equivalent conditions:
(1) M is generated by its minimal monomials, that is, M = S ·
min(M).
(2) There is no infinite decreasing (under divisibility) sequence of
monomials in M .
(3) For all b ∈ Zn, the set of monomials in M of multidegree  b
is finite.
We denote by
log(M) ⊂ Zn
the set of exponent vectors of monomials in M , and by
New(M) = convR(log(M)) ⊂ Rn
the convex hull (in R) of these exponent vectors. We call this the New-
ton polyhedron, even though it need not be the intersection of finitely
many halfspaces. Similarly, by slight abuse of notation we will call any
convex hull in Rn of a subset of Zn a lattice polyhedron.
It holds that
log(M) + Nn = log(M),
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so log(M), while not a submonoid of Zn, is a sub Nn-module.
We define the integral closure of a sub Nn-module E ⊂ Zn in com-
plete analogy with (1),i.e.,
E¯ = {α ∈ Zn ∃r > 0 : rα ∈ rE } (15)
Then (3) generalizes to
E¯ = New(E) ∩ Zn. (16)
Definition 3. Let R be a commutative ring, and let T ⊂ R be a
multiplicatively closed subset. We say that M ⊂ RT = T−1R is an
R-module, if RM ⊂ M , and M + M ⊂ M . Then, we define the
integral closure of M as the R-submodule M¯ of RT generated by all
z = f/g ∈ RT satisfying
zk + a1z
k−1 + a2z
k−2 + · · ·+ ak−1z + ak = 0, ∀i : ai ∈M i (17)
Here, M i is the R-module generated by all products
m1m2 · · ·mi, mℓ ∈M.
Note that
A) If T = {1} then RT = R, M ⊂ R is an ideal, and the integral
closure is the ordinary integral closure of ideals.
B) However, we do not require M to be finitely generated as an R-
module, so it need not be a fractional ideal.
C) We can define the Rees ring of M in complete analogy of the ideal
case. Let R[Mt] ⊂ RT [t] be the subset generated by all polynomials
a0 + a1t + · · ·+ adtd, ai ∈ M i.
Then, as in the ideal case (see [7, 5]) we have that
u ∈ M¯ ⇐⇒ ut ∈ R[Mt] (18)
where, for the RHS, the integral closure of rings is taken inside
RT [t]. This shows that the set of elements satisfying (17) is in fact
already an R-module.
D) Since C[x±1] is the localization of C[x] in the multiplicatively closed
subset of monomials, we have now a definition of the integral closure
of a monomial module M ⊂ C[x±1].
Lemma 4. A monomial module M ⊂ C[x±1] is integrally closed iff its
associated Nn monoid module log(M) ⊂ Zn is integrally closed.
Proof. It is obvious that M integrally closed implies that log(M) is in-
tegrally closed. Conversely, if log(M) is integrally closed, pick a z ∈ M¯ ,
i.e. satisfying (17). Let N ′ be the monomial submodule ofM generated
by all monomials in all the ai’s, and let N be the monomial module cor-
responding to the monoid ideal log(N). Then N is an integrally closed,
finitely generated monomial submodule ofM . Since N is finitely gener-
ated, it is isomorphic to a integrally closed monomial ideal. Therefore,
there is some γ ∈ Nn such that
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Figure 3. The monomial module with generators
{xiy−i i ∈ Z }. Newton polyhedron in gray, unbounded
face in red.
(1) xγz ∈ C[x], and
(2) xγN ⊂ C[x].
Now multiply (17) by xkγ and make the substitutions
u = xγz
I = xγN
bi = aix
iγ
We get that
uk + b1u
k−1 + · · ·+ bk−1u+ bk = 0.
Since u ∈ I, which is an integrally closed monomial ideal, it follows
from Theorem 2 that u ∈ I, which implies that z ∈M . 
We see that integrally closed, co-artinian monomial modules cor-
respond to lattice polyhedra with faces whose inward-pointing nor-
mal vectors lie in the positive orthant. Furthermore, multiplication of
monomial modules correspond to Minkowski addition of their Newton
polyhedra. However, if the set of faces is infinite, then the polyhedron
can not be a finite Minkowski sum of simple polyhedra. Another com-
plication is that some faces, not parallel with one of the axes, might
be unbounded. For instance, the Newton polyhedron of the mono-
mial module with generators {xiy−i i ∈ Z } has only one face, namely
{ (t,−t) t ∈ R }; this face is unbounded but not parallel to the x or y
axis. See Figure 3.
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Figure 4. The Newton polyhedron of a non-finitely
generated monomial module. The boundary is an infi-
nite polygonal path.
4. Approximations
We henceforth restrict our study to integrally closed monomial mod-
ules in two variables, n = 2. We also assume that our monomial
modules are co-artinian and furthermore, that their Newton polyhedra
have at most two unbounded faces, and that any unbounded face is
parallel to one of the axes.
Let M denote the monoid of such monomial modules, under multi-
plication.
Alternatively, M can be regarded as
(i) A subset of the set of integrally closed N2 submodules of Z2, or
(ii) The set of lattice polyhedra in R2 with recession cone R2+, or
(iii) The set of polygonal paths in R2, which are the graphs of continu-
ous, piecewise linear functions defined on an interval (a, b), where
a can be −∞ and b can be +∞, otherwise a, b are integers. The
piecewise linear function f : [a, b]→ R should of the form
f(t) =
{
undefined t < a or t > b
ci + ri/si(t− i) i < t < (i+ 1), i ∈ Z
(19)
with ci, ri, si ∈ Z, and where there is no infinite subset J ⊂ Z
such that i, j ∈ J =⇒ ri/si = rj/sj 6= 0.
We will tacitly identify these different objects. See Table 4 for the
various representations of one element in M.
Let
M˜ = M∼
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be the result of dividing out by the congruence
M ∼ N ⇐⇒ ∃u, v ∈ Z : xuyvM = N (20)
i.e., translations of the same polyhedron are identified. Here and hence-
forth, by a translation is understood a translation by an integer vector.
We let N be the submonoid M consisting of finitely generated, in-
tegrally closed monomial modules; i.e., elements of N are fractional
ideals, isomorphic to integrally closed monomial ideals. We define
N˜ = N∼
by dividing out by the action of Z2. The Newton polyhedra in N˜ are
precisely those polyhedron in M˜ that have finitely many faces.
Recall the definition (10) of the integrally closed monomial ideals
Er/s. We can regard them (or rather, the equivalence class of all their
translates) as elements of M˜.
Lemma 5. N˜ is discrete, free abelian, and generated by the simple
integrally closed monomial ideals Er/s.
Proof. This is a consequence of the main result in [5]. 
Since we want to approximate elements in M˜ with elements in N˜ ,
we need to define what it means for a sequence of elements PiN˜ to
tend to P ∈ M˜. Identifying a monomial module M with its set of
lattice points log(M), and taking into account the Z2 action, we make
the following definition:
Definition 6. Pi → P if and only if there exists translation vectors
βi ∈ Z2 such that, for each lattice point α ∈ Z2, there is some N with
the following property: for all i > N ,
βi +α ∈ Pi ⇐⇒ α ∈ P.
One can check that this defines a convergence structure, and hence
a topology, on M˜.
Minkowski addition is continuous w.r.t. the topology just intro-
duced, so M˜ is a topological monoid, and we can introduce convergent
infinite (countable) products (or sums, if we regard M˜ as consisting of
equivalence classes of lattice polyhedra). It is a fact that Definition 6
works for nets as well as for sequences, so our countable sums will be
unordered.
Let us state explicitly the definition of convergent infinite Minkowski
sums, using the net of complements of finite subsets of some countable
index set L: ∑
ℓ∈L
Pℓ = P
10 JAN SNELLMAN
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Table 2. The N2 monoid log(M) of a finitely generated
monomial module, together with its Newton polyhedron,
and the boundary of the polyhedron, which is a polygonal
path.
if and only if
∃β : ℓ→ Z2
such that
∀α ∈ Z2 : ∃ finite J ⊂ L : ∀ finite J ⊂ K ⊂ L :
α ∈ P ⇐⇒ α ∈
∑
ℓ∈K
(β(ℓ) + Pℓ)
The definition of convergent infinite products of monomial modules is
obtained by replacing sums by products and exponent vectors with
monomials.
Theorem 7 (Unique factorization of two-dimensional monomial mod-
ules). Every integrally closed monomial moduleM ∈ M˜ can be uniquely
factored as a convergent product
M =
∏
v∈Q>0
Ebvv , bv ∈ N, (21)
where the set
{ v ∈ Q>0 bv > 0 } (22)
correspond precisely to the set of outward-pointing normals of bounded
faces of New(M), via
v = r/s 7→ (−s,−r), gcd(r, s) = 1. (23)
Furthermore, the length of the face with normal (−s,−r) will be a pos-
itive integer multiple of
√
r2 + s2, and that multiple coincides with the
multiplicity bv.
Sketch of proof. We can translate M so that one of its vertices lies on
the origin, and then measure the difference to sums of Er/s’s keeping
M anchored at the origin. For every positive N , select the N faces to
the left and to the right of the origin, and let (−u, v) and (w,−z) be
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the left and right endpoints of the polygonal path drawn by these faces.
Let UN be the appropriately translated Minkowski sum of the Er/s’s
corresponding to the normals of the selected faces (with multiplicity).
Then UN and M coincide on the translated positive quadrant. Hence,
as N tends to infinity, UN tends to M . 
Now let
a1 =
r1
s1
, a2 =
r2
s2
, a3 =
r3
s3
, . . . (24)
be some enumeration of the positive rationals, and let N˜N be the sub-
monoid of N˜ generated by
Ea1 , . . . , EaN .
There is a natural truncation map
ρN : N˜ → N˜N
∞∏
i=1
ciEai 7→
N∏
i=1
ciEai
(25)
which restricts to
ρN ′,N : N˜N ′ → N˜N
N ′∏
i=1
ciEai 7→
N∏
i=1
ciEai
(26)
for all N ′ ≥ N . We hence get a countable, surjective inverse system of
discrete, free abelian monoids
N˜1 ρ2,1←−− N˜2 ρ3,2←−− N˜3 ρ4,3←−− · · · (27)
In the article [6] it was proved that such an inverse limit is a topolog-
ical UFD, i.e., every element can be uniquely factored as a countable,
convergent product of irreducible elements. The monoid studied in
that paper was that of the multiplicative monoid of the ring of formal
polynomials [4], i.e., formal power series in infinitely many variables
which becomes polynomials when all but finitely many of the variables
are set to zero. The present article was motivated by the search for
other interesting examples of topological UFDs.
Theorem 8. Let each N˜ℓ have the discrete topology, and give the in-
verse limit lim←−N˜ℓ of (27) the inverse limit topology. Then lim←−N˜ℓ has
unique countable, convergent factorization into irreducibles.
Proof. Follows from the results in [6]. 
Theorem 9. M˜ ≃ lim←−N˜ℓ as topological monoids.
Proof. The monoid homomorphism (25) extends uniquely to a contin-
uous monoid homomorphism ρN : M˜ → N˜N . It is not hard to check
that these maps solve the universal problem
12 JAN SNELLMAN
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