Abstract. Local existence and well posedness for a class of solutions for the Euler Poisson system is shown. These solutions have a density ρ which either falls off at infinity or has compact support. The solutions have finite mass, finite energy functional and include the static spherical solutions for γ = 6 5 . The result is achieved by using weighted Sobolev spaces of fractional order and a new non linear estimate which allows to estimate the physical density by the regularised non linear matter variable. Gamblin also has studied this setting but using very different functional spaces. However we believe that the functional setting we use is more appropriate to describe a physical isolated body and more suitable to study the Newtonian limit.
Introduction
We consider the Euler-Poisson system ∂ t ρ + v a ∂ a ρ + ρ∂ a v a = 0 (1.1)
where G denotes the gravitational constant. Using suitable physical units we can set G = 1. Here we have used the summation convention, for example, v k ∂ k := 3 k=1 v k ∂ k , a convention we will use in the rest of the paper wherever it seems appropriate to us. Moreover ∂ a φ := δ ab ∂ b φ, and we will wherever it is convenient to denote ∂ a φ by ∇φ. In this paper we consider the barotropic equation of state
and we study this system with initial data for the density which either has compact support or falls off at infinity in an appropriate way. It is well known that the usual symmetrization of the Euler equations is badly behaved in such cases. The coefficients of the system degenerate or become unbounded when ρ approaches zero. It was observed by Makino [Mak86] that this difficulty can be to some extend circumvented by using a new matter variable w in place of the density. For this reason, we introduce the quantity w = 2 √ Kγ γ − 1 ρ γ−1 2 , (1.5) which allows to treat the situation where ρ = 0. Replacing the density ρ by the Makino variable w, the system (1.1)-(1.3) coupled with the equation of state (1.4) takes the following form:
which we will sometimes denote as the Euler-Poisson-Makino system. The Euler-Poisson system consists of a hyperbolic system of evolution equations and the elliptic Poisson equation.
Traditionally symmetric hyperbolic systems have been solved in Sobolev spaces H s because their norm allows in a convenient way to obtain energy estimates. But there are situations in which these spaces are too restrictive [Kat75, Maj84] . One of them is the Euler-Poisson equations when the density has no compact support. We therefore treat the Euler-Poisson system in a new functional setting which involves weighted Sobolev spaces of fractional order. These spaces have been introduced by Triebel [Tri76a] and have been used successfully by the authors [BK15, BK14] to prove a similar result for the Einstein-Euler system. In this setting, we prove local existence, uniqueness and well posedness of classical solutions. We mean by well posedness in this paper the conservation of the initial regularity, but not the continuity of the flow map.
The benefit of these spaces is that they enable us to consider a wide range of γ for the equation of state p = Kρ γ , and also to construct solutions with a couple of interesting features, which we will discuss briefly in the following. The solutions we obtain include densities without compact support but with finite mass and energy functional for 1 < γ < . In particular, they include static spherical solutions with finite mass but infinite radius if γ = The problem studied here has been treated already by Gamblin [Gam93] and Bezard [Bé93] , so we compare their results with the one obtained by us. The main differences are the choice of the functional spaces that are used to prove their results, and the properties of the corresponding solutions. Bezard uses the ordinary Sobolev spaces H s , and therefore his claim that his solutions include static spherical solutions if γ = 6 5 is simply not correct, since the initial data of the corresponding Makino variable do not belong to H s . Gamblin uses the uniformly locally Sobolev spaces H s ul , which have been introduced by Kato [Kat75] . This type of spaces includes bounded functions as |x| → ∞, and hence Gamblin's solutions contain spherical static solutions, however the use of these spaces is problematic in several important aspects which we list here shortly, for details we refer to Subsection 2.2. First it should be noted that there is no well posedness results in the H loc . Thus Gamblin's solutions face these disadvantages. Moreover, in his setting the density ρ belongs to the Sobolev space W 1,p (1 ≤ p < 3), while the velocity v a ∈ H s ul , and hence the density falls off to zero at infinity but velocity does not. Such behavior of the solutions disagrees with the physical interpretations of the model of isolated bodies. As we mentioned above, the Sobolev spaces H s are the most convenient spaces for quasi linear first order symmetric hyperbolic systems. But there are various circumstances in which either the initial data, or the coefficients of the system do not belong to this class, for example the asymptotically flat spacetime in general relativity [Chr81] , or if the density belongs to L ∞ [Maj84] , and of course the Euler-Poisson for densities without compact support [Gam93] Therefore we suggest a different approach, namely, we establish wellposedness of quasi linear symmetric hyperbolic systems in the weighted fractional Sobolev spaces, see subsection 4.1. This approach suits several situations where the initial data and the coefficients do not belong to the H s spaces, and in particular it can be applied to coupled hyperbolic-elliptic systems such as the Euler-Poisson.
Finally, we want to emphasize that we only consider local in time solutions. Due to the complicated nonlinear character of the Euler equations, it is expected that classical solution will break down in a finite time interval see for example [Sid85] . Global in time existence results can only be expected if the tendency to form singularities is somehow compensated. For example, Guo [Guo98] considered a simple two-fluid model to describe the dynamics of a plasma is the Euler-Poisson system, where the compressible electron fluid interacts with its own electric field against a constant charged ion background. This feature results in a repulsive force and enables the proof of global existence. Another example is the EulerPoisson system with a cosmological constant [BRR94] , where initial data are considered which are small and describe deviations of a given exponentially expanding background solution, and which lead to classical solutions that exist globally in time.
1.1. Structure of the proof and organization of the paper. The most obvious way to solve system (1.6)-(1.8) would be to apply some sort of iteration procedure or a fixed-point argument directly to that system. But since the system is coupled to an elliptic equation, it seemed more convenient and transparent to split up the proof in several parts. Firstly we prove local existence and well posedness for a general symmetric hyperbolic system (with A 0 = 1) in the weighted Sobolev spaces.
Since the density falls off but could become zero, we will need the established tool of regularizing the system, by introducing a new matter variable, the Makino variable (1.5).
In this setting the power w 2 γ−1 must be estimated in the weighted fractional norm. The estimates of the power in the H s spaces under certain restrictions on the power and s are known (see e.g. [RS96] ). An essential ingredient of our proof is a nonlinear power estimate in the weighted fractional Sobolev spaces that preserves the regularity and improves the fall off at infinity (Proposition 12). It enables us to apply the known estimates for the Poisson equation (1.8) in these spaces. We then prove the existence of solutions to the Euler-Poisson-Makino system by using a fixed-point argument. In any case, either for the fixed-point or for the direct iteration we are faced with the well known fact that we have to use a higher and a lower norm. We show boundness in the higher norm and contraction in the lower. Under this circumstances the existence of a fixed point in the higher norm is well known. However, we have not found such a modified fixed-point theorem in the literature, and that is why we have added it together with its proof in the Appendix.
The paper is organized as follows: The next section deals firstly with the mathematical preliminaries, namely the introduction of the weighted spaces. Then we present the main results, namely the existence and well posedness together with the main properties of the solutions obtained. The properties of the weighted Sobolev spaces H s,δ are presented in Section 3. For the proofs of those properties, we refer to [BK11, BK15, Tri76a, Tri76b] , except Lemma 1, which is new and crucial for the proof of the nonlinear power estimate, Proposition 12. In section 4 we establish the main mathematical tools, including the local existence and well posedness of symmetric hyperbolic systems in the H s,δ weighted spaces, two energy type estimates of the solutions to hyperbolic systems, the elliptic estimate for the Poisson equation and two non-linear estimates. The last section is dedicated to the proof of the main result using a fixed-point argument. In the Appendix A we present and prove a modified version of the Banach fixed-point theorem.
Main results
We obtain well posedness of the Euler-Poisson-Makino system (1.6)-(1.8) for densities without compact support but with a polynomial decay at infinity, and with the equation of state (1.4). The class of solutions we obtain have finite mass, a finite energy functional, and moreover, they contain the static spherical static symmetric solutions of for the adiabatic constant γ = 6 5 (see Subsection 2.1). These solutions are continuously differentiable and they are also classical solutions of the Euler-Poisson system (1.1)-(1.3).
The Euler-Poisson-Makino system is considered in the weighted Sobolev spaces of fractional order H s,δ .
So we first define these spaces. Let
where the constant C α does not depend on j. We denote by H s the Sobolev spaces with the norm given by 
Please note that the initial data in Corollary 2 are given by the Makino variable w and not by the physical quantity ρ.
It is an open problem to solve the Euler-Poisson system entirely in terms of ρ for situations in which ρ could be zero.
Proof of Corollary 2. Set w 0 = c k,γ ρ γ−1 2 0 , then Theorem 1 provides a unique solution (w(t, ·), v a (t, ·)) ∈ H s,δ with the corresponding initial data. By Propositions 6 and 9, ρ(t, ·) H s,δ ≤ C w(t, ·) H s,δ . Since s > , then by the embedding, Propositions 6 (ii), yields that (ρ, v a ) ∈ C 1 , and obviously they satisfy (1.1)-(1.3).
There exists a wide range of publication concerning the non-linear stability of stationary solutions of the Euler-Poisson system relying on the method of energy functionals, see for example Rein [Jan08, Rei03] . Having this context in mind we turn to the question of finite mass and finite energy functional.
Corollary 3 (Finite mass and finite energy functional). The solutions obtained by Theorem 1 have the properties that,
, that is, they have finite mass. (2) The energy functional
is well defined for those solutions.
2.2. The advantages of the H s,δ spaces. In this section, we discuss the consequences of our main result, Theorem 1 and possible applications, and compare them with previous results obtained by other authors.
• We recall that the Euler-Poisson system (1.1)-(1.3) degenerates when the density approaches to zero and the only known method to solve an initial value problem in this context is to regularize the Euler equations by introducing the Makino variable (1.5). All the previous local existence results [Mak86, Gam93, Bé93] 
where s ǫ = min{
∈ N and s ǫ = s otherwise. Thus the density belongs to W 1,p and falls off at infinity, while the velocity is in H s ul and therefore does not tend to zero. Such a class solutions, even if it contains spherical symmetric static solutions, do not model isolated bodies in an appropriate way.
• The uniform Sobolev spaces H , are not suited for the Einstein-Euler system in an asymptotically flat setting. Recall that in these functional spaces the Einstein constraint equations cannot be solved, while they can be solved using the H s,δ spaces. The last question is important if one considers the Euler-Poisson system as the Newtonian limit of the Einstein-Euler system.
Oliynyk [Oli07] proved the Newtonian limit in an asymptotically flat setting. He showed that solutions of the Einstein-Euler system converges to solutions of the Euler-Poisson system, under the restriction that the density has compact support. In order to generalize his result to the case where the density only falls off in an appropriate way one needs a functional setting which is suited for both systems. While the weighted fractional Sobolev spaces are known to be appropriate, there is no existence result known for the Einstein equations (plus matter fields) in an asymptotically flat situation using the functional setting of H s ul spaces.
Weighted fractional Sobolev spaces
The weighted Sobolev spaces whose weights vary with the order of the derivatives and which are of integer order can be defined as a completion of
These spaces were introduced by Nirenberg and Walker [NW73] . Triebel extended them to fractional order and proved basic properties such as duality, interpolation, and density of smooth functions [Tri76a] . Triebel expressed the fractional norm in an integral form and used the dyadic decomposition of the norm (2.2) just in order to derive certain properties. We have adopted it as a definition of the norm since it enables us to extend many of the properties of Sobolev spaces H s to H s,δ .
3.1. Properties of the weighted fractional Sobolev spaces. Here we quote the propositions and properties which are needed for the proof of the main result. For their proofs and further details see [BK11, BK15, Tri76a] .
Theorem 2 (Triebel, Basic properties). Let s, δ ∈ R.
(a) The space H s,δ is a Banach space and different choices of dyadic resolutions {ψ j } which satisfies (2.1) result in equivalent norms.
It was shown in [BK15, page 68] that one can construct a dyadic sequence {ψ j }, namely the one which we have introduced in section 2, in such way that for any positive γ, ψ
, and for each multi-index α there exist two constants C 1 (γ, α) and
These inequalities are independent of j. Hence {ψ γ j } satisfies (2.1) and that is why it is an admissible dyadic resolution and therefore by Theorem 2 (a), we obtain the following equivalence.
Preposition 1. For any positive γ, the norm
Preposition 2 (Triebel [Tri76b] ). Let s = m be an integer and γ be positive number, then the norms (3.1) and (3.2) are equivalent. In particular
The monotonicity property presented below of the norm is a simple consequence of the definition of the norm (2.2).
and the positive constant C is independent of the functions u and v.
We now present the Sobolev embedding theorem in the weighted spaces. For β ∈ R, we denote by L ∞ β the set of all functions such that the norm 
is finite.
Preposition 6 (Sobolev embedding).
We prove this simple proposition since a proof is not found in the standard literature such as [BK11, BK15, Tri76a] .
< δ, we get by the Cauchy Schwarz inequality that
Next we present a Moser type estimate in the weighted spaces.
-function such that F (0) = 0 and where N ≥ [s] + 1. Then there is a constant C such that for any u ∈ H s,δ
(3.4)
The following Proposition was proved by Kateb in the H s spaces.
Note that if 3 2 < s and − 3 2 ≤ δ, then by Proposition 6 the constants in the estimates (3.4) and (3.5) are universal and do depend on the L ∞ -norm.
We shall need the following approximation property.
Preposition 11. Let s < s ′ and ǫ be an arbitrary positive number. Then for any u ∈ H s,δ , there is u ǫ ∈ H s ′ ,δ such that
3.2. Estimates for products of functions. We turn now to one the main ingredients of our proof which concerns the estimates of products of functions. Suppose u 1 , . . . , u m are functions in H s,δ , then obviously the product u = u 1 . . . u m has the same degree of regularity provided that 3 2 < s. The question is whether the product has a better decay at infinity? That is, whether u belongs to H s,δ ′ for some δ ′ > δ. The following Lemma gives a partial answer and plays a central role in the proof of our main result.
Lemma 1 (Estimates for products of functions). Suppose u i ∈ H s,δ i for i = 1, . . . , m,
Proof. An essential tool of the proof is Proposition 1 that provides an equivalent norm. We use the norm as given by (3.2) with γ = m, then by the multiplication property in H s , we obtain
Hölder's inequality, and the elementary inequality j a m ij
Corollary 4 (Powers of functions). Suppose u ∈ H s,δ , 3 2 < s and m be an integer greater than one. Then u m ∈ H s,δ+δ 0 whenever
Mathematical tools
In this section, we establish the tools needed for the proof of the main result. These comprise of the energy estimates and the local existence theorem for quasilinear symmetric hyperbolic systems, the solution to the Poisson equation, as well as elliptic estimates, and an estimate of the power of functions, all these are dealt in the weighted Sobolev spaces. We shall use the notation x y to denote an inequality x ≤ Cy, where the positive constant C depends on the parameters in question.
Symmetric hyperbolic systems.
Definition 2 (Symmetric hyperbolic systems). We call a system of the form
a symmetric hyperbolic system under the following assumptions:
(1) A α are symmetric matrices for α = 0, 1, 2, 3; (2) A 0 is uniformly positive definite; (3) A α and B are smooth.
Remark 1. It is straightforward to check that the Euler-Poisson-Makino system (1.6)-(1.7) in a matrix representation takes the form
Here δ c a denotes the Kronecker delta. This is obviously a symmetric hyperbolic system coupled with the Poisson equation. Note that A 0 = 1.
4.2.
The Cauchy problem, existence theorem and energy estimates. We consider the Cauchy problem for quasilinear symmetric hyperbolic systems of the form
where A a (U) and B(U) are N × N matrices such that A a (0) = B(0) = 0, and U and F are vector valid functions in R N . The well-posedness of these systems in the Sobolev spaces H s is well known. Here we establish it in the weighted spaces H s,δ .
Theorem 3 (Well posedness of first order hyperbolic symmetric systems in H s,δ ). Let
Then there exists a positive T ≤ T 0 and a unique solution U to the system (4.1) such that
Remark 2. The conclusion of Theorem 3 can be extended to a system with A 0 positive definite, and A 0 (u) − I ∈ H s,δ for u ∈ H s,δ , but since we do not use such a generalization we omit the details.
An essential ingredient of the proof are the energy estimates for the linearized system. 4.2.1. Energy estimates in the H s,δ spaces. We consider the linearization of the system (4.1):
where the matrices A a are a symmetric. In order to derive the energy estimates we introduce an inner-product in the H s,δ spaces. So let
is an inner-product on H s , here the dot · denotes the scalar product. Now we set
then it is an inner-product on the H s,δ spaces, and by Proposition 1 the norm
is equivalent to the norm (2.2).
Lemma 2. Suppose 
is a solution to the linear system (4.2) for some positive T , then for t
where the constant C depends on the H s,δ norm of the matrices A a and B.
Proof. Since U(t) ∈ C 1 ([0, T ], H s,δ )) and it satisfies (4.2), we have that
Using the multiplicity property of H s,δ , Proposition 5, and the Cauchy-Schwarz inequality we obtain that
Similarly, the last term
The crucial point is the estimate of the terms with the matrices A a . So for a fixed index a we set
then by the definition of the inner-product in H s,δ (4.3), we have to show the inequality
where the constant C depends on the H s,δ norm of the matrices A a .
We shall obtain it by applying the techniques of integration by parts, which requires the commutation of ψ j A a with Λ s . To do this we set Ψ m = (
, hence we can replace 1 by the infinite sum and get that for each j,
(4.8)
Note that ψ j Ψ m ≡ 0 only when j − 4 ≤ m ≤ j + 4, therefore the series (4.8) has a finite number of non-zero terms. We now make the commutation
(4.9)
Then we estimate the first term by the Kato-Ponce commutator inequality [KP88, §3.6], and get that
(4.10)
For the second term of the left hand side of (4.9) we use the symmetry of A a and then by integration by parts we obtain that
then by inequality (4.10), equality (4.11) and the Cauchy Schwarz inequality, we obtain that
Now, taking into account the Sobolev inequality, we have that
We recall that E a (j, m) = 0 only if j − 4 ≤ m ≤ j + 4, hence by inequalities (4.12)-(4.13) and equality (4.9) we obtain that
(4.14)
We estimate now the first term of the right hand side of (4.14). Utilizing the Hölder inequality and the fact that 2(δ + 
.
By the elementary inequality
Likewise, the last term in the product is less than C ∂ a U(t) H s−1,δ+1 ≤ C U(t) H s,δ . For the first term in the product we need to use scaling properties of the H s -norm, that is,
Note that 2 −4 ≤ 2 j−m ≤ 2 4 , hence C(2 j−m ) is bounded be a constant that is independent of m and j. Hence 
In a similar manner we can estimate the second and the third term of the right hand side of (4.14) and get inequality (4.7). Adding this inequality to (4.5), (4.6) we obtain inequality (4.4) and that completes the proof.
Energy estimates in a lower norm are needed for the contraction. We denote by L 2 δ the L 2 space with the weight (1 + |x|)
δ ) be a solution to the linear system (4.2) for some positive T , then 1 2
and the constant C depends on the L ∞ norm of A a , ∂ a A a and B.
The idea of the proof. Since U(t) is a solution to (4.2),
Applying integration by parts, the Cauchy-Schwarz inequality and L ∞ -L 2 estimates we obtain (4.15).
Proof of Theorem 3.
Proof. We are using the known iteration scheme [Maj84] . In order to do that we need to approximate the initial data and the right hand side of (4.1) by smooth functions. Since C ∞ 0 is dense in H s,δ (see Theorem 2 (b) and Proposition 11), there are two sequences {U
We set now U 0 (t, x) = U 0 0 (x) and let U k+1 (t, x) be the solution to the linear initial value problem
Since the linear system (4.19) has
(see e.g. [Joh86] ). Hence for each positive R and integer k,
We now choose R so that (8C
+ 2) ≤ R 2 and prove by induction that there is
, then it satisfies the linear system
We apply Moser type estimates in the H s,δ spaces, Propositions 8 and 5, (4.16) and (4.20), then we conclude that there is a positive constant
Similarly the other terms of (4.21) can be bounded by the same constant. Applying Lemma 2, we obtain that
Then by the Gronwall inequality, (4.16)-(4.18) and (4.21) we have that + 2) ≤ R 2 , there is a positive T * such that the right hand side of (4.22) is less than R 2 . and hence
Consequently the sequence {U k } is bounded in the H s,δ norm.
From equation (4.19), and by the multiplication estimates in the H s,δ spaces, we have that
By the Moser type estimate, Proposition 8, the uniform bound (4.23) and the above estimate, we see that there is a constant L independent of k such that
We show now the contraction in the L 2 δ -norm. More precisely, we claim that there are positive constants Λ < 1, T * * ≤ T * and a converging sequence {β k } such that
The difference U k+1 − U k satisfies the linear system
where
In order to apply the L 2 δ -energy estimate, Lemma 3, we need to show that
bounded by a constant that is independent of k and to estimate the L 2 δ norm of F k . Considering for example ∂ a A a (U k ) for a fixed index a, then by the weighted Sobolev inequality, Proposition 6 and Proposition 4,
holds when 5 2 < s and − 3 2 ≤ δ + 1. In the previous step we showed that
Applying standard difference estimates we obtain that
where the supremum is taken over a ball with a radius that depends on R and the initial data. Taking into account (4.16), (4.18) and (4.20), we see that there is a constant
Hence, by Lemma 3, the Gronwall inequality and (4.17) we obtain that
So we can choose T * * such that e C 2 T * * C 3 T * * =: Λ < 1 and we set
Having proved (4.25), we conclude that {U k } is a Cauchy sequence in L 2 δ , and by the intermediate estimate, Proposition 10 and the bound (4.23), it is also a Cauchy sequence in H s ′ ,δ for any 0 < s ′ < s.
Hence U k converges to U ∈ H s ′ ,δ , and if in addition 5 2 < s ′ < s, then by Sobolev embedding to the continuous, Proposition 6, U ∈ C 1 ([0, T * * ], C(R 3 )) and it is a classical solution of (4.1).
Following Majda [Maj84, Ch. 2], we show the weak limit
H s,δ and consequently U ∈ H s,δ . To prove (4.27) we take s ′′ > s, arbitrary ǫ > 0, and by Proposition 11 there is ϕ ∈ H s ′′ ,δ so that
as k tends to infinity. And by (4.20)
Thus we have shown the existence of a continuously differentiable solution U to (4.1), which by (4.20) and (4.24) belongs to
) and continuous with respect to the weak topology. It remains to prove uniqueness and well posedness. The uniqueness is achieved by applying the L 2 δ energy estimates to the difference of two solutions. Since H s,δ are Hilbert spaces, it suffices to show that lim sup t→0 + U(t) H s,δ ≤ U 0 H s,δ in order to establish the well posedness. We refer to [Maj84, Ch. 2] and [Kar11, §5] for further details. This complete the proof of Theorem 3 Suppose U is a solution to (4.1), then it follows from the proof of Theorem 3 that {U(t) : t ∈ [0, T ]} is contained in a compact set of R N . Hence, by applying similar arguments as in the proof of Gronwall inequality (4.22) to U(t), we obtain the following Corollary:
) is a solution to the Cauchy problem (4.1) such that U 0 H s,δ ≤ M 0 . Then there is a positive constant C 1 that depends on M 0 such that
Likewise, if U i is a solution to
then in a similar manner as in the proof of the L 2 δ Gronwall inequality (4.26) we get:
) are solutions to the Cauchy Problem (4.29) with the same initial data. Then there is positive constants C 2 such that
(4.30)
4.3. The elliptic estimate. We turn now to the solution of Poisson equation
which is coupled to the Euler-Poisson system. Since we consider a density function ρ which may not have compact support but could fall off at infinity, the ordinary Sobolev spaces H s in R n are not an appropriate choice. We chose to use weighted fractional Sobolev spaces, in which the Laplace operator is invertible, and which are the only known spaces to solve the Einstein-Euler system in this setting and hence could be used to study the Newtonian limit. Nirenberg and Walker initiated the study of elliptic equations in the H m,δ spaces of integer order [NW73] . Cantor [Can75] proved that
is an isomorphism in R 3 if m is an integer and − is isomorphism. Moreover, there is a constant C such that
Recall that equation ( ). The main tool of the proof is Lemma 1.
Preposition 12 (Nonlinear estimate of power of functions). Suppose that w ∈ H s,δ , 0 ≤ w and β is a real number greater or equal 2. Then
(1) If β is an integer, 3 2 < s and
Remark 3 (Convention about constants). We have denoted the constant in this proposition explicitly by C n , we will do the same for some other inequalities, because it comes in handy in the proof of the main theorem. However in the rest of the paper we will denote constants by the generic letter C.
In order that δ will belong to the range of isomorphism, we need that (− . Now by Kateb's estimate in the weighted spaces, Proposition 9, we have that for
Inserting it in (4.37) we get (4.36) with C n = C 2 .
For the finite mass we need by Proposition 7 that ρ, which is given by (4.34), belongs to H s ′ ,δ ′ , for some δ ′ > 3 2 and 0 ≤ s ′ ≤ s. (4.38)
Proof. The proof is similar to the previous proposition. If β is an integer, then we apply Lemma 1 with u i = w, i = 1, . . . , β and we get (4.38) under the condition
. In case β is not an integer, then we set σ = β − [β] + 1 and apply Lemma 1 with u i = w, i = 1, . . . , [β] − 1, and u m = w σ , and with the combination of Proposition 9, we obtain (4.38) under the condition
. So in both cases, we have the condition
Note that in order that δ will be in the range of isomorphism, we require that . The problem is that in (4.39) we have a difference in the L 2 δ+2 norm, while in (4.30) we need the L 2 δ norm. To overcome this problem we shall use a embedding property as given by Proposition 6. Preposition 14 (Nonlinear estimate for the differences of two solutions). Under the condition of Proposition 12 the following estimate holds
This implies that
Proof. We first write the difference in a integral form
Note that 0 ≤ w 1 , w 2 and 1 ≤ β − 1, so by using the convexity of the function t β−1 we get that
(4.41)
As before we start considering the case β ∈ N, then by (4.41) 
In the case that β ∈ N, we replace (1 + |x|) 4 , and hence we can proceed as in the case that β is an integer.
Proof of the main results
We have explained the main idea of the proof in section 1.1. We start with the construction of the map Φ which we will use for the fixed-point theorem.
5.1. Construction of the map Φ. For a given w(x, t), let
where Φ is constructed as follows. is a nonlinear function of the density ρ. We need to consider ρ = c Kγ w 2 γ−1 as a function of w, where c Kγ is given in (4.34). However, due to the fact that ∆ : H s,δ → H s−2,δ+2 is an isomorphism (Theorem 4), we need to assure that the source term ρ belongs to H s−2,δ+2 . We show this by using the nonlinear estimates (4.35) and (4.36). B.) The elliptic step: With the ρ from the last step, we construct, φ (resp. ∇φ) as a solution of the Poisson equation (1.3). (See section 4.3).
C.) The hyperbolic step: We now construct w. We chose initial data in accordance with the assumptions made in Theorem 1. Then we cast the Euler equations into symmetric hyperbolic form (5.5) and solve it with these initial data and the external source term ∇φ which we constructed in the last step. This results in w.
For convince we write the map Φ as
For that map we have to show that it maps a closed bounded set into itself and that it is a contraction. We start with the construction of appropriate sets of functions in which our map Φ will act upon. Denote β = 2 γ−1 and let s, δ, γ satisfy the conditions of Theorem 1. Let us for the moment assume that β ∈ N, the case β ∈ N is very similar but we leave it out for the convenience of the reader. We chose M 0 such that the initial data satisfy:
Let B h be a closed bounded set given by
5.2. The map Φ is a self-map. Now we are in a position to show that Φ maps B h to B h . We prove it as described in (5.1) step by step. So take w ∈ B h :
A.) The inversion of the Makino variable. Let ρ = Φ 1 (w), define by ρ(t, x) = c K,γ w β (t, x). Then by the power estimates (4.35) of Proposition 12 in section 4.4 we obtain an estimate of the form ρ(t, ·) H s−1,δ+2 ≤ C n c K,γ w(t, ·) H s,δ β . (5.3) B.) The Elliptic step: Let Φ 2 (ρ) = ∇∆ −1 ρ. Since ρ ∈ H s−1,δ+2 from the previous step, φ (resp. ∇φ) is constructed via the Poisson equation, (1.3), by applying Theorem 4 that provides the solution to it, and by inequality (4.33) we obtain ∇φ(t, ·) H s,δ+1 ≤ C e ρ(t, ·) H s−1,δ+2 .
Combining it with the previous step we obtain ∇φ(t, ·) Now taking the sup-norm of (5.6), we obtain
. Now taking T sufficiently small so that we have e C 2 T T (C e c K,γ C d ) 2 < 1, then Φ is indeed a contracting map.
Proof of Theorem 1. We have shown that Φ maps B h ⊂ H s,δ to B h and that it is a contraction with respect to the L At the beginning of the proof we set β ∈ N, now in the case of β / ∈ N we would have used the estimate (4.36) instead (4.35) of the same proposition. However the rest of the proof would not have been altered. This completes the proof of Theorem 1.
We turn now to the proof of Corollary 3. . Hence by Propositions 3 and 7,
We turn now to the energy functional (2.5). Note that (w, v a ) ∈ L ∞ by the Sobolev embedding in the weighted spaces, Proposition 6, and that ρ γ = c γ+1 K,γ w 2 ρ. Hence, the first two terms of (2.5) are finite since ρ ∈ L 1 . Set V (t, x) = ρ(t, y) |x − y| dy = ρ(t, y) |x − y| dy.
Then for t ∈ [0, T ], |V (t, x)| ≤ 2π ρ(t, ·) L ∞ + ρ(t, ·) L 1 .
