This paper proposes a general variable neighborhood search-based memetic algorithm (GVNS-MA) for solving the multiskill resource-constrained project scheduling problem under linear deterioration. Integrating a solution recombination operator and a local optimization procedure, the proposed GVNS-MA is assessed on two sets of instances and achieves highly competitive results. One set of benchmark instances is commonly used in the literature where the capability of the proposed algorithm to find high quality solutions is demonstrated, compared with the state-of-the-art algorithms in the literature. The other set revises the former through incorporating the linear deterioration effect. Two key components of the proposed algorithm are investigated to confirm their critical role to the success of the proposed method.
Introduction
Scheduling is a form of decision-making that plays an essential role in manufacturing and service industries. A function that assigns tasks to resources to complete the project can be formulated as an informal definition of the scheduling problem. However, such simplification is not enough to cover all real-world applications with a variety of complex environments. Take the task duration; for example, the processing time of any task is fixed and constant in classical scheduling theory and system [1] while a hypothesis that the actual duration of the task is a linearly nondecreasing function of its starting time is put forward by Gupta and Gupta [2] in contrast to the cases found in traditional literature. From then on, many approaches concerning various scheduling types, accompanying with the phenomenon denominated as deterioration effect [3] , constantly spring up.
Scheduling with deterioration is very common. For instance, in traditional manufacturing industries like the furniture, some tasks need to be processed by a carpenter and the carpenter may lower his machining speed gradually due to fatigue. In this case, the later a task is handled, the longer the time it needs to complete. For another example, in steel rolling mills, ingots need to be heated to required temperature before rolling. Heating time relies on the ingots' current temperature, which depends upon the time it has been waiting to be heated. It is because the ingot cools down consequently requiring more heating time in the period of waiting. Similar cases often occur in manufacturing, financial management, steel production, medicine treatment, and so on. Scheduling deteriorating jobs was first considered by Browne and Yechiali [4] who assumed that task processing times are nondecreasing, start time dependent linear functions. Since then, researchers have devoted considerable efforts to this area and lots of remarkable papers have been published. Alidaee and Womer [5] , as well as Cheng et al. [6] made the comprehensive overviews of existing scheduling problems with various deteriorating mechanisms.
In addition to changes in the definition of duration time in terms of research hotpot in the field of scheduling, project scheduling problem (PSP) provided a set of precedenceconstrained tasks to be scheduled aiming at minimizing a given objective. Furthermore, tasks need to compete for scarce resources additionally in the resource-constrained 2 Mathematical Problems in Engineering project scheduling problem (RCPSP), which make it possible through a better adaption to apply in production planning, project management, or manufacturing, etc. Ultimately more adaptable multiskill resource-constrained project scheduling problem (MS-RCPSP) gives each resource a set of capabilities and each resource can bid for being assigned tasks.
Scheduling with deterioration and MS-RCPSP are two research hotspots of scheduling area and these two subfields are not absolutely separate. In terms of most tasks of actual MS-RCPSP, deterioration effects existed, for the reason of fatigued (humans or machines). However, there is no research concentrated on the integration of MS-RCPSP and deterioration.
In this paper, we pick the deterioration mechanism as linear deterioration. As for the researched MS-RCPSP with linear deterioration, which is dubbed MS-RCPSPLD, the differences compared to the scheduling problems with linear deterioration in the reported literature can be explained here. Foremost, the resource, or the machine in the usually researched scheduling problem with deterioration, mostly is restricted to be single-mode, which means that it owns only one capability, and can execute just a kind of task.
Moreover, as the RCPSP is proven to be NP-hard [7] , there is no optimal solution that could be computed in polynomial time. And this paper also demonstrates that the MS-RCPSP and the MS-RCPSPLD are NP-hard because they are more general problems compared with the single-mode RCPSP. Hence, methods that find feasible solutions, which may not achieve global optimal but can obtained in acceptable time, are built by researchers. In such cases soft computing methods are used, mostly heuristics and metaheuristics.
Within the metaheuristics group of methodologies, it is noticed that memetic algorithm (MA), as a quite simple approach, gives promising results in the fields of both computer science and operational research [8] . MA represents one of the recent growing areas of research in evolutionary computation and is introduced by Moscato [9] , inspired by both Darwinian principles of natural evolution and Dawkins' notion of a meme. With MA, the traits of Universal Darwinism are more appropriately captured, in particular dealing with areas of evolutionary algorithms that marry other deterministic refinement techniques for solving optimization problems [10] . As a general framework, MA provides the search with desirable trade-off between intensification and diversification through the combined use of a crossover operator to generate new promising solutions and a local optimization procedure to locally improve the generated solutions [11, 12] .
In next stages, to make MA more efficient, it needs to be supported by other metaheuristics, e.g., general variable neighborhood search (GVNS) proposed by Hansen et al. [13] . GVNS is a simple and effective metaheuristic for combinatorial optimization, yield through systematic change of neighborhoods within a refinement local search. It can avoid becoming mired in local optima and develop the search direction to an excellent solution ultimately by means of exploring new regions throughout the whole solution space. The GVNS has attracted attentions and shows remarkable performance compared to other basic variable neighborhood search (VNS) variants. Up to now, various optimization problems have taken the GVNS to pursue better solutions, such as the single-machine total weighted tardiness problem with sequence dependent setup times [14] , the one-commodity pickup-and-delivery traveling salesman problem [15] , and the vehicle routing problem [16] .
As far as we know, there is no published work on solving the MS-RCPSP by the GVNS-MA. By natural extension, it makes sense to solve the MS-RCPSPLD with the GVNS-MA. The main goal of this paper is to get an insight to the problem integrating the MS-RCPSP with linear deterioration. How GVNS can be effectively hybridized with MA to solve MS-RCPSP and MS-RCPSPLD is examined in the GVNS-MA. The proposed approach is demonstrated to show its effectiveness in comparison to other state-of-the-art methods.
The remaining part of this paper is organized as follows. In Section 2, a short summary of existing publications is presented. Section 3 gives the description of the problem under consideration. In Section 4, the proposed GVNS-MA is elaborated. Section 5 shows performed experiments and their results before concluding the paper in Section 6 finally.
Related Work

Deterioration Effect.
There are many practical situations that any delay or waiting in starting time of a task may cause to increase its processing time and two main deterioration mechanisms are discussed.
Besides usual linear deterioration mechanism discussed in this paper, situations in which task's processing times are represented by step functions characterized by a sharp change in processing time at the deadline points [17] [18] [19] [20] [21] [22] also are fairly common. Sundararaghvan and Kunnathur [23] firstly considered the corresponding single-machine scheduling problem for minimizing the sum of the weighted completion times while Mosheiov [17] provided some simple heuristics for these NP-hard problems to minimize the makespan. Next, Jeng and Lin [24] introduced a branch and bound algorithm for the single-machine problem with the same goal. The problem was extended by Cheng et al. [19] to the case with parallel machines, where a variable neighborhood search algorithm (VNS) was proposed.
As for the linear deterioration mechanism, Mosheiov [25] considered the case that processing times increase at a common rate and job weights are proportional to their normal processing time. He demonstrated that the optimal schedule is Λ-shaped if the optimal objective is to minimize the total weighted completion time on a single machine. Moreover, simple linear deterioration where jobs have a fixed job-dependent growth rate but no basic processing time was further considered [17] . Ji and Cheng [26] discussed corresponding methods refer to the parallel-machine scheduling and gave a fully polynomial-time approximation scheme, whereas a single-machine scheduling problem with linear deterioration was studied by Jafari and Moslehi [27] ; Wu et al. [28] ; Wang and Wang [29] , with respective goals of minimizing the number of tardy jobs and earliness penalties as well as total weighted completion time. More studies and discussions about linear deteriorating scheduling problems were shown in Bachman and Janiak [30] ; Oron [31] ; Wang and Wang [29] ; Wu et al. [28] .
MS-RCPSP.
For the sake of its practicality, RCPSP has received more and more attentions [32] . U. and Kusiak [33] ; Babiceanu et al. [34] , and Coban [35] deal with the RCPSP in a dynamic, real time way. To obtain particular schedules at some point, metaheuristics are the most used techniques for solving RCPSP, including Tabu search [36, 37] , Simulated Annealing [38, 39] , or Genetic Algorithm [40] . Swarm Intelligence metaheuristics [41] are also effective for solving related issues. For example, Particle Swarm Optimization [42] , Bee Colony Optimization [43] , or the popular Ant Colony Optimization [44, 45] . Although classical RCPSP is deeply investigated and numerous methods could be easily compared using PSPLIB instances, it is not same for MS-RCPSP. There are not too many researches paying attention to MS-RCPSP.
Myszkowski et al. [46] defined new problem MS-RCPSP and benchmark to compare the effectiveness of examined approaches. Next, a hybrid ant colony optimization approach (HAC) [47] , which links classical heuristic priority and the worst solutions stored by ants to update pheromone value, was proposed. To research this problem more thoroughly, a greedy randomized adaptive search procedure (GRASP) [48] , a hybrid differential evolution and greedy algorithm [49] , and a Co-Evolutionary algorithm [50] are developed to improve the quality of solutions. Before this period, Alanzi et al. [51] proposed a lower bound using a linear programming scheme for the RCPSP to solve the new extended MS-RCPSP model while Santos and Tereso [52] developed a filtered beam as a bonus for early completion into account. Zheng et al. [53] presented a teaching-learning-based optimization algorithm with a task-resource list-based encoding scheme combining the task list and the resource list and a left-shift decoding scheme where the balance between global exploration and local exploitation to achieve satisfactory performances was mainly stressed. Dai et al. [54] did the related work on the integration of MS-RCPSP and proposed step structures as well as two mutation operators.
Problem Statement
To define two considered MS-RCPSP and MS-RCPSPLD, as well as make them clear, the problem description and a mixed integer programming model can be described as follows. Let ( , ) be a task-on-node network consisting of a set of nodes denoting task , ( ∈ ) and a set of edges representing the precedence relationships between a pair of tasks ( , ), ( , ) ∈ . Specifically, each pair ( , ) ∈ means the task precedes . In other words, task cannot start until task finished. The duration of each task in MS-RCPSP is a prior known and constant while the value of duration in MS-RCPSPLD, turning out to hinge on the basic processing time and deteriorating rate ℎ , can be calculated by the function = + * ℎ , where shall be the earliest available time of assigned resource , ∈ . To perform any task , the specific skill also is required. To make the tasks completed, a set of of renewable resources, which unassigned tasks can compete for when resources are idle, will be provided. Resources differ in mastered skills and let denote the skills covered by resource . Naturally, a subset of also is available to incorporate all tasks that can be processed by resource ( ∈ , ∈ ). In same way, a subset of resources , including all resources which can be utilized to handle task , is obtained. Moreover, each resource can perform at most one task at a time and a task can be executed by at most one resource simultaneously. The objective is to minimize the makespan (the completion time of all tasks).
Based on the above description, we formulate the problem as a 0-1 integer programming model. Firstly, the binary variables receive value 1 if task is assigned to resource , and 0 otherwise. As for the binary variables are set to 1 if task is scheduled to precede task , 0 otherwise. Then, MS-RCPSP and MS-RCPSPLD can be formulated by objective function (1) subject to constraints (2) to (9).
(1)
In the above mode, objective function (1) denotes the optimal direction of MS-RCPSP and MS-RCPSPLD. Equation (2) defines the finishing time of any task. Constraint (3) restricts exactly one resource to a specific task among all available resources. Constraint (4) respects the skill constraints between resources and tasks. Constraint (5) highlights the precedence relationship between a pair of nodes ( , ): in other words, task can start only after is finished. Constraint (6) shows logical relationships between the assignment variables and sequencing variables. That is, when resource is simultaneously assigned to task and task , the sequence between two tasks must be determined: either precedes or precedes . Constraint (7) is the big-formulation to enforce 
GVNS-Based Memetic Algorithm
In this section, we describe in detail the general solution methodology and the supporting procedures in the following subsections.
Search Space and Evaluation Function.
For a given problem, the GVNS-MA searches a space Ω composed of all possible assignments respecting skill constraints in any order of tasks, including both legal and illegal configurations. The size of the search space Ω is bounded by ( * 2 ).
Based on preceding notations and depictions, to evaluate the quality of a candidate solution ∈ Ω, we adopt an evaluation function which is defined as ( ) induced by :
where is a large positive constant such that → ∞ as → ∞. The first part of (10) represents the completion time of the last unfinished task, and the last part is an augmented penalty function where ∑ ( , )∈ ( , ) denotes the degree violation to precedence relationships. If ( , ) = 0 holds for any ( , ) ∈ , it demonstrates the solution is feasible, corresponding to a legal configuration, and its evaluation function will all depend on the first part, equal to the completion time of the schedule. When a problem instance admits no solution able to satisfy ( , ) = 0, ∀( , ) ∈ , the search space of GVNS-MA is empty and no feasible solution can be found. Given two solutions and , is better than if ( ) ≤ ( ). This statement implies an assumption that a better solution has fewer precedence constraint violations.
Methodology and General
Procedure. Let denote a population of candidate configurations. Let , represent the best solution attainable so far and the worst solution in (in terms of the evaluation function in Section 4.1), respectively. Let be a set of solution pairs ( , ) initially composed of all possible pairs in . Next, the proposed GVNS-MA can be described as depicted in Algorithm 1.
GVNS-MA first builds an initial population including candidate configurations by the procedures in Section 4.3. Then, the algorithm enters into a while loop which constitutes the main part of the GVNS-MA. On each new generation, the subsequent operations are executed. In the first place, a configuration pair ( , ) is taken at random and deleted from PairSet. Next, GVNS-MA builds, with a crossover operator (see Section 4.4), a new configuration (the offspring). After that, the offspring is used as a starting point to further
(1) Input: Problem instance I, the size of population ( ), the depth of GVNS (2) Output: the best configuration found during the search
Isolate a solution pair ( , ) ∈ randomly improve by the GVNS operator (see Section 4.5). Finally, if the improved offspring is better than the worst solution in , it is used to update the population and PairSet. The detailed update operations are described in Section 4.6. The while loop continues until PairSet becomes empty. At the end of the while loop, the algorithm terminates and returns the best configuration found during the search. Note that the depth of GVNS represents a maximum number between two iterations without improvement, regarded as the stopping criterion of the GVNS operator.
Population Initialization.
In order to build the initial population (in Algorithm 2), the construction operator to generate a new solution is executed 3 × times. From the scratch, a new configuration is constructed as follows. The operator starts from assigning each task with a random resource satisfying skill constraint. Subsequently all tasks assigned to same resource are sequenced randomly at the end of previous task-to-resource phase. Then, for each generated solution, the GVNS operator with the evaluation function ( ) (see Section 4.1) is used to optimize it to a local optimum and the obtained best configurations are selected to form the initial population. The detailed procedures are described in Algorithm 2.
The Crossover Operator.
Within a memetic algorithm, the crossover operator is another essential ingredient whose main goal is to bring the search process to new promising search regions to diversify the search. In this paper, the offspring of two parent configurations
2 ) shows as = ( , ). To inherit the advantages of parent solutions, the tasks assigned to same resource in 1 , 2 are given priority to keep the task-to-resource assignment unchanged. As for the remain unassigned tasks and 0 ,
Mathematical Problems in Engineering 5
(1) Input: The set = {V 1 , V 2 , ..., V } of tasks; the set = { 1 , 2 , ..., } of renewable resources; skill constraints; precedence relationships and the size of population ( ) (2) Output: The best configurations (3) for pop = 1 : 3 do (4)
Set RA := (5) while ̸ = ⌀ do (6) Choose V randomly from ; remove V from ; randomly isolate ∈ -the set covering all resources can perform V and record this assignment as (V ) := (7) end while (8) for := 1, ..., do (9) Generate a random task sequence for candidate tasks assigned to (10) end for (11) Calculate the objective value ( ,TQ) with the evaluation function ( ) (see Section 4.1)
← GVNS operator( ( ,TQ), ) / * Section 4.5 * / (13) end for (14) Sort the 3 configurations in an ascending sort of evaluation function values and return the first solutions as the initial population.
Algorithm 2: Population initialization.
they will be determined by same methods in Section 4.3. Analogously, we apply the GVNS operator (see Section 4.5) to the offspring to finally gain the candidate for further population updating. The principle of this operator is detailed in the procedure crossover (Algorithm 3).
GVNS Operator.
This section discusses the local optimization phase of GVNS MA, a key part of memetic algorithm. Its function ensures an intensified search to locate high quality local optima from any starting point. Here we design a generable variable neighborhood search (GVNS) heuristic as the local refinement procedure which shows good performance compared to other variable neighborhood search variants in terms of local search capability. Given three neighborhood structures 1 , 2 , 3 and an initial solution ( 0 ), our GVNS operator does the refinement as follows. Attention, the quality of any solution is evaluated as depicted in Section 4.1. To start with, the sequential order SO, which determines the applying sequence of these neighborhood structures is at random generated. For example, assuming that the sequence SO equals (3, 1, 2), the search begins from 3 and ends at 1 at the given iteration. For each neighborhood structure, a new local optima is obtained by applying the corresponding local search procedures to the incumbent solution , set at 0 at the beginning of GVNS procedure. If is better than , is updated with the new solution , accepted as a descent to continue the local search for current neighborhood; otherwise the search turns to the next neighborhood structure in SO. One iteration terminates until the last neighborhood structure in SO is explored and then the search goes on with the next iteration until the stopping criteria is met; i.e., the best solution has not improved for consecutive iterations. The general sketch of GVNS operator is described in Algorithm 4, and the neighborhoods employed as well as the technique to calculate objective value rapidly are depicted in the following subsections.
Move and Neighborhood. Three neighborhoods
( = 1, . . . , 3) are adopted in GVNS MA. The neighborhood 1 is defined by the swap move operator which swaps two tasks processed by same resource and keeps previous task-to-resource assignment unchanged. As such given a solution , the swap neighborhood 1 ( ) of is composed of all possible configurations that can be applied with the swap move to . The neighborhood 2 is designed on the base of reversion which reverses all the tasks incorporated into two designated random tasks of one resource. As for the neighborhood 3 ( ), it is designed by the alter move operator which alters assigned resource from the original to another resource, equipped with demanded skill for one selected randomly task, with a random position in the task sequence of given resource. To efficiently assess the quality of any neighborhood solution, we devise a rapid evaluation technique for neighborhood solutions which is committed greatly to the computational efficiency of the GVNS-MA.
Rapid Evaluation Mechanism.
Our rapid evaluation technique to neighborhood solutions realizes through effectively calculating the move value (Δ ) which identifies the change in the evaluation function (see Section 4. 
RA:=RA\V (8) end if (9) ← 0 / * is the current solution * / (5) ← / * is the best solution found so far * / (6) = 0 / * counts the consecutive iterations where is not improved * / (7) repeat (8) Generate a random sequence (SO) to apply three neighborhood structures (9) Apply the relevant mechanism (Section 4.5.1) in predetermined order specified by SO, update if a better configuration is attained
reset the counter := 0 (13) else (14) := + 1 (15) end if (16) until == (17) return Algorithm 4: GVNS operator.
. It functions in the reduction of computational cost to evaluate any attainable neighborhood solution, inspired by the situation where the starting and finishing times of most tasks will not be changed when neighborhood solutions are generated.
For 1 and 2 generated by swap and reversion move, the set of tasks with changed starting and ending times only incorporate the elements ranking next to the isolated first task in the sequence of given resource. Without consideration of deterioration, only the elements located in the position between two picked tasks are influenced. As for 3 achieved by alter move, all the tasks lined up behind the designated task in the sequence of its initial assigned resource and the new distributed one are included. Attention, for three moves we recalculate the relevant parameters of above-mentioned tasks and the rest are ignored. In addition, the impact that the new solutions is defying the precedence relationships to varying degrees will be respected in terms of * ∑ ( , )∈ ( , ) in evaluation function (see Section 4.1).
Updating population and PairSet.
As illustrated in Algorithm 1, the population and the PairSet are updated when an to precedence constraint excellent offspring is obtained through the crossover operator and improved further by GVNS operator. First of all, if it is better than the worst solution in , for any improved offspring solution , the worst configuration is replaced by the offspring solution . When the population is updated, the PairSet should be updated accordingly: all pairs containing solution are deleted from set PariSet and all pairs generated by combining solution with others in are incorporated into PairSet.
Computational Experiments and Results
This section plans to assess the proposed method GVNS-MA through having comparisons with the state-of-the-art methods in the literature. For the lack of known benchmark data for handing MS-RCPSPLD, we firstly apply the proposed GVNS-MA to solve the MS-RCPSP on exist benchmark instances in favor of argument its effectiveness. Then, on this basis the GVNS-MA will be examined on the modified problem set.
Benchmark Instances.
For the purpose of assessing GVNS-MA fully and comprehensively, computational experiments will be conducted on two sets of instances, where the first set is composed of 30 benchmark instances irrespective of deterioration and its available in Myszkowski et al. [46] , which are artificially created in a base of real world, obtained from the Volvo IT Department in Wroclaw. The full information of each instance, including tasks durations, resource capabilities, or precedence between tasks, has been given. As for the other set, it consists of 45 instances generated with some modifications on first set to consider the linear deterioration. The detail will be described in Section 5.4.
Parameter Settings and Experiment
Protocol. Our GVNS-MA was programmed in MATLAB R2015b and all the reported computational experiments presented below were executed on a personal computer equipped with an Intel Core i3 processor (3.10 GHz CPU and 2GB RAM) in the environment of Windows 7 OS. To eliminate the randomness as much as possible, twenty replications for each instance are carried out. Table 1 shows the descriptions and settings of the parameters adopted in GVNS-MA, determined by preliminary experiments. Our memetic algorithm rests upon only three parameters: the population size , the depth of general variable neighborhood search , and the price for a violation to precedence constraint . For and , we follow Lai and Hao [55] and set = 10, = 50000 while the parameter is set at 1000 for the first experimental group and 1 × 10 7 for the second.
Experimental Results without Deterioration.
Our first experimental group aims to evaluate the performance of our GVNS-MA on the set of 30 known instances with at most 200 tasks and 40 renewable resources. Without regard to deterioration, it means that the GVNS-MA will set the deteriorating rates of all tasks at 0 when it deals with the relevant computations. Table 2 records the computational results solved by the GVNS-MA with the goal of duration optimization, as well as the results achieved by other reference algorithms in the literature.
Notice that the instance name (columns 1) contains its full description. Take the instance named 100-10-26-15 as example, the number 100 represents the number of tasks included and 10 denotes the quantity of renewable resources provided. As for the number 26 and 15, it illustrates the amount of precedence relationships and the number of different introduced skills. Column 2 of Table 2 indicates the previous minimum objective values ( ) in the literature which are compiled from the best solutions yield by two recent and best performing algorithms, namely, GRASP [48] and DEGR [49] . Columns 3 to 4 give the best results obtained by DEGR and GRASP. The corresponding results of the GVNS-MA are given in columns 5 to 7, including the minimum objective value ( ) over 20 independent runs, the average objective value ( V ), and the average computing time in seconds (Time(s)) to reach . The row Best indicates a total number of instances where the specific method achieves optimal among three algorithms. The best one is indicated in italic. In addition, to verify whether there exists an essential difference between the best results of GVNS-MA and other reference algorithms, the relative percentage deviation (RPD) is defined by the equation
where a positive value of means an improvement of result achieved by GVNS-MA while the negative number represents a worse solution. Table 2 discloses that the outcomes from our GVNS-MA are noteworthy compared to the state-of-the-art results in the literature. GVNS-MA improves the previous best known results for 19 instances and matches for 7 cases. Compared with the 8 out of 30 cases solved by DEGR and 6 best solutions achieved by GRASP, these data clearly indicate the superiority of GVNS-MA compared to the previous excellent methods. Additionally, it can be observed that the improvement achieved by GVNS-MA is up to 9.39%, for instance 100-20-65-15, accompanying that the average (%) equals to 0.50%.
Experimental Results with Linear Deterioration.
The previous comparisons and discussions in Section 5.3 demonstrate the advantages of GVNS-MA in solving the related issues of MS-RCPSP. In this section, the aforementioned dataset with some modifications is used to assess the capability of GVNS-MA to solve the MS-RCPSPLD. The procedures of generating the testing instances and analysis of the results are described below. To make the benchmark instances meet the considered linear deterioration precisely, the deterioration rate ( ) for task , ( ∈ ) is generated randomly from three intervals (0, 0.5], [0.5, 1] and (0, 1], similar to Cheng et al. [19] , to shed light on the influence of the different value range of deterioration rate on its effectiveness. Since the extra included deterioration rate, we provide two additional heuristics for the initial population generation of GVNS-MA. Both the two methods affect the phase of generating , determining the sequence of tasks assigned to resource , ∈ . The first heuristic considers the sequence in descending order of deterioration rate (ℎ) while the other rests upon an ascending order of ratio ( /ℎ) of the basic processing time and deterioration rate. The methods adopting the former and latter heuristic to population initialization are dubbed GVNS-ℎ and GVNS-ℎ , respectively.
Here, instances with 100 tasks from Myszkowski et al. [46] are isolated to attain the researched objects which fit with the unique nature of the MS-RCPSPLD more. To account for the three intervals from which the deterioration rate is drawn, 3 extended cases are needed to solve for each instance. For convenience, these instances are denoted by adding a suffix for identification to different intervals. For example, 100-10-26-15 1 represents the original case 100-10-26-15 is modified by adding the deterioration rates produced in (0, 0.5] to the durations of tasks. In total, there are 45(3 × 15) instances randomly generated.
Due to zero known results in literature for same dataset, the improved tabu search (ITS) proposed by Dai et al. [54] , who discussed the MS-RCPSP under step deterioration, and a path relinking algorithm (PR) [55] , based on the population path relinking framework, are programmed as reference algorithms. Table 3 reports the computational results achieved by the ITS, PR, GVNS-MA, GVNS-MA ℎ , and GVNS-MA ℎ on the set of 45 benchmark instances.
denotes the minimum objective value and V is computed as the average objective value of 20 runs.
First, Table 3 discloses that the solutions obtained by GVNS-MA, GVNS-MA ℎ , and GVNS-MA ℎ are better than the ITS and PR for any instance from the perspective of both quality of schedule and runtime. To some extent these results demonstrated the differences between linear deterioration and step deterioration and the superiority of memetic algorithm framework. Second, these three methods, differing in the sort order of tasks in initialize phase, behave similarly where GVNS-MA obtains the best 15 out of 45 instances, 17 for GVNS-MA ℎ , and 14 for GVNS ℎ in terms of . Specifically, GVNS-MA and GVNS-MA ℎ attain the optimal simultaneously for the instance 100-5-48-9-1. From a view point of V and run time, three methods also have a balanced performance. Third, as far as three different intervals to generate deterioration rate are concerned, the phenomenon did not happen that the relevant algorithms display strikingly different behavior. In other words, the performance of the proposed algorithm is not sensitive to the setting of deterioration rate.
Analysis and Discussions.
In this section, we study two essential ingredients of the proposed GVNS-MA to get an insight to its performance. One is the rapid evaluation mechanism; the other is the role of the memetic framework.
Importance of Rapid Evaluation
Mechanism. GVNS-MA with rapid evaluation mechanism only calculates the relevant parameters of some particular tasks rather than all when the procedure computes the objective value of a neighborhood solution. To highlight the key role of the rapid evaluation mechanism, two sets of comparison experiments are carried out on generated dataset with two algorithms, GVNS-MA and GVNS-MA 0 , including same ingredients with GVNS-MA except for the computation of objective value. When GVNS-MA 0 figures up the value of a neighborhood solution, it computes all relevant parameters again. Table 4 records the experimental results carried out on the dataset [46] without consideration of deterioration, whereas Table 5 shows the comparisons of GVNS-MA and GVNS-MA 0 about the set of 15 instances generated in Section 5.4 on account of the indiscrimination in three intervals. Column 2 and 5 record the best attained by two algorithms. Column 3 and 6 indicate the minimum time cost to a final feasible schedule with one run of procedure. Note that the best objective value cannot be guaranteed as the output of shortest runtime. As for the parameters in column 4 and 7, they represent the mean runtime. Finally, two parameters ℎ and V are used to disclose the runtime deviation of two methods, defined by equations
and
respectively. The positive value of ℎ (%) and V (%) means that GVNS-MA 0 has better performance and negative value tells GVNS-MA is prior to GVNS-MA 0 in terms of time cost. And the rows Better and Worse, respectively, show the number of instances for which the corresponding results of the associated algorithm are better and worse than the other. The results summarized in Table 4 disclose that the GVNS-MA has an overwhelming advantage over GVNS-MA 0 in terms of the computation time to solve MS-RCPSP, leaving out the deterioration effect. Indeed, the shortest runtime ℎ 1 of the GVNS-MA method is better than the shortest runtime ℎ 2 of GVNS-MA 0 for 30 out of 30 representative instances, and the average runtime V 1 is better for 28 out of 30 instances. Meanwhile, the average value of ℎ (%) equals -13.79%, accompanying with a high of -18.80 percent in V (%). However, focusing on Table 5 , the results of two approaches are neck and neck, and GVNS-MA lost its early superiority in MS-RCPSP. In terms of shortest runtime, GVNS-MA successes for 7 out of 15 tested instances while GVNS-MA 0 reaches optimal for the remain. As for average runtime, GVNS-MA performs better for 9 out of 15 examples and GVNS-MA 0 achieves reversion in others 6 instances. With these data it will be hard to judge the true benefits of one approach versus the other.
To figure out the reason of this phenomenon, we should come back to the inner rationale of rapid evaluation mechanism. When GVNS-MA computes the completion time of a neighborhood solution, it only recalculates the tasks' related parameters influenced by the particular move. In MS-RCPSP, a move including swap, reverse, and alter will affect just a small number of tasks. But for MS-RCPSPLD instances, any move can cumulatively effect on a large proportion of tasks because of the existing deterioration. Consequently, the runtime saved in computing some unchanged parameters may not make up for the time spent on isolating the changed tasks. Table 3 : Summary and comparison on the set of 45 new generated instances with = 100, of GVNS-MA, GVNS-ℎ , GVNS-ℎ , and the TS heuristic [54] and PR [55] . Best results are indicated in italic.
instances These experimental results confirm that although the rapid evaluation mechanism is not so critical for MS-RCPSPLD, it is still quite useful to quickly solve MS-RCPSP instances and constitutes a significant element of the proposed GVNS-MA.
Influence of the Memetic Framework.
As shown in Lei et al. [16] ; Mladenovićabcd [15] , the GVNS approach has shown great performance in a widespread academic application. So it is meaningful to research whether our GVNS-MA has a significant advantage over the originally efficient GVNS algorithm. For this reason, a comparative test between GVNS and GVNS-MA has been carried out. For this experiment, we used the known dataset [46] , with 20 times running for each instance. Same with GVNS-MA, the stopping criteria of GVNS is met when the maximum number between two iterations without improvement reaches 5 × 10
4 . The experimental results of two methods are recorded in Table 6 where (%) = ( − )/ ×100, and the other symbols have same meanings as those of Table 2 . As for the ad in the equation, they denote the objective value of the best schedule solved by the particular algorithm and the best value attainable until now, respectively. The parameter DEV(%) can visually detect the gap between the current algorithm and the best. Obviously, Table 6 demonstrates that the GVNS-MA significantly outperforms the GVNS algorithm in general. First, compared with the GVNS algorithm, the GVNS-MA obtains better and worse results in terms of the minimum objective value on 29 and 1 instances, respectively. Second, it can be seen that the obtained average Devs are 0.07% and 5.83%, respectively, for the GVNS-MA and GVNS, implying that there exists a huge difference between two methods. Third, the runtimes of PR are obviously longer than GVNS-MA with worse solutions. These outcomes indicate that the memetic part of the proposed GVNS-MA is very appropriate for solving the related issue of MS-RCPSP.
Conclusions
The proposed general variable neighborhood search-based memetic algorithm (GVNS-MA) for solving the MS-RCPSP and MS-RCPSPLD incorporates an effective neighborhood search procedure and a random crossover operator while applying an original scheme for parent selection. We tested the proposed GVNS-MA on 30 benchmark instances commonly used in the literature and 45 newly generated instances. The computational results of the state-of-the-art algorithms in the literature demonstrate that our algorithm is highly effective for solving MS-RCPSP. Specifically, it improves or matches the previous best known results for all tested instances. As for MS-RCPSPLD, GVNS-MA has a better performance than ITS for any instance in terms of the quality of solution and a considerable shorter runtime compared to PR.
The investigations of some essential ingredients of the proposed algorithm shed light on the behavior of the GVNS-MA. First, the rapid evaluation mechanism is particularly suitable to solve MS-RCPSP instances. Second, the population evolution based memetic framework is significantly contributed to the algorithm's performance.
Here we discussed the linear deterioration of the multiskill tasks. It would be interesting to investigate such a scheduling problem in other deterioration mechanisms to meet various actual production conditions.
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