Introduction
In this paper we continue with the study initiated in 12]. The general problem behind this study can be described as follows. Assume we have speci ed a set of \prohibited" words P A and we are interested in the set F A of words that don't contain words from P as subwords. Words of F are said to avoid P. If the set F is in nite, the set P is called avoidable, otherwise it is called unavoidable. One might specify, for example, a nite number of prohibited subwords P. Properties of unavoidable nite sets of words were studied in 13]. The set P of prohibited subwords can be in nite, in which case it may be speci ed by one or several patterns, i.e. words composed with variables and possibly with alphabet letters. Pattern avoidability has been subject of many works, and we refer to 7, 6] for an introduction to this area and a survey of known results. One might think of other ways of specifying the set of subwords to be avoided, e.g. as a language speci ed by a grammar. Note that for any set P of prohibited subwords, the set F of avoiding words is closed under taking subwords, and vice versa, any set F closed under subwords is the set of avoiding words for some P (just take P = A n F). Therefore, being closed under subwords can be considered as a characterization for the sets of words that can be speci ed by means of prohibited subwords.
The case when the prohibited subwords are those of the form u n , for some n 2, has been extensively studied. Such subwords are called n-repetitions or npowers, and words that don't contain such subwords are called n-th power-free. Back in the beginning of the century, Thue proved that there exist in nite 2-nd power-free (square-free) words over the three-letter alphabet, and 3-rd power-free (cube-free) words over the two-letter alphabet 15, 16] (see also 4]). To recast it in terms of pattern avoidability, Thue showed that pattern xx is avoidable on the three-letter alphabet, and pattern xxx is avoidable on the two-letter alphabet. Note that xx is unavoidable on the 2-letter alphabet, and this illustrates the fact that a set of subwords (or patterns) can be avoidable on some alphabet and unavoidable on a smaller alphabet. Paper 2] contains an example of a pattern which is avoidable on four letters but not on three letters. The question whether a given pattern is avoidable on the k-letter alphabet (for a given k) is not known to be decidable (see 9]) even if patterns are composed only of variables. In contrast, the question whether a given pattern is unavoidable on any alphabet has been shown decidable in 3,1]. This paper is motivated by the following general question: If a pattern p is unavoidable on k letters but avoidable on (k + 1) letters, what is the minimal proportion (density) of a letter in words over (k + 1) letters avoiding p? In other terms, what is the minimal contribution (in terms of relative number of occurrences) of the (k + 1)-st letter that allows to create words of unbounded length avoiding p? Note that the \minimal proportion" is understood here as the limit minimal proportion as the length of words goes to in nity. An answer to this question would establish a relationship between two properties of di erent kind: avoidance of a certain pattern (regularity) and proportion of occurrences of a letter.
To the best of our knowledge, minimal density has been rst studied in a related paper 12]. However, some work had been done on counting limit densities of subwords in words de ned by DOL-systems (cf e.g. 11]). In 12], this study was undertaken for the case of n-th power-free words on the 2-letter alphabet, and some rst results were obtained. Here we continue with this analysis, and considerably extend the results of 12]. First, we analyse the very notion of minimal limit proportion (density) of a letter by comparing di erent possible de nitions. In particular, we prove that two natural de nitions, through nite and in nite words, lead actually to the same quantity. This con rms the signicance of this notion and the interest of studying it. We then analyse the minimal proportion (n) of one letter in n-th power-free binary words. In 12] it has been shown that (n) = 1 n + O( 1 n 2 ). Here we obtain a much more precise estimate by computing the rst four terms of the asymptotic expansion of (n). Speci cally, we show that (n) = 1 n + 1 n 3 + 1 n 4 + O( 1 n 5 ). Then we turn to the analysis of the generalized minimal density (x), de ned for all real x > 2. This generalization, based on the notion of period of a word, was introduced in 12]. It was shown, in particular, that (x), considered as a real function, is discontinuous, as it admits a jump at x = 7 3 . Here we prove much more, namely that (x) has actually an in nity of discontinuity points, as those are all integer points n 3. Futhermore, we give an estimate for (n + 0) { the right limit of (x) at integer points n 3 { and prove that (n + 0) = 1 n ? 1 n 2 + 2 n 3 ? 2 n 4 + O( 1 n 5 ).
As usual, A denotes the free monoid over an alphabet A. u 2 A is a subword of w 2 A if w can be written as u 1 uu 2 for some u 1 u 2 2 A . juj stands for the length of u 2 A . A ! stands for the set of one-way in nite words, often called w-words, over A, that are de ned as mappings N ! A. For n 2 N, the word w obtained by concatenating n copies of a word v is called the n-th power of v and denoted by v n . A word v is a period of w i w is a subword of v n for some n 2 N. 2 Minimal density: general de nition and properties Assume we have an in nite set F A which is closed under subwords, that is if a word w is in F, then any subword of w belongs to F too. As noted in Introduction, the property of being closed under subwords characterizes the class of languages that can be speci ed by a set of prohibited subwords. As F is in nite and closed under subwords, there exist an in nite word from A ! such that its every nite subword belongs to F. With interpretation of subword avoidance, this allows to speak about in nite words avoiding the set of subwords. We denote by F ! the set of in nite words of A ! with every nite subword belonging to F.
Let a 2 A be a distinguished letter, and we are interested in the minimal limit proportion of a's in words of F of unbounded length. For w 2 F, de ne c a (w) to be the number of occurrences of a in w and a (w) = ca(w) jwj . Denote By Lemma 3, the lower limit in De nition 1 can be replaced by the simple limit. Thus, the de nition a (F) = lim l!1 min w2F(l) a (w) is correct and seems to capture in a right way the notion of the minimal density. However, there is another natural way to de ne the minimal limit density directly in terms of in nite words F ! , and one may ask if this can lead to a di erent density value.
For a word w 2 F F ! , let w 1 : j] denotes the pre x of w of length j. The density of letter a in an in nite word v 2 F ! is naturally de ned as the limit lim j!1 a (v 1 : j]). Obviously, this limit may not exist. However, below we show that among all words for which this limit exists, there is one that realizes the minimum of these limits, which is equal to a (F). This con rms that a (F) is the right quantity caracterizing the limit density.
We de ne an auxiliary measure a (F; l) = min w2F(l) max 1 j l a (w 1 : j]). The following lemma gives a key argument.
Lemma 4. For every l 2 N, a (F; l) a (F; l) a (F). Proof Proof . From Lemma 4 it follows that for every l 2 N, there exists a word w 2 F(l) with (w) = a (F; l) a (F), that is max 1 j jwj a (w 1 : j]) a (F). Moreover, every pre x of w veri es the same inequality. Therefore, the set of words w verifying the inequality forms an in nite tree with respect to the pre x relation such that the parent of a word w in the tree is its immediate pre x, obtained by removing the rightmost letter. Since the alphabet A is nite, the tree is nitely branching. By K onig's Lemma, there exists an in nite path in this tree which de nes the in nite word v with a (v 1 : j]) a (F) for all j 2 N. Lemmas 6 and 7 imply that there exists a word v 2 F ! that realizes the minimal limit lim j!1 a (v 1 : j]) among all words of F ! for which the limit exists. Moreover, this minimumis equal a (F). To avoid the problem of existence of the limit, we could replace it by the lower limit and de ne the quantity inf v2F ! lim j!1 a (v 1 : j]) where the in mum is taken over all words v 2 F ! .
The proof of Lemma 7 shows that this value is also equal to a (F), and the in mum is reached on some word v 2 F ! .
The equvalence of di erent de nitions gives a strong evidence that a (F) is an interesting quantity to study. In this paper, we undertake this study for a particular family of sets F { the sets of n-th power-free binary words.
word. We denote PF(n) A the set of n-th power-free nite words. Words from PF(2) are called square-free, and words from PF(3) are called cube-free. If w 2 A does not contain a subword uua, where u is a non-empty word and a is the rst letter of u, then w is called strongly cube-free. An equivalent property (see 14]) is overlap-freeness { w is overlap-free if it does not contain two overlapping occurrences of a non-empty word u. Well known Thue's results 15, 16] state that there exist square-free words of unbounded length on the 3-letter alphabet, and strongly cube-free words of unbounded length on the 2-letter alphabet. Note that the existence of in nite strongly cube-free words on the 2-letter alphabet implies that for that alphabet the set PF(n) is in nite for every n 3.
From now on we x on the binary alphabet A = f0; 1g. Our goal is to compute, for all n > 2, the value 1 (PF(n)) { minimal density of 1 in the words PF(n). Note that by symmetry, 1 (PF(n)) = 0 (PF(n)), and to simplify the notation, we denote 1 (PF(n)) (respectively 1 (PF(n); l)) by (n) (respectively (n; l)) in the sequel. Similarly, we will drop the index in c 1 (w) and 1 (w), and will write c(w) and (w) instead.
In 12] it has been proved that (n) = 1 n + O( 1 n 2 ). Here, using a di erent method, we prove the following more precise estimation, that corresponds to the rst four terms in the asymptotic expansion of (n). 
The proof is based on the following lemma. Denote by i the word 0 i 1.
Lemma 9. Let k 3. For i; j; 0 i; j k and i 6 = j, consider a morphism h : f0; 1g ! f0; 1g de ned by h(0) = i , h(1) = j . For a word w 2 f0; 1g , if w 2 PF(k) then h(w) 2 PF(k + 1). Proof . First observe that fh(0); h(1)g is a pre x code, i.e. the inverse image w of any word h(w) is unique. Furthermore, for any u 2 f0; 1g , the occurrences of 1 in h(u) delimit the images of individual letters of w. This means that any subword of h(w) which ends with 1 and is preceeded by 1 (or starts at the beginning of h(w)) is the image of some subword of w.
To prove the lemma, assume by contradiction that for some w 2 PF(k), Upper bound (1) is now proved as follows. (2) Let us now compute the minimal possible ratio of 1's in blocks . Consider a block (l; k 0 ; k 1 ; : : : ; k s ). We distingish two cases:
Case s 1: We claim that k j + k j+1 n ? 2 for every j; 0 j s ? 1. Indeed,  consider the subword kj ( n?1 ) n?1 kj+1 of (l; k 0 ; k 1 ; : : : ; k s ). If k j + k j+1 n?1 then it has the pre x (0 kj 10 n?1?kj ) n which contradicts to the n-th powerfreeness of w.
Using this observation, we can bound P s j=0 j kj j by s+1 2 n when s is odd, and 
Generalized minimal density function
Following 12], we consider in this Section a natural generalization of function (n) to real arguments. Recall that the exponent of a word w is the ratio jwj min jvj , where the minimum is taken over all periods v of w. The exponent is a useful notion often used in word combinatorics (see 10, 5, 8] ), that generalizes the notion of n-th power. For example, Dejean proved that on the 3-letter alphabet, there exist in nite words that don't contain any subword of exponent more than 7 4 . This strengthens Thue's result on the existence of square-free words (i.e. words without subwords of exponent 2) over the 3-letter alphabet.
Using periods, function (n) can be de ned on real numbers in the following way. For a real number x, de ne PF(x) (resp. PF(x+")) to be the set of binary words that do not contain a subword of exponent greater than or equal to (resp. strictly greater than) x.
Note that PF(2 + ") is precisely the class of strongly cube-free words. For the binary alphabet, the existence of in nite cube-free words implies that PF(x) (resp. PF(x + ")) is in nite for x > 2 (resp. for x 2). Using the results of Section 2, values 1 (PF(x)) and 1 (PF(x + ")) are well-de ned for x > 2 and x 2 respectively. Similar to the previous section, we denote them respectively by (x) and (x + "). Notation (x; l) and (x + "; l) is de ned accordingly. Observe that for natural values of x > 2, (x) coincides with (n) studied in the previous section.
Functions (x); (x + ") are non-increasing with values from 0; 1 2 ] . This implies the existence, for every x > 2, of the right limit (x + 0), that veri es (x + 0) = sup y>x (y). The following lemma is from 12].
Lemma 11. For every x > 2, (x + 0) = (x + ").
In 12], it has been shown that (x) = 1 2 for x 2 (2; 7 3 ], and then proved that the right limit of (x) at x = 7 3 is strictly smaller than 1 2 , implying that (x) has a jump to the right of x = 7 3 . Here we complement this result by proving that (x) has an in nite number of discontinuity points. We show that, besides x = 7=3, the function (x) is discontinuous to the right at all integer points x 3. The following lemma is somewhat similar to Lemma 9. Recall that i = 0 i 1.
Lemma 12. Let A = fa 1 ; : : : ; a k g and n 3. Let h : A ! f0; 1g be a morphism such that h(a i ) = mi , where m i n for all 1 i k, and m i 6 = m j for all i 6 = j. Then for every (n ? 1)-th power-free word w 2 A , h(w) is (n + ")-th power-free.
We skip the proof which goes along the same lines as that of Lemma 9.
Lemma 13. For every n 4,
Proof. Denote by h n : f0; 1g ! f0; 1g the morphism de ned by h n (0) = n , h n (1) = n?1 . Let w l be an (n ? n . This implies that (n + 0) = (n + ") < (n), that is (x) has a jump to the right of all integer points n 4.
For n = 3, inequality (5) does not make sense ( (2) is not de ned). Therefore, the case n = 3 should be analysed separately. Proof. Take a 3-letter alphabet A = f1; 2; 3g. For w 2 A , let c i (w) (i = 1; 2; 3) denote the number of occurrences of i in w. For any l 2 N, choose a square-free word w l 2 A of length l such that c 1 (w) c 2 (w) c 3 (w). Note that for all l 2 N, w l is well-de ned, which follows from the existence of in nite square-free words on the 3-letter alphabet. Consider the morphism h : A ! f0; 1g de ned by h(1) = 01, h(2) = 001, h(3) = 0001. Then jh(w l )j = 2c 1 (w l ) + 3c 2 (w l ) + 4c 3 (w l ) = 3l + (c 3 (w l ) ? c 1 (w l )) 3l, and (h(w l )) l 3l = 1 3 . By Lemma 12, word w l is (3+")-th power-free, and then (3+"; jh(w l )j) 1 3 . Taking the limit for l ! 1 and using Lemma 3, we get (3 + ") 1 3 . On the other hand, from lower bound (3) it follows that (3) 2 5 . Therefore, (x) has a jump to the right of x = 3. Putting all together, we obtain Theorem 15. (x) is discontinuous to the right of x = 7 3 as well as to the right of all natural points n 3.
Finally, we compute rst four terms in the asymptotic expansion of (n + "). Together with Theorem 8, this will give an estimate to the size of jumps postulated by Theorem 15. Recall that (n + ") = (n + 0) by Lemma 11.
The following lower bound holds for all n 3.
(n + ") n ? 1 n 2 ? 2
We omit the proof which follows closely the proof of lower bound (3). Expanding the right-hand side of (6), we have 
To obtain an upper bound to (n+") that matches lower bound (7), it su ces to substitute into inequality (5) 
Concluding remarks
In this paper we have continued with the study of minimal density function (x), introduced in 12]. We analysed this notion in a general framework, and proved that di erent possible de nitions are actually equivalent. Then, for the case of repetition-free binary words, we have extended several results of 12]. Speci cally, we have given a more precise estimation for the values of (n), and we proved that (x), considered as a function on real argument, is discontinuous to the right of all integer values of x. Finally, we gave an estimate of values (n) and (n + ").
Many questions about minimal density function (x) remain open. Does it have other discontinuities? What are they? Is this function piece-wise constant? All these questions are still to be answered.
