In this paper we introduce a method of classification based on data probes. Data points are considered as point masses in space and a probe is simply a particle that is launched into the space. As the probe passes by data clusters, its trajectory will be influenced by the point masses. We use this information to help us to find vertical trajectories. These are trajectories in the input space that are mapped onto the same value in the output space and correspond to the data classes.
Introduction
In this paper we consider a problem related to classification. In supervised learning we usually have access to data pairs (x k , y k ), for k = 1, . . . , m, where the x k 's are observed input vectors and the y k 's are observed response or output vectors. In our particular study, we require that x k ∈ R n and y k ∈ R, although the method could be extended to include y k ∈ R p but this is not considered in this paper. One of the objectives of supervised learning is to find a mapping π : R n → R that satisfies π(x k ) = y k for k = 1, . . . , m. The mapping π could be anything from a simple linear regression model to more sophisticated methods like, e.g., support vector machines or neural networks; the particular choice of the model is of secondary importance in this paper. The relation to classification is that if two input vectors x i , x j are deemed to be in the same class and the classes are defined by the output values, then we will have π(x i ) = π(x j ) = y 0 for some particular value y 0 . Or, what is more reasonable, π(x i ) ≈ π(x j ) ≈ y 0 because we are working with real data and the necessary tolerances. If π(x i ) = π(x j ) = y 0 and we can calculate a trajectory in R n , denoted by x(t) for 0 ≤ t ≤ δ, such that
• π(x(t)) = y 0 for 0 ≤ t ≤ δ, then x(t) is called a vertical trajectory.
Our aim is to develop a method of calculating such vertical trajectories from an existing database, i.e., a set of observed data pairs (x k , y k ), for k = 1, . . . , m. Our hypothesis is that these vertical trajectories could be used along with the original data when we wish to identify the parameters of the particular model that we have chosen for the mapping π. We hope that constraining the calculated π to satisfy the vertical trajectory criteria will lead to a better representation of the underlying geometrical structure of the data. Although we are not yet able to prove our hypothesis, our preliminary investigations have produced some promising results. Work along the same lines has been carried out by some researchers, cf. (Benton and Hand, 2002; Hand, Li and Adams, 2001 ), although ours is purely deterministic and does not take into consideration any notions of probability.
Because we need to generate dynamic data (vertical trajectories) from static data (the (x k , y k ) pairs), we need to find a method that allows us to do this. In the course of our research we learned that the most satisfying way of doing this was to be found in a field called data sonification. In data sonification, sound is generated from data. The sound can be listened to and interpreted, thus providing an extra dimension to the data and aiding the analysis task. One particular method of generating sound is called 'model based' and essentially generates trajectories based on static data. This is the method presented in (Hermann and Ritter, 1999) and the method that we have adopted.
The differential equations relating to this method are Newtonian and refer to the trajectory of a point mass. It is this point mass that we call a data probe.
We have needed to combine different disciplines together in order to achieve our objectives. Our principal sources of inspiration are nonlinear control theory (Isidori, 1995) , differential geometry and, in particular, vertical fields (Hermann, 1964) , data sonification (Hermann and Ritter, 1999) and cluster analysis (Chiu, 1994) .
We have been investigating vertical fields and their applications for a number of years. In particular, we have been able to look at the structure of neural networks (Pearson, 1996) and, by relating vertical fields to the notion of homogeneous data, we have applied them to pollution forecasting (Pearson and Batton-Hubert, 2005) .
The paper is organised into three main sections. The mathematical formulation of probe dynamics and vertical fields are presented in the first section. The subsequent section is devoted to the exploitation of the generated trajectories. Then some results based on simulated data are presented. The work is very much ongoing and so the paper concludes with some perspectives.
Mathematical Formulation
As was stated in the introduction, the data are organised into input/output pairs (x k , y k ) for k = 1, . . . , m, where x k ∈ R n and y k ∈ R. For a vector x we denote its components by x T = [x 1 , . . . , x n ] and we use subscripts to indicate different vectors such as x i and x j .
Probe Dynamics.
We assume that the data are grouped together into homogeneous sets referred to as clusters. The criterion of homogeneity is that the output value, say y 0 , is the same for all data pairs belonging to the same cluster. We also assume that there exists some underlying mapping π :
The dynamics of the probe follow the model of (Hermann and Ritter, 1999). We begin by defining the following function:
where α is a positive scalar parameter.
A probe is simply a particle that is launched into the data space and influenced by the data points considered as masses. The standard Newtonian equation of motion of the particle contains therefore acceleration, velocity and resistance terms. In order to recover an ordinary first-order autonomous differential equation, we apply the standard trick of augmenting the state space dimension by defining
whereẏ = dy/dt etc. Using (1) and (2), the equation of motion of the probe iṡ
where γ is a positive scalar parameter and
Note that the partial derivatives are up to ∂/∂z n+1 because, by definition, x n = z n+1 . We note also that this equation is slightly different than the model presented in (Hermann and Ritter, 1999 ) because we have not included any masses. We assume that all data points have unit mass.
Vertical Trajectories.
Let π(x 0 ) = y 0 and let x(t) with 0 ≤ t ≤ δ be a trajectory that satisfies x(0) = x 0 . If the condition π(x(t)) = y 0 ∀t ∈ [0, δ] is satisfied, then x(t) is said to be a vertical trajectory (Hermann, 1964) . If the dynamic equation for x isẋ = f (x) for some vector field f , thenẏ = π(x) * f (x), where π(x) * is the differential of π. If the trajectory is vertical, then the vector field satisfies π(x) * f (x) = 0. This condition will be important in what follows.
In the case of control theory, one use of vertical fields is the following (Isidori, 1995) : Assume that we have a system described by the dynamicsẋ = f (x)+ ug(x) with the output y = h(x), where f and g are vector fields satisfying certain technical conditions (usually smooth or analytic), h is a function (also usually smooth or analytic) and u is a scalar input variable. The objective is to calculate u to satisfy h(x(t)) = 0 for 0 ≤ t ≤ δ. If this is the case, then f + ug will be a vertical field for the function h. This process is called output zeroing.
Vertical trajectories are of interest to us because we are working with supervised learning. Therefore we know the desired output for any given input in the data set. Thus, if the input x i is associated with the output y 0 , then we will have π(x i ) = y 0 and, if x j belongs to the same cluster as x i , then we will also have π(x j ) = y 0 . In other words, we could construct a trajectory x(t) for 0 ≤ t ≤ δ such that x(0) = x i , x(δ) = x j and π(x(t)) = y 0 for 0 ≤ t ≤ δ, a vertical trajectory linking x i to x j . As has been mentioned in the introduction, we cannot really hope to have π(x i ) = π(x j ) but more like π(x i ) ≈ π(x j ), and so numerical tolerances have to be taken into consideration when implementing the algorithm. Now consider a data probe. If the probe's trajectory takes it near a cluster, then the value of z 1 (t) will be close to some particular output value, say y 0 , for some t, by the definition of z(t) (2). If, at the same time as z 1 (t) ≈ y 0 , we also have z 3 (t) ≈ 0, then, from the previous paragraphs in this subsection, the trajectory is close to a vertical trajectory at this point. As the probe equations are integrated, we have a sequence of points and each point on a data probe trajectory that satisfies these criteria is kept in memory for further use. We will refer to these points as w i .
For each point w i , we can construct a vertical trajectory passing through the point by applying the output zeroing technique as follows (Isidori, 1995) : The system equations are based on (2), but with an added feedback term in the z 3 coordinate that zeros the coordinate, i.e., zerosẏ. Then the overall system is as follows, where we use v as a variable to indicate that the trajectory is wholly vertical:
with the system output
where g(v) is the feedback function to be calculated and v(0) = w i . Following the method presented in (Isidori, 1995) , we know that by construction v 1 (0) = y 0 and, to achieve h(v(t)) = 0 for sufficiently small t, it can be shown that g(v) must be set to
In this way, a set of vertical trajectories can be generated from the data and used in the estimation of the mapping π.
Using Vertical Trajectories
Vertical trajectories such as (4) give us information on how the data are arranged in space. We now want to exploit that piece of information in order to calculate the function π. There are, obviously, various ways in which we can do that and, in fact, this will be the subject of future investigations: For the moment we have adopted the following approach. For each centre we consider the trajectories associated with the centre, by looking for the initial points and seeing on which trajectory of Type (2) they lie. Each centre k is then associated with a function π k as follows:
where α k > 0 is a parameter fixed in advance (we will come back to this point later), c k is the centre k and A k is an n × n matrix to be calculated. The parameter α k corresponds to the radius of influence of the centre k and does not necessarily take the same value of α in (1) 
This provides us with a minimisation criterion to allow us to calculate A k . We need to minimise the following expression:
where vertical k is the set of all sequences of vectors associated with vertical trajectories of the centre k. We would also like the maximum of the function (6) to be achieved when x = c k and so we add the constraint A k c k = c k to the above to obtain the following constrained optimisation problem:
Each A k is thus calculated via a constrained minimisation problem (7a) and then an overall function for π is determined as follows: We consider all vertical trajectories associated with a centre and calculate the mean value of all of the v 1 components. For centre k, we refer to this mean value as ω k . The overall function for π is then given by
where p is the number of centres.
Some Simulation Results
In this section we illustrate our algorithm using some simulated data. We use such data because, obviously, the geometrical properties are known in advance. Also, the small dimensions of the data allow a clear visual presentation. The data were randomly generated to belong to two well separated clusters, i.e., 1 2 + 0.5r
with the output 1 + 0.2s, and
with the output 1.5+0.2s, where r is a 2-dimensional vector with elements in N (0, 1) and s is a scalar in N (0, 1). Twenty data points were generated for each cluster to act as training data. We also generated further ten points for each cluster to act as parameter optimisation data and ten points for each cluster for model validation purposes. Some example data can be seen in Fig. 1 . We calculated 40 trajectories of Type (2) with the data as initial points for the z 1 and z 2 sub-vectors. The z 3 and z 4 coordinates were initially set to zero for these simulation results. For the function φ in (1) we used α = 0.5 and in (2) we used γ = 2. The influence of the initial values and the parameters is the subject of ongoing research. A standard Runge-Kutta routine was used to integrate (2). Some typical results can be seen in Fig. 2 .
All of the z trajectories converged to one of two cluster centres, giving the following centres:
which can be seen to be close to the centres of the randomly generated data. We then looked for candidate points on vertical trajectories amongst the z trajectories. In order to avoid numerical problems and false candidates, we imposed some conditions on the vectors. We required the z 1 coordinate to be close to a known output value and the z 3 coordinate to be sufficiently close to zero. Also, the z 4 coordinate was initialised to zero and so we imposed z 4 to be sufficiently high to ensure that the probe had achieved some reasonable velocity. The actual values that we used are as follows:
• |z 3 | < 0.01,
Using these criteria, we found 23 candidate points for the first cluster and 28 for the second one. Using these as initial points, we then calculated the set of vertical trajectories (4). In Fig. 3 we can see the components of a typical Data probes, vertical trajectories and classification: A tentative study
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The vertical trajectories were used as data to identify the parameters of the π k functions (6). We used a standard nonlinear constrained optimisation package to carry out the calculations. We used the optimisation data set to choose the best value for α k , and we fixed both parameters to the same value. We varied the parameter between 0.05 and 0.5 in steps of 0.05 and found that the best value for α k , in terms of the best correlation between the real output and the predicted output for the optimisation set, was 0.05.
Then, based always on the generated vertical trajectories, we calculated ω 1 = 1.0426 and ω 2 = 1.5069. In order to compare our method with another standard method for supervised learning, we applied Chiu's algorithm to the same data (Chiu, 1994) . To be fair to Chiu's algorithm, we must point out that his model is similar to (8) but without the matrices A k , and so it contains fewer parameters. However, we believe that it does give a reasonable comparison and it is a standard, universally accepted reference. We used the optimisation data to fix a value for α k for Chiu's model and found that a value of 0.2 gave the best results. The algorithm found the following centres:
which are clearly similar to the centres that our algorithm found. We note that in the original Chiu algorithm, the centres must correspond to actual data points whereas in our algorithm this is not necessarily the case. Both models were then tested on the validation data. The correlations between predicted and real data were found to be 0.7855 for our model and 0.7722 for Chiu's model. The real and predicted values for our model can be seen in Fig. 4 and those for Chiu's model in Fig. 5 . The two are similar, although the predicted values for Chiu's model are "flatter".
We finish this section by making the remark that our model is identified wholly on generated data and not on the original data, whilst Chiu's model is the opposite i.e., identified wholly on the original data.
Perspectives
We have presented a method of classification based on data probes. We have made the assumption that the data are organised geometrically into homogeneous or nearly homogeneous clusters. Although this is a fairly strong assumption, we do not believe it to be totally invalid.
We have related vertical vector fields and trajectories to the notion of homogeneous data. This is an area of research into which we have been looking for a number of years and we believe that it has not yet yielded up all of its potential. This work has also opened up some new areas of investigation for us. Work is ongoing to fully determine the influence of the various parameters in the model. However, it must be said that the influence of these parameters is fairly dependent on the data being analysed and so we cannot really hope to achieve any global absolute results. We are also convinced that a more sophisticated use could be made of vertical trajectories.
