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Abstract
How to build high-quality word embeddings is a fundamental
research question in the field of natural language processing.
Traditional methods such as Skip-Gram and Continuous Bag-
of-Words learn static embeddings by training lookup tables
that translate words into dense vectors. Static embeddings are
directly useful for solving lexical semantics tasks, and can be
used as input representations for downstream problems. Re-
cently, contextualized embeddings such as BERT have been
shown more effective than static embeddings as NLP input
embeddings. Such embeddings are dynamic, calculated ac-
cording to a sentential context using a network structure. One
limitation of dynamic embeddings, however, is that they can-
not be used without a sentence-level context. We explore the
advantages of dynamic embeddings for training static embed-
dings, by using contextualized embeddings to facilitate train-
ing of static embedding lookup tables. Results show that the
resulting embeddings outperform existing static embedding
methods on various lexical semantics tasks.
Introduction
Word embedding has received much research attention over
the past years. Seminal models (Mikolov et al. 2013a;
Pennington, Socher, and Manning 2014; Bojanowski et al.
2017) are built based on the distributional hypothesis (Har-
ris 1954): “a word is characterized by the company it keeps”.
Take Skip-Gram (Mikolov et al. 2013a) for example, two
embedding lookup tables are used to represent words dur-
ing training, so that each word has a target embedding vec-
tor and a context embedding vector, as shown in Figure 1.
The goal is to better predict the context embedding of each
word in its neighboring context using the target embedding
of a word. Such word embeddings can be useful for solv-
ing lexical semantics tasks such as word similarity and word
analogy. For example, the analogy “king is to queen as
man is to woman” can be inferred by the vector equation
king − queen ≈ man − woman. In addition, the trained
vectors can also been used to initialize the input representa-
tions for NLP models. We call these embeddings static em-
beddings because the embedding tables are invariant across
different sentences.
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Figure 1: Skip-Gram model.
In recent years, language-model-based contextualized
word representation, such as ELMo (Peters et al. 2018),
GPT (Radford et al. 2019), BERT (Devlin et al. 2019), XL-
Net (Yang et al. 2019) and RoBERTa (Liu et al. 2019b), has
been proposed to replace static word embeddings as input
representations. Pretrained from large raw text, contextual-
ized representations have been shown to improve the per-
formance in many downstream tasks, such as question an-
swering (Choi et al. 2018), reading comprehension (Xu et
al. 2019) and co-reference resolution (Alfaro, Costa-jussa`,
and Fonollosa 2019). Such embeddings are different from
static embeddings in their parameterization. In addition to
a lookup table, a sequence encoding neural network such
as a multi-layer self attention network is used to represent
global context information, giving them more representation
power. One characteristic of contextualized representation is
that the word vector differs under the different sentences, we
thus call them dynamic embeddings.
Research has shown that dynamic contextualized em-
beddings can effectively capture word sense (Coenen et
al. 2019), syntax (Hewitt and Manning 2019), semantic
roles (Shi and Lin 2019) and other linguistic knowledge (Liu
et al. 2019a) from a sentence, which explains the empirical
advantage compared with static embeddings serving as input
for NLP problems. However, one limitation of dynamic em-
beddings is that there is no fixed embedding form for each
word, and therefore they cannot be used for NLP tasks that
do not involve with a sentential context. For example, dy-
namic embeddings cannot be directly used to solve lexical
semantic tasks such as word similarity or analogy.
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In this paper, we consider leveraging dynamic embed-
dings for improving the training of static embeddings,
thereby integrating the relative advantage of contextualized
representations into static embeddings. In particular, our
method is based on the Skip-Gram model, where a set of
target embeddings and a set of context embeddings are in-
volved. The training goal is still to use the target embedding
of a word to predict the context embeddings of its neigh-
bor words. However, we use BERT to calculate the target
embedding, therefore making it contextualized. The context
embeddings are static, and used as the final embedding table
after training.
Using dynamic embeddings to represent a target word
gives us two salient advantages. First, it is useful to resolve
ambiguities for polysemous words. Take the sentence “The
river provides a haven for much wildlife as its banks are
well covered with trees and vegetation” for example. Sup-
pose that the context word is “covered”, whose embedding
will be trained in a lookup table. The target word “banks”
in a dynamic embedding form can better represent the sense
“river banks”, which gives a more informed source of in-
formation compared with a static context word embedding.
Second, syntax and semantic information over the entire
sentence is integrated into the context word representations,
which makes them more informative.
Experiments show that our model outperforms existing
methods for training static embeddings on a range of lexical
semantic benchmarks, demonstrating the advantage of us-
ing dynamic embedding to improve static embedding. When
used as input to external NLP tasks, our embeddings show
comparable performances to other static embedding meth-
ods, which are not as strong as dynamic embedding meth-
ods. This shows that dynamic embeddings are still the better
choice for external tasks. We release our model and trained
embeddings at https://anonymous.
Related Work
Static Word Embeddings. Skip-Gram (SG) and
Continuous-Bag-of-Words (CBOW) models (Mikolov
et al. 2013a) are both based on distributed word-context pair
information. The former predicts the neighbor words for a
given word, while the latter predicts a target word using its
neighbors. Ling et al. (2015) claimed that not all the context
are equal and considered the word order in the Skip-Gram
model. David et al. (2014) and Levy and Goldberg (2014a)
further inject syntactic information by building the word
embeddings from the dependency parse tree of texts.
GloVe (Pennington, Socher, and Manning 2014) learns
word embeddings by factorizing word co-occurrence matrix
to leverage global statistical information.
The above models use static word embeddings to repre-
sent each words. The relationship between the word-context
pair is limited in an fixed window size, which do not lever-
age the information of the whole sentence. In contrast, our
model leverages the sentential information via contextual-
ized representation.
Our work is related to a line of work on sense embed-
ding (Li and Jurafsky 2015; Iacobacci, Pilehvar, and Navigli
2015), which also considers disambiguated embeddings of
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Figure 2: BERT model.
a word. However, they require a pre-defined set of senses,
and rely on external word sense disambiguation for training
static sense embeddings. In contrast, we use dynamic em-
beddings to automatically obtain senses.
Dynamic Word Embeddings. Contextualized word rep-
resentations have been shown useful for NLP tasks.
ELMo (Peters et al. 2018) provides deep word representa-
tions generated from word-level language modeling using
LSTM (Hochreiter and Schmidhuber 1997). GPT (Radford
et al. 2019) improves language understanding by generative
pre-training based on Transformer (Vaswani et al. 2017).
BERT (Devlin et al. 2019) investigates a self-attention-
network for pre-training deep bidirectional representations.
Yang et al. (2019) proposed XLNet, a generalized autore-
gressive pretraining model that integrating the Transformer-
XL (Dai et al. 2019). Following the pre-training and fine-
tuned pipeline, contextualized representation can improve
the performance of many tasks (Choi et al. 2018; Xu et al.
2019; Alfaro, Costa-jussa`, and Fonollosa 2019).
The above models are build based on a language modeling
objective, which is to predict the subsequent (or preceding)
word or itself given the context representation of a word.
However, they do not model word co-occurrence informa-
tion directly, which has been shown important for distributed
word embeddings. We integrate dynamic embeddings into
the training of static embeddings, thus making use of both
contextualized representation and co-occurrence informa-
tion. In this perspective, our work is similar to Vashishth
et al. (2019), who also combine the dynamic representation
as well as static embeddings. The main difference is that,
while their model use dependency parse tree of texts and
graph convolution network for better incorporating syntac-
tic and semantic information, we directly model the sequen-
tial context by using external contextualized representation,
separately trained over large data.
Background
We take the Skip-Gram model as our base model for static
word embeddings. BERT is used as the dynamic embed-
dings to replace the target lookup table in our model.
Skip-Gram. Skip-Gram model is a standard log-bilinear
model for obtaining word embeddings based on word-
context pair information (Mikolov et al. 2013a). Formally,
given a sentence s composed of words w1, w2, ..., wn, wi ∈
D, we first transform a center word wi and the correspond-
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Figure 3: Our proposed model.
ing context words wi−ws, ..., wi−1, wi+1, ..., wi+ws into
embeddings by using a target lookup table V and a context
lookup table V ′, respectively. The center word and context
words are projected into vwi and v
′
wi+j , 1 ≤ |j| ≤ ws,
respectively, as Figure 1 shows. Given a training corpus
C = {sc = w1, w2, ..., wnc}|Nc=1, The training objective is
to minimizes the loss function:
LSG = −
N∑
c=1
nc∑
i=1
∑
1≤|j|≤ws
log f(v′wi+j , vwi) (1)
herein f(v′wi+j , vwi) = p(wi+j |wi) represents the concur-
rence probability of word wi+j given the word wi, which
can be estimated by :
p(wi+j |wi) =
exp(v′wi+j
>
vwi)∑
wk∈D exp(v
′
wk
>vwi)
(2)
During training, each word in vocabulary D use the same
target embeddings table V and context embeddings table V ′
for every sentences.
Skip-Gram further uses negative sampling to approxi-
mate Eq. 1, which we omit here but discuss for our model.
Stochastic gradient descent (SGD) can be applied for opti-
mization, the gradient of embedding parameters can be cal-
culated via back-propagation.
BERT. BERT (Devlin et al. 2019) consists of a multi-layer
bidirectional Transformer (Vaswani et al. 2017) encoder,
where each layer is a self-attention network with multi-head.
The objective of the BERT model is the masked language
model (MLM) that predict the masked word through its own
representation, as Figure 2 shows.
Formally, given an sentence w1, w2, ..., wn, each word
wi is transformed into token embeddings through summing
up the word embeddings, its segment embeddings, and the
position embeddings:
hi = Ewi + SEwi + PEwi (3)
where E is a trainable token embedding table, SE indicates
whether the word belongs to the first sentence or the second
sentence, which is used for next sentence prediction (NSP)
objective (Devlin et al. 2019), and PE represent the position
information of each word.
The token embeddings H = {h1, ..., hn}, H ∈ Rn×d
are then transformed into queries Q ∈ Rn×dk , keys K ∈
Rn×dk , and values V ∈ Rn×dk with multi-head attention
transformation:
Qi,Ki, V i = HWQi , HW
K
i , HW
V
i (4)
where Qi,Ki, V i are respective the query, key, and
value representations of the i-th head, i ∈ {1, ..., I}.
{WQi ,WKi ,WVi } ∈ Rd×dk are trainable parameters. I par-
allel attention functions are applied to produce I output
states {O1, ..., OI}, where:
Oi = AiV i
Ai = softmax(Q
i>Ki√
dk
)
(5)
Ai is the attention distribution produced by the i-th head,√
dk is the scaling factor. Finally, the output states for each
heads are concatenated to the final output oi:
oi = [O
1
i , ..., O
I
i ] (6)
Given a training corpus {sc = w1, w2, ..., wnc}|Nc=1, the
model choose 15% of the words at random for prediction it-
self. The chosen word wi will be masked (i.e. replaced with
a wildcard MASK token) 80% of the time, replaced by a
random token 10% of the time, and unchanged 10% of the
time. The objective of masked language model is to mini-
mize the loss of predicting the chosen word wmaski given
the corrupted output omaski :
LBERT = −
N∑
c=1
nc∑
i=1
log p(Ewmaski |omaski) (7)
where E is the token embedding table in Eq. 3,
p(Ewmaski |omaski) is similar with Eq. 2:
p(Ewmaski |omaski) =
exp(Ewmaski
>omaski)∑
wk∈D exp(Ewk
>omaski)
(8)
The Proposed Approach
Considering a sentence w1, w2, ..., wn, we model the co-
occurrence relationship between the center word wi and its
context words wi−ws, ..., wi−1, wi+1, ..., wi+ws, as in Skip-
Gram model. To integrate dynamic embeddings, we use the
BERT to replace the source embedding table V , so that the
center word wi is represented in a sentential context. In par-
ticular, each word is first transformed into hi, which is the
summation of the word embedding and position embedding:
hi = Ewi + PEpos
PEpos,2t = sin(pos/10000
2t/dmodel)
PEpos,2t+1 = cos(pos/10000
2t/dmodel)
(9)
where E ∈ Rdmodel is the input embedding table, pos is the
position and t is the dimension index.
Then h1, h2, ..., hn are fed into a L-layer bidirectional
Transformer (Vaswani et al. 2017) block, as described in
Eq. 4 and Eq. 5. We use the pretrained model BERTbase (De-
vlin et al. 2019) to generate the final representations oi.
A linear projection is used for transforming the output
oi ∈ Rdmodel to uwi ∈ Rdemb :
uwi = Uoi (10)
where U ∈ Rdemb×dmodel are model parameters.
To model the word co-occurrence between the center
word wi and its context words wi−ws, ..., wi−1, wi+1, ...,
wi+ws, we maximize the probability of the context words
wi+j , 1 ≤ |j| ≤ ws given the contextualized representation
oi of the center word, similar to Eq. 2:
p(wi+j |wi) =
exp(v′wi+j
>
uwi)∑
wk∈D exp(v
′
wk
>uwi)
(11)
where v′wk is the embeddings for word wk by using embed-
ding table V ′.
Note that our model is not a direct adaptation of the Skip-
Gram model by replacing one embedding table. The origi-
nal Skip-Gram algorithm use the target embedding table as
the final lookup table. However, to make the context words
predictable and enable negative sampling from a embedding
table, we choose to make the target word contextualized and
the context embedding table as the final lookup table.
Attention Aggregation. Not all context words contribute
equally to deciding the word representation. For example,
predicting the stop words (e.g., ‘the’, ‘a’) is less informative
than other more meaningful words. One common method to
solve this problem is sub-sampling (Mikolov et al. 2013b).
Each words wi is discard with probability computed by:
P (wi) = 1−
√
t
f(wi)
(12)
where f(wi) is the frequency of word wi in the training cor-
pus and t is a chosen threshold, typically around 10−5.
Sub-sampling is used in the Skip-Gram model. However,
it cannot be directly used in our method because a contex-
tualized representation can be undermined with words being
removed from a sentence. We choose to select more indica-
tive context words automatically while keeping the training
sentence complete. Formally, we apply the attention mech-
anism to aggregate context words for each target words wj
by using uwi as the query vector and v
′
j as the key vectors,
j ∈ {i− ws, ..., i− 1, i+ 1, ..., i+ ws}:
aj = ATT(uwi , v
′
j) (13)
where ATT(·) denotes the dot-product attention opera-
tion (Luong, Pham, and Manning 2015).
The context embeddings are then combined using the cor-
responding attention coefficient:
v′i context =
∑
1≤|j|≤ws
ai+jv
′
i+j (14)
Model Bidirection Transformer Objective WS353
ELMo X × AR 67.1
GPT-2 × X AR 62.7
BERT X X AE 69.8
Table 1: Comparison between different dynamic embed-
dings.
Training. Given a dataset {sc = w1, w2, ..., wnc}|Nc=1,
the objective is to minimize noise contrastive estimation loss
function with negative sampling:
L = −∑Nc=1∑nci=1 (log σ(v′>i contextuwi)
+
∑k
m=1 Ewnegm∼P (w)[log σ(−v
′>
negmuwi)]
) (15)
where σ(x) = 1/(1 + exp(−x)), wnegm denotes negative
sample, k is the number of negative samples and P (w) is
the noise distribution set as the unigram distribution U(w)
raised to the 3/4 power (i.e. P (w) = U(w)3/4/Z).
The final embedding table V ′ is optimized through
stochastic gradient descent.
Experiments
Experimental Settings
Datasets. The Wikipedia dump corpus is used for our ex-
periments, which consist of 57 million sentences with 1.1
billion tokens.1 Following Vashishth et al. (2019), sentences
with length 10 to 40 are selected, the final average length of
sentences is 20.2.
Parameters Setting. We ignore the words that appear less
than five times in the corpus. The dimension of word embed-
ding vectors demb is 300, the window size for context words
ws is set as 5, the number of negative samples k is 5, the ini-
tial learning rate for SGD is 0.025 and gradients are clipped
at norm 5.
Development Experiments
We select 5 million sentences for our development exper-
iments to investigate the effect of different dynamic em-
beddings, the context window size and the attention. We
use the Spearman’s rank correlation ρ on word similarity
tasks (Finkelstein et al. 2001) as our evaluation metric.
Dynamic Embeddings. We compare three different dy-
namic embeddings, including ELMo, GPT-2 and BERT.
ELMo is based on LSTM, while GPT-2 and BERT are based
on Transformer, as we discussed in the method section. Both
ELMo and BERT models bidirectional information while
GPT-2 takes a unidirectional context. ELMo and GPT-2 use
autoregressive language modeling objectives, while BERT is
autoencoding based. The results are shown in Table 1, BERT
gives the best performance, showing the importance of mod-
eling bidirectional information as well as the advantages of
the Transformer model. We thus choose BERT for the re-
maining experiments.
1http://dumps.wikimedia.org/enwiki/
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Figure 4: Comparison between different window sizes.
Window Size. The window size ws decides how much con-
text information we directly model, We compare the perfor-
mance with ranging ws, the results are shown on Figure 4.
When ws is 1, we only model the relationship between the
center word and its two neighbor word, the gives a perfor-
mance with 54.8. As the window size increases, the model
gives better results, showing the effectiveness of modeling
more context information of center word. However, when
the windows size is set as 8, the model cost twice as much
training time but does not give much further improvement.
We thus set the windows size to 5, which is the same as
Skip-Gram model.
Attention. We use a set of development tests to verify the ef-
fectiveness of attention aggregation (Eq. 14). Figure 5 shows
the result. Without attention aggregation, our model treats all
context words equally, without using sub-sampling. It gives
slower convergence during training, with a best development
result of 65.8, lower than 66.3 of our model. This shows the
effectiveness of the attention aggregation.
Baselines
We compare our final model with the following baselines:
• SG is the Skip-Gram model originally proposed by
Mikolov et al. (2013a).
• CBOW is the Continuous-Bag-of-Words model origi-
nally proposed by Mikolov et al. (2013a).
• GloVe is a log-bilinear regression model which lever-
ages global co-occurrence statistics of corpus (Penning-
ton, Socher, and Manning 2014).
• FASTTEXT takes into account subword information
that incorporates character n-grams into the Skip-Gram
model (Bojanowski et al. 2017).
• Deps modify the Skip-Gram model using the depen-
dency parse tree to replace the sequential context (Levy
and Goldberg 2014a).
• BERTbase is a bidirectional Transformer model trained
for masked language model and next sentence prediction,
with layer numbers L = 12, model size dmodel = 768,
and attention heads numbers A = 12 (Devlin et al.
2019). We use the token embedding tablesE in Eq.3 from
BERTbase model as one of our static embedding base-
lines.
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Figure 5: Comparison between with/without attention.
• BERTlarge is a modification of BERTbase with layer
numbers L = 24, model size dmodel = 1024, and at-
tention heads numbers A = 16. (Devlin et al. 2019). We
similarly use the token embedding tableE as a static base-
line.
• BERTavg. The output representation of BERTbase
model is dynamic. For each sentence in our training cor-
pus, we record the BERTbase contextualized representa-
tion. The average of these dynamic representations over
the corpus used as a set of baseline word embeddings.
• SynGCN is a graph convolution network (GCN) based
approach which utilizes syntactic context for learning
word representations (Vashishth et al. 2019). Given a
training sentence, they use a GCN to dynamically calcu-
late context word embeddings based on the syntax, using
this dynamically calculated embedding in a Skip-Gram
style training for static embeddings.
The above baselines can be categorized into three classes,
as shown in the first column in Table 2. In particular, the
first category of methods use static embeddings, where word
vectors come from a lookup table. In the second category,
dynamic embeddings are used. In particular, for BERTavg,
oi as used in Eq. 6 are averaged across different sentences
in our dataset. In the last category, dynamic and static em-
beddings are integrated in the sense that the embeddings of
target words are dynamically calculated for each sentence,
but the context embeddings are static.
The BERT-related methods use 768 or 1024 dimension
embeddings, while others use 300 dimension vectors.
Tasks
We evaluate our method on internal lexical semantic tasks
and external sequence labeling tasks, including:
• Word Similarity. We perform the word similarity
tasks on the WordSim-353 (Finkelstein et al. 2001),
SimLex-999 (Kiela, Hill, and Clark 2015), Rare Word
(RW) (Luong, Socher, and Manning 2013) and MEN-
3K (Bruni et al. 2012) datasets, computing the Spear-
man’s rank correlation ρ between the cosine similarity
scores based on learned word vectors and human judg-
ments.
• Word Analogy. The tasks pose analogy relations of the
form “x is to y as x∗ is to y∗”, where y∗ is predicted given
Types Models Word Similarity AnalogyWS353 WS353S WS353R SimLex999 RW MEN3K MSR Google SemEval12
Static
SG 61.6 69.2 54.6 35.1 35.3 68.8 30.6 46.7 20.5
CBOW 66.2 71.4 52.6 38.0 30.0 68.1 44.0 49.9 18.9
GloVe 54.3 66.2 47.7 37.0 36.6 73.7 61.4 71.7 16.9
FASTTEXT 68.3 74.6 61.6 38.2 37.3 74.8 53.2 72.7 19.5
Deps 60.6 65.7 36.2 39.6 33.0 60.5 40.3 36.0 22.9
BERTbase 51.8 60.1 37.3 48.1 26.7 42.8 52.7 50.5 20.8
BERTlarge 57.8 65.8 46.4 47.5 27.6 51.8 57.6 54.7 20.7
Dynamic (avg) BERTavg 59.4 67.0 49.9 46.8 30.8 66.3 62.2 59.4 20.8
Dynamic + Static SynGCN 60.9 73.2 45.7 45.5 33.7 71.0 52.8 50.7 23.4Ours 72.8 75.3 66.6 49.4 42.3 76.2 57.3 75.8 20.9
Table 2: Evaluation on word similarity and analogy.
the word vectors of x, y, and x∗ by 3CosAdd (Levy and
Goldberg 2014b):
y∗ = argmax
y′∈V,y′ 6=x∗,y,x
cos((x∗ + y − x), y′) (16)
We compare the prediction accuracy on the
MSR (Mikolov, Yih, and Zweig 2013) and
Google (Mikolov et al. 2013a) datasets.
The relation similarity score between x to y and x∗ to y∗
can also be computed as :
score = cos((y − x), (y∗ − x∗)) (17)
We compare the Spearman’s rank correlation between
relation similarity score and human judgments on the
SemEval-2012 (Jurgens et al. 2012) dataset.
• POS Tagging. We use the WSJ portion of Penn
Treebank (Marcus, Marcinkiewicz, and Santorini 1993),
adopting the standard splits by using sections 0-18 as the
training set, 19-21 as the development set and 22-24 as
the test set, token-level accuracy is used to evaluate the
performance.
• Chunking. The chunking task is evaluated on CONLL-
2000 shared task (Tjong Kim Sang and Buchholz 2000).
Following Reimers and Gurevych (2017), we use the sec-
tions 15-18 for training, 19 for development and 20 for
testing. F1-score is used as the evaluation metric.
For the external tasks, we adopt the BiLSTM-CRF
model (Lample et al. 2016; Ma and Hovy 2016; Yang, Liang,
and Zhang 2018), which has been shown a strong baseline
for sequence labeling. We also use BERTbase as the base-
line for dynamic embeddings, which use contextualized rep-
resentation for each word.
Final Results
Intrinsic Tasks. Table 2 shows the evaluation results on
word similarity and analogy tasks. Our model gives the best
performance in 7 out of 9 datasets, achieving the best re-
sults on all the word similarity datasets. In particular, it out-
performs the best performing baselines by a large margin
on WS353, WS353R, RW and Google datasets, obtaining
6.5%, 8.1%, 13.4%, and 4.2% improvement, respectively.
Among the static embedding baselines, the models do
not perform well compared with dynamic baselines, which
Models POS CHUNKDev Test Dev Test
SG 97.26 97.24 93.93 93.14
GloVe 97.27 97.23 93.86 93.05
SynGCN 97.27 97.22 93.99 93.15
Ours 97.29 97.25 93.96 93.24
BERTbase 97.63 97.65 94.63 94.52
Table 3: Evaluation on POS tagging and chunking.
shows the limitation of static embeddings. BERTbase and
BERTlarge can be regarded as predicting word with window
size 0 (itself) by its contextualize representation, token em-
bedding tables from these model gives comparable results
in some tasks such as SimLex-999, even better than tradi-
tional Skip-Gram, CBOW and GloVe models, showing the
effectiveness sentential information.
For the word analogy tasks, our model gives the best re-
sult on Google dataset, which containing 8869 semantic (e.g.
Chicago to Illinois is Stockton to California) and 10675 syn-
tactic (e.g. mouse to mice is dollar to dollars) questions. In-
terestingly, the simple BERTavg model obtain the best result
on MSR dataset, although the difference between BERTavg
and our method is relatively smaller compared to the per-
formance gain of our model over BERTavg on the Google
dataset. Overall, BERT-related models perform highly com-
petitively on these datasets, showing the advantage of con-
textualized information for analogy.
For the relation similarity tasks on SemEval-2012, our
model performs better compared with sequential context
based embeddings such as SG, CBOW and GloVe mod-
els. However, the syntax-based embeddings Deps and
SynGCN give the best results. The reason can be that
the syntax-based embeddings encodes functional similar-
ity rather than topical similarity (Komninos and Manand-
har 2016), which is more suitable for SemEval-2012 rela-
tion similarity tasks, including relation classes such as Part-
Whole (e.g. car:engine is similar to hand:finger but not for
bottle:water), Cause-Purpose (e.g. anesthetic:numbness is
similar to joke:laughter but not for smile:friendship) and so
on.
Extrinsic Tasks. POS tagging and chunking evaluation re-
sults are summarized in Table 3. Our model gives compara-
ble performances to existing methods on static embeddings.
(a) SG (b) GloVe (c) SynGCN (d) Ours
Figure 6: Visualization of word pairs with the male-female relationship.
Model Most similar words for word “while”
SG whilst, recuperating, pursuing, preparing, at-tempting, fending
GloVe both, taking, ‘,’, up, but, after
SynGCN whilst, time, when, years, months, tenures
Ours whilst, whereas, although, conversely, though,meanwhile
Table 4: Comparison on their 6 most similar words with tar-
get word while.
However, all static embedding models underperform BERT,
which indicates that dynamic embeddings are a better (but
slower) choice for improving external tasks.
Analysis
Word Similarity Case Study. Table 4 shows the 6 most
similar words to the word “while” according to our model
and the Skip-Gram, GloVe and SynGCN baselines. In par-
ticular, both SG and GloVe have words that tend to co-occur
with the word “while”, such as “preparing” and “taking”.
This is likely because frequently co-occurring words can
have similar content words. In contrast, SynGCN returns
words that are semantically similar, namely those that are
related to the time. This reflects the fact that syntactic struc-
tures help better capture underlying semantic contents. In
contrast with the baselines, out methods returns conjunc-
tion that have similar meanings to “while”, such as “whilst”,
“whereas” and “although”, which better conforms to the in-
tuition, demonstrating the advantage of using dynamic em-
beddings in the context.
Word Analogy Visualization. We use t-SNE (van der
Maaten and Hinton 2008) to visualize word pairs from the
Google dataset. Figure 6 shows the results on word pairs
under the male-female relationship. For example, the pro-
noun pair (“he”, “she”), the occupation pair (“policeman”,
“policewoman”) and the family relation pair (“grandpa”,
“grandma”) all differ only by the gender characteristics.
From the figure we can see that the Skip-Gram, GloVe and
SynGCN baselines all capture the gender analogy through
vector space topology to some extent. However, inconsis-
tency exist between different word pairs. In contrast, the
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Figure 7: Attention visualization of sentence “football is the
most popular sport in Brazil”.
output of our method is highly consistent, better demon-
strating the algebraic motivation behind skip-gram embed-
dings compared with the fully-static skip-gram algorithm.
This demonstrates the effect of dynamic embeddings in re-
solving contextual word ambiguities.
Attention Distribution Visualization. Figure 7 shows
the attention weights in Eq. 13 when different words are
used as the center word when training on the sentence “foot-
ball is the most popular sport in Brazil”. As expected, for
each center word, the most relevant context word receives
relatively more attention. For example, the word “football”
is more associated with the words “popular” and “sport”,
and the word “the” is more associated with nouns. No word
pays attention to the word “the” in the context word, which
is a stop word.
Conclusion
We investigated the use of dynamic embeddings for improv-
ing the training of static embeddings, showing that the re-
sulting embeddings outperform existing methods on lexical
semantics tasks such as word similarity and analogy. Future
work includes the investigation of sense embeddings and
syntactic embeddings under our framework.
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