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Abstract—Social networks have been used to understand
how information flows through an organization as well as
identifying individuals that appear to have control over this
information flow. Such individuals are identified as being
central nodes in a graph representation of the social net-
work and have high ”betweenness” values. Rather than
looking at graphs derived from email, on-line forums, or
telephone connections, we consider sequences of bipartite
graphs that represent face-to-face meetings between indi-
viduals, and define a new metric to identify the information
elite individuals. We show that, in our simulations, individ-
uals that attend many meetings with many different people
do not always have high betweenness values even though
they appear to control the information flow.
Index Terms—social networks, models, pervasive comput-
ing, universal hashing, privacy concerns, location tracking,
face-to-face meetings
I. Introduction
FACE-TO-FACE meetings within an organization is animportant source of information flow, and just like
email, phone logs, and web forums, provide a window on
the health of an organization and the identify of the infor-
mation elite who serve as the conduit for information. The
information flow, however, is different in face-to-face meet-
ings than with email, phone logs, web forums, and other
indirect communication. While it is possible to leverage
much of the traditional social network research there are
some differences. We argue that there needs to be a differ-
ent metric for the identification of information elite.
A social network represents relationships between indi-
viduals via social connections [2]. The resulting technique
of social network analysis has been widely used by mod-
ern sociology and anthropology, especially in organization
studies. Further research has found that social networks
are present on many levels and are generally multi-modal,
meaning that a social network may function as a single
entity within a greater social network.
For example, a school may be perceived as a social net-
work consisting of students and teachers, but it is in turn
a single entity in the social network representing school
districts which may also interact with each other within a
larger social network. This self-similarity enables social
network analysis on various levels of organization mak-
ing it an extremely powerful tool for organization studies.
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The general difference between social network analysis and
other forms of conventional analysis is that social network
analysis takes a more holistic view of the system (e.g. the
density and distribution of links) as opposed to concen-
trating on individual elements and focuses more on the
personal relationships of a person than their attributes.
Social network analysis is especially useful when analyzing
large organizations, for example, for learning which people
really influence results, or identifying groups which work
well with each other.
Most major methods of social network analysis of large
organizations involve analyzing data sets gathered using
channels of communications such as instant messaging,
email and telephone calls. However, quantifying the face-
to-face interactions within an office environment is of par-
ticular interest, especially because complex information is
usually not transmitted in an office environment by any
other means [1]. In fact, other forms of communication are
usually used to facilitate face-to-face communication but
not the communication event itself. Co-workers may use
email to arrange meetings to discuss projects or use the
phone to arrange lunch together to discuss various issues
[4].
The development of wearable digital devices, e.g. smart-
phones, is extremely promising for the area of social net-
work analysis. The widespread availability of such tech-
nologies enables more detailed analysis of the social net-
works that are present in human societies today. More
specifically, the creation of a location aware mobile com-
puting infrastructure consisting of powerful compact de-
vices supported by a system of mobile access technology
will allow social analysis to be carried out on a more phys-
ical level (measuring physical face to face interactions in-
stead of virtual communications). In fact, several studies
along these lines have been attempted. Choudhury et al.
[5] use a shoulder-mounted IR, sound level sensors and ac-
celerometers in order to track interactions within a large
organization while Eagle et al. [6] uses the Sharp Zaurus as
a platform to collect a wealth of data such as conversation
correlations and conversation interest and even managed to
establish conversation context and content from processing
sound recordings.
Although the use of location aware devices provides
valuable data for analyzing social network of organiza-
tions, privacy still remains a vital issue that must be re-
solved. Privacy concerns remain a major barrier to adop-
tion of location-based services. To overcome this barrier,
we assume the social network analysis scheme proposed
by Rudolph [13] and aimed at measuring specifically the
centralization of various networks without compromising
privacy.
Face-to-face meetings are naturally modeled as a series
of bipartite graphs, where the nodes on one set represent
people and the ones on the other represent locations. There
is a graph for each time period and an edge indicates that
the person is at that location during that period. We show
how to construct the series of bipartite graphs from a static
social network graph. We then noticed that it the usual
notions of centrality or betweenness in static graphs does
not directly map to bipartite graphs. This has led to a
proposal for a new metric, that of information flow.
The next section reviews this scheme for meetings as
well as the standard notions of centrality. Then, our simu-
lation environment is describe and followed by the results.
The section also describes how to generate a simulated se-
quence of meetings that makes use of social network mod-
els. The simulation results clearly show the weakness of
the standard metric of ”betweenness” as well as suggest-
ing a different metric, that of ”information flow” though
individuals.
II. Foundations
This section presents the two foundations needed to un-
derstand the rest of the paper. First the privacy preserv-
ing scheme for face to face interactions is presented. It is
this scheme that the subsequent section will simulate. In
the second part, a review of ”betweenness” and centrality
measures for social networks is reviewed. This is important
because we argue that such a metric is not appropriate for
face-to-face meetings.
A. Privacy Protection
The goal is to understand how much face-to-face inter-
action there is among a group of people while preserving
privacy, i.e. ensuring that one cannot tell if Alice is spend-
ing all her time with Bob. Note that simply anonymizing
Alice and Bob’s identity is not sufficient. Knowing that Al-
ice’s office is often occupied by the same two people while
Bob’s office is empty, it is trivial to figure figure out what is
happening. Anonymizing the location is also insufficient.
Based on their habits, such as arrival and departure times,
it may also be easy to uncover identities and locations.
The scheme proposed by Rudolph [13] protects privacy
as follows. Each person carries a handset and the environ-
ment is instrumented with beacons so that at any time,
the handset knows its location. One practical method is
to use bluetooth dongles as beacons and bluetooth enabled
smartphones as handsets, each of which periodically, e.g.
every 5 minutes, scans for bluetooth devices. Rather than
maintaining the list of locations, which may be very in-
criminating, the handset uses a universal hash function
that maps the location-time pair into a bucket in the range
of 1 to m. In other words, the handset only maintains a
histogram of m values.
The use of a good, universal hash function is the core
component to preserve user privacy. Three key features of
the hash function serve to maximize the level of privacy.
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Fig. 1. The histograms from all the individuals are combined and
then sorted. The buckets are sorted by their number of nodes. Thus,
in the lower graph, we see that there are more than 50 buckets which
were not the destination of a hash of any time-location pair. The
graph on the top is the result of a situation in which there are almost
no face-to-face meetings. The histogram looks like the usual ”n balls
thrown randomly into m buckets” histogram. In the bottom graph
nearly everyone spends lots of time in meetings and the step function
indicates lots of correlations between hashed time-location pairs.
1. It is not one-to-one and is almost strongly universal.
2. It is randomly changed every time interval.
3. It is locally and independently applied to each indi-
vidual dataset.
The combination of these three features ensures that given
just the hashed dataset of the places that a user has vis-
ited, it is extremely difficult to reverse the hashing function
and extract the actual location-time pairs of a particular
user. Furthermore, as the hash function changes at every
time interval, it is highly unlikely that an individual can
be identified by cross referencing some known subset of his
movements to the hashed dataset. In addition, the fact
that the hash function is not one-to-one prevents the com-
parison of two individuals using their hashed data sets. For
example, given the hashed dataset of both Alice and Bob,
we cannot ascertain with a high level of certainty whether
they were together for any sufficiently long period of time
because different places have a probability of mapping to
the same hash value. Moreover, since the hash function is
done locally, the user does not have to trust the integrity
of a third party server, thus imparting an added layer of
security.
As a final privacy preserving feature, each individual
anonymously uploads the histogram of hashed values at ar-
Fig. 2. In a star graph, the node in the middle is the most central
bitrary times. The aggregate behavior can be ascertained
from the law of large numbers. If Alice and Bob upload
their data at different times, it will be even more diffi-
cult to find a correlation. The dataset transmitted is an
unordered list of the number of entries that hashed to a
value: (v1 , k1) , (v2 , k2) , . . . , (vn , kn)
Figure 1 shows the different graphs that results from
almost no meetings to an organization full of meetings.
The ”steps” indicate lots of correlated behavior, i.e. lots
of people at the same place at the same time.
B. Centralization Measures
Among the many properties of social networks studied,
the measure of centrality is of particular interest because
of its link to productivity and innovativeness. Centrality
is defined for a node as a measure of how ”central” a po-
sition influential or powerful a node is within a network.
For example, for a network in a star configuration (Figure
2), the single node which all the other nodes are connected
is clearly more central than the peripheral nodes. In this
manner, we can measure the centrality of a network as the
tendency for one node to dominate the network, i.e. . the
tendency for one node to have a significantly higher node
centrality than other nodes. The measure of network cen-
trality is useful because it has been linked to both the in-
novativeness and productivity of organizations. A study of
the Eclipse open source organization [8], found that orga-
nizations trade off productivity for innovativeness and that
centrality measure is a good indicator of innovation. It is
assumed that highly centralized networks are likely to be
more hierarchical and thus more productive but less inno-
vative. There are three main measures for node centrality
commonly used in social network analysis, each based on a
different definition of what constitutes power and influence
within a network [9].
One measure is degree centrality. In this approach, a
node with a high degree is more central than a node with
a low degree because it is able to directly influence more
nodes. Thus, the centrality of the node is directly pro-
portional to the degree of the node. Another measure is
betweenness centrality. As its name suggests, this measure
defines power or influence as the ability to control interac-
tions involving other nodes by being ”in between” them.
The betweenness centrality of a node n is calculated by
taking the number of geodesic paths between nodes con-
taining n and dividing it by the total number of geodesic
paths in the network. A third measure used is closeness.
Here, the influence of a node is defined as its distance to
all other nodes. The closeness of two nodes is some inverse
of the distance between the two nodes. Though all three
measures differ, they are all extremely intuitive measures
of centrality. This means that the conclusions we obtain
by applying these measures agree largely with what people
would conclude based on their own intuition. For exam-
ple, in the above mentioned star example, the central node
would have the largest node centrality for all three mea-
sures, in accordance to what an untrained observer would
surmise. Also, the star configuration which we intuitively
view as the most central form of a network yields the high-
est network centrality measure of all configurations. How-
ever, it will be shown that in cases such as social networks
of physical interactions, such centrality measures are not
suitable and a new metric must be defined for application
to such networks.
III. Methods
Our proposed scheme involves three distinct stages of
information processing. In the first, we collate a set of
location-time pairs over many time intervals. A time de-
pendent almost strongly universal hash function is then
locally applied on these location time pairs before they are
sent to a central server. The central server then runs an
algorithm to determine the centrality of the network over
this time period.
In order to test our system, simple ”social network”
graphs are created with different coefficients of clustering
and preferential attachment. Modifying these two prop-
erties of the social network results in graphs of varying
centrality with which we can test our new analysis algo-
rithm.
A. Graph Generation
As a first step, we studied existing ways of constructing
random graphs that had properties similar to graphs of
typical real life interactions. Our initial approach treated
each individual as single nodes and used edges to represent
being in the same place at the same time step as it is likely
that they are physically interacting. We connected nodes
based on a probability calculated by factoring in both the
degree of the nodes and the number of mutual neighbors.
The equation for calculating the probability of edge for-
mation is: Pab = (da ∗ db) ∗ γ +mab ∗α+P0 where da de-
notes the degree of node a, mab is the number of mutual
neighbors that nodes a and b share, P0 is the probability of
random attachment, γ is a constant determining the level
of preferential attachment and a is a constant determin-
ing clustering behavior. Jin et al. found that such simple
rules were sufficient to build random graphs with struc-
tures similar to those found in real life and thus suitable
for testing our network analysis model [7]. Furthermore,
this method of graph generation was easily extended to
constructing graphs with varying properties (high cluster-
ing vs low clustering, high preferential link formation vs
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Fig. 3. On the left is a bipartite graph with nodes and locations.
On the right are three different (α,γ) graphs that correspond to the
bipartite graph.
low preferential link formation etc.) by changing the value
of the various coefficients.
However, while the resulting graph represented overall
group structure very well and was able to accurately reflect
features which we wished to incorporate into our network,
it lacked time resolution. In other words we were unable
to differentiate between when a group of people engaged
in many pair-wise interactions over many time steps and a
situation when a large group of people engaged in a group
meeting at the same time. Understandably, this is not ideal
as the distribution of the underlying location time pairs
differs significantly resulting in ambiguity in the conver-
sion of graphs to location-time pairs. Furthermore, these
two interactions are fundamentally dissimilar and should
be differentiated. We therefore developed a new approach
towards constructing such random graphs.
B. Bipartite Graph Generation
A series of time-dependent bipartite graphs is derived
from the social network uni-partite graph by randomly as-
signing people to certain places according to a probabilistic
distribution of meeting sizes. In this case, a meeting is de-
fined as one or more people in one location. From this
initial state, we move on to a new time step by ending
certain meetings, thereby obtaining a pool of unassigned
people. We then generate new meetings based once again
on the probabilistic distribution of meeting sizes and as-
sign this pool of unassigned people into these new meet-
ings. During reassignment, meetings are chosen at random
from the set of new meetings generated. A set of prob-
abilities of different combinations of the people in these
meetings is then generated. Let Pab to be the probability
of nodes a and b being in the same meeting and derived
from the uni-partite social network graph, then the prob-
ability that three individuals will be in the same meet-
ing will be Pabc = Pab ∗ Pac, and four people will be
Pabcd = Pabc ∗ Pad ∗ Pbd ∗ Pcd and so on. Pabc is the prob-
ability of a three person meeting with a, b and c in it, with
P bounded such that the total probabilities of all combi-
nations is 1. One particular combination is then chosen
based on these probabilities. This reassignment contin-
ues until all the unassigned people are in meetings. Each
meeting is assigned a place, and edges are drawn between
nodes representing the people in the meeting and the node
representing the meeting place. The average meeting size,
variation in the meeting size, average meeting time dura-
tion, and average fraction of the population in meetings at
any one time, are the main parameters used to generate
the bipartite graph.
Given the representation of the state of the sample pop-
ulation at every time step, it is trivial to generate the nec-
essary time-location pairs needed, as we now have a graph
which maps people to locations for every time period. It
is also possible to generate the final representation of the
sample population over all time steps by transversing the
graph and adding new edges to the overall graph represent-
ing the final configuration of the social network for every
connected pairs of nodes found.
The reason for generating an overall graph of interac-
tions over many time steps is to analyze the distributions
of interactions of the network over a period of time and
to apply standard measures of centrality. This cannot be
easily done with the set of time dependent bipartite graphs
which we have generated. Here, we observe an important
and extremely useful feature of this method of graph gen-
eration. When condensed into the usual unipartite rep-
resentation of social networks used earlier, this method of
graph generation reduces to our initial model of graph gen-
eration. The probability of edge formation between nodes
is then identical to that found in our original model, im-
plying that graphs generated via this method retain the
useful characteristics of the earlier model.
C. Universal Hash
After the generation of raw data, a time dependent al-
most strongly universal hash function was applied to the
set of location time pairs. In our process, we made use
of hash functions of the class h(x) = ((ax+ b)modkr)divk
where 0≤ a,b≤ kr and k ≥ u− 1.
This hash function maps from a universe of 0,1, · · · ,u−1
to a range of values 0,1, · · · , r− 1. Hash functions of this
class are known to be 5/(4r2) almost strongly universal
(ASU)[10] in cases where k, u and r are not powers of the
same prime. What this means is that for all y1, y2 ∈ R
and all x1 6= x2 ∈ U , P (h(x1) = y1) = 1/r and P (h(x1) =
y1 ∧h(x2) = y2)≤ 5/(4r2) The time dependent ASU hash
family that we apply is thus formally defined as Ht(x) :
{0, ..u− 1} → {0, ..r − 1}, x 7→ ((atx+ bt)mod kr) div k)
where the index t is generated at each new time interval.
For this paper, r and k both set as 397 and u as 186.
D. Calculating Centrality
The hashed data is analyzed and the centrality of the
network is determined over the time period studied. To
do this, we take advantage of the fact that the same hash
function is used each time step for all users. This implies
that all users with the same hash value for that time inter-
val are highly likely to have been in the same place during
that time interval.
This means that if we view each hashed data entry as a
point in two-dimensional space with time as one dimension
and the hashed value as the next, people with coincident
points are likely to have met each other. Furthermore, if
we were to draw out the path of such an individual, interac-
tions with other individuals would appear as an intersect-
ing set of points in this two dimensional space. This means
that we can not only identify but also quantify interactions
that happen within this time period by the length of the
interaction and the number of people involved.
E. Our Information Flow Metric
We propose a new metric for measuring node central-
ity. As with the earlier examples, this new metric uti-
lizes a different definition of power as the basis of a node’s
centrality. Consider face-to-face interactions as exchanges
of information. Naturally, we expect the amount of in-
formation exchanged in each interaction to be somewhat
proportional to its length and proportional to the number
of people involved in the exchange. An individual with a
high information flow value is part of the information elite
and controls the flow of information within an organiza-
tion. We can similarly define node centrality in terms of
information flow, which is obtained by summing the infor-
mation exchanges over all time intervals:
Information flow: I =ΣTi=0Ma,i
where T is the total number of time intervals, I is the in-
formation flow during T , and Ma,i is the number of nodes
adjacent to node a at time i. A measure of network cen-
trality can be obtained from the distribution of this new
metric of network centrality by taking the ratio of infor-
mation flow of the top 10% nodes to the total information
flow of the network. This provides a way of calculating
network centrality using the hashed datasets.
IV. Betweenness versus Information Flow
The information flow measure was compared to the be-
tweenness centrality calculated from a graph of the total
interaction over the entire time period. This graph was a
undirected and unweighted graph obtained by applying a
suitable threshold function to the graph of the total num-
ber of interactions between individuals. The results re-
ported in this section are typical of what was found over a
wide range of graphs with various clustering coefficients.
All standard graph measures were computed using a pro-
gram called UCINET (Analytic Technology Inc.) [13] and
the centralization measure used was Freeman betweenness
on nodes. The twenty most central nodes in a graph based
on both measures were taken and compared for common
nodes. Using a data set generated from the parameters
a= 0.1 and = 3, it was found that 45% of the nodes were
common to both lists. In addition, another 30% of the
nodes found in the twenty most central nodes based on
betweenness were also found in the top forty based on in-
formation flow. However, 35% of the nodes identified as
central based on betweenness ranked significantly lower us-
ing the information flow measure (See Figure 4).
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Fig. 4. Correlation of top 20 nodes from graph α = 0.1 and γ = 3
(top) and Information exchange activity distribution for two partic-
ular nodes (bottom).
The existence of relatively many common points between
both measures indicates that the information flow is in-
deed able to identify certain central nodes with relative
success. Furthermore, the apparently low correlation of
several nodes using the betweenness measure and our in-
formation flow measure can be explained by examining the
information flow distribution of the nodes as shown in bot-
tom of Figure 4.
As can be seen, both individuals attended several rela-
tively large meetings, represented by high information flow
values, which could account for a high betweenness mea-
sure as these meetings would have contributed to a large
number of links in the overall representation of the net-
work. However, we notice that for node 91, which shows
a poor correlation with our information flow measure, the
distribution of information flow over time is highly uneven.
Moreover, it is apparent that the actual amount of informa-
tion flow through node 91 as represented by the area under
its graph is much lower than would be expected from its
high betweenness centrality and that in contrast node 144
plays a much more central role in the network than node
91. This example reveals a weakness of standard central-
Fig. 5. Network with clustering coefficient 0.6 (left) and 0.9 (right)
ity measures that were designed to be used with static
networks and not temporally evolving networks such as
a network of physical interactions with respect to time.
Thus, when we apply such measures to a network, we only
take into account the overall “look” of the network over the
entire time period, neglecting the fact that such a network
is in fact highly dynamic. For example, consider the fol-
lowing. Suppose there exists a certain manager who meets
with various project team groups for twenty minutes every
day but then spends the rest of the day in isolation. Now
suppose again that our threshold for establishing links be-
tween nodes is set at interactions lasting at least twenty
minutes. Using the standard measures of centrality ap-
plied to the overall graph of the day, we would conclude
that this manager was extremely central in his network. In
truth the amount of information exchange he participates
in is less than expected. Therefore, in cases where the na-
ture of the interactions is extremely dynamic such as for
case of physical interactions, it would be more appropriate
to use our information flow measure.
Moving from node centrality to network centrality, we
generated several graphs with varying clustering coeffi-
cients and plotted our information flow measure against
this clustering coefficient. The preferential attachment co-
efficient was not used to evaluate our measure. It must
be noted that there are several differences between our
network model of physical interactions and many other
common networks of this category. The most important
difference is that our network does not grow in size as no
Fig. 6. Graph of information flow against clustering coefficient
new vertices are added to the network over time. Thus, as
our network lacks growth, it does not exhibit true scale-
free behavior. This also implies that as we are forming
links to existing nodes instead of between new nodes and
existing nodes, increasing the preferential attachment co-
efficient will not significantly increase the centrality of a
network. However, increasing the clustering coefficient of
the network, when coupled with the preferential attach-
ment mechanism, causes the emergence of a small subset
(cluster) of nodes with high degree. This in turn increases
the centrality of the network and is reflected in higher net-
work information flow centrality measures. As can be seen
from Figure 6, our measure of centrality increases with the
clustering coefficient in an approximately linear fashion.
Thus, it is still possible to extract meaningful information
from the hashed data even while preserving privacy.
V. Conclusion
The use of pervasive computing in data gathering for
social network studies of physical interactions has many
advantages over conventional methods. It is not limited
by unreliable human memory as found with conventional
questionnaire style studies. It is passive and less dis-
ruptive than other device based studies and it has much
greater time resolution and accuracy. Despite these many
advantages, such uses of pervasive computing cannot be-
come widespread until important privacy concerns are ad-
dressed. Furthermore, many standard techniques of social
network analysis do not take advantage of the time com-
ponent incorporated into the use of such techniques. The
new approach outlined in this paper makes use of hash
functions to address important privacy concerns while still
allowing for the implementation of a new information flow
based measure of centrality more suited to dynamic net-
works such as physical interactions.
The development of such an approach paves the way for
future studies into how best to utilize the emerging phe-
nomena of pervasive computing to observe human behavior
while still preserving privacy. It may also aid organiza-
tions in assessing the state of their internal organization
and steps to be taken to improve productivity or innova-
tiveness.
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