We develop a new non-parametric test for testing normal distribution using Stein's characterization. We study asymptotic properties of the test statistic. We also develop jackknife empirical likelihood ratio test for testing normality. Using Monte Carlo simulation study, we evaluate the finite sample performance of the proposed JEL based test.
Introduction
Test for normal distribution has great significance as most of the classical tests are developed on the assumption that the available data are generated from normal distribution. For goodness of fit test associated with normal distribution using different approaches we refer interested readers to Thode The rest of the article is organized as follows. In Section 2, based on Stein's characterization we develop new non-parametric test for testing normality. We develop our test using the theory of U-statistics. We study asymptotic properties of the proposed test statistic. We also develop a jackknife empirical likelihood (JEL) ratio test for testing normality. A Monte Carlo simulation study is carried out to asses the finite sample performance of the JEL ratio test and the result is reported in Section 3. We compare the power of our test with that of Anderson-Darling and Jarque-Berra tests which shows the competitiveness of our test with these classical tests. We also give the illustration of our test procedure using two real data sets.
Concluding remarks along with some open problems are given in Section 4.
Test statistics
Let X be a continuous random variable with distribution function F (.).
Assume that the mean µ = E(X) is finite. Define
where I denotes the indicator function. We use the following characterization to develop a goodness of fit test for normal distribution. 2.1. U-statistics based test. Based on a random sample X 1 , ..., X n from F , we are interested in testing the null hypothesis
Due to affine invariance property of the normal distribution, we assume µ = 0 and σ 2 = 1. When µ and σ 2 are un-known, we can implement the test based on the transformation 
In As our test is based on U-statistics, we express ∆(F ) as an expectation of the function of random variables. Consider
We observed that the probability density function of the random variable min(X 1 , X 2 ) is 2F (x)dF (x), whereF (x) = 1 − F (x). Hence by Fubini's theorem, we have
Substituting the equations (3) and (4) in equation (2) we obtain
Let h(X 1 , X 2 ) be a symmetric kernel defined as
A U-statistic given by
is an unbiased estimator of ∆ 1 (F ). Hence the test statistic is
We use the above representation to study the asymptotic properties of the test statistic. Let X (i) , i = 1, . . . , n be the i-th order statistics based on a random sample X 1 . . . , X n from F . Then ∆ can be expressed as a simple
Test procedure is to reject the null hypothesis H 0 against the alternative hypothesis H 1 for large values of ∆. We find the critical region of the test using the asymptotic distribution of ∆.
Remark 1. Suppose X 1 , ..., X n are random sample from N (µ, σ 2 ). Test based on the asymptotic distribution of ∆ is invariant under the transfor-
Hence we construct the test using the
Under the transformation X i S X we obtain the test statistics as ∆/S 2 X . Since S 2 X is a consistent estimator of σ 2 it is easy to prove that the test is invariant. Next we show that the test is invariant
Therefor the proposed test is invariant under the transformation Y i .
Next we prove the asymptotic properties of the test statistics. As the test statistic is based on U-statistics next result is immediate (Lehmann, 1951) .
Theorem 2. ∆ is a consistent estimator of ∆(F ) under the alternatives
Theorem 3. As n → ∞, √ n( ∆−∆(F )) converges in distribution to Gaussian with mean zero and variance σ 2 , where σ 2 is given by
Proof: The asymptotic distributions of √ n( ∆−∆(F )) and √ n(
are same. Using the central limit theorem on U-statistics, we have the asymptotic normality of √ n( ∆ 1 − ∆ 1 (F )) and the asymptotic variance is
Now, consider
Also
Substituting the equations (9) and (10) in equation (8) we obtain the variance expression as specified in equation (7) . Hence, we have the proof of the theorem.
We know that ∆(F ) = 0 under the null hypothesis H 0 . Hence we have the following corollary. Gaussian with mean zero and variance σ 2 0 , where σ 2 0 is given by
Rejection region of the test based on ∆ can be constructed using Corollary 1. We reject the null hypothesis H 0 against the alternative hypothesis H 1
where Z α is the upper α-percentile point of the standard normal distribution and σ 2 0 is a consistent estimator of the null variance σ 2 0 . As F has no closed form for the normal distribution, it is difficult to evaluate the null variance specified in (11) . Hence it is not easy to implement the normal based test in practice. Motivated by this fact, we develop a jackknife empirical likelihood ratio test for testing normal distribution.
JEL based test. For developing jackknife empirical likelihood ratio
test, first we define the jackknife pseudo values using the test statistic given in equation (6) . The jackknife pseudo values denoted by ν i , i = 1, . . . , n are defined as
where ∆ i is the value of the test statistic obtained using the equation (6) by deleting the i-th observation in the sample X 1 , ..., X n . Let p = (p 1 , . . . , p n ) be a probability vector. It is well-known that n i=1 p i subject to n i=1 p i = 1 attain its maximum value n −n at p i = 1/n. Hence the jackknife empirical likelihood ratio for testing normal distribution based on the departure measure ∆(F ) defined in equation (1) is defined as
Hence the jackknife empirical log likelihood ratio is given by
We reject the null hypothesis H 0 against the alternative hypothesis H 1 for large values of log R(∆). To find the critical region of the JEL based test we find the limiting distribution of the jackknife empirical log likelihood ratio. Theorem 4. If E(h 2 (X 1 , X 2 )) < ∞ and σ 2 1 > 0, then as n → ∞, −2 log R(∆) converges in distribution to χ 2 with one degree of freedom.
Proof: In view of the Theorem 3, the assumptions E(h 2 (X 1 , X 2 )) < ∞ and Using Theorem 4 we can obtain the critical region of the JEL based test.
In jackknife empirical likelihood ratio test, we reject the null hypothesis H 0 against the alternatives hypothesis H 1 at a significance level α, if
where χ 2 1,α is the upper α-percentile point of the χ 2 distribution with one degree of freedom.
Empirical evidence and data analysis
To study the finite sample performance of the JEL based test, we conduct a Monte Carlo simulation using R package. The simulation is repeated ten thousand times. To show the competitiveness to existing test procedures we compare the power of our test with that of Anderson-Darling and Jarque-Berra tests. We illustrate our test procedure using two real data sets.
3.1. Monte Carlo Simulation. First we find the empirical type I error of the proposed test. For finding the empirical type I error, we generated samples from standard normal distribution and the results of the simulation study are given in Table 1 . From the Table 1 we observe that the empirical type I error is a very good estimator of the size of the test. small sample sizes when the value of θ is away from zero. From Table 4 we see that the power is very low when the degrees of freedom of the t distribution increases. This may be due to the fact that t distribution become closer to the normal distribution as degrees of freedom increases.
We also compare our test with two well-known tests of normal distribution. First we consider the Anderson-Darling test given by
withX is the sample mean and S 2 X is the sample variance. Here Φ is the cumulative distribution function of standard normal random variable. We compare the test statistics value with the critical point 2.492 and 3.857 when the significance levels are 0.05 and 0.01, respectively (Anderson and Darling, 1954 ).
Next, we consider the Jarque-Berra test given by
Under H 0 , the asymptotic distribution of T 2 is χ 2 with two degrees of freedom.
We compare the empirical power of our test with Anderson-Darling and Jarque-Berra tests for standard Gumbel, standard log normal and Gamma (1, 2) distributions. The results of the simulation study are reported in Tables 5-7 . From The calculated value of the test statistic −2 log R(∆) for the standardized data is 0.0766, which suggest that the underlying data follows normal distribution. This is evident from the histogram (Figure 1) of the data and the result is parallel with the results obtained by many others. 
