ABSTRACT Power quality (PQ) has received the attention of several research groups due to the impact of PQ disturbances (PQDs) and how they affect the operation of the electrical equipment connected to the grid, especially in industrial and healthcare facilities. The monitoring and analysis of PQD are generally performed with specialized measuring equipment, such as power analyzers, based on the standards. However, this equipment is not suited to perform continuous monitoring and classification of PQD, and it cannot be configured to perform further analysis of the monitored signal. Smart sensors, on the other hand, can provide the functionality that the standard equipment cannot, by integrating several signal processing modules that can be reconfigured using a reconfigurable technology, such as field programmable gate arrays (FPGAs). This paper presents the development of an FPGA-based smart sensor that integrates the processing cores of higher order statistics (HOS) to provide a signal analysis aimed to detect and quantify PQD on electrical installations and an artificial neural network to classify the PQD. Experimentation is performed on the electrical installation in hospital facilities. Results from the HOS processing of electrical signals show that these processing methodologies are suitable for the quantification and classification of PQD on electrical installations.
I. INTRODUCTION
Electric power is considered a primary resource due to the number of industrial activities that depend on it. In addition to providing energy for lighting and air conditioning, it drives electric motors with a wide variety of applications: lifts, milling machines, grinders, mixers, pumps, compressors, lathes as well as other machine tools. The primary function of a power supply system is to feed loads economically and with appropriate levels of continuity and quality. Continuity means an uninterrupted power supply service. The term power quality (PQ) refers to a variety of electromagnetic phenomena that characterize the voltage and the current, in a particular time and place, within the power supply system [1] . The classification and identification of power quality disturbances (PQD) are defined in standards such as the IEEE 1159 [2] , the IEC 61000-4-30 [3] and the EN 50160 [4] . The use of standards is necessary to homologate the definitions and classifications of PQD and to have a recommended practice for monitoring. There are two main approaches for PQ monitoring [5] : the development of indices to quantify the PQ, and the PQD detection and classification in harmonics, sags, swells, interruptions, transients, voltage fluctuations, notching, power frequency variations and so forth. Tools for the detection and classification of PQD are essential in industrial applications.
PQ has become an important requirement for industrial facilities, public buildings, and homes mainly due to economic reasons. Firstly, in all electricity supply companies, meeting the customer expectations and maintaining customer confidence are strong motivations to keep a high-quality VOLUME 5, 2017 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ electrical supply. With the recent movement towards deregulation and competition between service providers, the loss of disgruntled customers due to a competing provider with better PQ can have a significant financial impact. Besides, the presence of PQD on the power supply causes a low power factor, which is penalized for industries, along with the increased power demand. Another undesired effect of PQD is the high sensitivity of electronic devices to the disturbances [6] , which produces a degradation of the equipment performance. This is true, no matter if the equipment is a computer in an office, an ultrasonic imaging machine in a hospital, or a process controller in a manufacturing plant [7] . For instance, the manufacturing industry makes use of rotatory machines like lathes and milling centers. These machinesare mechanically driven by electric motors that are mostly induction motors (IM). It has been demonstrated that the PQ of the electric supply feeding the electric motors of manufacturing machines can affect the production process and the quality of the manufactured workpiece [8] . Effects on equipment and process operations can include missingoperation, damage, process disruption, efficiency and life expectancy decreasing, among other anomalies. The standard IEEE-1159 has a section about the specific effects on equipment, classified by the type of PQD that affects the PQ. Among the phenomena that cause PQD are non-linear loads, switching power supplies, transformers, high-power commutation, power inverters, and electric motors operating in a faulty condition. For all the reasons above, it is relevant the continuous monitoringof the PQ and the detection and classificationof the PQD that are present in the power line. Monitoring also may be used to diagnose the equipment condition and predict future performance of the attached loads. Instruments used for PQ monitoring can range from a simple voltmeter to a sophisticated PQ monitoring system which is not common to be permanently installed. The selection of the measurement device for monitoring depends on the signal processing algorithms to be performed and its location. Among the most common commercial monitoring tools are digital handled and bench multi-testers, power analyzers and spectrum analyzers. In [9] , authors make a comparative analysis of commercial PQ instruments for measuring voltage and power consumption. They apply distorted three-phase voltage signals to several kinds of PQ monitoring instruments, considering harmonics, sags, swells, and unbalanced voltages. Next, the features of these PQDs are measured, compared and evaluated taking into account the different instruments under analysis. They conclude that the instruments present different results for the same kind of PQD due to the absence of standardization of measurement protocols. Authors suggest that more research is necessary to develop new and smarter devices for PQ monitoring with better performance, precision, and accuracy. A review of PQ monitoring systems is presented in [10] . The authors state that some of the investigations were carried out to develop efficient PQ monitoring systems to find the best location for meters in the electrical grid, which will help to improve the PQ monitoring system. Each PQ monitoring system is analyzedregarding its advantages, disadvantages, monitoring schemes, and the PQD detected and classified. No actual PQ monitoring systems of this survey can detect and classify all the PQD present on the power line, and this results in real limitations. Industrial monitoring systems require highperformance instrumentation, low-cost primary sensors and online signal processing for a real-time monitoring [11] .
A very useful technological tool that integrates all these characteristics is the smart sensor [12] . From a technological point of view, a smart sensor is a system that includes, at least, a primary sensor, integrated signal conditioning and processing capabilities, and communication [13] . Besides, according to [14] - [16] , a smart sensor can also incorporate data logging, learning, decision making and an embedded power source. One of the most promising options for designing and implementing affordable smart sensors is the field programmable gate array (FPGA), due to their inherent parallelism, highperformance, reconfigurability and low cost [17] , [18] . On an FPGA, several methods of signal processing can be implemented at the same time, thanks to its parallelism. This is important towards implementing all the methodologies necessary to detect and classify online as many PQD as possible, where most of actual PQ monitoring systems are limited.
Several smart sensors for power measurement, PQ monitoring, and PQD detection and classification have been recently developed. An FPGA-based measurement instrument for PQ monitoring in compliance with the IEC standards is presented in [19] . The instrument applies a digital filter approach, only for harmonic and interharmonic estimation, but the authors conclude that the obtained results can be extended to the evaluation of other PQ parameters. A high-speed hardware-efficient digital system, based on the wavelet transform for real-time fault detection and classification in transmission lines is reported in [20] . The digital system is implemented in an FPGA, achieving high-speed and real-time processing. In [21] , it is proposed a Hilbert transform-based smart sensor for detection, classification, and quantification of single PQD, using only a voltage divider as a primary sensor. The Hilbert transform (HT) is used as a detection technique, and later, an artificial neural network (ANN) performs the classification of the PQD using the envelope provided by the HT. Finally, some PQ indices are calculated through the HT and Parseval's theorem to quantify the PQD. A system of smart sensors and actuators for power management in intelligent buildings is proposed in [22] . In [23] , they present an FPGA-based ANN harmonic estimation for continuous monitoring of the power line. This methodology allows the analysis during the transient or the steady state of a signal, giving a better time-frequency resolution than the classical techniques. The implemented ANN gives a time-evolution of harmonics and interharmonics for amplitudes and phases. A real-time hardware platform for PQD classification is presented in [24] . It is based on the S-transform and dynamics and can classify ten types of single or combined PQD. The development of FPGA-based smart sensors has been recently significant, including some smart sensors for PQ monitoring and PQD detection and classification. However, there are still possibilities to make contributions in this field. These are based on the integration of signal processing capabilities in the smart sensor that has not been previously considered like higher-order statistics (HOS), which have been proven to be useful for signal parameterization and characterization towards the detection and classification of PQD.
Most of the developed smart sensors for PQ monitoring and PQD detection are based on techniques that work on the frequency-domain. There are very few smart sensors that work in the time-domain for these purposes, and there is a lack of the development of smart sensors thatcan parameterize and characterize a signal using HOS for applications on the PQ monitoring. Recently, the HOS havewide applicability in many diverse fields; e.g., sonar, radar, plasma physics, biomedicine, seismic data processing, image reconstruction, time-delay estimation, adaptive filtering, array processing, blind equalization, harmonic retrieval, spectral analysis and telecommunications [25] . The HOS also have applications in monitoring and diagnosing PQD. De la Rosa use the spectral kurtosis in [26] to characterize PQD. In [27] , the authors present a virtual instrument that uses the variance, skewness, kurtosis and case-based reasoning to detect sags, swells, 50 Hz asymmetries, and non-50 Hz events. In [28] , the authors use the power spectral density ratio, variance, maximum gradient, percentage distortion, skewness, kurtosis, Pearson correlation and Shannon entropy to extract features of voltage signals and classify PQD using support vector machines (SVM). Their methodology can detect and classify sags, swells, transients, harmonics, outages and its hybrids. In [29] , it is reported an FPGA-based system for the spectral kurtosis calculation, with a prospective application to harmonic detection. All these developments with HOS do not cover all types of PQD and do not work online or in real time.
The main contribution of this work is the development of an HOS-based smart sensor for online PQ monitoring and detection and classification of PQD in noisy environments of electrical installations with severe interference and distortions, as it happens in thehealthcare facilities. Another significant contribution is the simplicity of the proposed methodology and the low computational complexity of the smart sensor. The smart sensor is implemented on an FPGA for a continuous and online operation at low cost. It is designed to specifically compute the mean, variance, skewness and kurtosis of voltage and current signals for PQ monitoring. Later, the features of the voltage signals are used in an ANN for the PQD classification stage. The smart sensor is applied to electric signals of a three-phase electrical system at a healthcare facilities. Previously, the smart sensor is calibrated with known and controlled signals in a laboratory. The results show that the HOS-based smart sensor provides useful information for PQ monitoring and detection and classification of PQD.
II. THEORETICAL BACKGROUND A. POWER QUALITY DISTURBANCES
PQD are distortions in voltage or current that present unexpected variations in magnitude concerning nominal values during a time interval. The classification and identification of each disturbance are usually carried out using standards and recommendations likethe IEEE 1159 and EN 50160. These standards classify the PQD depending on their spectral content, duration, and magnitude into seven categories: transients, short duration root-mean-square (RMS) variations, long duration RMS variations, imbalance, waveform distortion, voltage fluctuations and power frequency variations. The first category includes two transient types: impulsive and oscillatory. Sags, swells, and interruptions are included in the category of short-duration RMS variations. The category of long-duration variations is added to deal with ANSI C84.1 limits [30] and includes under-voltages, overvoltages, and current overloads. The fourth class includes voltage and current imbalances. The waveform distortions category includes harmonics, inter-harmonics, noise, notching and direct current (DC) phenomena in alternate current(AC) networks. The last two categories only include voltage fluctuations and power frequency variations, respectively. Table 1 shows the characteristics of the most common PQD. Fig. 1 depicts the waveforms of these PQDs. 
B. HIGHER-ORDER STATISTICS
Recently, HOS are widely used to deduce newly statistical features from the data of time-series measurements. These statistics are especially useful in problems where either nonGaussian, non-minimum phase, colored noise, or nonlinearities are important and must be considered.
In mathematics, the arithmetic mean is defined as the sum of a collection of numbers divided by the total ofnumbers in the collection. In this context, the mean or expected value of a time-series or a random variable is a measure of its central tendency, either of a probability distribution or the random variable that characterizes the time-series. Therefore, VOLUME 5, 2017 the expected value E[x] of the discrete time-series or random variable x(k) of N samples, is given by (1) .
The n th -order cumulant is defined in terms of its joint moments of orders up to n. For zero-mean real random variables, the second, third and fourth order joint cumulants are respectively given in [25] as (2) to (4), where E[x] is the expected value operator.
(2)
In the case of nonzero mean real random variables, x i is replaced by (2), (3) and (4) . Consider {x(k)}, as a zero-mean n th -order stationary and real stochastic process; the n th -order cumulants defined as the joint n th -order cumulant of the random variables
where τ i are time-shifts, and the i th -shifting is a multiple of the data acquisition sampling period T s .
The particular cases for the second-, third-and fourth-order cumulants for a zero-mean and stationary discrete time-series x(k), can be estimated respectively by [25] :
where again τ 1 , τ 2 , and τ 3 are the time-shifts. As in (2), (3) and (4), (7) and (8) for nonzero mean time-series. Each cumulant can be interpreted as a correlation among the original time-series and its associated time-shifted versions. By suppressing time shifting, τ = τ 1 = τ 2 = τ 3 = 0, in (6), (7) and (8), leads to
The ensemble of (9), (10) and (11) constitutes indirect measures of the variance, skewness, and kurtosis [27] ; these statistics are more known than cumulants. Of course, if the time-series x(k) is non-zero mean, the mean has been subtracted from it. For skewness and kurtosis, normalized quantities are defined as γ 3,x /(γ 2,x ) 3/2 and γ 4,x /(γ 2,x ) 2 , respectively. The variance, skewness and kurtosis are redefined in (12), (13) and (14) . Normalization makes estimators shift and scale invariant. If x(k) is symmetrically distributed, its skewness is zero (but not vice versa); if x(k) is Gaussian distributed, its kurtosis is zero (but not vice versa).
3/2 (13)
C. ARTIFICIAL NEURAL NETWORKS According to [31] , an ANN is a machine designed to model the way in which the brain performs a particular task or function of interest. In this case, the task of interest is the classification, performed by a process of learning. An ANN consists of simple processing units, called neurons, and directed connections between them, characterized by a weight. There are some types of ANN according to its architecture. A feed-forward neural network (FFNN) is a type of ANN characterized by having layers clearly separated, with single or multiple neurons in each layer [32] , as shown in Fig. 2(a) . In this architecture, the input information moves in one direction only, and the connections are only permitted to neurons of the following layer. The typical model of a neuron is described by (15) and the diagram of Fig. 2(b) .
The model of the neuron consists of the summation (·) of the multiplications between the inputs x i and the associated weights ω i , plus a bias b; then, this result is evaluated with a nonlinear function f(·) to provide the FFNN with the ability to model nonlinear relationships [33] . 
III. METHODOLOGY
This section shows the smart sensor and the proposed methodology implemented in the FPGA-based processor for achieving the PQ monitoring and the detection and classification of PQD.
A. SMART SENSOR
The block diagram of the smart sensor architecture is shown in Fig. 3 . The smart sensor is divided into three stages: primary sensors, a data acquisition system (DAS) and an FPGAbased processor. It is designed for three voltage signals and three current signals of a three-phase system.
In the primary sensor stage, there are six sensors divided into two types: three voltage sensors and three current sensors. The voltage sensors are voltage dividers, whereas the current sensors are AC FLUKE i400s current clamps with a measurement range from 0 to 400 A. The primary sensors are connected to a proprietary DAS consisting of a signal conditioning stage and an analog-to-digital converter (ADC). The signal conditioning stage consists of a fully-differential isolation amplifier, model AMC1200, to get electrical isolation between the power system and the smart sensor, and a low-pass anti-aliasing filter of second order with a cutoff frequency of 3043.7 Hz, allowing the correct analysis of harmonics and PQD with frequencies lower than it. Afterward, the conditioned signals are digitally acquired with 16-bit resolution using an ADS130E08 from Texas Instruments, which can acquire data simultaneously from eight channels at 8000 samples per second (SPS). The DAS also has an integrated data logger, which is developed for acquiring and collecting data from the measured physical variables. The DAS has the advantage of being non-intrusive, and it is easily attached to the desired power line to acquire instantaneous current and voltage signals preserving their original waveforms at the point of interest with a storage capacity of over seven days of continuous acquisition. It is used to provide the FPGA-based processor the voltage and current signals of one phase of a power system. The developed DAS is first calibrated using a reference equipment. Then, the methodology is validated in a controlled installation facility by acquiring data with the developed DAS and the reference equipment.
The FPGA-based processor is the final stage of the smart sensor, which is responsible for the PQ monitoring and detection and classification of PQD, performed by the HOS processing cores and an FFNN. This processor delivers the classified PQD and the HOS to the user through a liquid crystal display (LCD) or an optional personal computer (PC).
B. DAS CALIBRATION
The calibration process of the proprietary DAS is shownin the chart flow of the Fig. 4 . First, the DAS is placed in parallel with a reference instrument to acquire three-phase voltages and currents of a test bench consisting of three balanced, star-connected loads. The first load bank is purely resistive, the second load bank is purely capacitive, and the third load bank is mostly inductive by connecting an unloaded 2.2 kW three-phase induction motor.
The real power consumption estimation P S is calculated for each phase for a time lapse of one minute. In (16), τ is the moment when the measurement starts, k is a positive integer number, T 0 is the cycle time, and p is the instantaneous power, calculated as the v · i · cos(θ ) product, where v is the instantaneous voltage, i is the instantaneous current and θ is the phase.
The real power consumption estimated by the DAS is compared to the reference instrument and from the statistical analysis of the acquired data in both systems; the calibration error E rr of the DAS are estimated according to (17) ,
where d is the difference between the power value estimated by the reference and the value obtained with the DAS, and n is the number of samples of the acquired signal. For the calibration process, the DAS estimates the power consumption by applying the standard IEEE 1459 stated in (16). The processing cores obtain the HOS of each signal cycle at each work cycle, except for the mean that is obtained twice at each work cycle, one for each half signal cycle, which makes a total of five voltage signal features and PQ indices. These processing cores are fully implemented on a single FPGA. To keep the overall cost of the system low and to comply with the processing speed requirements, all the processing cores were fully developed by the authors under Very high speed integrated circuit Hardware Description Language (VHDL), and commercially available processing cores were not used.
The most basic HOS processing core is the mean core, whose architecture is depicted in the block diagram of Fig. 6 . It is based on a digital structure known as the accumulator. This structure consists of an adder and two registers. Both register inputs are connected to the adder output, whereas one register output is connected in feedback to the adder input. The function of this structure is to compute successive sums using only one adder. After the accumulator, a divider structure is used to divide the sum of all samples of the input signal x(k) between the number of samples N , obtaining the Y output, which is the mean according to (1) . The divider is a digital structure based on a successive approximations register (SAR). This divider computes the division using a successive approximations approach. The SAR successively approximates the quotient value, comparing the quotient and divisor product (B * Y), with the A dividend, until the product value is equal or very close to the dividend value. Fig. 7 shows the block diagram that depicts the architecture of the processing core for computing the variance according to (12) . This core is based on a digital structure known as the multiply-accumulator (MAC) and consists of a multiplier, an adder, and two registers. Its function is to compute the product of two numbers and adds that product to an accumulator, therefore computing the successive sum of products. This structure is used to compute, together with the divider, the first part of (12), E[x 2 (k)]. Also, an accumulator is used to help in the computing of the mean, while a multiplier obtains its second power, which is the second part of (12), µ 2 .
The third processing core computes the skewness, and its architecture is depicted in the block diagram of Fig. 8 , according to (13) . A new digital structure is used in this core, named serial multiplier. This structure computes a product with more than two multiplicands, using only one multiplier and a register. It is used to obtain the third power, (x(k) − µ) 3 , and the second power, (x(k) − µ) 2 . After, two accumulators compute the sum of all previous products or powers, and two dividers are used to obtain the means
. Another new structure in the skewness core is the square root structure, which makes use of the same successive approximations approach than 
The skewness core also uses a random access memory (RAM), because it needs to store the signal samples to subtract later the mean to each one.
The last processing core is for computing the kurtosis. The block diagram in Fig. 9 shows its architecture, according to (14) .There are no new digital structures, compared to previous cores. A serial multiplier obtains the powers (x(k) − µ) 4 and (x(k) − µ) 2 . Later, two accumulators and two dividers compute the expected values E[(x(k) − µ) 4 ] and E[(x(k) − µ) 2 ], and a multiplier obtains the square of the last one. At the end of the core, a divider computes the division
, and a constant value of three is subtracted from itto obtain the kurtosis.
After the detection and monitoring stage, the classification stage is carried out by an FFNN using the five voltage signal features previously computed.Hence, the FFNN has five inputs, twenty neurons in the hidden layer and ten outputs. After each work cycle, during which a signal cycle is analyzed, the FFNN indicates the type of PQD through its ten outputs. The ten outputs are one per each PQD (sag, swell, interruption, impulsive transient, oscillatory transient, voltage fluctuations, notching, harmonics, harmonics plus sag and harmonics plus swell)since each neuron is set at one if the PQD exists and to zero when there is no PQD. As it is known, the output of an FFNN is rarely exactly zero or one. Therefore, a threshold of 0.5 is used to force the outputs either to zero or to one, respectively.The digital structures of the FFNN and its architecturein the FPGA-based processorare shown in [34] .
IV. EXPERIMENTATION AND RESULTS
This section presents the DAS calibration setup, and its results.The validation and the experimental setup for evaluating the performance of the proposed smart sensor are also presented.
A. DAS CALIBRATION SETUP
During the calibration of the smart sensor, the reference instrument used is a three-phase power analyzer FLUKE 434 [35] with FLUKE i400s AC current clamps. Three different loads are used for calibration; the first is a three-phase bank of purely resistive loads of 71 ; the second load is a VOLUME 5, 2017 three-phase bank of purely capacitive loads of 75 µF, and the third one is an unloaded three-phase induction motor representing a mostly-inductive load of 560 mH. The loads are connected to a 230 V AC and 50 Hz supply. The test time for every load is set to 10 minutes, where the DAS and the reference instruments are working simultaneously. The acquired data are processed to obtain the mean and standard deviation of the DAS comparing to the reference instrument to estimate the error of the DAS in order to calibrate it. Fig. 10 shows the calibration setup.
The measurement error resulting from the calibration process in the three-phase load test bench is 1.9% for phase 1, 0.61% for phase 2, and 0.98% for phase 3. According to the estimated error, a mean ratio between the power consumption estimation of the reference and the DAS is obtained. This mean ratio of 0.9825 is the DAS gain adjustment factor. Applying this correction factor to the DAS, the measurement error is reduced to 0.04% for phase 1, 0.04% for phase 2, and 0.03% for phase 3.
B. TRAINING AND VALIDATION
Firstly, a database of 2200 synthetic signals is generated, 200 for each one of the ten PQD aforementioned, plus 200 pure signals. These signals, of one cycle of duration, are generated according to the mathematical models shown in Table 2 , with random parameters within the established limits [36] , [37] . The 200 signals for each PQD are separated into 100 for training and 100 for validating the proposed methodology.In the equations of Table 2 , A is the amplitude of the pure signals without PQD and f is the fundamental frequency. Regarding the FFNN structure and training, a log-sigmoid activation function is used. The training goal is set at 0, the training rule is the Levenberg-Marquardt algorithm, and a maximum of 1000 epochs and/or 50 validations failures are allowed. Allthe aforementioned are carried out offline using the MATLAB software; once the FFNN is built, trained, and validated, their weights and biases are usedin the digital structures in the FPGA-based processor. The overall methodology is implemented and validated using the MATLAB software. Table 3 shows the classification PQD results in noiseless conditions. The first column indicates the kind of PQD, while the respective row indicates the number of samples classified in each category. Table 4 shows the HOS obtained for each kind of PQD. This table shows the PQ monitoring through the mean values and standard deviations of each HOS. The first two columns show the mean of the positive half cycle of each synthetic signal, the next two, the mean of the negative half cycle, and the next columns show the variance, skewness and kurtosis, respectively.
C. EXPERIMENTAL SETUP
On the other hand, the methodology for PQ monitoring implemented on the smart sensor is tested under real operating conditions, specifically with voltage and currents signals acquired from a 230 V AC and 50 Hz three-phase power system of a healthcare facility. The developed smart sensor is shown in Fig. 11 , whose processor is implemented into VOLUME 5, 2017 Table 5 summarizes the resources usage of the FPGA and the maximum operation frequencies. The first rows show the resources employed by each processing core and the ANN. The last row shows the total resources used by all FPGA-based processors for processing six signals at the same time in parallel. It can be deduced that the FPGA-based processor can be implemented easily in the selected FPGA and many other commercially available FPGA devices.
In Fig. 12 , it can be seen the plots of mean, variance, skewness and kurtosis, for 60 minutes of the voltage signal of the first phase, and in Fig. 13 for 60 minutes of the current signal of the same phase. The plots of statistics of the voltage and the current signal statistics of the second phase are, respectively, in Fig. 14 and Fig. 15 . Whereas the plots of statistics of the voltage and current signals of the third phase are in Fig. 16 and Fig. 17 , respectively. In all figures, the blue plots refer to the mean values of each specific statistic, and the red plots are the respective statistics, obtained by a sliding window over time.
In the case of the first phase, the statistics of the voltage signal (Fig. 12) have mean values of −0.0011, 0.5000, −0.0002 and −1.4946, equal or very close to the expected values for sinusoidal signals at 0, 0.5, 0 and −1.5, respectively. The standard deviation of each statistic plot is, respectively, 0.0004, 0.0052, 0.0009 and 0.0006. This situation, including that the resulting plots are relatively flat, indicates the absence of significant PQD.Only in the graph of the variance,a marked variation in its magnitude below and above the mean value is observed, which could indicate a sag and as well, but this change is too small to be considered as a PQD. In the case of the current signal of the first phase (Fig. 13) , the mean values of the statistics are 0.0002, 0.4994, 0.0400 and −0.8977, respectively, with standard deviations of 0.0007, 0.3466, 0.0560 and 0.3466, respectively. In the kurtosis plot, the peaks indicate the beginning or the end of a PQD. The magnitude changes in the variance indicate the presence of sags, swells or interruptions, while peaks indicate the presence of transients. Small and fast changes in the mean are due to harmonics, notching or voltage fluctuations. In the skewness, the magnitude changes and peaks indicate asymmetry in the signal waveform.
In the second phase, similar results to the first phase can bee seen, especially for the voltage signal (Fig. 14) , where there are no significant PQD. The statistics of the voltage signal of the second phase have mean values of 0.0011, 0.5000, −0.0002 and −1.4986, respectively, since the current signal of the same phase (Fig. 15) shows statistics with mean values of −0.0100, 0.4999, 0.0007 and −1.1771, respectively. In the case of the voltage signal, the statistics again have values very close to the expected values for a sinusoidal signal. This also applies to the current signal, except for the kurtosis. For the voltage signal, the standard deviation of each statistic plot is, respectively, 0.0004, 0.0054, 0.0009 and 0.0008, whereas for the current signals these are 0.0004, 0.0645, 0.0018 and 0.0362, respectively. It can be seen that although the mean values of the statistics of the current signal are close to the expected values, except for the kurtosis, the standard deviations are not very small, principally in the variance, indicating a high presence of peaks and changes in magnitude levels, indicating the presence of PQD.
Again, the third phase results are similar to the results of the other phases. In the case of the voltage signal (Fig. 16) not the expected one for a sinusoidal signal. The standard deviation of each statistic is respectively 0.0004, 0.0381, 0.0022 and 0.0302. Again, the standard deviation of the variance is relatively big, because of the same reasons aforementioned.
D. ANALYSIS AND DISCUSSION
From Table 3 , it can be seen that the majority of PQD are detected and classified correctly, with a total effectiveness of 97.9% in noiseless conditions. Sags, swells, interruptions, impulsive transients, notching and voltage fluctuations are the only help to describe the signal waveforms, not their spectral content. Table 4 shows the mean values and standard deviations of each HOS feature obtained from all synthetic PQD. A reference to the ideal values for a sinusoidal signal can be obtained from them, and how they vary according to each PQD. In the case of the variance, it shows noticeable variations for the sags, swells, and interruptions, and to a lesser extent, but still clearly visible, for impulsive and oscillatory transients. The mean, computed for each half cycle, is also useful for the detection and quantification of the same PQD as the variance, except for the oscillatory transients. As previously stated, the skewness and the kurtosis can provide a measure of asymmetry. For this reason, these statistics are useful for the detection and quantification of all PQD that distort the waveforms. As it can be observed in the HOS plots of the real signals, these two statistics indicate the presence of a transient, with one peak at the beginning of the transient and another at the end of the transient. During a transient like a sag, for example, the symmetry of the signal is lost in a fragment of the cycle. During the first transition, the negative semi-cycle presents a higher amplitude value than the positive semi-cycle; then, the skewness rapidly evolves towards negative values, showing a negative peak. At the end of the sag, it happens the other way around, so that the skewness turns positive, showing a positive peak. In the kurtosis, the two peaks are always positive. This is because, although the evolution of the amplitude values is different at the beginning and the end of the transient, the kurtosis identifies the deformation itself.
From the results obtained at the healthcare facilities, it is clear that the proposed smart sensor has been successfully tested in real conditions for PQ monitoring in a three-phase system. The voltage signals from the case study do not have ahigh presence of PQD. On the other hand, the current signals show more PQD content. The variance, skewness, and kurtosis are the statistics that give better information about the PQD presence and its PQ.
Finally, Table 6 shows a comparison between the obtained classification results in this work and the reported results by other researchers. In noiseless conditions, this work shows better results than oldest works, and similar results compared to the latter works.
V. CONCLUSIONS
This paper proposes a new smart sensor for online PQ monitoring and detection, and classification of PQD on electrical installations in a nonintrusive way, using only voltage dividers and current clamps as primary sensors.It also shows the potential of an autonomous FPGA-based smart sensor and measurement system with the integrated capability of HOS processing. The system can be categorized as a highperformance waveform analyzer, a useful PQ monitoring system, and a precise PQD classifier, with the ability to classify eight different types of single PQD and two combinations of PQD.The HOS cores make use of very lowFPGA resources, showing that this technology is well suited for the design and development of high-performance signal processing methods for smart sensors. This is one of the main advantages of this smart sensor, its great simplicity and low computational cost in comparison with other PQ monitoring systems and PQD classifiers. Another significant advantage of this smart sensor,compared to other smart sensors and reported methodologies,is that it can work online over three-phase power systems in parallel form with each phase at the same time.
The results show that the HOS and the traditional second order statistic (variance) are very useful for PQ monitoring and PQD detection. An ANN was used to achieve the PQD classification with a total effectiveness of 97.9%, but in future works, other options could be used with greater benefits, as SVM for example. The proposed methodology can be utilized for further research development in PQ monitoring by adding control tasks for each PQD. The experiment carried out under real operating conditions (in a healthcare facility) shows the validity and industrial applicability of the proposed smart sensor.Finally, this smart sensor could also be highly adaptable to other applications, like fault diagnosis in electrical machines, especially in induction motors, examining interactions between lines, and examining correlated events between monitoring points. 
