Abstract. This work describes a new device that enables the photometric evaluation of an observer's visual field by measuring the luminance distribution. To provide an example of the applications, we have obtained the equivalent veiling luminance for different directions of the observer's line of vision. The results enable us to compare different luminous environments from direct measurements, without having to resort to theoretical methods.
Introduction
When a visual task includes the recognition of forms or characters, the efficiency is determined by the information in the person's visual field. On the one hand, the luminance contrast should not be small so that the observer can correctly discern the details of the task. On the other hand, if the contrast is too great, or there is high lighting within the visual field, then the efficiency may diminish due to increased disability glare, represented by the equivalent veiling luminance (L V ), the luminance which is superimposed upon the retinal image of the object, reducing its contrast.
In 1981 the International Commission of Illumination (CIE) proposed the disability-glare factor (DGF) [1] , to take into account the effect on the observer exerted by the static distribution of luminances surrounding a given task, evaluating the effect of the light dispersed throughout the optic medium. The veiling luminance is obtained from the luminance distribution in the visual field of the observer and the DGF factor can be determined from the veiling luminance if the details particular to a given task are taken into consideration.
In any case, it should be borne in mind that a visual task is not carried out with the observer looking in a static direction. In the present study, we use an instrument to measure the luminance distribution in order to determine how the equivalent veiling luminance varies when the observer's line of vision forms different angles with respect to the initial pre-fixed direction.
The first step is to obtain complete photometric information from the environment in which an observer will perform a visual task. For this, an instrument is required which will permit the measurement of the luminance distribution in the work area.
In general, two types of measurements can be made, of the distribution of the luminances either in the semi-space viewed by the observer or in the area over the work plane. In the first case, the vertical plane which passes through the eye of the observer is taken as a reference, the observer being oriented in such a way that the normal line of vision is in a pre-fixed horizontal direction. The data obtained can serve to evaluate the discomfort glare [2] and the equivalent veiling luminance in this environment.
In the second case, a horizontal plane is taken as a reference, in which the visual task is generally situated and the light coming from all directions is considered. The data obtained can serve to evaluate the real contrast of the task [3] and, if there are strongly reflective surfaces, the possible glare due to reflection. To this end, Green [4] set up a prototype in 1980 based on a micro-controller and motors with speeds which permitted a detector to be oriented in different directions in space with constant angular increments (5 • ). The methodology for this type of measurement resembles that for measurements of real radiance distribution in the sky [5, 6] , taken outdoors. For example, Kittler and Valko [6] use an automatic system which takes a total of 121 measurements, covering the sky hemisphere with an angle field of view of 5
• , 18
• elevation step angles and 15
• azimuthal step angles. Although some studies have dealt with the distribution of luminances in the vertical plane [7] , there are no studies available on instruments which allow the measurement of the luminance distribution in the observer's visual field. For this reason, we decided to develop an instrument versatile enough to take both types of measurements rapidly and automatically, designing for the least possible amount of overlaps and dead zones in each hemispherical division, to reproduce the real distribution as faithfully as possible.
The instrument allows the recording of the total luminance contained in each resolved solid angle over the hemisphere surrounding the point of measurement in a reference plane. Contributions to the luminance may be from direct light fixtures (primary sources) or reflected radiation (specular, diffuse or mixed) from ceilings and walls (secondary sources). This device for recording the distribution of luminance in all directions of a semi-space may be referred to as a stereoluminancemeter (STL).
The measuring instrument, the stereoluminancemeter (STL)

Analysis prior to the design of the STL
To record the luminance distribution faithfully, we began with the hypothesis that a solid angle resolution of 1 msr (millisteradian) is required with an associated 6238 measurements to cover the complete hemisphere. Coarser resolution, say 10 msr, with notably fewer measurements is sufficient to monitor the uniform luminescence distribution of the daytime sky, but inadequate for mapping the luminance distribution in the visual field within an indoor environment.
To simplify the description, we shall take the vertical plane as a reference. For the measurement, the optic system of the STL may be oriented in the proper direction by two different movements: one movement in height, which permits the variation in direction of the measurement from the centre of the visual field towards the periphery, and one movement in azimuth, consisting of rotating the system along the horizontal axis while maintaining the height position.
If we imagine a hemisphere centred on the point at which the instrument is situated, then the surface area of a portion of a sphere such as that represented in figure 1 is 2πR 2 (1 − cos α), where R is the radius of the sphere and α the semi-angle at the centre. For a portion of a sphere which subtends a solid angle, ω, of 1 msr we get α = 1.022 24
• . In the first approximation, we can take α = 1
• and take readings for 45 turns, or rings, with a variation in height of 2
• per ring from the centre of the visual field to the periphery.
Once this variation in height of 2 • has been selected, the number of measurements per ring will be determined by the quotient between the area of the spherical surface scanned in this ring and the area of the spherical portion which subtends 1 msr. The number of measurements obtained per ring must be a whole number, since, on finishing the readings of a ring, the instrument must remain in its original position before beginning the following turn. The second condition, imposed by the stepper motor used, is that the angle turned (the ratio of 360
• and the number of measurements) be a multiple of 0.2
• . The table of values for the number of readings per ring underwent revision when we analysed whether a square field stop would be better than a circular one with respect to dead zones (those receiving no measurements by the STL) and overlapped zones (those measured twice). For this we calculated the total areas of the dead and overlapped zones theoretically for a circular and for a square diaphragm, of such sizes that their respective projections over a spherical surface of 1000 mm in radius subtended a solid angle of 1 msr from the centre of this sphere. The results for the two diaphragm types are presented in table 1. In each case the number of readings per ring was optimized so that the percentages of areas of dead zones A D (%) and overlapped A O (%) were kept to a minimum. On the other hand, the results indicate that the square diaphragm is more effective for the instrument, giving minimum percentage totals in the areas of dead and overlapped zones: [A D (%) +A O (%)] < 5%. In reality, the ideal would be a variable hexagonal diaphragm to measure the centre of the visual field and a square one for the periphery. Owing to the technical difficulties that this would involve, we have decided to incorporate a square diaphragm in the optical system of the instrument. Figure 2 (a) shows the number of readings per ring with which we can minimize dead and overlapped zones between consecutive measurements The results obtained indicate that the total number of readings necessary to cover the hemisphere corresponding to the visual field of the observer is 5328, distributed spatially as shown in figure 2(b) . 
Description of the STL
The STL can best be described by considering the mechanical system, the optical system and the electronic control with data acquisition. Figure 3 illustrates the basic instrument.
The mechanical system of the STL.
The base of the instrument is a circular aluminium plate of 205 mm in diameter with levelling screws at 120
• . This base serves as a support for a mobile plate supported on conical roller bearings which allow rotation in azimuth by a stepper motor. A second stepper motor controls the altitude of the optical system. Mobile contacts feed this altitude motor and carry the detector signal to the data logging electronics, so allowing the azimuthal motion to be always in the same direction and providing better repetitiveness of the pointing directions. The contacts comprise a system of brushes in contact with ten metal rings each separated by insulators.
Stepper motors (Slo-Syn model MO61) have been used to permit a relatively simple control of azimuth and altitude movements with their drive boards operated by computer. The azimuthal motion was geared with a ratio of 1/9, so discretizing the movement to 0.2
• per step. For the movement in altitude, the stepper motor moves a singlestart screw which engages a 36-tooth gear, so producing a movement of 0.05
• per step.
The optical system of the luminance meter.
Essentially, the luminance meter is composed of an objective lens, a field stop and a detector. It was found expedient to use a commercial camera lens (Nikkor 200/4) with a focal length of 200 mm and focal ratio of f/4. This focal length was chosen on the basis of the area of the detector used and with 1 msr as the angle subtended by the surface to be measured. Because a circular detector with an area of 1 cm 2 is to be used; that is, with a radius of 5.64 mm, and a square field stop, the maximum side admissible is 8 mm. If the subtended angle is to be 2
• , that is, 0.035 rad, the focal length should be around 229 mm. For an objective lens with a 200 mm focal length (a commercial value), the field stop should have a 7 mm side to leave a reasonable margin around the image and not use the edges of the detector.
The detector used is a PIN-10 silicon photodiode (United Detector Technology, Inc), which gives high responsivity to the ultraviolet and blue zones of the spectrum. In front of the detector a filter is situated, which reproduces the curve V (λ) [8] . With this filter and detector ensemble, the spectral responsivity of the system is proportional to the spectral luminous efficiency, and therefore the intensity generated is proportional to the luminance of the surface. Given that the detector is used with an operational amplifier which acts as a current-to-voltage converter, it is essential to compensate for variation in dark current with time. For this, a shutter covers the detector at the beginning of each revolution while the reading is being made, which we call the zero reading.
The movement of the shutter is controlled by a Ledex rotating solenoid, with a 45
• turn, lodged near the detector. For the solenoid, the lowest voltage possible is advisable in order to avoid heating, which could affect the responsivity of the detector.
To know the initial orientation of the luminance meter, a viewfinder has been included to view the image of the surface being measured. The viewfinder is composed of a mirror tilted at 45
• , which is normally outside the path of the rays, and which can be introduced into the path in such a way that the image is formed over a second square diaphragm situated at 90
• . Behind this diaphragm is an ocular through which the image can be observed, simultaneously through the lens and the diaphragm itself.
2.2.3.
The electronic control system. The electronic control system consists of a programmable controller, a control module of stepper motors and a variable-gain amplifier with A/D converter. The programmable controller is essentially a small computer which functions as a programmable interface between the main computer and the control device, as shown in the block diagram of figure 4. In this case the main computer communicates with the controller via RS-232, whereas the control devices are a control module of two stepper motors, a variable-gain amplifier, an analogue-to-digital converter and a shutter activated by a rotating solenoid. The programmable controller is represented in the block diagram of figure 5. It is designed for the micro-controller 8052 AHB (Intel) so that the micro-controller can be put to use for serial communication and programming of EPROM memories using the Basic [9] language. The port is managed by the integrated circuit 8255 (Intel), which is a programmable peripheral interface.
In short, with the control program we can write data at the port, read data from it and use the oscillator to provide the proper pulses for the operation of the stepper motors. The control program is stored permanently in an EPROM of 16 kbytes and is activated in initiating the programmable controller. In this way, we can dispense with the connection to the main computer to control the STL. The data obtained from the measurements are stored temporarily in a RAM of 32 kbytes and sent afterwards to the main computer to be converted into luminance values, according to the calibrations made.
The control module, comprised of a 24 V feed and two STM101 modules, translates the digital signals from the programmable controller into currents appropriate to feed the motors. The amplifier transforms the current generated by the silicon detector into a proportional voltage. The analogue-to-digital converter (A/D) transforms this voltage into a number of 8 bits, which can be stored in the computer memory. The amplification system used has been especially designed for the STL and has a variable-gain amplifier which enables the system to select automatically the scale of the measurement on the basis of the quantity of light which the detector receives.
Once the optical system has been oriented in the direction of the measurement, the stepper motors stop and the photocurrent generated by the silicon detector is converted into its proportional voltage and amplified with an initial gain fixed in the control program. The signal is again amplified with a fixed gain and is finally carried to the entrance of the A/D converter. The number of 8 bits provided by the converter is read from the port of the controller and evaluated by the control program; if the number is too small, new readings are made, increasing the gain until the number read is high enough to reduce the relative error of the measurement as much as possible. Afterwards, the data read and the gain are saved in the memory, together with the gain made by the last and definitive reading. With this system of automatic variable gain, we can significantly increase the luminance range which the instrument is able to measure, given that there are eight different gain settings.
Once the measuring process has been finished, the results must be transferred from the memory of the controller to the computer (in our case an IBM PC) via RS-232 for convenient treatment. In the event that there is no computer at the site where the measurements are made, it is possible to disconnect the electronic control system of the network without losing the information in the RAM and transfer the results whenever possible.
The time used by the STL to complete the measurements of the luminance distribution is approximately 30 min; with the total number of 5328 readings, the speed is around three readings per second. The total amount of time needed to complete the measurement is determined by the time during which the motors are stopped for each luminance measurement, and by the optimal functioning speed of the stepper motors. According to previous experiments, to achieve good reproducibility in the luminance measurements and in the movements of the luminance meter, it is necessary to make each luminance measurement with the motors stopped (average time stopped about 0.25 s) and to change the position of the optical system at a low speed. The optimum speed of the stepper motors proved to be 200 steps per second; that is, 40
• per second for the movement in azimuth and 10
• per second for the movement in height.
Using a TOPCON BM-5 luminance meter as a reference, we verified that, for different surfaces of sites where measurements were made, in the time interval of 30 min, the variations in average luminance were around 5%, and in all cases below 10% (in the distributions measured with the instrument, only artificial, and not natural, light was used).
Experimental characterization of the STL
In this section, we shall describe the calibration of the STL and present results concerning the measurement of the relative spectral responsivity of the optical-photometric system. In addition, we shall study not only the principal causes of error in the measurement of the luminance, but also the behaviour of the instrument under real conditions.
STL calibration
The calibration of the instrument consists of converting the measurement datum, provided by the analogue-to-digital converter, which is an integer between 0 and 255, into a luminance value, taking into account the amplification scale used in the measurement and the datum corresponding to the zero reading. For a reference instrument, we used the TOPCON BM-5 luminance meter, in which a field size of 2
• was selected to adjust to the field size of the STL. The uncertainty associated with the STL measurement is determined by the resolution of the analogue-to-digital converter used. If we add the uncertainty of the datum corresponding to the measurement taken and the uncertainty of the zero reading, then the total uncertainty of the measurement is two units, x = 2. Given that the calibration equations obtained are of the type y = a + bx, the uncertainty of y, y, will be y = b x = 2b. That is, the uncertainty in the luminance measurement of the system is equal to twice the slope of the straight line associated with the amplification scale used in the measurement. Taking only one significant number, we obtain the uncertainty for each amplification scale (table 2) . G is the identifier of the scale, L(cd m −2 ) is the uncertainty in the luminance measurement of the system and R L (cd m −2 ) is the luminance range which can be measured with each scale.
In all cases, the difference between the value measured with the reference luminance meter and that measured with the system proved to be less than the uncertainty in the measurement of the system L in each scale. Therefore, we can state that the group formed by the optical and electronic systems of the STL has a linear behaviour in the luminance interval 0-8000 cd m −2 .
Measurement of the relative spectral responsivity of the optical-photometric system of the STL
Given that the STL has been designed to measure luminance, it is necessary that the relative spectral responsivity of the optical system as a whole (lens, correcting filter and detector) be proportional to the spectral luminous efficiency function for photopic vision. Firstly, we obtained experimentally the relative spectral responsivity of the optical system of the STL, and afterwards we evaluated numerically the degree to which the spectral luminous efficiency function for photopic vision is approximated. The relative spectral responsivity was measured in the wavelength interval 380-780 nm, with 10 nm increments, using two standard detectors (from the Laboratorio de Radiometría del Instituto deÓptica 'Daza de Valdés' del CSIC), both of silicon and called SIUV-2 and A-3, respectively. Figure 6 shows comparisons of the relative spectral responsivity normalized with respect to the optical system of the STL, S M (λ), and the spectral luminous efficiency function for photopic vision, V (λ). S M (λ) is represented by the full line and V (λ) by the broken line.
Numerical evaluation of the deviation from the function V (λ) of the relative spectral responsivity of the STL
According to the recommendations of the CIE [10] , the degree to which the relative spectral responsivity of the system matches the spectral luminous efficiency function of photopic vision is characterized by the parameter f 1 :
where S * REL (λ) is the relative spectral responsivity, S A (λ) is the spectral distribution of the illuminant A, S REL (λ) is the relative spectral responsivity of the system and V (λ) is the spectral luminous efficiency function for photopic vision.
If the integrals are evaluated as sums in the interval 380-780 nm and an increment of 10 nm is taken, then we get an error for our system in the matching of V (λ) of f 1 = 11.2%. To know the magnitude of the error in the matching of V (λ) when we consider the overall differences instead of point-to-point differences, we have evaluated the following expressions:
where f I (%) is the relative error in evaluating the total luminous flux from a source, f II (%) the relative error on evaluating the total luminous flux of a surface, P (λ) the spectral distribution of the illuminant considered, V (λ) the spectral luminous efficiency function of photopic vision, Table 3 . Relative errors in the matching of the V (λ); f I (%), the relative error in evaluating the total luminous flux from a source; f II (%), the relative error on evaluating the total luminous flux from a surface.
2 Figure 7 . The spectral reflectance of the surface used in evaluating the luminous flux with the optical-photometric system of the STL.
S(λ) the relative spectral responsivity of the system and ρ(λ) the spectral reflectance of a surface. Table 3 shows the results obtained for a white surface with a total reflectance of 73% and a spectral reflectance such as that in figure 7 . The f I and f II values have been calculated evaluating the integrals as sums in the interval 380-780 nm, with an increment of 10 nm. The calculation was performed for the illuminants A, C and D65, as well as for the illuminants F2, F7 and F11, which represent fluorescent lamps [11] . As shown in table 3, the relative error in evaluating the total luminous flux of a surface with the STL is less than 4%.
The error due to the fixed focusing distance
The photographic lens of the optical system of the STL permits manual focusing of objects at a distance of 2 m to infinity. Because the instrument functions automatically and the lens is not self-focusing, it is necessary to select a set focusing distance for the entire measuring process. We chose a focusing distance of 3 m, because this was an intermediate distance in the luminous environments to be measured. Since the distance to the zone to be measured will not generally be 3 m, we must know the difference between the luminance value which the instrument gives and the real luminance value in order to evaluate the error. In the case of the STL, the uncertainty in the luminance measurement due to the fixed focusing distance proves to be less than ±5% when the distance between the instrument and the zone being measured is between 1 and 4 m.
The behaviour of the system under real measuring conditions
In the previous sections we have evaluated the most important causes of error affecting the measuring system functioning as a static luminance meter. In this section we shall study the behaviour of the system under real measuring conditions; that is, taking readings with the luminance meter in movement.
There are two fundamental problems which arise when the STL takes moving measurements: the first arises from the variation in the electrical signal of the detector due to the increase in temperature of the mobile metal contacts; the second comes from the capacity of the mechanical system to repeat the measuring positions in which the optical system will be situated.
To avoid the first problem, we have included in the STL a shutter activated by a rotating solenoid, which can govern the system according to the control program and allows automatic readings of the zero signal. In the process of measuring, a zero-signal reading is made at the beginning of each of the 45 turns and the corresponding datum is taken into account in the conversion of the luminance values.
With respect to the second problem, in order to evaluate the reproducibility of the movement of the luminance meter, we made ten measurements of the luminance distribution in a luminous installation in which the fluorescent lamps had a stable voltage source. The standard deviations obtained proved to be less than the experimental error in the measurement of the luminance values, for each of the 5328 zones.
An application of the STL: evaluation of the veiling luminance in the visual field of the observer
As shown by the multiple applications of the instrument, we have evaluated the veiling luminance in the visual field of a hypothetical observer. For this, we measured the luminance distribution with the STL in three luminous environments: a conference hall and two offices, office 1 and office 2. Table 4 shows the photometric characteristics and approximate dimensions (length × width × height) of the three places where the measurements were made. In the case of the conference hall, the lighting was built into the ceiling and consisted of OSRAM L 36W/31 Warm White lighting, whereas the lights in the offices were tube fluorescent lamps (OSRAM L 36W/20 Cold White). In all cases the total luminous flux which appears in table 4 refers to the catalogue data. In the measurements in the conference hall, the STL was placed in the centre of the hall, in such a way that the initial direction of measurement coincided with the pre-fixed horizontal line of vision of a hypothetical observer. Figures 8(a)-(c) show the graphic distribution of zones per luminance interval in the visual field of the observer for the three environments evaluated. To simplify the representation, we chose four luminance intervals: 0-10 cd m −2 (low luminance), 10-100 cd m −2 (medium luminance), 100-1000 cd m −2 (high luminance) and greater than 1000 cd m −2 (very high luminance), corresponding to the measurements of the surface of the fluorescent lamps. Figure 8 (a) (the conference hall) shows a rectangular zone of high luminance in the central part of the visual field (up to 30
• ) which corresponds to a polished surface in this room. All these zones of very high luminance are situated between 30
• and 60
• , whereas zones of low and medium luminance predominate between 60
• and 90
• . In the two offices (figures 8(b) and (c)) the luminaires are arranged longitudinally with respect to the horizontal direction of the reference line of vision and zone of greater luminance is appreciable in the first terminal, which corresponds to the work desk. In office 1 and office 2, most of the zones of high and very high luminance are situated between 60
• , whereas in the central part of the visual field the zones of low and medium luminance predominate.
To obtain quantitative comparisons, we have calculated the equivalent veiling luminance, taking into account the luminance distribution measured in the three luminous environments. For this we used the formula proposed by Holladay:
where L V (cd m −2 ) is the total equivalent veiling luminance, L Vi (cd m −2 ) the contribution of one of the zones to the equivalent veiling luminance, E Gi (lux) the contribution of this zone to the illuminance evaluated at the observation point on the plane perpendicular to the line of vision, σ i the angle formed by the line of vision with the line that joins the zone measured with the observation point and K a factor equal to ten if σ i is expressed in degrees. In addition, we must bear in mind that Holladay's formula is restricted to σ i values between 1.5
• . On the other hand, as the direction of an observer's line of vision when carrying out a visual task is not fixed, but can vary within a certain angular interval, the value of L V was obtained for the different directions of the line of vision which form an angle less than or equal to 30
• with respect to the direction of the horizontal reference line of vision.
The results of the calculation are shown in figures 9(a)-(c) which are tridimensional representations of the veiling luminance of figures 10(a)-(c), with the curve diagrams of the corresponding veiling isoluminance. As can be seen in figures 9 and 10, the veiling luminance rises in the direction in which the zones of high luminance are concentrated, and the slope which represents the variation of the veiling luminance per unit of angular interval becomes greater in the zones in which the contrast of luminances in the visual field increases. In the zone of the visual field studied, the L V values do not exceed the value of 5 cd m −2 in office 1 and 2 cd m −2 in office 2, whereas the highest values correspond to the conference hall, at 12 cd m −2 , with strong L V variations for small variations in the orientation of the line of vision when directed towards the zones of high luminance. With regard to the above, we can conclude that one of the principal advantages of the method used is the possibility of using the veiling luminance obtained from the STL measurements to compare diverse luminous environments, without having to resort to theoretical methods to obtain the luminance distributions of interiors [12] [13] [14] , as is traditionally done.
Other applications of the instrument are the following.
(i) To obtain the discomfort-glare indices in different luminous environments from the distribution of luminances in an observer's visual field [15] .
(ii) To complement a visibility meter [16] , since the STL allows the evaluation of the real environment in which a visual task is carried out, whereas a visibility meter permits only the determination of the visibility of a task under restricted conditions.
(iii) Finally, to obtain, from the measurements of luminance distributions on a hemisphere over the work plane, it is possible to obtain the contrast rendition factor [3] for a visual task. In addition, we can obtain the discomfortglare indices for different directions and thereby determine the optimum orientation of an observer to receive the least glare [15] .
Summary
The instrument that we have designed and experimentally characterized enables the photometric evaluation of an observer's visual field by measuring the luminance distribution on a corresponding hemisphere. The luminance distributions are measured automatically, for which we have developed the electronic control system and a program for the micro-controller. The movement of the optical system is driven by two stepper motors. The image which the optical system gives of the zone being measured is formed over the field stop, behind which a silicon photodiode is situated, provided with a correcting filter so that its spectral responsivity is equal to the luminous efficiency of the standard CIE observer. At the exit of the detector, a variable-gain amplifier, controlled by a microprocessor, provides a datum, which, with the factor of the corresponding calibration, indicates the luminance of the zone towards which the instrument is aimed.
The solid angle subtended by the luminance meter is maintained constant (1.218 msr) and the number of readings corresponding to each ring was optimized in such a way that the surface area of the dead and overlapped zones is held to a minimum. The total number of measurements made to cover the visual field of an observer is 5328.
As a sample of the applications of the instrument, the luminance distribution of an observer's visual field was measured in three environments: a conference hall and two offices. From the measurements of the luminance distributions, we obtained the equivalent veiling luminance for different directions of the observer's line of vision, within an angular interval of 30
• , based on a horizontal reference line of vision. The results enabled us to compare the three luminous environments from direct measurements, without having to resort to theoretical methods of obtaining luminance distributions in interiors.
