Introduction.
The problem of automatic choice of smoothing parameters has been widely studied. The work has been most predominantly in the setting of kernel density estimation with a single fixed bandwidth, so we initially focus on that setting. The bandwidth selection methods studied in the literature can be divided into two broad classes.
Classical methods. Cross validation, Mallows' Cp, Akaike's information criterion and the like. These are more or less natural extensions of methods used in parametric modeling.
Plug-in methods. The bias of an estimate f is written as a function of the unknown f, and usually approximated through Taylor series expansions. A pilot estimate of f is then "plugged in" to derive an estimate of the bias and hence an estimate of mean integrated squared error. The "optimal" h minimizes this estimated measure of fit.
More complete descriptions of these approaches are given in Section 3 for density estimation and Section 6 for local regression.
In the context of kernel density estimation, the plug-in approach appears to predate "classical" approaches, dating to Woodroofe (1970) . However, more specific algorithms and the strong promotion of the approach began in the mid1980s, and continues with increasing vigor. Proponents of the plug-in approach have been strongly critical of classical approaches. For example, Park and Marron (1990) 
state:
In many simulation studies and real data examples, however, the performance of (least squares cross-validation) has been often disappointing ...
and continue:
Because of the limitations of least squares cross-validation, there has been serious investigation made into other methods of bandwidth selection. The most appealing of these are plug-in rules and biased cross-validation.
Similarly strong comments are made by other authors; for example, Ruppert, Sheather and Wand (1995) and Marron [(1996) , Section 3]. The evidence presented to back up these claims is threefold: real data examples [Sheather (1992) In this paper we take a detailed look at this evidence. We find the evidence for superior performance of plug-in approaches is far less compelling than previously claimed. In turn, we consider real data examples, simulation studies and asymptotics. Among the findings are that plug-in approaches are tuned by arbitrary specification of pilot estimators and are prone to oversmoothing when presented with difficult smoothing problems.
The purpose of this paper is not simply comparison, but understanding bandwidth selectors. Thus we concentrate on a fairly small number of examples and investigate how the bandwidth selectors perform in relation to the datasets and difficulty of the problems at hand. A complete understanding of this paper requires careful interpretation of the following question: What makes bandwidth selection difficult?
Consider for example Figure 1 . This shows a simulated dataset, fitted with a locally quadratic smooth and two different bandwidths; the small bandwidth on the left is selected by a classical approach; the larger bandwidth on the right by a plug-in approach. The model and bandwidth selectors will be described in Section 6.
Visually, the plug-in fit in Figure 1 is preferable; it captures the main trend in the data and has far less spurious noise. However, there is also another possible feature; near x = 0.6, there are several successive large observations that do not fit the underlying pattern.
Usually, we hope that nature isn't too nasty, and faced with a real dataset of this type, most statisticians would conclude that the blip at x = 0.6 is due to random chance, and the left panel of Figure 1 is seriously undersmoothed. However, a bandwidth selector has to make its decision purely from the data: are these observations sufficient to represent a real feature? Clearly, this is a difficult decision, and any bandwidth selector is occasionally going to make This paper is organized as follows: Some density estimates and bandwidth selectors are introduced in Sections 2 and 3, respectively. Some examples, both real and simulated, are presented in Section 4. The relevance of asymptotic theory is discussed in Section 5. Local regression examples are presented in Section 6. The main conclusions of the paper are summarized in Section 7. The simulations and fits in this paper were obtained using the author's LOCFIT software package; further details can be found at http ://cm. bell-labs. com/stat/project/locfit.
Some density estimates.
Let X1,..., X, be an independent sample from an unknown density f(x). The kernel estimate [Rosenblatt (1956) Thus the kernel estimate is a locally constant approximation, matching a weighted zeroth order sample moment with the corresponding moment of the local estimate. Better estimates can be obtained by replacing the locally constant approximation with local parametric approximations; see Hjort and Jones (1996) . As a specific example, let A(v) = (1 v 1 v2)T, and consider solutions a = a(x) of the equations
where f(u, a) is a locally three-parameter approximation. The density estimate is f (x) = f (x, a(x)). Using the locally quadratic approximation gives rise to the fourth-order kernel estimate [Lejeune and Sarda (1992) ]. Another approximation is the locally log-quadratic f(u, a)= exp((a, A(ux))), which leads to the local likelihood method of Loader (1996a) . This method has some significant advantages over the higher order kernel methods; it necessarily produces nonnegative estimates and is better for estimating the tails of the density. In the regression setting, the use of residual plots to look for bias is well established; see, for example, the extensive discussion in Cleveland (1993). In density estimation, the use of residuals is less well established, in part because of the difficulty of defining residuals. One approach is to convert density estimation into a local likelihood regression [Tibshirani and Hastie (1987) If a bandwidth selector is to be useful, it must perform reliably in difficult cases. In the claw density, this means 54 < n < 193, when the claws should be detectable with some reliability, but will be far from obvious. In Figure 7 , it is quite clear that only LSCV delivers.
Our final example consists of an equal mixture of ten normal distributions,
The sample size is n = 100. One such sample, along with the density estimates produced by four selectors, is shown in Figure 8 . While the ten-modal structure is quite obvious in the data, only one selector, LSCV, gets close to the MISEminimizing bandwidth h = 0.809. The plug-in approaches produce estimates that obviously don't fit the data. Figure 9 summarizes the selected bandwidths for 1000 simulations. The plug in selectors never find the structure; BCV finds the structure (with a local minimum) in just 3 of the 1000 simulations. 
Do plug-in selectors have better asymptotic performance?
Some of the strongest arguments in favor of plug-in bandwidth selectors have been based on asymptotic studies. In particular, the rates of convergence (in a sense defined later) of cross validation and similar selectors is Op(n-/l10), while plug-in selectors achieve much faster rates. The SJPI method achieves a rate Op(n-5/14), and other plug-in algorithms achieve the rate Op(n-1/2) [Hall, Sheather, Jones and Marron (1991)]. At a glance, these results appear to provide compelling evidence that plug-in selectors must be better, at least asymptotically.
For asymptotic comparisons such as this to have any meaning, one has to follow a simple two stage procedure.
Formulate a set of assumptions. 2. Let each method do as well as possible under the assumptions made.
However, for the bandwidth selection results, this procedure has not been followed. In this section we discuss the crucial difference between the assumptions under which the rates are derived and their relation to local quadratic fitting. We argue that when the above procedure is followed, the existing asymptotics in fact favor the cross-validation selectors.
First, how should we assess the asymptotic performance of bandwidth selectors? We can consider either of two questions. Most comparisons of bandwidth selectors are based on the first type of measure, since it more directly measures the performance of the selector and is much more sensitive to differences between selectors. However, we must remember that usually measures of the second type address the real question of interest. In particular, if fh(X) is an asymptotically inefficient estimate, it doesn't matter how good the bandwidth selector is.
What assumptions are made in the analysis of bandwidth selectors? Most crucially, one needs assumptions about the smoothness of the underlying density. For asymptotic analysis of bandwidth selectors, this amounts to assuming a sufficient number of derivatives. For the asymptotic results for LSCV, two derivatives are required. For the asymptotic results for plug-in selectors, at least four derivatives are required. Now, recall the optimal rates of convergence for density estimation, discussed for example in Stone (1980) . Under the two derivative assumption, the best possible rate (in a minimax sense) is fh(X) -f(x) = Op(n-2/5), obtained by a kernel estimate with bandwidth h = O(n-1/5). But under the four derivative assumption, the best possible estimates achieve a convergence rate of Op(n-4/9). Thus the kernel estimate is asymptotically inefficient, even when the best bandwidth is known.
Why make a big deal of the difference between Op(n-4/9) and Op(n-2/5)? The answer comes in two parts: first, considering estimates that attain the Op(n-4/9) rate, and second studying how these methods relate to plug-in bandwidth selectors. Achieving the Op(n-4/9) rate is straightforward; locally quadratic approximations, and other asymptotically equivalent methods, such as fourth-order kernels, achieve this rate. See, for example, Stone (1980) have a plug-in selector producing results quite comparable to the classical selectors in Figure 3 . But clearly the plug-in step doesn't achieve anything useful: first, it just reproduces the features (the sharp left peak) in the pilot estimate, and second, it adds noise in the right peak. The relative merits of kernel or locally constant fitting versus locally quadratic and cubic smoothing has been central to the smoothing literature for over a hundred years. In early work, predominantly in actuarial applications, locally quadratic and cubic methods were nearly universal, since they are better at modeling peaks in data. See Cleveland and Loader (1996) for more discussion, references and examples. Despite this enormous experience, there have been attempts in recent years to argue against locally quadratic smoothing; for example, Marron and Wand (1992) claim that enormous sample sizes are required for higher order methods to have practical value.
However, the question of usefulness of locally quadratic methods at practical sample sizes is surprisingly irrelevant to the present discussion of bandwidth selectors. The important point is that both locally quadratic smoothing and the second derivative estimates used in a plug-in bandwidth selector rely on the success of a locally quadratic approximation. Thus we can expect similar sample sizes to be required for both approaches. This point is illustrated by the simulations reported in Figure 6 . The middle sample size, n = 193, is the break-even point for the second-order kernel and fourth-order kernel (locally quadratic) estimates; see Table 2 of Marron and Wand (1992). For n < 193, there is insufficient data for a locally quadratic approximation to be successful, and locally constant or locally linear fitting beat locally quadratic fitting. In these cases, Figure 6 shows the classical selectors outperforming the plug-in.
From Figure 6 , n must be much larger than 193 for the second-derivative estimation to be successful and the plug-in selectors to work. Even n = 400 is insufficient. If n were increased sufficiently (such simulations become computationally prohibitive), the asymptotics would eventually take over, and the plug-in selectors would be less variable than LSCV, when both are restricted to locally constant fitting. But this clearly is not relevant: at larger sample sizes, the plug-in selectors are beaten by their own pilot locally quadratic estimates. By allowing plug-in, but not LSCV, to use locally quadratic estimates, we penalize LSCV for the inefficiency of the plug-in estimate.
Local regression.
So far we have studied the density estimation problem. Bandwidth choice also arises in other smoothing problems such as local regression [Henderson (1916) For RSW, we again use the blocked locally quartic fit as the pilot estimate, but plug into (7).
We take Au(x) = 1 -48x + 218x2 -315x3 + 145x4 + c exp(-1000(x -0.62)2). The conclusion here is simple. Variability of C(h) and GCV is not the problem, but a symptom of how difficult purely data-based bandwidth selection is. It is easy to "fix" the variability of C(h) to give better results on the dataset in Figure 1 , for example, by taking the left-most local minimum rather than the global minimum. However, this type of fix fails to address the difficulty of bandwidth selection and will lead to failure in difficult problems, similar to GKK in Figure 15. 
Conclusions.
We have studied a wide range of bandwidth selectors, on both real and simulated data. When the results are analyzed carefully, the much touted plug-in approaches have fared rather poorly, being tuned largely by arbitrary specification of pilot bandwidths and being heavily biased when this specification is wrong. We do not claim that classical approaches such as AIC and cross validation will always produce the best estimates, but rather that, used properly, the results will often be far more informative than other recent work in bandwidth selection suggests.
Much of the criticism directed at cross validation and classical approaches to bandwidth selection would be better directed at kernel estimation and fixed bandwidth methods. We see this in the Old Faithful dataset: the small bandwidths are being selected by LSCV because that is the only way the sharp left peak can be modeled. Another criticism of classical approaches, particularly LCV, is that they can oversmooth when used with heavy tailed distributions. If an outlier is left out of the dataset, then smoothing the remaining observations may produce no estimate at that point, forcing a larger bandwidth to be selected. A reference for this point is Schuster and Gregory (1981), who point out that LCV produces inconsistent fixed bandwidth kernel estimates when the underlying distribution has heavy tails. Schuster and Gregory then correctly conclude a fixed bandwidth estimate is inadequate for heavy tails and use this to motivate variable bandwidth kernels. Subsequent authors [e.g., Scott (1992), page 163] incorrectly conclude there is a problem with LCV.
With the Old Faithful dataset, simulations based on a smoothed bootstrap approach, residual diagnostics and higher order fits have all suggested the classical approaches are correct in choosing small bandwidths, and the plugin approaches incorrectly oversmooth, with regard to the integrated squared error loss function. This point has been missed by previous authors applying kernel methods, who rely exclusively on bandwidth selectors and looking at the fitted curves to determine an acceptable fit and do not perform any diagnostics to detect lack of fit. While the statistician may still prefer the oversmoothed estimate, it is hardly fair to praise plug-in methods (and criticize LSCV), since these methods target MISE and not smoothness of the estimate. If smoother estimates are preferred, then the MISE criterion should be acknowledged as inadequate and bandwidth selectors directed towards a more appropriate criterion.
The comparisons between classical and plug-in approaches presented in the literature have several weaknesses. First, plug-in approaches, through the specification of tuning parameters for pilot estimates, effectively make substantial prior assumptions about the required bandwidth and will fail if this information is wrong. Second, the plug-in approaches obtain much of their information from the data through the use of higher order pilot estimates; if classical approaches are also allowed to consider higher order methods, better estimates result. Third, plug-in methods are not rescued by asymptotic analysis showing better rates of convergence; assumptions about the underlying function make the resulting estimate asymptotically inefficient, regardless of how good the bandwidth selector is.
We have emphasized the importance of not relying blindly on any bandwidth selector to produce the right bandwidth automatically. If one just ap-plies a bandwidth selector plots the fit, one gets a very one-sided view of the bias-variance trade-off, seeing variance, but not bias. It is extremely important to use appropriate residual diagnostics to look for lack of fit. Likewise, plotting the cross validation or AIC criteria provides valuable diagnostic information as to how difficult the bandwidth selection is; a flat plot suggests that different features of the data may be competing for attention at different bandwidths. Plug-in approaches, which arbitrarily impose an Ah4 + B/(nh) profile on the integrated squared error in such cases, discard this information.
The importance of using carefully designed graphical displays in conjunction with bandwidth selectors cannot be overemphasized. Even relatively mundane points, such as showing the data along with the fit, are of considerable importance. For example, the oversmoothing of the left peak by SJPI and BCV can be seen in Figure 4 , but is quite invisible in Figure 6 .17 of Scott (1992) We conclude by mentioning some important issues that have not been discussed in this paper, since they have little bearing on the points discussed.
Is ISE the right loss function? Our almost exclusive use of ISE and MISE
should not be considered an endorsement, but rather a reflection of the literature. Most bandwidth selectors target these measures, so it is these measures by which bandwidth selectors are judged. 2. Bandwidth schemes: fixed versus nearest neighbor versus locally adaptive choices? Most bandwidth selection literature centers on the single fixed bandwidth, and so this paper is restricted to that setting. Often a fixed bandwidth is inadequate, and both classical and plug-in selectors have locally adaptive variants, where the bandwidth is chosen separately for each fitting point x. Most of the issues in this paper also arise in the locally adaptive setting; however, this adds little to the comparison of classical versus plug-in approaches.
