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第 4 章では，第 3 章で見いだされた音程スケールの概念のもつ可能性をより深く調べるた
め，楽曲分析と数学的な考察を行った．そこでは，音程スケールの概念の適用例と解釈でき



























































































8 第 2章 旋律の形式文法の生成
成モデルとして応用されている．特に近年ではコンピュータ・グラフィックスの需要の高まり
から，自然景観や建物の外観等を高速に生成するプロシージャル技術として盛んに研究されて


































































２０世紀の大作曲家の一人である Olivier Messiaen は，その著作 [1] の中で自らの作曲技
法を，自身の作品の例を多数挙げながら体系的に明らかにしている．その中の旋律論に当たる
第 8章は本研究にとって関係が深い．この章で Messiaen は，他の作曲家のイディオムや，民
謡，グレゴリオ聖歌等を想起しつつ，これらの中に現れる特徴的な短い音型（図 2.2 ）を，自
分なりに引用して旋律の構成に用いる方法を解説している．それらの音型は Messiaen 自身の
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Initial symbols (axiom): -X
Rule1: X → -YF+XFX+FY-









& Œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ œ Œ Ó
C: 音楽的な解釈 (iteration depth 3)
図 2.1. L-System文法によるヒルベルト曲線とその音楽的解釈 [4]
作品に例えば図 2.3のように用いられている．
& w# w




& œ# œ œ# œ# œ
(c) from Mussorgsky
& œ œ ˙#
(d) from Bartok
& œb œb œb
(e) from Debussy
図 2.2. Messiaen の引用する短音型の例
これらの譜例では，一つの短い音型が，一つの旋律の中に頻繁に用いられ，その旋律を特徴
づけている．さらに，Messiaen はそのような短音型を複数合成してより大きな音型を構成す
る方法も示しており，実際の作品中での合成音型の使用例を示している (図 2.4) ．このような
旋律の構成方法は，書き換え規則の用いられ方に通じるところがある．例えば，図 2.4の合成
音型は，図 2.5（ 上）に示す三つの書き換え規則 R1 ～ R3 を用いて図 2.5（下）のような手
順で段階的に生成した結果とみなすことができる．ここで，R1 は図 2.2の (a)，R2 は図 2.2
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& œ# œ œ œ#







? ###### ˙ œ œn œn œ#











図 2.3. Messiaen の作品中での短音型の使用例．上："Arc-en-ciel d'innocence", 下："Les
Mages"













`~~`~~`~~& ###### 89 .˙ jœ œ œ# œ œ œn .˙ jœ œ œ# œ œ œn


















合の書き換え規則の predecessor と successor の中身をポリフォニックなデータ構造に愚直に
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Jœ Jœ
œb
œ œ œ œb
Jœ Jœ œ#
& Jœ & Jœ
œ & œ œ œ œb

















括弧内の音は同時に演奏される音であり，predecessor 内の \j"は，和音 (CE)の後に和音
(GC)があるというコンテクストを表し，successor 内は単音Dの後に和音 (C E)がくるとい
う意味である．この表記では，括弧内の音を常に同時に鳴らすことになるため，独立したリズ
ムを持った本格的な多声音楽が扱えない．これを愚直に解決するためには，各ノートのピッチ
の他に長さの情報を導入し，predecessor と successor を次のような類いの形式で表現する必
要がある（二声の場合のみ記す）：
(p11; d11); (p12; d12); : : : : : : ; (p1n; d1n)
(p21; d21); (p22; d22); : : : ; (p2m; d2m)







































































R個で共通とする．また，Ci を第 i声部に対する単旋律の書き換え規則の集合 (1  i  V )，
cij(2 Ci)を第 i声部の第 j ルールとする (1  j  R)．Ci は声部間で共通にすることもでき，
別々にして「複数スタイル」の楽曲とすることもできる．上記の反復プロセスが終了すると，

























































クラシファイアは，if h condition i then h action i という形式のルールである．環境から








































































































& Jœ œ œ œ& .Jœ Jœ œ Rœ
& œ Rœ œ œ œ Rœ& œ œ œ œ Rœ& œ œ œ œ œ






20 第 2 章 旋律の形式文法の生成
2.5.4 楽曲の生成と観察
本節では，提案手法による旋律文法と楽曲の生成実験について述べ，生成楽曲サンプルを紹
介する．用いたコンピュータ環境はMac OS 10.6.8，2.4GHz Intel Core 2 Duoであり，プロ
グラミング言語には Ruby を用いた．
生成の条件は次のように設定した．声部数は 3 声とし (V = 3)，各声部の規則の数は 7 と
した（R = 7）．旋法は，Messiaen が理論化し，自作に用いたことで有名な，移調の限られ
た旋法の第 2番（MLT2と略記する）を用いた．声部数は 3声 (V = 3)，拍子は 4分の 2拍
子，曲の長さは 50拍，音価の最小単位は 16分音符，音域の上限および下限は MIDI番号で
96および 36として統一した．書き換え規則の形式は次のように限定した．successor のトー









代間で，保存するルールの割合は 5/7とし，それ以外の 2/7を GAの交叉または突然変異に
よって置換した．交叉と突然変異の比率は 7:3とした．







立つのは R3 から R6 にみられるような順次進行による 16 分音符の高速の下降や，R4 から















œ œ œ# œ œ
œ œ œb œ œb œ#
œ œ œ# œb œ œb œ œ
œb œb œ œ œ#
œ œb .œ œ
œb œb œ œ œ
œ œ œ œ# œb œ œb œ
˙b
œ œ œb œb œ
œ œ œb œ# œnœb œ .œ œb
œ œ œ œn








6 œb œb œn œ œ œ œ
6 œb œb œ œ# œ
œ œ œb œb œ œ œ# œ
œ# œ œb œb
œ œ œ œ#
œ œ œb œb œ
œ œ œ .œ œ#
œb œ œb œ .œ
œ œ# œ œ œ œb œb œ
œ œ œ# œ œ œb œ
œ# œ œb œ œ œ œ
œ œ .œb œb
.œ œ œ





11 œ œb œ œ .œ
11 œ œb œ œ œ# œ œ œb
œb œ œ œb œb œ œ
.œ œ œ
œ œ œb œ œb œ#
œ œ œ# œ œb œ œ œb
œ œb œb œ œ œn œb
œ œb œn œb œb œ
œb œ œ œ œb œb œ
œb œ œ œ œ# œ œ
.œ# œ œ œb
œb œ œ œ
œb œ# œ œb œn œb œ







œ œ# .œb œ
16 œ .œ œ œ
œb œ œ œ
œb œb .œ œ
œ œ# œ œ œ .œb
œ œb œ# œ œb œb œ œ
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œ# œb œ .œ# œ









21 œb œb œ œ œ# œn œ œb
21 œ œ œ œb
21
œ œb œb œ
œ œ œb œ œb œ#
Jœ .œ#
œ œ œb œb
œ œb œn œb œb œ œ
œ œ œb œb œ œ œ œ











































œ œ œ œb œb œ œ œ œ
œ# œ œ œ œ
9 9
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œ œ œ œ œ œb œ œ
œ œ œb œ œ œ œ œ
9 9
œ œ# œ œ
œb œb œ œ œ œ
3 3







œ œb œ œ œ œ œ œ# œ
9 9
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œb œb
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œ œb œ# J
œ œ
3 3
œb œ œb .œb œœ










œ œ œ œ œ œ œ#
9 9
.œ jœ
œ œ œ Jœb
œ#
3 3













œb œ œb œb Jœ
3 3
.œ œ# œb œ
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œ œ œb œ
œ .œ œ
œ œ# œn
œ œb œ œ œ œ
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œ œb œ .œ œb
˙
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8 œ œ œb œ .œ œb
8 œb œ œ
œb
œ œb
œ œb œb œ œ œn
œ œb œ œb œ œ œ œ
œb œ
œ œ œ œb
œ œ# œ œ œ œ œ œ
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œ œ œ œ
œ œb œ
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œb œ





œ œ œ œ œ œ œb
14 œ œ# œ œ œb œ œ œ
14 œb
œb œ œ œ
œ
œ œ œ œ œ# œb
œ .œ œ œ œ œ
˙
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7 7
.œ œ œ Rœ
5 5
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14 œ œ Jœ
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˙
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実験参加者は，作曲家あるいは作曲を専攻する学生 26 名（男性 15 名，女性 11 名，年齢:
20～41）であった．実験に用いた楽曲は，Rについて小中大の 3水準（7,14,21），それぞれの
Rについて S = 1および S = 0の 2水準，合計 3 2 = 6通りの条件設定で，それぞれ 5曲
ずつ，計 30曲を生成したものを用いた．すべての曲は約 40秒のMIDIファイルであり，聴
取順序の影響を相殺するために実験参加者ごとの聴取順序はランダム化した．楽曲の生成の条








から，R = 7のときは全ての評価項目においてニュートラルな 4の値を上回っており，Rが小
であることが提案モデルにとって重要であることが把握できる．ただし，すべての項目におい
て平均値は４から５付近に位置しており，その効果は非常に顕著というわけではないことがわ





主効果のみられた項目について多重比較（S に関しては t検定）を行ったところ，表 2.2の
ような結果となった．ここで R = 7 > R = 14 という表記は R = 7 のときの方が R = 14
評価項目 結果 検定方法 p値
R = 7 > R = 14
TukeyHSD
0:031旋律スタイ
ルの一貫性 R = 7 > R = 21 < 0:001
R = 7 > R = 14
TukeyHSD
0.030旋律スタイ
ルの独創性 R = 7 > R = 21 0:015
旋律の動き
の豊かさ
S = 0 > S = 1 t検定 < 0:001
R = 7 > R = 14
Dunnett
0.045声部間の調
和 R = 7 > R = 21 0.001
R = 7 > R = 14
TukeyHSD
< 0:001楽曲の総合





S = 0のときの方が S = 1のときよりも高評価だったことがわかる．このことは，複数の旋
律スタイルの共存が，一定のポジティブな効果をもつこと示唆する．また，Rに関する分析か
ら「旋律スタイルの一貫性」，「旋律スタイルの独創性」，「声部間の調和」，「楽曲の総合的な良
さ」についてはいずれも R = 7（小）のときに最大となることがわかった．このことは，Rが



























































































味として自然であり，グラフ上では R = 7; 14のとき成り立っている，さらに R = 14のとき
には t 検定で有意差が確認できている（p=0.034）．仮説４に関して，声部ごとに異なるルー

















































































































イムステップ tごとに遷移を繰り返す．エージェントは，状態 s 2 S を観測し，遷移ごとにあ
る行動 a 2 A(s)（a 2 A(s)は状態 sでとることのできる行動の集合）をとって環境に働きか
け，行動の結果の善し悪しに応じて環境から報酬 rを受け取る．エージェントは次式などの形





ここで， は 0    1の割引率と呼ばれるパラメータである． が 0のときはエージェント
は即時報酬 rt+1 のみを考慮して学習するが， が 1に近づくにつれ，は未来の報酬をより多
く考慮に入れるようになる．エージェントは r をもとに，状態 sの価値 V (s)や，sにおける
行動 aの価値 Q(s; a)を推定してゆく．V (s)および Q(s; a)は次式で定義される:
V (s) = EfRtjst = sg; (3.2)
Q(s; a) = EfRtjst = s; at = ag: (3.3)
34 第 3 章 感情を表現する旋法の生成





状態が sであれば状態 s0 に確率 P ass0 で遷移する．また，エージェントの行動 aに対して環境





他方，エージェントは方策 (policy)と呼ばれる行動指針  をもち，状態 sにおいて，ある
確率 (s; a)で行動 aをとる．(s; a)の値は V (s)や Q(s; a)を参照しながら決定することが
多く，V (s)や Q(s; a)は (s; a)と共に改善されていくことが期待される．
もし環境の P ass0 と R
a






一般に価値関数の改善は，次式のような V (s)や Q(s; a)を目標値に近づける更新によって
行われる:
V (st) V (st) + [Rt   V (st)]; (3.4)













= Efrt+1 + V (st+1)jst = sg (3.6)















強化学習を行うにあたっては，状態と行動の全ての組み合わせ (s; a)に対して Q(s; a)の訓
練を十分な回数行う必要がある．しかし，そのためには大きな時間ステップ数やデータ数が必
要となる．そこで，経験した (s; a)から経験していない (s; a)へと経験を汎化することが重要
となる．そこで，それを可能にする工夫として関数近似という手段を導入する．関数近似とは，





~(s; a) = (0(s; a); 1(s; a);   n 1(s; a))T を用いて
Q(s; a) = ~T  ~ =
n 1X
i=0
i  i(s; a): (3.8)
のように Q(s; a)を近似する．





r~[Rt  Q(s; a)]2 =  2[Rt  Q(s; a)]r~Q(s; a): (3.9)
であるから，これを用いてパラメータベクトルの更新式は
~  ~ + [Rt  Q(s; a)]r~Q(s; a): (3.10)






;    ; @Q(s; a)
@n 1
T
= (0(s; a); 1(s; a);   n 1(s; a))T
= ~(s; a); (3.11)
のように簡単に計算でき，更新式は




本研究の目的はある感情 E に対して「E を表現する旋法」を得ることである．そこで，ま
ずこの概念を定義しておく．ただし簡単のため調律は 12平均律とする2．
定義 1 12平均率のもとでの 12のピッチクラスの集合 Z12 = f0; 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11g
を状態空間 S として設定する．ここで S 上の１次のマルコフ連鎖M およびM から生成され







行動 a 2 A(s)は前のピッチクラス sから次のピッチクラス s0 への移動音程を表すものとする
（8s 2 S, A(s) = Z12）．s0 は sと aによって一意に定まり（P ass0 = 1），s0 = (s+ a) mod 12
である．旋法の学習には，エピソードとして音列 e = [s1; s2;    ; sT ] を用いる．この音列は
後に定義する (s; a)によって確率的に生成される．このエピソードが終わった時点で評価者
の人間が評価を行う．その評価値を報酬 rT とする．ここで，この報酬は e全体に対しての評
価であるため， を 1として割引を行わない．この rT をもとに，エピソード内に出現した各
sについて式 (3.4)および式 (3.5)で価値関数を更新する．
2 本章の定式化は一般の１オクターブ n 分割（n > 0）の調律システムに容易に拡張できる．ただし音程の扱い
の上では，音程のシフトに対して音程幅が厳密に一定である n平均律が望ましい．
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図 3.1. システムと評価者によるインタラクティブな強化学習の学習のサイクル． が収束した
と見なされるまでこのサイクルを繰りかえす．
rT は，エピソードの音列全体がどれだけ感情 E に対する表現力があるか，という
f 3; 2; 1; 0; 1; 2; 3gの 7段階の整数値として設定する．各値の意味は，3: とても高い，2:
高い，1: やや高い，0: どちらでもない， 1: やや低い， 2: 低い， 3: とても低い，とする．
このような報酬のもとで，価値関数 V (s) は，感情 E を表現するためのピッチクラス s
必要性の度合いを，行動価値関数 Q(s; a) はあるピッチクラス s から音程を a だけ移動し，
s0 = (s+ a) mod 12へ移動することの必要性の度合いを表しているものだと考えられる．
ここで，方策 の意味について言及しておくと，(s; a) は s から s0 への遷移確率 Pr(s0js)
に等しい．したがって， はマルコフ連鎖を導く．感情 E の学習が収束した際  は先に定義








Q(s;u) if 0 < Q(s; a)
0 otherwise:
(3.13)
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このように方策  を定義することで，sにおいてプラスの行動価値関数 Q(s; a)をもつ行動 a
は，Q(s; a) に比例する確率で出現し，マイナスの行動価値をもつ a は全く出現しなくなる．
それにより，目標となる感情を表現するのに必要のない行動を排除することができると考えら
れる．
ただし注意すべきことは，一度 Q(s; a) < 0 となると，その a は s において全く出現しな
くなるため，必要な音が運悪く偶然的に Q(s; a) < 0となることを防ぐ必要があるということ
である．それを防ぐため，Q(s; a)の初期値を全て報酬の最大値である 3:0として大きく見積









仮定を基本とし，４つのモデルに共通するパラメータ ~ を設定する．~ の要素数は 24 とし，




s0 = (s+ a) mod 12の価値のみから Q(s; a)を近似するモデルである．このモデルは式 (3.8)
の線形近似において特徴ベクトルは次のようにとったものに相当する:
i(s; a) = i(s
0) =
8><>:







i  i(s; a) = s0 : (3.15)




2つ目のモデルは，状態 sに依存せず，Q(s; a)をピッチクラスの遷移 aの価値のみから近似
するモデルである．このモデルは式 (3.8)の線形近似において特徴ベクトルを次のようにとっ
たものに相当する:
i(s; a) = i(a) =
8><>:







i  i(s; a) = 12+a (3.17)
となる．このとき式 (3.13)の によるマルコフ連鎖においては Pr(s0js) = Pr(a)となり，M
は現在の状態 sに依存せず，aに関する確率分布に退化する．
モデル 3: 加算モデル












i  i(s; a) = s0 + 12+a (3.19)
となる．
モデル 4: シグモイド乗算モデル








シグモイド関数は  !  1で 0， ! 1で 1に漸近するため，()の範囲をコントロー
ルすることができる．





Q4(s; a) = 6(s0)(12+a)  3: (3.21)










6(s0)(1  (s0))(12+a) (i = s0)








































MIDI番号 60の Cとして設定し，エピソードの最初の音を Cに固定した．また，評価の精度
を上げるため，評価に確信が持てるまで音列を反復した．12個のピッチクラスはMIDI番号
60から 71までの 12音とした．発音タイミングは 300msごとの等間隔であり，音色はMIDI
のピアノ音とした．ステップサイズパラメータ は 0:1に設定した．
3 ただし，右下の象限について nostalgia ではなく tenderness を選択したのは，nostalgia がネガティブな感
情も含まれる場合があると考えたためであり，ポジティブな感情とネガティブな感情のバランスを考慮し，ポ
ジティブな語として tenderness を選択した．
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3.5.2 実験結果
報酬の推移













図 3.5 に学習後の ~ を図示する．
青のシグモイド乗算モデルは，ピッチクラスの価値に関わる 0 から 11 までの起伏の特徴




く適応できたという可能性がある．また，0 から 11 の方が 12 から 23 よりも起伏がはっき
りしていることからも，ピッチクラスの方が音程の推移よりも感情の学習にとって重要である


































































































44 第 3 章 感情を表現する旋法の生成
















































































































































































































































図 3.5. 学習後の ~ ．i = 11 までがピッチクラスの価値に対応し，i = 12 以降が旋律的音程の
価値に対応する．次ページへ続く．



















































































































































































































































































図 3.6. 学習後の V (s)．次ページへ続く．












































































































































行った．その際の平均報酬の推移を図 3.9 に掲載する． この評価者においても，平均報酬は
右肩上がりの傾向を示しており，学習が可能であることがわかる．ただし，モデル間の性能の
























































定義 2 第１のモデルによる感情 E の強化学習が収束し，0 以上の平均値を得られるように
なったとき，fs 2 Z12js > 0gを，感情 E を表現する音高スケールと呼ぶ．
定義 3 第２のモデルによる感情 E の強化学習が収束し，0 以上の平均値を得られるように
なったとき，fa 2 Z12j12+a > 0gを，感情 E を表現する音程スケールと呼ぶ．
この定義と実験結果により，例えばミクソリディア旋法は喜びを表現する音高スケールであ
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びはミクソリディア旋法に一致する 7音の旋法，悲しみはロクリア旋法に Dと Gを付加した






















































集合は，整数 Z の mod 12 による剰余類のなす集合 Z12 と同一視できる．この調律システ
ムの中の音階は，Z12 の部分集合として表すことができる．0 から 11 までの整数 m によっ
て代表されるクラスを mと表記することに約束すると，例えばダイアトニック・スケールは
f0,2,4,5,7,9,11gであり，クロマティック・スケールは f0,1,2,3,4,5,6,7,8,9,10,11g である. た
だし，本章では C を主音としたイオニア音階 f0; 2; 4; 5; 7; 9; 11g と G から始まるミクソリ
ディア音階 f7; 9; 11; 0; 2; 4; 5gのような差異は考えず，ピッチクラス集合として等しいものは
同じ音階であると考える．
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同様に１オクターブを n音に分割する調律システムは Zn と同一視できる．そして Zn の中
での音階は Zn の部分集合として定義できる．ただし空集合は音階に含まないものとする．
ここで，調律システム Zn の中での音程について考えると，Zn の中でとりうる全ての音程
（ordered pitch-class intervals1）の集合 fy   x(mod n)jx; y 2 Zg（ただし，Zはピッチ全体
の集合を表す）を考えるとやはり Zn となる．この概念を音階とのアナロジーから音程スケー
ルと名づけ，次のように定義する：
定義 1 (音程スケール（interval scale）). 音程スケールとは，ある調律システムの音程の集合
としての Zn の部分集合のことをいう．ただし空集合は含まない．
音程スケールの命名のについては，Messiaen の作品あるいは概念である「音家と強度の










































ピッチクラス {0, 4, 7}
　　　 音程の観点
２２１２２２１
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第２小節目の終わりまでの８分音符の旋律的音程を全て集めると f5; 6; 7; 8g という音程ス
ケールが構成される．これは要素数が少なく，音程が連続しているという特徴をもつ．音程 6
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図 4.3. Berg「ヴァイオリン協奏曲」の 12音音列 [38]．
この音列の構成法は容易に見てとれる．始めは長三度と短三度の音程が規則的に現れ，最後




音列は総音程音列と呼ばれる [39]．これは音程スケール f1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11g に基づ
く音列としてとらえ直すことができる．総音程音列においては，ピッチだけでなく音程につい
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てもできるだけ多くの種類を偏りなく用いることで，調性感が逆に排除されると考えられる．
総音程音列のような概念が存在することは，ピッチクラス集合の固定された 12音音列中にす



















というような足し算（例えば n = 12のとき，2 + 10 = 0）を考えても，そこに何の意味があ
るのかが解釈しにくい．他方，Zn を音程のクラスの集合としてみると，音程 Aと音程 Bを足







定義 2 (群（group）). 集合 Gの任意の元 a; bに対し，ある二項演算 abが定義されており，
ab 2 G（演算について閉じている）とする．このとき Gが群であるとは，この演算が次の三
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条件を満たすときにいう:
1. Gの演算は結合法則を満たす．すなわち，任意の元 a; b; c 2 Gに対して (ab)c = a(bc)
が成り立つ．
2. G に単位元が存在する．すなわち，ある e 2 G が存在し，任意の a 2 G に対し，
ae = ea = aとなる．
3. Gの任意の元に対して逆元が存在する．すなわち，任意の a 2 Gに対し，ab = ba = e
となる b 2 Gが存在する．
Zn は群の典型的な例の一つである．a;b 2 Zn(0  a; b  n   1)とすると，a + b を nで
割った余り cによって，a+ b = cという Zn の中での足し算 \+"が自然に定義できる．この
とき単位元は 0，aの逆元は n  a(ただしn = 0)である．この逆元は  aとも表記する．
群 Gの部分集合 H がそれ自体群になっているとき H を部分群という．群 Gの元の個数を
Gの位数という．また，集合Gが群の定義において第 2，第 3の条件を満たすとは限らないと
き Gは半群であるという [41]．つまり，半群は単位元と逆元を必ずしも持つ必要が無い．半
群 Gの部分集合 H がそれ自体半群になっているとき H を部分半群という．
定義 3 (群の生成系（group generators）). 群 Gの部分集合 S を含む最小の部分群を S の生
成する群といい < S >で表す．S は < S >の生成系という．
+の演算を用いると，S の生成する群 < S >は次式のように構成的に表示できる．
< S >= f1s1 + 2s2 +   + rsrjsj 2 S; j = 1; r 2 Ng: (4.1)
< S >は必ず存在し，< S >は S を含み，かつ S を含む任意の群に含まれなければならない
集合である．また，この集合が群になることはすぐに定義から確認できる．したがってこれは
S を含む最小の部分群であることがわかる．この式は，< S >の全ての要素は，S の要素とそ
の逆元の組み合わせで表現できることを意味する．他方，半群の生成系も同様に定義できる：
定義 4 (半群の生成系（Generators of semigroup）). 半群 Gの部分集合 S を含む最小の部分
半群を S の生成する半群といい S で表す．S は S の生成系という．
+の演算を用いると，S の生成する半群 S は次のように構成的に表示できる：
 S = fs1 + s2 +   + srjsj 2 S; r 2 Ng: (4.2)





は音程スケール f2; 6g（これは式 (4.2)の S に対応する）の要素が自由に選択され，逐次的に
足されて旋律が作られていくさまを表している．














図 4.4. 同じ音程スケール f2; 6gから作られる二つの旋律（赤と青のライン）と生成される半群
 f2; 6g = f0; 2; 4; 6; 8; 10g（黒丸の全体）．
式 (4.2)は，図 4.4のようにして，音程スケールから全ての可能な旋律を作るプロセスにお
いて登場しうるすべてのピッチクラス（0を基準とした音程）を集めた集合が半群を形成する
さまを表すものと解釈できる．先の Ligetiと Bergの譜例はそれぞれ音程スケール f5; 6; 7; 8g
と f2; 3; 4gから半群としての Z12 全体が逐次的に生成されるプロセスを表しているとととら
え直す事ができる．
ところで，式 (4.1)と (4.2)を比較すると，一般に < S > は  S より大きいか一致す
るかのいずれかであることがわかる．つまり，S の要素の逆元を用いて生成された群は，逆元
を用いないで生成された半群を含む．しかし，S が Zn の部分集合としての音程スケール（こ
れを In と表す）である場合には，In によって生成される群と半群は一致する（以後 In を Zn
のある部分集合としての音程スケールを表すものとする）．すなわち次の命題が成り立つ：
補題 1. 半群 <<In>>は群 < In >に一致する．
証明. 既に述べたように Zn は巡回群である．したがって，巡回群の定義より，位数 n(2 N)
の巡回群 Gの任意の元 sは ns = eを満たす．また (n  1)s+ s = ns = eより (n  1)sは s
の逆元  sになる．(n  1)s 2 <<In>>なので，<<In>>には S の任意の元の逆元が含まれる．
したがって < In >の任意の元は <<In>>の元として書き表すことができ，< In > <<In>>
となる．また < In > <<In>> は構成的な表示による定義より明らかである．したがって
< In >= <<In>>となる．




Zn は n 個の要素をもち，それらのあらゆる元は 1, 1 + 1 = 2, 1 + 1 + 1 = 3,    ,
1 + 1 +   + 1 = n  1というように，1という最小単位の音程上昇を表す一つの元を一つづ
つ足していくことで尽くされる．そして，n個足したとき，最初の 0という地点に戻り，循環
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する．このように，群 Gが一つの元 g 2 Gの n個までの和の循環によって尽くされる群は位
数 nの巡回群と呼ばれる．そしてこの g は巡回群の生成元と呼ばれる．
一般に，生成元の取り方は 1だけとは限らない．例えば 12平均律における五度圏は，完全
５度音程を表す元 7によって f0; 7; 2; 9; 4; 11; 6; 1; 8; 3; 10; 5; 0gというように Z12 が巡回群と
して逐次的に生成されていく過程と解釈できる．しかし，全音を表す音程 2を生成元に取ろう
とすると，f0; 2; 4; 6; 8; 10gと，偶数しか出現しないため Z12 全体をカバーできず，生成でき
ない．しかし，部分集合としての f0; 2; 4; 6; 8; 10gはそれ自体，群となり（部分群）， 2はそ
の生成元となっている．
生成元のとりかたしだいで巡回群の要素数は，例えば図 4.5 (a)（12個）と (b)（2個）のよ
うに変化する．また，nが変化すれば同じ生成元から生成される巡回群の要素数も変化する．
例えば図 4.5の (a)と (c) のように，n = 12のときに 7は Z12 全体を生成するが，n = 21の









図 4.5. nおよび生成元を変えた時の巡回群の変化． (a)： n = 12，生成元が 1; 5; 7; 11のいず
れかのとき． (b)：n = 12，生成元が 6 のとき． (c)： n = 21，生成元が 7または 14
のとき．
4.5.4 五度圏の二段階の拡張
興味深いことに，Bergは Schonbergへの手紙 [42] の中で，五度圏のように特定の音程を積
み重ねて反復することで元の音に戻ってくるサイクルの一覧を描いており，Bergのオペラ作
品「ヴォツェック」でしばしば素材として用いられてもいる [36] ．これらのサイクルのことを
























定義 5 (クロマティック（Chromatic）). In を調律システム Zn におけるある音程スケールと
する．< In >= Zn のとき生成される群 < In >はクロマティックであるという．
次の補題は有名なユークリッドの補題の一般化であり，後の定理の証明の鍵となる．
補題 2 (ユークリッドの補題の一般化). i > 0に対して yiは整数とし，fy1; y2;    ; yigのすべ
ての元の最大公約数 gcd(y1; y2;    ; yi)を dとする．このとき a1y1+a2y2+  +aiyi = dとな
るような整数の組 a1; a2;    ; aiが存在する．ただし，gcd(y1) = jy1j とし，gcd(0; 0;    ; 0) =
0と約束する．
証明. この命題は，ユークリッドの補題と呼ばれる有名な命題を一般化したものである．数学
的帰納法で命題を証明する．i = 1 のときは gcd(y1) = jy1j より a1 = 1 または a1 =  1 と
すれば命題が成り立つことがわかる．i = 2のとき，命題は通常のユークリッドの補題に一致
するため命題は成り立つ．いま，i = k(k  1)のとき命題が成り立つと仮定する．i = k + 1
のときの命題の前提が成り立っているとすると gcd(y1; y2;    ; yk; yk+1) = d．これにより，
2 音程のなす群についてはこれまでに多くの研究がなされてきた．例えば，Xenakisは音程のなす群に言及して
いる [44]．また Lewin の GIS (generalized interval system) はピッチクラスだけではなく，一般の音楽的




gcd(y1; y2;    ; yk)をDとおくと，gcd(y1; y2;    ; yk; yk+1) = gcd(D; yk+1) = dである．し
たがって k = 2のときの命題により，AD+Byk+1 = dとなる整数の組 A;B が存在する．ま
た，i = kのとき命題が成り立つので，(a1y1+a2y2+   +akyk) = Dとなる a1; a2;    ; ak が
とれる．左辺をAD+Byk+1 = dのDに代入すると，A(a1y1+a2y2+  +akyk)+Byk+1 = d
となる．ここでの yi の係数をみれば，i = k + 1のとき命題が成り立っていることがわかる．
以上，数学的帰納法により，任意の i  1に対して命題が証明された．
補題を用いて二つの重要な定理を示す．また，第二の定理から導かれる系として，< In >
がクロマティックになる条件に関わる実用上重要な帰結を示す．
定理 1 (最大公約数による巡回群). 0  xk  n   1(1  k  i; i > 0; xk 2 Z)，
In = f x1; x2;    ; xigのとき，< In >は fx1; x2;    ; xigの最大公約数 dのクラス dによっ
て生成される巡回群 < d >に一致する．
証明. fx1; x2;    ; xigの全ての元は dの倍数だから < ISn >< d >であることはすぐわか
る．次に < In >< d >であることを示す．そのためには d 2< In >であることを示せば良
いが，Inの元 x1; x2;    ; xiの最大公約数を dとすると，補題 2より a1x1+a2x2+  +aixi = d
となる整数の組 a1; a2;    ; ai がとれる．よって a1 x1 + a2 x2 +   + ai xi = dとなり，左辺
は < In >の構成的な表示式で表現できるから d 2< ISn >が成り立つ．
この定理は，< In > が d によって定まり，分類できることを示す．例えば Z14 にお
いて，f0; 8; 10g および f6; 8g という両音程スケールは最大公約数 2 を持つため，同じ
< 2 >= f0; 2; 4; 6; 8; 10; 12gという部分群の生成系であることがわかる．
定理 2 (位数公式). < In > (=< d >)の位数は ngcd(d;n) である．
証明. xd が n の倍数になる最小の x( 1) が d の位数である．そこで，xd = kn とおく
(k  0)．d 6= 0のとき，d = d1 gcd(d; n), n = n1 gcd(d; n)とおくと，x = kn1d1 である（ただ
し d1 と n1 は互いに素である）．xが整数であり，d1 と n1 は互いに素であることから，k は
d1 の倍数でなければならないが，x の最小性より k = d1 でなければならない．したがって,
x = n1 =
n
gcd(d;n)．d = 0のときは k = 0であり，xd = knを満たす最小の x( 1)は 1であ
る．また gcd(0; n) = nだから公式が成り立つ．
この定理から，部分群がクロマティックになる条件に関する次の二つの系が導かれる．
系 1 (クロマティックになる条件). < In >がクロマティックになる必要十分条件は dが nと
互いに素であることである．
証明. 定理 2より，In がクロマティック () gcd(d; n) = 1 () dが nと互いに素．
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この系より，特に nが素数で d > 0のときは，dと nが互いに素なので < In >が常にクロ
マティックになることがわかる．
系 2 (連続する 2元を含む場合). In が連続する二つの元 x; x+ 1(x = 0; 1;    ; n  1)を含む
とき，< In >はクロマティックになる．
証明. x と x + 1 は互いに素だから d = 1．よって定理 2 から < In > の位数は n となり，
< In >は Zn に一致する．






















を dで分類してみる．系 1より，dが nと共通因数を持たないとき，すなわち d = 1; 5; 7; 11
のとき音程スケールはクロマティックである．残る d = 2; 3; 4; 6; 8; 9; 10; 12 のときはクロマ
ティックにならない．それぞれの場合の位数は定理 2 の公式より 6; 4; 3; 2; 3; 4; 6; 1 である．
また定理 1より，音程スケールの生成する群 I12 は次のように分類される：
 d = 1; 5; 7; 11: クロマティックな音程スケール Z12.
 d = 2; 10: 全音音程スケール f0; 2; 4; 6; 8; 10g．
 d = 3; 9: 短三度音程スケール f0; 3; 6; 9g．
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 d = 4; 8: 三度音程スケール f0; 4; 8g.
 d = 6: 三全音音程スケール f0; 6g.
 d = 12: 完全一度音程スケール f0g.
4.7 音列操作と音程スケール





定義 6 (音列の音程スケール). n 音の調律システム Zn における m 音の音列を，あらゆる
(n;m) (n 2 N;m > 1)の組み合わせについて集めた集合を X，あらゆる n 2 Nに対する Zn
の音程スケールをすべて集めた集合を Y とする（X, Y において nが異なるが実質的に同じ
元の場合は同一視する）．写像 IS : X ! Y を，音列 x 2 X において x内の各音から次の音
への音程を全て集めた集合（要素の重複を除いた集合）に対応付ける写像とする．このとき，
IS(x)を音列 xの音程スケールと呼ぶ．
定義 7 (順行，逆行，反行，K). Map(X;X)を集合X からそれ自身への写像全体の集合とす
る．このとき，e，i，rをMap(X;X)の元として，eを恒等写像，iを音列 x 2 X をその逆行
（ただし音列の最初のピッチと最後のピッチの中間点で折り返す）に対応させる写像，rを音列
xをその反行に対応させる写像と定義する．m1;m2 2Map(X;X)の写像の合成を m1m2 と
すると，ii = e，rr = e（反行の反行および逆行の逆行は順行）および，ir = ri（逆行の反行は
反行の逆行に等しい）が成り立つ．これは反行，逆行の性質上明らかである．そして e; i; r; ir
は写像の合成の演算に関してクラインの四元群になる（eは単位元，i，r はそれ自身が逆元で
あり，(irir = irri = iei = ii = eより ir の逆元はそれ自身）．この群を K と表記する．ま
たK の元 k によって音列 xを写像した先を k  xとして，演算記号 を用いて表す．
定義 8 (音程スケールの反転 inv，B). Map(Y; Y ) の元としての inv を，Zn に所属する任
意の音程スケール y 2 Y に対して，y のの各要素音程 yi 2 Zn を n  yi に置き換えた音程ス
ケールを対応付ける写像とする．また，E をMap(Y; Y )の恒等写像とする．このとき，写像
inv を，音程スケールの反転とよぶ．inv は二回繰り返すと元に戻る．したがって，fE; invg
は写像の合成の演算に関して位数 2の巡回群となる（E は単位元で inv の逆元はそれ自身）．
この群を B と表記する．また B の元 bによって音程スケール y を写像した先を b  y として，
演算記号 を用いて表す．
定義 9 (K からBへの準同型写像 f). 写像 f : K ! Bを以下のように定義する： f(e) = E，
f(i) = inv，f(r) = inv，f((ir)) = E．このとき f は準同型写像である．すなわち，任意の
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k1; k2 2 K に対し，f(k1k2) = f(k1)f(k2)が成り立つ（このことは B における E と inv の
定義からすぐに確認できる）．
定理 3 (音列操作と音程スケールの操作の関係). 任意の音列 x 2 X に対して次の四つが成り
立つ：
1. 順行の音程スケールはもとの音程スケールに一致する; IS(e  x) = E  (IS(x)).
2. 反行の音程スケールはもとの音程スケールの反転に一致する; IS(i x) = inv  (IS(x)).
3. 逆行の音程スケールはもとの音程スケールの反転に一致する; IS(r x) = inv(IS(x)).
4. 逆行の反行の音程スケールはもとの音程スケールに一致する; IS((ir)x) = E(IS(x)).
すなわち，まとめると，任意の k 2 K;x 2 X に対して IS(k  x) = f(k)  (IS(x)) であり，
次の可換図式が成り立つ：
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の可換図式が成り立つ：





証明. まず準備として, 音列 x ∈ X に IS を施す操作を次の三つの手順, α,β, γ の合成
として表す: 手順 1. x = [x1, x2, · · · , xj ] から隣接する要素の差のリスト α(x) = [x2 −
x1, x3 − x2, · · · , xj − xj−1] を作る. 手順 2. α(x) の各要素を Zn の元に変換する. これを
z = β(α(x)) = [x2 − x1, x3 − x2, · · · , xj − xj−1]と表記する. 手順 3. リスト β(α(x))から重
複する要素を省いた集合を作る. これを γ(z)とする. すなわち, IS(x) = γ(β(α(x))) = γ(z)
である.
1.の証明： IS(e · x) = IS(x),E ◦ (IS(x)) = IS(x)であるから 1. が成り立つ.
2.の証明：α(i · x)= [−(x2 − x1),−(x3 − x2),· · · ,−(xj − xj−1)]だから, β(α(i · x))は z の各
要素をその逆元に置き換えたリストである. これを w と置くと, 2.の左辺 = γ(w)である . 2.
の右辺は inv ◦ (IS(x)) = inv ◦(γ(β(α(x)))) = inv ◦(γ(z))であるが, inv は定義上, 集合の
各要素の逆元を集める操作であり, 要素に重複があるリストに対しては最後に重複を除いた集
合をとるというように定義を拡張すると, inv ◦ (γ(z))は inv ◦ (z) = γ(w)に一致する, した
がって 2. の左辺 =右辺が成り立つ.
3.の証明： α(r · x) = [xj−1 − xj , xj−2 − xj−1, · · · , x1 − x2] = [−(xj − xj−1),−(xj−1 −
xj−2), · · · ,−(x2 − x1)]だから, 2.の証明より, これは α(i · x)の各要素を逆順に読んだリスト
である. これを γ(β())で操作して集合をとるとき, 要素の順番は無関係になる. したがって 3.
の左辺 = γ(β(α(r · x))) = γ(β(α(i · x))) = IS(i · x) = inv ◦ (IS(x)).
4.の証明：α((ir) · x) = [−(xj−1 − xj), −(xj−2 − xj−1), · · · ,−(x1 − x2)] = [xj − xj−1,
xj−1 − xj−2, · · · , x2 − x1]だから, これは α(x)を逆順に読んだリストであり, α((ir) · x)と
α(x) は γ(β()) をとると集合として一致する. したがって 4. の左辺 = γ(β(α((ir) · x))) =
γ(β(α(x))) = IS(x) = E ◦ (IS(x)).
この定理は, 音列の領域での操作 k（可換図式の左側）が音程スケールの領域での操作 f(k)
（可換図式の右側）に対応することを示し, 音程スケールの操作は群K と B 間の準同型写像 f
によって単純化される関係にあることを示している.
4.5 まとめ, 今後の課題
本稿では, 音程スケールの概念が, n平均律 Zn の部分群の生成系としての意義をもつことを
示し, 生成される部分群が, 音程スケールの各要素の最大公約数 dで特徴付けられることを示
した. また, 無調音楽や 12音音楽への応用上重要な知識として, 音程スケールの生成する部分
証明. まず準備として，音列 x 2 X に IS を施す操作を次の三つの手順，; ;  の合成
として表す: 手順 1．x = [x1; x2;    ; xj ] から隣接する要素の差のリスト (x) = [x2  
x1; x3   x2;    ; xj   xj 1] を作る．手順 2．(x) の各要素を Zn の元に変換する．これを
z = ((x)) = [x2   x1; x3   x2;    ; xj   xj 1]と表記する．手順 3．リスト ((x))から
重複する要素を省いた集合を作る．これを (z) とする．すなわち，IS(x) = (((x))) =
(z)である．
1．の証明： IS(e  x) = IS(x)，E  (IS(x)) = IS(x)であるから 1．が成り立つ．
2．の証明：(i  x)= [ (x2   x1); (x3   x2);   ; (xj   xj 1)]だから，((i  x))は z の
各要素をその逆元に置き換えたリストである．これを wと置くと，2.の左辺 = (w)である ．
2.の右辺は inv  (IS(x)) = inv ((((x)))) = inv ((z))であるが，inv は定義上，集
合の各要素の逆元を集める操作であり，要素に重複があるリストに対しては最後に重複を除い
た集合をとるというように定義を拡張すると，inv  ((z))は inv  (z) = (w)に一致する，
したがって 2．の左辺 =右辺が成り立つ．
3．の証明： (r  x) = [xj 1   xj ; xj 2   xj 1;    ; x1   x2] = [ (xj   xj 1); (xj 1  
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xj 2);    ; (x2   x1)]だから，2.の証明より，これは (i  x)の各要素を逆順に読んだリス
トである．これを (())で操作して集合をとるとき，要素の順番は無関係になる．したがっ
て 3.の左辺 = (((r  x))) = (((i  x))) = IS(i  x) = inv  (IS(x))．
4．の証明：((ir)  x) = [ (xj 1   xj);  (xj 2   xj 1);    ; (x1   x2)] = [xj   xj 1;
xj 1   xj 2;    ; x2   x1] だから，これは (x) を逆順に読んだリストであり，((ir)  x)
と (x)は (())をとると集合として一致する．したがって 4.の左辺 = ((((ir)  x))) =
(((x))) = IS(x) = E  (IS(x))．
この定理は，音列の領域での操作 k（可換図式の左側）が音程スケールの領域での操作 f(k)
（可換図式の右側）に対応することを示し，音程スケールの操作は群 K と B 間の準同型写像








Scale f5, 6, 7g」を付録に掲載する．















程のリストとして書くと，[7]，[6; 5]，[7; 7; 7]，[6; 7; 5; 5] ）をまず作り，その音型の順行，逆








































































































































































































類似したスタイルの楽曲を作り出す David Cope [60]や，類似した楽曲の文法を抽出し，そこ
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Gyorgy Ligeti の「ピアノのためのエチュード第１番」は部分的に Pd のプログラムとして再
構成されており [61]，Iannis Xenakisの \Herma"[62]，Pierre Boulezの \Structures Ia"[63]，



























性から生まれた理論である．その主要文献の一つ \Neo-Riemannian Operation and Their
Tonnetz Representations"[66]においては，音楽理論において長短の三和音が基本的な和声進










しつつも，作曲家による作曲のための方法論として Robert Morris の構想した compositional
designの考え方 [47] は本研究にとって示唆的な部分を含む．compositional designとは主に
音列を垂直に組み合わせた二次元の配列のことであり，それをガイドとしながら，比較的自由
にそれを解釈して実際の音楽をリアライズする枠組みである．図 5.1に compositional design

































図 5.1. Compositional designの例 [47]．左図は音列 X = [7; 3; 9; 2; 5; 4] をカノン状に配置し


































































る \voice-leading persimony" の概念を導入する．voice-leading persimony とは，あるピッ
チクラスから別のピッチクラスへの遷移において，ピッチクラスが保続されるものが多く，か
つ，動きのあるピッチクラスにおいても，動きができるだけ小さい方が良いという基準である
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split!↓ ↑!fuse split!↓ ↑!fuse
図 5.3. split と fuse．ただし，w.t. 0 は C のピッチクラスから始まる全音音階（whole-tone
scale）のピッチクラス集合を表し，ac. 0 は C のピッチクラスから始まる acoustic




Clifton Callender は論文 \Voice-leading parsimony in the music of Alexander Scriabin"
[72]の中で，作曲家 Scriabinが好んで使用した複数のピッチクラス集合の関係を論じており，
voice-leading persimonyを実現するような数種類のピッチクラス間の演算を示している．そ




一つのピッチクラスへ統合する演算を指す．図 5.3に，split と fuse の実例を示す．
ここで，acoustic scale には 12種類の移調形があるが，octatonic scale には３種類，whole-
tone scale には 2種類の移調形が存在する（octatonic scale および whole-tone scale は作曲
家Messiaenのいう「移調の限られた旋法」である）．図 5.4にこれらの移調型を示す．



































































図 5.4. whole-tone scale の二種類の移調形，および octatonic scale の三種類の移調形．ピッ
チクラス集合の名前につく数字は元型からのトランスポジションの度数（半音の数）を



















図 5.5. whole-tone scale，acoustic scale，octatonic scaleの間の splitと fuseによる遷移のネッ
トワーク．線を辿ってピッチクラス集合を遷移することで，voice-leading persimony
の意味での安定性が保証される [72]．
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図 5.6. サウンドファイルの対位法の概念図（三声の場合）．ピッチクラス集合間のネットワーク
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