The Γ-convergence theory shows that under certain conditions the diblock copolymer equation has spot and ring solutions. We determine the asymptotic properties of the critical eigenvalues of these solutions in order to understand their stability. In two dimensions a threshold exists for the stability of the spot solution. It is is stable if the sample size is small and unstable if the sample size is large. The stability of the ring solutions is reduced to a family of finite dimensional eigenvalue problems. In one study no two-interface ring solutions are found by the Γ-convergence method if the sample is small. A stable two-interface ring solution exists if the sample size is increased. It becomes unstable if the sample size is increased further.
Introduction
A diblock copolymer is a soft material, characterized by fluid-like disorder on the molecular scale and a high degree of order at longer length scales. A molecule in a diblock copolymer is a linear sub-chain of A monomers grafted covalently to another sub-chain of B monomers. Because of the repulsion between the unlike monomers, the different type sub-chains tend to segregate, but as they are chemically bonded in chain molecules, segregation of sub-chains cannot lead to a macroscopic phase separation. Only a local micro-phase separation occurs: micro-domains rich in A and B emerge. These micro-domains form morphology patterns/phases in a larger scale.
The Ohta-Kawasaki [21] free energy of an incompressible diblock copolymer melt is a functional of the A monomer density field. Let u(x) be the relative A monomer number density at point x in the sample D. When there is high A monomer concentration at x, u(x) is close to 1; when there is high concentration of B monomers at x, u(x) is close to 0. A value of u(x) between 0 and 1 means that a mixture of A and B monomers occupies x. The re-scaled, dimensionless free energy of the system is 1) which is defined in the admissible set
where u = 1 |D| D u dx is the average of u in D. a is a fixed constant in (0, 1). It is the ratio of the number of the A monomers to the number of all the monomers in a chain molecule.
In (1.1) ǫ is a small positive parameter and γ is a fixed positive constant, i.e.
ǫ → 0, γ ∼ 1.
( 1.3)
The term W (u) is the internal energy field. Originally in Choksi and Ren [8] it is taken to be
Here we change it to a smooth function so that W is a double well potential of equal depth. It has global minimum value 0 achieved at 0 and 1. We assume for simplicity that W is smooth, grows at least quadratically at ±∞, and symmetric about 1/2: W (u) = W (1 − u). 0 and 1 are non-degenerate: W ′′ (0) = W ′′ (1) > 0. An example of W is W (u) = 1 4 (u 2 − u) 2 . The other two terms in (1.1) give the entropy of the system. The peculiar nonlocal term is due to the fact that molecules in a diblock copolymer are connected long chains. It models a type of nonlocal interaction known as the Coulomb interaction, Muratov [17] . Mathematically Then (−∆) −1/2 is the positive square root of (−∆) −1 . To under stand the parameter range (1.3) we recall the physical parameters in a diblock copolymer system (cf. [8] ).
1. The polymerization index N that is the number of all the monomers in a chain molecule. We consider the ideal situation where this N is the same in all molecules;
2. The Kuhn statistical length l measuring the average distance between two adjacent monomers in a chain molecule, which is the same regardless the monomer types;
3. The Flory-Huggins parameter χ that measures the repulsion between unlike monomers and is inversely proportional to the absolute temperature;
4. Relative A monomer ratio a mentioned earlier;
5. The volume V of the sample.
They are related to the mathematical dimensionless parameters ǫ and γ by
(1 − a)χV 2/3 , γ = 18 √ 3V πa 3/2 (1 − a) 3/2 χ 1/2 N 2 l 3 .
(1.5)
Among the physical parameters a and χ are dimensionless and of order 1. So we focus on l, V and N . N is necessarily large in a polymer system. By taking ǫ small we have assumed that the sample is large compared to l. On the other hand having γ ∼ 1 means that V ∼ l 3 N 2 . After we find spot and ring solutions of a finite number of micro-domains separated by interfaces whose width is of order ǫ in the parameter range (1.3), we conclude that the size of a micro-domain is of order l 3 N 2 and the thickness of the interfaces is of order l, facts very well matched by experiments [21] . Another choice of γ was used in Müller [16] , Nishiura and Ohnishi [19] , and Ren and Wei [26] : γ ∼ ǫ −1 , i.e. V ∼ l 3 N 3 . In this larger sample one finds that the number of the micro-domains is of order ǫ −1 . Then again the size of a micro-domain is of order l 3 N 2 . The diblock copolymer equation Many morphology patterns are observed in diblock copolymers. See Bates and Fredrickson [4] , Hamley [11] , and the references therein. The most popular ones are the spherical, cylindrical, and lamellar phases, Figure 1 . The existence of the lamellar phase was shown in Ren and Wei [24] , and its stability in three dimensions was studied in Ren and Wei [27] . Surprisingly we found that the lamellar phase is only marginally stable. Physicists believe that defects should appear commonly in the lamellar phase, Tsori et al [36] and [17] .
One type of defect is the wriggled lamellar pattern studied in Ren and Wei [33] , where interfaces separating micro-domains oscillate like the sinusoidal curve. Here we study another type of defect: spot and ring like micro-domains, Figure 2 . We consider (1.6) in the unit disc D = {x ∈ R 2 : |x| < 1}. Let v = (−∆) −1 (u − a). If u and v are radially symmetric, then (1.6) may be written in the radial coordinates, r = |x|, as
(1.8)
The average now becomes u = 2 1 0 u(r)rdr. We are interested in radial solutions of (1.6) that show the phenomenon of micro-phase separation. They are close to 0 or 1 in most of D but change between 0 and 1 in small regions. These small transition regions are called the interfaces. For a radial solution u an interface may be identified by a number r j where u(r j ) = 1/2. The following theorem was proved in Ren and Wei [25] using the Γ-convergence theory (cf. De Giorgi [9] , Modica [15] , and Kohn and Sternberg [14] ). Theorem 1.1 (Ren and Wei [25] ) For any γ > 0, there exist two radial solutions of (1.6) on the unit disk with one circular interface when ǫ is small. If K ≥ 2 and γ is large enough there exist two radial solutions with K circular interfaces when ǫ is small. For each K one of the solutions, which we simply denote by u, in Theorem 1.1 is close to 0 near the origin and the other one is close to 1 near the origin, which we denote byũ. However the two solutions are related. If we change a to 1 − a in (1.1) and (1.2), then 1 −ũ is a solution of the new problem which is close to 0 near the origin, and 1 − u is a solution of the new problem which is close to 1 near the origin. So it suffices to study u. u is a spot solution if K = 1, and a ring solution if K ≥ 2, Figure 2 . Throughout this paper v = (−∆) −1 (u − a). The spot solution is also useful in the study of the cylindrical phase, Figure 1 (2) . A cross section of the cylindrical phase has a pattern of many spots. It is believed that these spots pack in a hexagonal way [4] . A good understanding of a single spot is essential before one can mathematically prove the existence of the cylindrical phase.
In this paper we derive a criterion for the stability of the spot and ring solutions by obtaining detailed information on the eigenvalues and eigenfunctions of the linearized problem:
It is easy to see, Lemma 2.4, that lim inf ǫ→0 λ ≥ 0. To determine the stability we need to study the λ's that tend to 0 as ǫ → 0. These λ's are called the critical eigenvalues. They are found in Theorems 3.1 and 4.1. Consequently we show in Theorem 5.1 that the spot solution is stable if γ is small and unstable if γ is large. The threshold of γ is denoted byγ. It is calculated numerically for various a and the nonlinearity f . To better appreciate this theorem let us recall the stationary Cahn-Hilliard equation [5] , which is (1.6) with γ = 0, the local counterpart. It is known that the Cahn-Hilliard equation on the unit disc has an unstable spot solution. Once the nonlocal term with a small γ, which encourages oscillation, is added, the spot solution becomes stable. The abrupt change of stability here is discussed after the proof of Theorem 5.1. If γ is further increased, more oscillation is required and the spot solution, which only has one interface, becomes unstable.
The second change of stability has a simple physical explanation. According to (1.5) γ is proportional to the size of the sample. When the sample is sufficiently large, one big spot is unstable in two dimensions. It should break into multiple spots to form a cylindrical phase, Figure 1 The value V corresponding toγ in (1.5) 2 suggests a scale for a cell with one spot in a multi-spot cylindrical phase.
For the ring solution (K ≥ 2), we will use Theorems 3.1 and 4.1 to numerically study a case of K = 2. When γ is small, we can not find a ring solution by the Γ-convergence method. When γ is increased, there exists a ring solution that is stable in two dimensions. When γ is further increased overγ, a ring solution exists but is no longer stable.
This change of stability of the ring solution and the second change of stability of the spot solution lead to a bifurcation phenomenon nearγ. Following [33] one should be able to find bifurcation solutions. They are depicted in Figure 3 . Based on our experience in [33] we suspect that most of them are stable.
More information on the model (1.1) and its extension to triblock copolymers may be found in Nakazawa and Ohta [18] , and Ren and Wei [29] . The mathematical study of stable domain structures with multiple sharp interfaces started rather recently. On the block copolymer problem the literature includes Ohnishi et al [20] , Ren and Wei [30] , Choksi [7] , Fife and Hilhorst [10] , Henry [13] , and Teramoto and Nishiura [35] . Elsewhere Ren and Truskinovsky [23] studies the phenomenon in elastic bars, Ren and Wei [32, 28, 31] in the Seul-Andelman membrane, charged monolayers, and smectic liquid crystal films, respectively. Taniguchi [34] and Chen and Taniguchi [6] study spot and ring patterns in a free boundary problem.
The paper is organized as follows. In Section 2 we review the construction of the spot and ring solutions u, give some properties of u, and explain the classification into λ m , where m = 0, 1, 2, 3... of the eigenvalues of the linearized operator at u. The properties of λ m are given in Theorems 3.1 and 4.1 in Sections 3 and 4 respectively. In Section 5 we show the stability property of the spot solution, calculate the second thresholdγ, and use Theorems 3.1 and 4.1 to study a K = 2 ring solution. This section also includes some remarks. The appendix contains the proof of a technical lemma. 
Preliminaries
To make the paper more readable a quantity's dependence on ǫ is usually not reflected in its notation but implied in the context. On the other hand a quantity's independence of ǫ is often emphasized with a superscript 0. For instance the spot or ring solution u is not denoted by u ǫ , while the L 2 (D)-limit of u as ǫ → 0 is denoted by u 0 . Throughout the paper, the L ∞ norm of a function is denoted simply by · . Other norms are more explicitly written, like · 2 .
We define some frequently used quantities. H is the heteroclinic solution of
Our assumption that W (u) = W (1 − u) implies that H(t) = 1 − H(−t). The interface tension τ is a constant defined by
In the special case
12 . Theorem 1.1 was proved in [25] by locally minimizing I in the radial class
To do so we used the Γ-convergence theory in the perturbation variational analysis. (ǫπ) −1 I converges in a particular sense to a singular limit J. J is defined in the class A which may be decomposed to
A function U is in A K if U = a and there exist q 1 , q 2 , ..., q K , satisfying 0 < q 1 < q 2 < ... < q K < 1, such that U(r) = 0 if r ∈ (0, q 1 ), = 1 if r ∈ (q 1 , q 2 ), = 0 if r ∈ (q 2 , q 3 ).... Similarly a functionŨ ∈Ã K ifŨ = a and there exist q 1 , q 2 , ..., q K , satisfying 0 < q 1 < q 2 < ... < q K < 1, such thatŨ(r) = 1 if r ∈ (0, q 1 ), = 0 if r ∈ (q 1 , q 2 ), = 1 if r ∈ (q 2 , q 3 ).... By the remark after Theorem 1.1 we will not consider J inÃ. In each A K the function J depends on q = (q 1 , q 2 , ..., q K ) only:
In (2.5) q determines U ∈ A K . We emphasize that U depends on all q j . We sometimes use the notation U = U(r; q). Let V be the solution of
We define G 0 to be the solution operator of (2.6) so that
. Again we may write V = V(r; q). The constraint U = a becomes a constraint on q:
To incorporate the constraint (2.7) we define F := J + νS where ν is the Lagrange multiplier in accordance to the constraint. Using ideas from [15] and [14] following result in [25] .
Lemma 2.1 If J has a strict local minimizer U(·; r 0 ) ∈ A K , then there existsǫ > 0 such that for all ǫ ∈ (0,ǫ) (1.6) has a solution u with the properties lim ǫ→0 u − U(·; r 0 ) 2 = 0 and
Lemma 2.1 reduces I to J which is finite dimensional in each A K andÃ K . To study J we define from the operator G 0 the Green function
where 2s is the average of δ(· − s). More explicitly
Note that G 0 (r, s) is not symmetric in r and s, although rG 0 (r, s) is. Also note δ(· − s) = 2s. Then we may write
We calculate the derivatives of J and F . J may be rewritten as
Note that
Hence
and
The second derivatives of J are
At r 0 , because of (2.10), we have
We emphasize that the function V in (2.12) is associated with r 0 , i.e. V = V(·; r 0 ). Whether a critical point r 0 is a local minimum is determined by the matrix (2.12) in the subspace
T is the tangent space of the domain of J at r 0 . When (2.12) is positive definite in T , i.e.
the critical point r 0 is a strict local minimum. The condition (2.14) may be rephrased as follows. Define a K by K matrix M 0 whose kj entry non-standard inner product on R K defined by
With respect to g 0 , the matrix M 0 represents a symmetric linear operator on R K . Also with respect to g 0 we choose an orthonormal basis e 
(2.14) is equivalent to the condition that M 0 is positive definite in the K − 1 dimensional subspace perpendicular to e 0 1 with respect to g 0 . This form of (2.14) is closer to the contents of Section 3. Lemma 2.1 now implies the following theorem. Theorem 2.2 If J has a critical point r 0 at which (2.12) is positive definite in T , then there existŝ ǫ > 0 such that for all ǫ ∈ (0,ǫ) there is a solution u of (1.6) with the properties lim ǫ→0 u − U(·; r 0 ) 2 = 0 and lim ǫ→0 ǫ −1 I(u) = J(U(·; r 0 )).
Only when K = 1, r 0 = (r 0 1 ) always exists and equals √ 1 − a. It is regarded trivially as a strict local minimizer of J. Hence when ǫ is small, a spot solution of (1.6) exists unconditionally.
When K ≥ 2, J may not have a strict local minimizer. Another perturbation argument can be used. Note that when γ is large, J may be viewed as a perturbation of
It was proved in [25] that J * has a unique critical point r
It was shown in [25] that (2.19) is positive definite in T . For large γ r * perturbs to r 0 , a strict local minimizer of J. Theorem 1.1 hence is a consequence of Theorem 2.2. In this paper we assume that the condition (2.14) is satisfied and hence u exists.
We denote the function U(·; r 0 ) by u 0 and set . Then there exist r 1 , r 2 , ..., r K such that u(r j ) = 1/2, j = 1, 2, ..., K, and r = (r 1 , r 2 , ..., r K )
T → r 0 as ǫ → 0. These r j 's are called the interfaces of u. We will see that they are the only interfaces.
We also need to know the asymptotic behavior of u. First we construct an inner expansion. Around each r j we introduce the scaled variable r = r j + ǫt so to expand
As we insert (2.20) and (2.21) into (1.8) we find the leading term
The next term is P j (t) defined to be the solution of
In our rigorous setting of asymptotic expansions P j depends on ǫ because r j and ξ j do so. This way we avoid expanding r j . The third term in the inner expansion is Q j (t) which is the solution of
Q j is odd. Again Q j depends on ǫ, via r j and v ′ (r j ). We set the inner approximation of u near r j to be
The outer approximation is done in one step. It is denoted by z and defined for all r not equal to r 1 , r 2 , ..., r K by the equation
Since η = O(ǫ) and v = O(1), facts proved in the appendix, z is chosen to be close to 0 or 1 on each (r j , r j+1 ) non-ambiguously, in agreement with the shape of u, i.e. z is close to 0 on (0, r 1 ), close to 1 on (r 1 , r 2 ), close to 0 on (r 2 , r 3 ), etc. The inner approximation is used in each (r j − ǫ α , r j + ǫ α ) where α ∈ (1/2, 1). The outer approximation is used in (0, 1)\(∪ K j=1 (r j − 2ǫ α , r j + 2ǫ α )). The inner approximation is matched to the outer approximation in the matching intervals (r j − 2ǫ α , r j − ǫ α ) and (r j + ǫ α , r j + 2ǫ α ), j = 1, 2, .., K. Let χ j be smooth cut-off functions so that
and moreover (χ j ) r = O(ǫ −α ) and (χ j ) rr = O(ǫ −2α ) in (r j − 2ǫ α , r j − ǫ α ) and (r j + ǫ α , r j + 2ǫ α ). We then glue the two approximations to form a uniform approximation
According to this lemma, whose proof is left to the appendix, the uniform approximation w is accurate up to order ǫ 2 . This lemma also implies that the r j 's are the only interfaces of u.
To understand the stability of a spot or a ring solution in two dimensions we need to find the spectrum, which only contains eigenvalues, of the linearized operator L defined in (1.9). We separate variables in the polar coordinates to let
After substituting (2.29) into (1.9), we deduce that ϕ(x) is a linear combination of φ m (r) cos(mθ) and φ m (r) sin(mθ) for some nonnegative integer m. The corresponding eigenvalue λ is thus classified into λ = λ m , m = 0, 1, 2, ... The pair (λ m , φ m ) satisfies the following equations.
The operator G 0 is defined in (2.6), and when m ≥ 1 G m is the inverse of the differential operator − Proof. Suppose that the lemma is false. We may assume that lim ǫ→0 λ = λ 0 < 0. Since λ is classified into λ m , m = 0, 1, 2, ..., we consider the case that λ is one of λ 0 . The case m ≥ 1 may be handled similarly and we omit the proof.
Let φ be an eigenfunction of (2.30) associated with λ. Without the loss of generality we assume that φ = φ(r * ) = 1. First we claim that there is a r j whose distance to r * is of order O(ǫ). Otherwise −ǫ 2 φ ′′ (r * ) ≥ 0 since r * is a maximum; − ǫ 2 r φ ′ (r * ) = 0 whether or not r * is on the
, and λφ(r * ) = λ < 0. Then
However this equation has no nonzero, bounded solution when
Hence to understand the stability of u we must analyze all the eigenvalues that tend to 0 as ǫ → 0. They are called the critical eigenvalues. 
We expect that the eigenfunctions associated with small eigenvalues may be approximately by combinations of
Here H ′ j is the derivative of H j = H j (t) with respect to t evaluated at t = r−rj ǫ . In this section we write (λ, φ) for an eigenpair (λ 0 , φ 0 ). We decompose
in which
By differentiating (2.23) we have
where we have used the fact
On the other hand
t is odd, and
since P ′ j is odd. We find
Hence we deduce that
Note that in (3.6)
Rewrite the equation
Then φ ⊥ satisfies
Here φ ⊥ is the L ∞ norm of φ ⊥ on (0, 1). The following lemma estimates φ ⊥ .
Lemma 3.2 There exists C > 0 independent of ǫ such that for all ψ in the domain of L 0 and
Proof. Suppose that the lemma is false. There exist ψ and some r * such that ψ = ψ(r * ) = 1,
. Then r * must lie in a neighborhood of r j for some j. The size of this neighborhood must be of order ǫ. Otherwise we argue as in the proof of Lemma 2.4: So let us assume that r * is in a neighborhood, of size ǫ, of r j . Then ψ(r j + ǫt)
which is possible only if c = 0. We obtain by Lemma 3.2 that
which implies, since λ = o(1),
We multiply (3.7) by
and integrate with respect to 2πr dr over (0, 1) to find the equations
In these equations
where · 1 denotes the L 1 (D) norm. By (3.6) we find
Then by (3.9) we deduce the equations 10) for k = 1, 2, ..., K. The inner products in (3.10) are given in the next lemma.
Lemma 3.3 In the equations (3.10)
Proof. 1. is obvious. To prove 2. we note that P ′ decays exponentially fast. Then (3.6) implies that
Note that we have again used (3.3) and (3.4) to reach (3.11), and used (3.5) to reach (3.12). To find the integral in (3.12), we differentiate (2.25) to obtain
Multiplying by H ′ k and integrating over (−∞, ∞) yield
The integral in (3.12) now becomes
With Lemma 3.3 we will write (3.10) in the vector form. We view c = (c 1 , c 2 , ..., c K ) T as a column vector in R K . Let R be a K by K rank one matrix:
and M be a K by K matrix whose kj entry is
In R K we define a non-standard inner product g by
14)
The matrices R and M represent symmetric linear operators on R K with respect to this inner product. The symmetry of M under g is a consequence of the fact that r k G 0 (r k , r j ) = r j G 0 (r j , r k ). Let {e n } be an orthonormal basis under g in which
e 1 is an eigenvector vector of R with eigenvalue 2f ′ (u)(r 1 + r 2 + ... + r K ). e 2 , e 3 , ..., e K span the eigenspace of the eigenvalue 0, which has multiplicity K − 1. Now we rewrite (3.10) as
In (3.16) |c|, the norm of c, may be understood as either the norm under the standard inner product or the norm under g, because the two norms are equivalent uniformly in ǫ. We must consider two cases:
Of course when K = 1, the second case does not occur.
In the first case we use a rough form of (3.16):
Take the g-inner product of (3.17) and e 1 :
This eigenvalue is positive for small ǫ and of order ǫ. Consequently (3.9) implies that
If we take the g-inner product of (3.17) and e n , n ≥ 2, then
The asymptotic properties of λ and φ in the first case follows from (3.19), (3.20) , and (3.21).
In the second case we take the g-inner product of (3.16) and e n , n ≥ 2, to deduce
Note that g( Then we take the g-inner product of (3.16) and e 1 : The second equation implies that we can decompose c 0 as
The first equation in (3.27) becomes In summary we have proved that if (λ 0 , φ 0 ) is an eigenpair of (2.30) with the property λ 0 = o(1) then λ 0 and φ 0 must possess the asymptotic properties described in Theorem 3.1. We still need to show that there indeed exist exactly K eigenpairs of (2.30) with the properties. The proof of this fact uses some ideas from the linear perturbation theory. Not to prolong this section we omit the proof. Instead we will give a full proof in the next section for the m ≥ 1 case, which is similar to the one for the m = 0 case. 
Note that G m (r, s) is not symmetric in r and s, although rG m (r, s) is. So with respect to g 0 the matrix in the K dimensional eigenvalue problem represents a symmetric operator.
In the proof of Theorem 4.1 we write (λ, φ) for (λ m , φ m ) for simplicity. We decompose in L 2 (D)
First we compute
Lemma 4.2 There exists C > 0 independent of ǫ such that for all
The proof of this lemma is similar to that of Lemma 3.2, so we omit it. We obtain by Lemma 4.2 that
We multiply (4.5) by H ′ k + ǫP ′ k and integrate with respect to 2πr dr over (0, 1). Then
which, by (4.6) and (4.4), may be written as
for k = 1, 2, ..., K.
Lemma 4.3
In the equations (4.7)
Proof. 1. is obvious. To prove 2. we note that P ′ decays exponentially fast. Then (4.3) implies that
To find the integral in the last line we follow the argument used in the proof of Lemma 3.3. This lemma simplifies (4.7) to
Hence λ is of order ǫ 2 . (4.6) now becomes
After passing limit in (4.8) we deduce the asymptotic properties in Theorem 4.1 for λ and φ.
We have proved that if (λ m , φ m ) is an eigenpair associated with m with λ = o(1), then it must have the asymptotic behavior described in Theorem 4.1. To complete the proof of the theorem we proceed to show that there exist exactly K simple eigenpairs of (2.31) with the properties.
Let F be the linear subspace spanned by critical eigenfunction. It is defined unambiguously by
Since the critical eigenvalues of L m are of order ǫ 2 , F includes all the critical eigenfunctions.
First dim F , the dimension of F , is at most K. Suppose that this is not the case. There exist two distinct eigenpairs (λ, φ) and (λ ′ , φ ′ ) with the same asymptotic behavior. That is
But the two eigenfunctions must be orthogonal, so
This is obviously impossible when ǫ is sufficiently small. Next dim F is at least K. Suppose otherwise that dim F < K. Define a subspace of L 2 (0, 1):
} where c 0 j are the K eigenvectors of the K-dimensional eigenvalue problem in the statement of the theorem. We use a perturbation argument. The asymmetric distance between the closed subspaces S and F is
that for every eigenvector in F which may be written as j c j (H
So if we use
. The following lemma due to Helffer and Sjöstrand [12] will give us a contradiction.
Lemma 4.4 Let L be a self-adjoint operator on a Hilbert space H, Q a compact interval in (−∞, ∞) and e 1 , e 2 , ..., e K normalized linearly independent elements in the domain of L. Assume that the following are true.
where S = span{e 1 , ..., e K }, F = the closed subspace associated to σ(L) ∩ Q, and κ = the smallest eigenvalue of the matrix [ e j , e k ]. Here we take L = L m , each e k is normalized and proportional to j c
and on the other hand
5 The cases of K = 1 and K = 2
We know from Theorem 1.1 that the spot solution (K = 1) exists for all γ. However the stability of the solution in two dimensions depends on γ. For small ǫ, the spot solution is stable if γ is small and unstable if γ is large. More precisely we have Theorem 5.1 Let K = 1. There existsγ > 0 such that when γ ∈ (0,γ), there existsǫ such that for every ǫ ∈ (0,ǫ) all λ m > 0, i.e. the spot solution u is stable. On the other hand if γ >γ, there exist ǫ > 0 and m ≥ 2 such that for all ǫ ∈ (0,ǫ), λ m < 0, i.e. u is unstable. 3 )/2 by solving the equation
Therefore µ 
Clearly when γ is small, the first term on the left side dominates and µ 0 m is positive for all m ≥ 2. On the other hand we find that the quantity in the braces is negative if m is sufficiently large. Fixing such m and taking γ large enough, we find that the entire left side of (5.2) becomes negative.
The borderline valueγ for γ can be calculated easily from (5.2) in two steps. 2. Minimize theγ m 's from the last step with respect to m ≥ 2. The minimum isγ, achieved at m =m where λm, the principal eigenvalue, vanishes up to order ǫ 2 .
The valuesγ for several a are reported in Table 1 [2, 3] , Ward [37] , and Alikakos, Bronsard and Fusco [1] ). One may feel uneasy about the abrupt change from negative λ 1 to positive λ 1 as we add a nonlocal term with a small γ. This is a result of our setting of fixing γ while taking ǫ small. To find the threshold where λ 1 = 0 one must take γ to vary with ǫ. We suspect that a borderline lies where γ is exponentially small compared to ǫ.
When we further increase γ, we reach the second threshold where one of λ m with m ≥ 2 becomes 0. Beyond this critical γ value the spot solution is unstable. It no longer has enough oscillation demanded by the stronger nonlocal term now. Note that the first stability threshold occurs because of λ 1 which is related to the translation of the spot, while the second threshold occurs because of some λ m with m ≥ 2 which is related to the oscillation of the boundary of the spot.
The situation is more complex when K ≥ 2, because the existence of u is conditional. According to Theorem 2. [25] J may be treated as a function of y without constraint: J(y) = J(q 1 (y), q 2 (y)). According to Section 2 for given y we find q 1 and q 2 , U(·; q 1 , q 2 ), V(·; q 1 , q 2 ), and J(y). When γ is small, e.g. γ = 1, J is increasing in y, Figure 4 (1), and (2.10) has no solution.
When γ is increased to 25, J has a critical point at y = 0.0802, Figure 4 Table 3 . Hence u is unstable in two dimensions.
There is something interesting in Figure 4 (2) and (3). If we blow them up near y = 0, Figure 5 , then in each case we find a local maximum near y = 0. This is because that J(y) is increasing in y near y = 0 and near y = 1−a. So whenever there is a local minimum, there must be a local maximum before the local minimum. This local maximum gives rise to a solutionr 0 of (2.10). However we can not use the Γ-convergence theory to find a solution of (1.6) near U(·;r 0 ). We conjecture that such a solution exists.
When the critical eigenvalues of a spot or a ring solution, determined from Theorems 3.1 and 4.1, are non-zero, we may expect to have a similar solution of (1.6) on a slightly perturbed domain. However finding solutions of (1.6) on a general domain Ω ⊂ R N is rather difficult. It was noted in [19] that (1.6) has a singular limit as ǫ → 0. One looks for a function u 0 ∈ BV (Ω) defined such that for a.e. x ∈ Ω u 0 (x) = 0 or u 0 (x) = 1 and u 0 = a. Let S be the union of the hyper-surfaces that separate the regions u 0 = 0 from the regions u 0 = 1, and v
where κ(x) is the mean curvature of S at x viewed from the u 0 = 1 side, and η is a Lagrange multiplier to be determined. If the free boundary problem (5.3) admits an isolated stable solution u 0 , then near u 0 , in the L 2 (Ω) sense, there exists a local minimizer solution u of (1.6) by the Γ-convergence theory. However (5.3) is a challenging nonlocal geometric problem. Even though Figure  1 (2) and (3) suggest we look for solutions with multiple spots, (5.3) implies that for such a solution the curvature of the boundary of a spot is in general not constant (there is the impact of v 0 ), i.e. the spots are not exactly round, unless we deal with the one spot or the ring solutions in a disc as in this paper. Nevertheless if we consider the situation where a is close to 0 (or 1), then v 0 is near constant throughout Ω and hence κ becomes close to a constant and the spots are approximately round. The cylindrical and spherical phases in Figure 1 are thus heuristically explained. Note that in the singular limit of the Cahn-Hilliard equation, which is (5.3) without the γv 0 (x) term, κ is constant.
A Proof of Lemma 2.3
Since η = f (u), we obtain a rough estimate for η:
. A maximum principle argument shows that
In the Γ-convergence theory u satisfies u → u 0 in L 2 (D) and (ǫπ)
implies the existence of r j where u(r j ) = 1/2 and that r j → r 0 j for j = 1, 2, ..., K. We construct a preliminary approximation h of u: 1) ,
If we consider h on (r 1 , 1), the argument in Proposition 8.2 [26] shows that
and show that
Note that d = u − h satisfies the equation
. Now we use an idea of Pohozaev [22] . Multiply the first equation of (1.8) by r 2 u r and integrate with respect to dr on (0, 1). Then
The first term on the left side becomes 0 after integration. Applying integration by parts to the second and third terms on the left side and the right side shows that
which is simplified to
since ǫγv (1) . Now we consider u, h, and d on (0, r 1 ). We proceed to show that d = o(1) on (0, r 1 ). Suppose that this is false. Then there exist a small δ > 0, independent of ǫ, and r * ∈ [0, r 1 ) such that |d(r * )| = δ and |d(r)| < δ if r ∈ (r * , r 1 ). δ is so small that 0 is the only critical point of W in (−δ, δ).
Since u(ǫt + r 1 ) → H(t) in C 2 loc (R), (r 1 − r * )/ǫ → ∞. Moreover the argument in Proposition 8.2 [26] shows that r * = o(1). There are two cases left: 1. r * /ǫ → ∞ and r * = o(1), and 2. r * = O(ǫ).
In the first case we multiply the first equation of (1.8) by u r and integrate with respect to dr: On the other hand if we scale u at r 0 so that U (t) := u(r * + ǫt) → H(t) locally in C 2 , then We have shown that d = u − h = o(1) on (0, 1). In particular we know that there are exactly K interfaces r 1 , r 2 , ..., r K . Now we consider the more accurate approximation w of u defined in Section 2. We call (r j − ǫ α , r j + ǫ α ) an inner region, (0, 1)\(∪ K j=1 (r j − 2ǫ α , r j + 2ǫ α )) the outer region, and (r j − 2ǫ α , r j − ǫ α ) and (r j + ǫ α , r j + 2ǫ α ) matching regions. Recall that α ∈ (1/2, 1). In the inner and matching regions, using (2.22), (2.23) and (2.25) we find that where we have defined σ j = ǫξ j + ǫγv(r j ) − η. which is valid on (0, 1)\{r 1 , r 2 , ..., r K }.
We now estimate the difference of z j and z on a matching region. First using (2.23) and (2.25) we find ǫ 2 ∆z j = O(ǫ 3 ).
Then (A.7) implies that f (z j ) + ǫγv − η = σ j + O(ǫ 1+2α ).
Comparing this to (2.27) we deduce that
on the matching regions (r j − 2ǫ α , r j − ǫ α ) and (r j + ǫ α , r j + 2ǫ α ). Then we consider w in the matching region. Here by (A.10) 
