We propose an improved class of estimators in estimating the finite population variance, using the auxiliary information. The expressions for the bias and mean squared error of the proposed class of estimators are derived up to the first order of approximation. Some estimators are also derived from a proposed class by allocating the suitable values of known parameters and identified as particular members of the proposed class of estimators. A numerical study is carried out to demonstrate performances of the estimators. It is observed that the proposed class of estimators is more efficient than the usual sample mean estimator, the regression estimator suggested by Isaki
Introduction
In this article, an improved class of estimators is proposed in estimating the finite population variance under simple random sampling. Various fields of life like genetics, biology and medical studies have been facing the problem in estimating the finite population variance. An agriculturist requires sufficient knowledge of climatic variation to devise appropriate plan for cultivating his crop. A fair understanding of variability is vitally important for better results in different walks of life. Singh et al. [36] and Das and Tripathi [9] have proposed different estimators for finite population variance S 2 y . Chaudhury [8] and Mukhopadhyay [27, 28] have made significant contributions in estimating the finite population variance under super population models. Srivastava and Jhajj [47] and Wu [51] , have taken the advantage of correlation between the study and the auxiliary variables in estimating the finite population variance.
Isaki [17] has proposed ratio and regression type estimators for population variance. Likewise, Singh [37] , Searls and Intrapanich [31] , and Prasad and Singh [29, 30] have given some estimators for population variance. Singh and Biradar [39] , Garcia and Cebrain [10] , Cebrain and Garcia [5] , Singh and Joarder [40] , Upadhyaya and Singh [49] , and Ahmed et al. [2] have paid their attention towards the improved estimation or classes of estimators of S 2 y . AL-Jaraha and Ahmed [3] have given some chain ratio-type as well as chain product-type estimators of S 2 y using double-sampling scheme. Later on Singh and Singh [41] , Upadhyaya et al. [50] , Chandra and Singh [7] , Arcos et al. [1] , Kadilar and Cingi [18, 19, 20, 21, 22, 23] , Koyuncu and Kadilar [24, 25] , Singh and Vishwakarma [43] , Turgut and Cingi [48] , Gupta and Shabbir [12, 13, 14] , Shabbir and Gupta [33, 34] , Grover [11] , Singh et al. [38, 42, 44] , Yadav et al. [52, 53] , Yadav and Kadilar [54] , Singh and Solanki [45, 46] , and Singh and Malik [35] have paid their attention towards the improved estimation of population variance S Motivated by these studies, the present article focuses on improved class of estimators for S 2 y using the auxiliary information.
The rest of the article is organized as: Section 2 provides the notations and symbols. Section 3 gives a brief review of some existing estimators of S 2 y . Section 4 gives the expressions for the bias and mean squared error (MSE) of the proposed class of estimators. The efficiency comparison of different estimators is shown in Section 5. A numerical study is presented in Section 6. Conclusion is given in Section 7.
Notations
Consider a finite population Ω = {1, 2, .., i, .., N } having N units. We draw a sample of size n by using simple random sample without replacement (SRSWOR) sampling scheme from this population.
Let y i and x i be the values of the study variable (y) and the auxiliary variable (x) respectively. Let
x i be the sample means, respectively, corresponding to the population meansȲ =
be the sample variances corresponding to population variances S
, be the covariance between S be the population coefficients of kurtosis of y and x, respectively, where
r x i −X s and γ = 1/n. We ignored the finite population correction(fpc) term because of ease of computation. In order to get biases and MSEs of the considered estimators, we use the following relative error terms.
Some existing estimators
We discuss the following estimators.
(i) The variance of the usual unbiased variance estimator Ŝ 2 y , is given by
x ) is the sample regression coefficient whose population regression coefficient is
Reg , is given by
(iii) Singh et al. [38] considered the following difference type estimator for S 2 y , given by
where k 1 and k 2 are suitably chosen constants.
The bias and minimum MSE ofŜ and k
, are given by
.
(iv) Shabbir and Gupta [32] suggested the following ratio-type exponential estimator S 2 y , given by
where k 3 and k 4 are suitably chosen constants.
The bias ofŜ 2 SG , to first order of approximation, is given by
The minimum MSE ofŜ .
(v) Singh and Solanki [46] suggested a difference-in-ratio type estimator for S The bias ofŜ 2 SS , to first order of approximation, is given by
where
and k
, is given by
,
(vi) Yadav et al. [53] suggested a general class of estimators for S 2 y , given by
, where k 7 and k 8 are suitably chosen constants, λ can takes values 0 or 1 and a, b be the population parameters of the auxiliary variables. Shabbir and Gupta [32] estimator in (6) and Singh and Solanki 
The minimum MSE ofŜ 2 Y G , to first order of approximation, at optimum values
, and
(vii) Yadav and Kadilar [54] suggested two parameters ratio-product-ratio type estimator for S 2 y , given by
where α 1 and β 1 are suitably chosen constants.
The bias and MSE ofŜ 2 Y K , to first order of approximation, are given by
and
Solving above for minimum MSE ofŜ
and at (α 1 , β 1 ) = {(V 02 − V 11 ) /2V 02 , 0}, we have
(viii) Recently Singh and Malik [35] suggested an improved estimator for S 2 y , given by
, where k 9 and k 10 are suitably chosen constants. Here ψ 1 is the scalar quantity which takes the values +1
and −1 for ratio and product type estimators respectively.
The bias ofŜ 2 SM , to first order of approximation, is given by
The minimum MSE ofŜ 2 SM , to first order of approximation, at optimum values
Proposed estimator
Bahl and Tuteja [4] exponential type estimators for population variance S Following Haq and Shabbir [15, 16] , the average of the ratio and the product-type exponential estimators given in (17) and (18) 
A generalized form ofŜ 2 A , is given by
, where (a = 0) and b are functions of known parameters of the auxiliary variable. 
where k 11 and k 12 are suitably chosen constants, and
Expressing (20) in term of δ s and keeping terms up to power two, we have
8 .
Solving (21), up to first order of approximation, we get
Using (22), the bias and MSE ofŜ 2 P , to first order of approximation are, respectively given by 
Differentiating (24), with respect to k 11 and k 12 , we get the optimum values of k 11 and k 12 as
where A, is defined earlier.
Substituting the optimum values of k 11 and k 12 in (24), we get M SE min (Ŝ 
Some members of the proposed class of estimators
Different estimators can be generated from the proposed estimator given in (20) by substituting the suitable choices of a, and b. Some generated estimators are listed in Table 1 . Table 1 : Some members of proposed class of estimatorsŜ
In this section, we compare the propose estimator with existing estimators.
Condition i:
By (1) and (25),
Condition ii: By [ (3) or (14)] and (25),
Condition iii: By (5) and (25), Condition iv: By (7) and (25),
Condition v: By (9) and (25),
Condition vi: By (11) and (25), when using λ = 1 .
Condition vii: By (16) and (25), when using τ = ψ 1 = 1 .
Note that the proposed estimator (Ŝ 2 P ) is more efficient than the existing estimatorŝ S 
Numerical study
In this section, we consider the following data sets for numerical comparisons. 
