In this paper we study the multicriteria decision aid (MCDA) methods PROMETHEE and GAIA. The PROMETHEE method provides the decision maker with a ranking. The GAIA method provides a two dimensional representation of the decision problem based on the flows computed by the PROMETHEE method. However, a limit of the GAIA method is the loss of information by its two-dimensional projection which may lead to inconsistencies with the PROMETHEE rankings. Recently, some extensions of the GAIA method have been proposed in Hayez et al. (2009) in order to decrease the number of inconsistencies.
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Introduction
The aim of multicriteria decision aid (MCDA) is to help a decision maker confronted to a decision problem. MCDA methods aim to evaluate alternatives based on multiple criteria using systematic analyses which overcome the limitations of unstructured individual or group decision-making. We usually find in the literature different MCDA problems as the choice, ranking, sorting, screening, description problems (Roy and Bouyssou, 1993; Belton and Stewart, 2002; Xidonas et al., 2010) . Vincke (1992) considers there are three families of MCDA methods: those based on the multi-attribute utility theory such as MAUT, AHP, TOPSIS, etc. (Keeney and Raiffa, 1976; Saaty, 1980; Hwang and Yoon, 1981) , the outranking methods such as the ELECTRE and PROMETHEE methods (Roy and Bouyssou, 1993; Brans and Mareschal, 1994, etc.) and the interactive methods (Vincke, 1992) .
We will focus in this paper on the outranking methods (which are based on pair-wise comparisons of the actions) and particularly on the PROMETHEE and GAIA methodology (Brans and Mareschal, 1994) . The PROMETHEE and GAIA methodology offers a representation of multicriteria ranking problems in a two dimensional view.
The PROMETHEE method is a MCDA method which provides the decision maker with a ranking and has been successfully applied in a lot of theoretical and practical problems. We refer the reader to Behzadian et al. (2010) for a comprehensive literature review of the PROMETHEE method.
The GAIA method is a descriptive and graphical extension of the PROMETHEE method. It permits to represent in two dimensions the actions and criteria involved in the MCDA problem (Brans and Mareschal, 1994) . The GAIA methodology is based on a principle components analysis (PCA) of the PROMETHEE flows but it may thus suffer from loss of information in the two dimensional view. This loss of information may be expressed inconsistencies with the PROMETHEE rankings.
Recently, Hayez et al. (2009) presented some new extensions of the GAIA method in order reduce these inconsistencies. They proposed for this purpose two GAIA-type visual representations: the GAIA-stick and GAIA-criterion representation.
In this paper we analyse another way of decreasing the loss of information. The GAIA method does not take the weights into account given by the decision maker although these weights are used for the computation of the PROMETHEE ranking. For this reason, we have slightly adapted the initial GAIA method and taken the weights into account of the different criteria when projecting the actions and criteria into the GAIA plane. The purpose of this paper is thus to analyse the impact of taking the weights into account in the different GAIA projections. This includes measuring the induced gain or loss of information. To achieve this analysis some illustrative examples are given as well as numerical simulations. From these experiments we may conclude that it may be worthy to take the weights of the decision maker into account when representing the decision problem.
The paper is organised as follows: in Section 2 we describe the different GAIA methods. In Section 3 we present the weighted GAIA methods and Section 4 is devoted to illustrative examples. The numerical analyses which inform us about the gain or loss are given Section 5. In the last section of this paper, we present our conclusions and give some further research directions.
The GAIA methods
In this section, we will briefly describe the GAIA method which uses the PROMETHEE flows. Therefore, we first introduce the computation of the PROMETHEE flows which lead to a complete ranking of the set of actions. Then, we describe the GAIA method which renders a 2D visualisation of the decision problem in the so called GAIA plane. Moreover, we introduce two particular GAIA planes: the GAIA-stick plane and the GAIA-criterion plane. These planes, as we will see, avoid some shortcomings from the classical GAIA plane. Brans and Mareschal (1994) . Considering the whole set of actions, a global score for action a 1 on criterion f l is defined as the PROMETHEE uni-criterion net flow:
The PROMETHEE methodology and the GAIA plane
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This uni-criterion net flow score, always between -1 and 1, represents the strength (if near 1) or the weakness (if near -1) of a i in regards of all the actions of A.
The uni-criterion net flows are then aggregated into a global score taking the decision maker's priorities into account: to each criterion f j a weight, noted w j (with 0), 
This score allows the decision maker to rank the actions from the best to the worst one and is referred to as the PROMETHEE II ranking. More information about the PROMETHEE methods may be found in Brans and Mareschal (2005) and Mareschal et al. (2008) for another interpretation of the net flow score.
( ) 
Besides, the uni-criterion net flows lead to the following matrix. This matrix is similar to the performance table since each row of this matrix represents an action and each column represents a criterion. However, this matrix contains some preference information given by the decision maker and measures thus the intra criteria information.
In order to represent the inter criteria information the decision maker may use the GAIA method (Brans and Mareschal, 1994) . Here, actions will be represented by points,
,,..., ,..., To graphically represent this matrix, the GAIA method, uses a principal component analysis (PCA) to find a plane which allows a 2D visualisation. For this purpose, the variance-covariance matrix of our decision problem, noted C, is at first computed. This matrix can be obtained by using the following relation:
Then, two eigenvectors, noted u and v, are chosen such that they have the greatest eigenvalues λ 1 and λ 2 These two eigenvectors are orthogonal ( ) u v ⊥ and define the best plane, called the GAIA plane. This plane is used for the projection of the α i points while minimising the loss of information (Brans and Mareschal, 1994) .
By definition, that plane will be the one that holds the maximum amount of information after the projection has been realised. Intuitively, the amount of information preserved in percents can be obtained as follows:
The coordinates of A i on the GAIA plane are obtained by projection on u and v, and are thus as follows:
α denotes the transposition of f j which is a row of e j .
In order to represent the intra criteria information, each criterion w will be projected on the GAIA plane. To do that we just need to obtain the projections w of each criterion axis w, where:
The angle between the projections of two criteria is a measure of the similarity or the conflict between two criteria. The smaller the angle, the more similar two criteria are. On the contrary, this angle will be greater when criteria are conflicting given the data set (see Figure 1) .
Finally the information on the weights chosen by the decision maker can be added by finding the projection of w, the weights vector:
( ) Having a GAIA plane such as illustrated in Figure 1 , the decision maker may easily draw conclusions about his decision problem. Actions that are close on the plane will often have very similar rows in the matrix Φ (e.g., a 1 and a 2 ). The decision maker can thus easily identify actions that have similar performances or the opposite (e.g., a 1 and a 5 ). Moreover, the decision maker can easily compare criteria between each other since their position is an indication of their conflicting or correlated behaviour. For instance, in Figure 1 , the criteria c 1 and c 2 are very close to each other which means that they discriminate the actions in the same manner (they are thus correlated). On the other hand, c 2 and c 4 are in opposite directions: they are conflicting. The possibility to compare actions to the different criteria by their position in the plane, allows the decision maker to regroup actions and to have a better understanding of the results obtained (Brans and Mareschal, 2005 ). An example of this plane is given in Section 4. Let us remark that this methodology has been adapted and applied on GIS systems which enable an easy representation of the decision problem on geographical planes (Lidouh et al., 2009) . 
GAIA-stick and GAIA-criterion
However, the projection from a k-dimensional space to a 2D plane leads inevitably to loss of information. There can thus be some distortions between the raw data and their GAIA representation for low Φ values (Hayez et al., 2009) . At first, the ranking of the actions in the GAIA plane, obtained by their projections on the decision stick, is not always completely consistent with the PROMETHEE II ranking. Besides, the ranking of the actions on a particular criterion is not always coherent with the uni-criterion net flows. An illustration of these assertions can be found in Hayez et al. (2009) .
In order to address these problems, Hayez et al. (2009) proposed recently two different representations: the GAIA-stick and the GAIA-criterion planes. For both planes, the eigenvectors are computed differently and lead to two different representations. 
GAIA-stick plane
In the GAIA-stick plane, the first (horizontal) dimension of the plane is defined by the unit (L 2-norm) weight vector:
Given this first dimension, the projections of the actions on this axis are necessarily proportional to the net flow of the PROMETHEE II ranking. The second orthogonal axis results from the first component of the PCA applied to the projections of the actions on the subspace orthogonal to the weight vector. This ensures that the GAIA-stick plane gathers as much information as possible. The coordinates of action a i in this subspace, b i , noted are obtained as follows:
where α i is the ith row in the Φ matrix. The quantity of information contained in the GAIA-Stick plane, noted δ S , will obviously be lower than δ. It can be computed as follows: Contrarily to what was proposed by Hayez et al. (2009) for the computation of the δ S value, we will use the projection of the actions a i on the decision stick instead of the net flow values. That is because even though the projections are proportional to the net flows, they are not equal to them and thus lead to an incorrect δ S value.
Working in the GAIA-stick plane, ensures us that the projections of the actions on the decision stick, are such that they are completely coherent with the PROMETHEE II ranking. Nevertheless, there still might be a loss of information. This may lead to the fact that the projections each criterion axis in the plane, are not coherent with the uni-criterion net flows.
GAIA-criterion
On the other hand, in order to coherently represent the uni-criterion, net flows (for a chosen criterion), the decision maker may use the GAIA-criterion plane. In this plane, the first (horizontal) dimension of the plane corresponds to the selected criterion. The second vector is orthogonal to the first one and corresponds to the first PCA applied to the k-1 dimensional subspace orthogonal to the chosen criterion.
Obviously, there may exists k different GAIA-criterion planes and the ranking of the actions according to the projection on the first vector is completely coherent with the uni-criterion net flows.
The quantity of information in the GAIA-criterion plane is given by:
where 1 k μ is the largest eigenvalue from the subspace PCA.
Working in the GAIA-criterion plane, ensures us that the projections of the actions on the criterion, are such that they are completely coherent with the uni-criterion net flows. However, nothing may be said about the consistency of the projections on the decision stick in regards to the PROMETHEE II ranking.
To summarise this section, the GAIA plane is thus a method which permits to represent the decision problem in a two-dimensional view. Therefore, it uses an ACP analysis. However, due to the inevitable information loss, the GAIA plane may represent some inconsistencies. To avoid these, the decision maker may use the GAIA-criterion and GAIA-stick planes in order to avoid some rank inconsistencies or uni-criterion flow projections' inconsistencies.
Weighted GAIA
In this section we describe a new approach to visualise the decision problem. The aim will be to represent even more information than the regular GAIA method by taking the criteria weights into account. Indeed, the regular GAIA method uses only the preference structure information from the decision maker and then adds a decision stick that represents the objective. However, the view remains the same whatever weight distribution is chosen. In our approach, we will adapt the view to the weight distribution at all times.
A new approach
Let us denote by Φ w the weighted flow matrix computed as follows:
Each column j of Φ , representing the uni-criterion net flows ( ) So, instead of processing a PCA on the matrix Φ, we apply the PCA on the matrix Φ w . As a consequence, the set of points a i of the new GAIA plane, called weighted GAIA, will be rearranged in order to better represent the importance of each criterion.
This leads to the fact that evaluations of important criteria may be widely spread on an axis while criteria of less importance see their uni-criterion net flows pulled together.
Since the dimensions of the cloud of points have been reduced, the projection obtained after a PCA is more likely to contain more information than usual. The quantity of information preserved by this projection is given by the following measure:
Moreover, this approach thus possesses the property that the projection will change for each set of weights, trying to represent the data as well as possible. In the regular approach, this is not the case as we obtain a single projection that represents the data for all possible weight configurations. Also, the projected criteria c j will be multiplied by their respective weight before being represented as axis. This will lead to a better representation of the criteria whose influence on the decision is greater due to a higher weight or a bigger discriminating factor. The normal GAIA plane is thus enhanced by removing all unnecessary pieces of data and only keeping the factors that really influence the decision.
Finally, the decision stick, which will be noted D w in our approach, will be computed slightly differently. It has to be chosen in such a way that the projection on it of all the actions in the criteria space will give us the PROMETHEE II net flows. The following relation needs thus to be verified:
And since the new coordinates of the α i points already take the weights into account, their sum gives us the net flow directly. We will thus choose D w so that a projection on this vector will have the effect of a sum of the coordinates. We have thus:
( )
where k is the number of dimensions of the criteria space. Since all the preference information of the decision maker is already incorporated in the weighted GAIA plane, the new decision stick D w does not need to focus on a particular combination of weights. The same importance is thus attributed to each dimension of this new configuration.
Weighted GAIA-stick and weighted GAIA-criterion
The GAIA-Stick plane can also be adapted to this new approach. Indeed, if we apply the weights to the set of α i points, we are still free to choose which plane to use for the projection. In the weighted GAIA-Stick adaptation, the plane will be computed in the same way as before.
For the first dimension of the projection, we will choose the decision stick D w . As for the second one, we apply a PCA on the subspace obtained as follows:
The quantity of information conserved by the projection can be calculated using the same formula as in the regular approach.
In the weighted GAIA-criterion approach, even less adaptations are necessary. Once the weights have been applied to the α i points, the plane for the projection is determined by choosing one of the criteria as the first dimension, then applying a PCA on the subspace that does not contain the selected first dimension.
Differences that arise from applying the weighted approach
When applying the weights to the cloud of alternatives in the criteria space, we reduce the dimensions of this cloud making them very small when the weight of a particular criterion is weak. As a consequence, the new cloud of points is more representative of the decision maker's true preferences and is easier visualised using a two-dimensional projection.
Compared to the regular GAIA method, it means that we will obtain a new cloud of points and a new projection for each set of weights that we choose. The regular approach only proposes a single projection for any set of weights. This makes it so that even if the quantity of information conserved by the plane is important, there will be weight configurations where a small loss of information will greatly affect the interpretations that we make using it.
The only case where this approach does not help us any further is when all the weights are equal. In such a situation the cloud of points is not deformed and the projection obtained is the same as the one from the GAIA method. In Figure 2 , we display the δ w value for a weight configuration whose distance from the equally weighted case is computed using indicates the quantity of information preserved using the regular GAIA method, i.e., δ.
That quantity is of course constant whatever the weights used. The dots indicate several observations of δ w at a given dist. Dots under the line indicate a loss of information, while dots above the line indicate a gain of information when applying the weighted GAIA method.
We can see that the more the weights are diversified (i.e., the higher dist), the more often we have an increase of the quantity of information preserved. Furthermore, when the distance between a given weight configuration and the equally weighted configuration becomes greater, the gain in information is also significantly affected.
One downside to the weighted approach is that applying the weights will reduce all distances and force us to zoom on the projection to be able to use it. This, however, can be solved by implementing an automatic zoom feature in the software used to apply the method.
In the next section we will illustrate the gain of the approach qualitatively by some considering some applications.
Application on some cases
In this section we present some application examples to illustrate the methods presented in this paper. The first example is taken from the PROMETHEE-GAIA literature (Brans and Mareschal, 2001 ). We will use it to compare the Weighted GAIA approach to the regular GAIA plane. As for the second one, it is an adaptation of the example described by Hayez et al. (2009) . This second example will be used to see the differences of applying either the GAIA-stick and GAIA-criterion variants or their weighted equivalents.
Marketing problem
This problem analyses 6 different means of communication for a marketing campaign. The evaluations of the alternatives and the preference parameters are given in Table 1 and  Table 2 respectively. In this problem we will start by considering at first a given weight repartition. In a second scenario, we modify their values by assigning a very low weight (about 0.0001) to one of the criteria.
In the first situation, Figure 3 gives us the result using the GAIA method. We can see that the δ has a value of 80.9% which is quite high. However this GAIA plane does not take the weights into account meaning that it is a compromise for every possible weight combination. Knowing that, we can expect the 19.1% of missing information to be problematic in some situations. In this case the exact ranking obtained using PROMETHEE II is given in Table 3 as is the ranking deduced from the GAIA plane (by projection on the GAIA-stick). We can see that the two rankings differ significantly. That is due to the loss of information. In the second part of Figure 3 , we have the result with the weighted GAIA approach. In this first situation, the weight distribution is very close to an equally weighted situation (i.e., a weight of 0.2 for each criterion). The results should thus be similar to the ones obtained with the GAIA plane. Indeed the δ value is of 81.1%, which is only little above the previous one. This second plane however will take the weights into account and use the kept amount of information to display only relevant data. The evaluation for the first criterion (cost) will therefore occupy a greater part of the plane and the ones for the third criterion (duration) a smaller one. The positions of the alternatives in this second representation are thus closer to the image the decision maker has in mind. The different sizes of the axes are due to a projection but are also a result of applying weights to our data before projecting it on the plane. Criterion 1 has therefore the greatest size but we can also see that criterion 3 (with a weight of only 0.1) is greater than criteria 2 and 4. This is due to it is being a strongly discriminating criterion in our problem.
In the second situation, we will consider that criterion 1 takes even more importance whereas criterion 3 becomes negligible. The resulting weight distribution is thus very different from the equally weighted situation and the weighted GAIA approach should give us much better results. As in the previous case, the δ obtained with the GAIA method is still 80.1% (see Figure 4) and indeed, only the decision sticks has changed. The ranking deduced is given in Table 4 . It takes five position permutations to go from the deduced ranking to the exact one. Figure 4 also gives us the Weighted GAIA plane for this case. We can immediately see that the δ was significantly increased (value of 91.1%). This contributes to a better positioning of the alternatives according to the criteria that really matter. We see in Figure 4 (right) that, alternatives 4 and 6 are closer to each other than they were in the regular GAIA plane. This indicates a higher similarity when taking only the important criteria into account. The global positioning of the other alternatives is also modified when applying the weights, and as a consequence it takes only four position permutations to go from the deduced ranking to the exact one. Finally, one can also remark that the sizes of the axes are significantly different from the ones in the regular plane. The regular plane showed us that criteria 1, 2, 3, and 5 had similar importance in the decision process. This is only true when neglecting the weights associated to each criterion. In the weighted GAIA plane, criterion 3 has a length close to zero indicating that he is of no concern for the current situation. Also criteria 1 and 5 have a much greater size than criterion 2 which is also due to the chosen weights. Directly taking the weights into account in the PCA, enables the decision maker to perform a sensitivity analysis of his decision problems while considering different setting of weights. He may therefore use the walking weights (Brans and Mareschal, 2001 ).
Car comparison problem
This example is slightly modified from the original one used by Hayez et al. (2009) . Instead of using equal weights for all criteria, we will give more importance to some of them and neglect others. By doing that using the weighted GAIA methods will become more interesting as the results might greatly differ from the standard approach. Table 5  and Table 6 give us the entire description of the problem studied (i.e., the decision matrix and the preference parameters). Next we will apply the GAIA-stick and weighted GAIA-stick methods to this data and compare the results. Figure 5 shows us the projections obtained.
We can see that the relative positions of actions 2 and 3 have been modified. This change leads to a significant increase of the δ from 70% to 89.8%. By looking at the criteria shown, we can understand that a part of the information shown on the standard plane was unnecessary.
Indeed, criterion 2 has a weight of about 0 making it orthogonal to the decision stick. This in itself is normal, but on the GAIA-stick plane it translates as an additional axis whose information is also displayed. On the weighted GAIA-stick plane however, this dimension has been removed letting only the most important criteria have an influence on the actions' position. Finally let us apply the GAIA-criterion method to this same problem and compare the results for some projections. As criteria 1 and 3 are the most important, we will see what changes occur when we use the weighted approach in those views. Figure 6 gives us the result for criterion 1 and Figure 7 the one for criterion 3. In both representations the δ is increased when using the weighted approach. Just like in the GAIA-stick method, the regular approach shows information for all criteria independently from the weights chosen. The projection is thus not optimal for the chosen weights.
The actions' position are of course always perfectly represented according to criterion 1, but the relative positions of actions 2, 3, and 5 now better represent criterion 3 instead of 2 and 4. As for the representation using criterion 3 as a reference, the actions are better positioned according to criterion 1.
Observations
These two examples have shown us that using the weighted GAIA projection can help us to better represent the problem, especially in situations where the weights are modified and have very different values. While the regular GAIA plane is a compromise for all weight distributions, the weighted GAIA approach adapts itself and takes advantage of the inequality of the weights to display only the essential parts of the problem.
This same behaviour is observed with the GAIA-stick and GAIA-criterion variants. This constant adaptation leads to an increase in the quantity of information displayed for all the cases studied.
Empirical tests
In Section 4 we have proven by some concrete examples that, taking the weights of the decision maker into account, can lead to a better representation of the decision problem. However, nothing was mentioned about the quantitative advantage or about the number of occurrences of this gain. To analyse these aspects (i.e., the quantitative advantage (or loss) of the weighted GAIA as well as their frequencies), some empirical simulations have been realised.
In the simulations, we have considered two main parameters. At first, the difference of the quantity of information preserved in the weighted case and the non-weighted case is computed. This is measured by the value δ w -δ. A positive value indicates that there is a gain of information preserved by this new plane.
Secondly, we have measured the gain or loss of the coherency between the stick projections (see for instance Clearly, if π w -π > 0 there is a higher coherency between the net flow ranking and the deduced ranking in the weighted GAIA plane. This is indeed an advantage for the decision maker when analysing his decision problem since the stick projections in the plane are closer to closer the actual net flows (and thus the ranking).
To have an idea about the different values of δ w -δ and π w -π and their distributions, we have generated random decision problems. For each decision problem, we have drawn the GAIA plane and the weighted GAIA plane and computed the δ w -δ and π w -π. Each decision problem consists of a set of n actions (n = 8, 20, 60) evaluated on k criteria (k = 3, 6, 9). In the simulations we have chosen the linear preference function since this function covers most of the other preference functions. Furthermore, the evaluations of the actions, the weights, and the indifference and preference thresholds are generated randomly in order to obtain a complete random decision problem. The results of these simulations are represented in the Figure 8 to Figure 18 . w -π and δ w -δ for the generated decision problems. From this figure, we may conclude that there exists no explicit relationship between these parameters. Sometimes, there might be a gain in coherency between the net flows and the stick projections in the weighted GAIA plane but accompanied with a loss of information (and vice versa). On the other hand, sometimes both values π w -π and δ w -δ may be either positive or negative at the same time. However, most of the time, at least one of this values, is positive. This indicates that there is often a gain while using the weighted GAIA plane. Figure 8 to Figure 11 represent the gain or loss of information preserved by the weighted GAIA plane (i.e., δ w -δ) when considering respectively 8, 20 and 60 actions. At left of these figures, we have represented the frequencies for 10 000 simulations. Meanwhile, we have considered different numbers of criteria. On the right, we have represented the associated cumulative frequencies. From Figure 8 to Figure 11 , we may conclude that π w -π varies between -8% and 56%. The loss of information when using the weighted GAIA plane is thus very small and occurs only a few times (less than 5% of the cases). The gain of information is in 50% of the cases respectively more than 15% according to the number of actions. Generally, the more actions there are, the higher the gain. Let us remark that the number of the criteria does not influence the results. From these simulations, we may conclude that most of the time, there is an increase of information preserved in the GAIA plane when taking the weights of the decision problem into account. Given the significant advantage of taking the weights into account when doing the PCA, we tested our approach in the same way for the weighted GAIA-stick and weighted GAIA-criterion plane. The simulations have been generated analogously and the results are respectively represented in Figure 14 , Figure 15 , Figure 16 and Figure 17 number of criteria has been fixed in these scenarios to 6 but several number of actions have been considered (n = 10, 25, 40). Figure 14 and Figure 15 clearly show us that the weighed GAIA-stick plane offers a better understanding of the decision problems since there is, there is almost no loss of information or reduction in coherency. In more than 50% of the cases, there is at least a 20% gain of information preserved and an increase of 10% in the coherency. Similarly, Figure 16 and Figure 17 show us that the weighted GAIA-criterion plane improves the representation of the decision problem. There is almost no loss of information or reduction in coherency. In more than 50% of the cases, there is at least a 10% gain of information preserved and an increase of 15% in the coherency. From all the simulations that have been done, we may conclude that taking the weights into account presents in most of the cases a gain of information preserved while projecting in a 2D view. 
Conclusions
In this paper we study the MCDA methods PROMETHEE and GAIA. The PROMETHEE method provides the decision maker with a ranking. The GAIA method provides a two dimensional representation of the decision problem based on the flows computed by the PROMETHEE method. However, GAIA does not take the weights into account.
In this paper, we have proposed a slightly modified version of GAIA, called weighted GAIA, where the weights are explicitly taken into account in the principal component analysis of GAIA. This leads to different representations as in the usual GAIA plane. However, as presented in some illustrative examples of the paper, it may lead to a better representation of the decision problem. In order to quantitatively evaluate the possible advantages, two measures have been defined. At first, we computed the gain in information preserved by the weighted projection. Secondly, we measured the coherency between the stick projections and the rankings.
From the illustrative examples and from the simulations we can conclude that in most of the cases, the decision maker has a better view of his decision problem. He gains thus insights in his decision problems. Moreover, taking the weights into account in the PCA enables the decision maker to perform a sensitivity analysis of his decision problems while considering different settings of weights.
A further research direction could be the analysis of a three-dimensional projection. Adding a dimension should increase the quantity of information retained even more and thus the quality of the representation. However, the understanding of this view may be somewhat more difficult for the decision maker.
Finally, further attention can be paid to the representation of other decision problems such as classification and choice problems. Particularly in a sorting problem, once the actions have been regrouped, the representation of the specific features of some subgroups of actions should be addressed.
