Abstract. By assuming some widely-believed arithmetic conjectures, we show that the task of accepting a number that is representable as a sum of d ≥ 2 squares subjected to given congruence conditions is NP-complete. On the other hand, we develop and implement a deterministic polynomial-time algorithm that represents a number as a sum of 4 squares with some restricted congruence conditions, by assuming a polynomial-time algorithm for factoring integers and Conjecture 1.1. As an application, we develop and implement a deterministic polynomial-time algorithm for navigating LPS Ramanujan graphs, under the same assumptions.
1. Introduction 1.1. Motivtion. We begin by defining Ramanujan graphs. Fix k ≥ 3, and let G be a k-regular connected graph with the adjacency matrix A G . It follows that k is an eigenvalue of A G . Let λ G be the maximum of the absolute value of all the other eigenvalues of A G . By the Alon-Boppana Theorem [LPS88] , λ G ≥ 2 √ k − 1 + o(1), where o(1) goes to zero as |G| → ∞. We say that G is a Ramanujan graph, if λ G ≤ 2 √ k − 1. The first construction of Ramanujan Graphs is due to Lubotzky, Phillips and Sarnak [LPS88] and independently by Margulis [Mar88] . We refer the reader to [Sar90, Chapter 3] , where a complete history of the construction of Ramanujan graphs and other extremal properties of them are recorded. The LPS construction has the additional property of being strongly explicit. We say that the k-regular graph G is strongly explicit, if there is a polynomial-time algorithm that on inputs v, i where v ∈ G, 1 ≤ i ≤ k outputs the (index of the) i th neighbor of v. Note that the lengths of the algorithm's inputs and outputs are O(log |G|), and so it runs in time poly log(|G|). This feature of the LPS Ramanujan graphs is very important in their application to the deterministic error reduction algorithm [AKS87] ; see also [HLW06] for other applications of Ramanujan graphs in Computer Science.
The main product of this work is a deterministic polynomial-time algorithm for navigating LPS Ramanujan graphs, by assuming a polynomial-time algorithm for factoring integers and an arithmetic conjecture, which we formulate next.
Let Q(t 0 , t 1 ) := A Q,r := {(t 0 , t 1 ) ∈ Z 2 : Q(t 0 , t 1 ) ∈ Z, |(t 0 , t 1 )| < r, and Q(t 0 , t 1 ) ≥ 0}, where r > 0 is some positive real number.
Conjecture 1.1. Let Q and A Q,r be as above. There exists constants γ > 0 and C γ > 0, independent of Q and r, such that if |A Q,r | > C γ (log N ) γ for some r > 0, then Q expresses a sum of two squares inside A Q,r .
We denote the following assumptions by ( * ):
(1) There exists a polynomial-time algorithm for factoring integers, (2) Conjecture 1.1 holds. The LPS construction is the Cayley graphs of P GL 2 (Z/qZ) or P SL 2 (Z/qZ) with p + 1 explicit generators for every prime p and integer q. We denote them by the LPS Ramanujan graph X p,q , and the p + 1 generators by the LPS generators in this paper. For simplicity for the rest of this paper as in [LPS88] , we assume that q ≡ 1 mod 4 is also a prime, and is a quadratic residue mod p, where p ≡ 1 mod 4 is fixed. By these assumptions, X p,q is a Cayley graph over PSL 2 (Z/qZ); see Section 1.2 for the explicit construction of X p,q . We say v ∈ X p,q is a diagonal vertex, if it corresponds to a diagonal matrix in PSL 2 (Z/qZ). By a path from u 1 to u 2 , we mean a sequence of vertices v 0 , . . . , v h , where v 0 = u 1 , v h = u 2 , and v i is connected to v i+1 for every 0 ≤ i ≤ h − 1. Theorem 1.2. Assume ( * ). We develop and implement a deterministic polynomialtime algorithm in log(q), that on inputs u 1 , u 2 , where u 1 , u 2 ∈ X p,q are diagonal vertices, outputs a shortest path v 0 , . . . , v h from u 1 to u 2 . Moreover, for every α ≥ 0 we have
h ≤ max(α, 3 log p (q) + γ log p log(q) + log p (C γ ) + log p (89)), for all, but at most 89q 4 /p (α−1) vertices. In particular, for large enough q the distance of any diagonal vertice from the identity is bounded by (1.3) (4/3) log p |X p,q | + log p (89). It is known that every pair of vertices of a Ramanujan graph (not necessarily an LPS Ramanujan graph) are connected by a logarithmic number of edges. More precisely, for any x, y ∈ G, let d(x, y) be the length of the shortest path between x and y. Define the diameter of G by diam(G) := sup x,y∈G d(x, y). It is easy to check that diam(G) ≥ log k−1 |G|. If G is a Ramanujan graph then diam(G) ≤ 2 log k−1 |G| + O(1); see [LPS88] . Moreover, we [Sar18, Theorem 1.5] showed quantitatively that all but a tiny fraction of the pairs of vertices in G have a distance less than log k−1 (|G|) + O(log log |G|).
Bounding the diameter of the LPS Ramanujan graph X p,q is closely related to the diophantine properties of quadratic forms in four variables [Sar15a] . In particular, we showed that for every prime p there exists an infinite sequence of integers {q n },
. This shows that our upper bound in (1.3) is optimal. In fact, by assuming our conjecture on the optimal strong approximation for quadratic forms in 4 variables [Sar15a, Conjecture 1.3], the diameter of X p,q is asymptotically (4/3) log k−1 |X p,q | as q → ∞. In our joint work with Rivin [RS17], we gave numerical evidences for this asymptotic. Our navigation algorithm substantially improves the range of our previous numerical results, and gives stronger evidences for [Sar15a, Conjecture 1.3]. [Sar15b] defined the covering exponent of the LPS generators for navigating P SU (2). He conjectured that the covering exponent is 4/3; see [Sar15a] and [BKS17] . 
Remark 1.4. Sarnak in his letter to Scott Aaronson and Andy Pollington
By assuming ( * ), we develop a deterministic polynomial-time algorithm that returns a short path between every pair of vertices of X p,q . This version of the algorithm is not restricted to the diagonal vertices, but it does not necessarily return the shortest possible path; see Remark 1.6. Theorem 1.5. Assume ( * ). We develop a deterministic polynomial-time algorithm in log(q), that on inputs u 1 , u 2 , where u 1 , u 2 ∈ X p,q , returns a short path v 0 , . . . , v h from u 1 to u 2 . Moreover, we have
Furthermore,
for all but O(log(q) −c1 ) fraction of pairs of vertices, where c 1 > 0, and the implicit constant in the O notations and c 1 are independent of q.
We briefly describe our proof in what follows. By [PLQ08, Lemma 1], we express any element of PSL 2 (Z/qZ) as a product of a bounded number of LPS generators and four diagonal matrices. This reduces the navigation task to the diagonal case, and so Theorem 1.2 implies (1.4).
For proving (1.5), we improve on Lauter, Petit and Quisquater's diagonal decomposition algorithm. By (1.2), the distance of a typical diagonal element from the identity is less than log p |X p,q | + O(log p log(|X p,q |)). So, it suffices to show that all but a tiny fraction of vertices are the product of O(log p log(|X p,q |)) number of LPS generators and three typical diagonal matrices. It is elementary to see that at least 10% of the vertices of X p,q are the product of a bounded number of LPS generators and three typical diagonal matrices. By the expansion property of the Ramanujan graphs, the distance of all but a tiny fraction of the vertices is less that O(log p log(|X p,q |)) from any subset containing more than 10% of vertices. This implies (1.5). We give the dull details of our argument in Section 3.3. 1.2. Reduction to strong approximation on the sphere. In [LPS88, Section 3], the authors implicitly reduced the task of finding the shortest possible path between a pair of vertices in X p,q to the task of representing a number as a sum of 4 squares subjected to given congruence conditions, which is the strong approximation on the 3-sphere. We explain this reduction in this section.
We begin by explicitly describing X p,q . Let H(Z) denote the integral Hamiltonian quaternions
. Let (1.6) S p := {α ∈ H(Z) : Norm(α) = p, x 0 > 0 is odd and x 1 , x 2 , x 3 are even numbers}. 
It follows that
is a normal subgroup of Λ p . By [LPS88, Proposition 3.3], since q ≡ 1 mod 4 is a prime number and q is a quadratic residue mod p,
The above isomorphism is defined by sending [α] ∈ Λ p , to the following matrixα in PSL 2 (Z/qZ):
(1.7)α := 1 Norm(α)
, where i and √ p are representatives of square roots of −1 and p mod q. This identifies the finite p + 1-regular graph Λ p /Λ p (q) by the Cayley graph of PSL 2 (Z/qZ) with respect toS p (the image of S p under the above map) that is the LPS Ramanujan graph X p,q . For v ∈ X p,q , we denote its associated class in Λ p /Λ p (q) by [v] . Finally, we give a theorem which reduces the navigation task on LPS Ramanujan graphs to an strong approximation problem for the 3-sphere. Since X p,q is a Cayley graph, it suffices to navigate from the identity vertex to any other vertex of X p,q .
Theorem 1.7 (Due to Lubotzky, Phillips and Sarnak). Let v ∈ X p,q , and
, and the set of integral solutions to the following diophantine equation
where N = p h . In particular, the distance between id and v in X p,q is the smallest exponent h such that (1.8) has an integral solution.
By [Sar15a, Conjecture 1.3], there exists an integral lift if p
h ≫ ǫ q 4+ǫ and 4 is the optimal exponent. This conjecture implies that diam(X p,q ) is asymptotically, 4/3 log k−1 |X p,q |.
1.3.
Complexity of strong approximation on the sphere. In this section, we give our main results regarding the complexity of representing a number as a sum of d squares subjected to given congruence conditions. First, we give our result for d = 2.
Theorem 1.8. The problem of accepting (N, q, a 0 , a 1 ) such that the diophantine equation
is NP-complete, by assuming GRH and Cramer's conjecture, or unconditionally by a randomized reduction algorithm.
The above theorem is inspired by a private communication with Sarnak. He showed us that the problem of representing a number as a sum of two squares subjected to inequalities on the coordinates is NP-complete, under a randomized reduction algorithm. The details of this theorem appeared in his joint work with Parzanchevski [PS18, Theorem 2.2].
By induction on d, we generalize our theorem for every d ≥ 2.
The problem of accepting (N, q, a 0 , . . . , a d−1 ) such that the diophantine equation
by assuming GRH and Cramer's conjecture, or unconditionally by a randomized reduction algorithm.
On the other hand, by assuming ( * ) and two coordinates of the congruence conditions in (1.9) are zero, we develop and implement a polynomial-time algorithm for this task for d = 4. 
1.4.
Quantitative bounds on the size of the output. In this section, we give a correspondence between the diagonal vertices of X p,q and the index q sublattices of Z 2 . Next, we relate the graph distance between the diagonal vertices (that is a diophantine exponent by Theorem 1.7 ) to the length of the shortest vector of the corresponded sublattice. ax + by ≡ 0 mod q.
Let {u 1 , u 2 } be the Gauss reduced basis for L v , where u 1 is a shortest vector in L v .
In the following theorem, we relate the graph distance of v from the identity to the norm of u 1 . 
Otherwise, the distance of v from the identity vertex is less than (1.12) ⌈3 log p (q) + γ log p log(q) + log p (C γ ) + log p (89)⌉. Both Ross-Selinger and our algorithm start with searching for integral lattice points inside a convex region that is defined by a simple system of quadratic inequalities. If the convex region is defined by a system of linear inequalities in a fixed dimension then the general result of Lenstra [Len83] implies this search is polynomially solvable. We use a variant of Lenstra's argument in the proof of Theorem 1.10. An important feature of our algorithm is that it has been implemented, and it runs and terminates quickly. We give our numerical results in Section 4. 
NP-Completeness
In this section, we prove Theorem 1.8 and Corollary 1.9. We reduce them to the sub-sum problem, which is well-known to be NP-complete. We begin by stating the sub-sum problem, and proving some auxiliary lemmas. The proof of Theorem 1.8 and Corollary 1.9 appear at the end of this section.
Let t 1 , t 2 , . . . , t k and t ∈ N with log(t) and log(t i ) at most k A .
sub-sum problem 2.1. Are there ǫ i ∈ {0, 1} such that 
for the finite field with q 2 elements such that a and b has an integral lift of size O(log(q) 4+ǫ ) for any ǫ > 0 result. Hence, the reduction of H : {a + bi : |a|, |b| ≤ log(q) 4+ǫ } mod q has the desired property. Alternatively, this task can be done unconditionally by a probabilistic polynomial algorithm. Because, the density of primitive roots of unity in F * q 2 is ϕ(q 2 − 1)/(q 2 − 1), where ϕ is Euler's totient function. The ratio ϕ(q 2 − 1)/(q 2 − 1) is well-known to be O(log log q).
Next, we take an element g ∈ H (not necessarily a generator), and let
where t j are given in the subsum problem (2.1), s is defined by equation (2.3) and a j , b j , a, b ∈ Z/qZ. Next, we find gaussian primes π j ∈ Z[i] such that (2.6)
Again this is possible deterministically by Cramer's conjecture. Alternatively, we choose a random integral point (
, and check by a polynomial-time primality test algorithm if (
2 that is a prime in Z and define (2.7)
Consider the following diophantine equation
where a, b are defined in equation (2.5) and N in (2.7). Our theorem is a consequence of the following lemma.
Lemma 2.4. Assume that g ∈ F * q 2 is a generator. An integral solution (X, Y ) to the diophantine equation (2.8) gives a solution (ξ 1 , . . . , ξ k ) to the equation (2.4) in polynomial-time in log(q).
Proof of Lemma
where ǫ j ∈ {0, 1}, and π 0 j = π j and π 1 j =π (the complex conjugate of π j ). We consider the above equation mod q. Then
By the congruence condition (2.8), A+iB ≡ a+ib mod q, and by (2.6), π 0 j ≡ a j +ib j and π 1 j ≡ a j − ib j mod q. By (2.5), we obtain
where ξ j = 1 if ǫ j = 0 and ξ j = q if ǫ j = 1. Therefore we obtain the following congruence equation
By the inequality (2.2) and the definition of s in equation (2.3), we deduce that
This completes the proof of our lemma.
Proof of Theorem 1.8. Our theorem is a consequence of Lemma 2.4. For every g ∈ H we apply Lemma 2.4 and check if (ξ 1 , . . . , ξ k ) is a solution to (2.4). Since the size of H is O(log(q) 8+ǫ ) and it contains at least a primitive roots of unity, we find a solution to the equation (2.4) in polynomial-time. This concludes our theorem.
Finally, we give a proof for Corollary 1.9.
Proof of Corollary 1.9. We prove this corollary by induction on d. The base case d = 2 follows from Theorem 1.8. It suffices to reduce the task with d variables to a similar task with d + 1 variables in polynomial-time. The task with d variables is to accept (N, q, a 1 , . . . , a d ) such that the following diophantine equation has a solution
We proceed by taking auxiliary parameters 0 ≤ t, m ∈ Z such that N < q 2t , m ≤ (1/3)q 2t+1 and gcd(m, q) = 1. We consider the following diophantine equation
Assume that (X 1 , . . . , X d+1 ) is a solution to the above equation. Then
This contradicts with equation (2.11). This shows that X d+1 = ±m. Hence, the integral solutions to the diophantine equation (2.11) are of the form (q t X 1 , . . . , q t X d , ±m) such that (X 1 , . . . , X d ) is a solution to the equation (2.10). By our induction assumption, this problem is NP-complete, and we conclude our corollary.
3. Algorithm 3.1. Proof of Theorem 1.10. In this section, we prove Theorem 1.10, which is the main ingredient in the navigation algorithms in Theorem 1.2 and Theorem 1.5.
Let (x 0 , . . . , x 3 ) ∈ Z 4 be a solution to the equation (1.10). We change the variables to (t 0 , . . . , t 3 ) ∈ Z 4 , where x i = 2t i q + a i , and |a i | ≤ q. Hence,
Recall the definition of A Q,r from (1.1), where r > 0 is some real number. By conjecture 1.1, if |A Q,r | > C γ (log N ) γ then the equation (3.1) has a solution, where (t 0 , t 1 ) ∈ A Q,r . First, we give a parametrization of (t 0 , t 1 ) ∈ Z 2 , where
Without loss of generality, we assume that a 0 = 0 mod q. Then a 0 has an inverse mod q, and (ka We apply Gauss reduction algorithm on the basis {v 1 , v 2 } in order to find an almost orthogonal basis {u 1 , u 2 } such that
where span Z v 1 , v 2 := {xv 1 + yv 2 : x, y ∈ Z} and u 1 , u 2 ∈ R is the dot product of u 1 and u 2 . Let u 0 be a shortest integral vector that satisfies the equation (3.2). We write (c, 0) as a linear combination of u 1 and u 2 with coefficients in (1/q)Z (0, c) = (h 1 + r 1 /q)u 1 + (h 2 + r 2 /q)u 2 , where 0 ≤ r 1 , r 2 ≤ q − 1. Note that u 0 is one of the following 4 vectors
By triangle inequality, |u 0 | < |u 2 |. We parametrize the integral solutions (t 0 , t 1 ) of (3.2) by:
where x, y ∈ Z. Let u 0 = (u 0,0 , u 0,1 ), u 1 = (u 1,0 , u 1,1 ) and u 2 = (u 2,0 , u 2,1 ). Since u 1 and u 2 are solutions to (3.3) and u 0 is a solution to (3.2),
By (3.5), F (x, y) = Q(t 0 , t 1 ). Hence, Q(t 0 , t 1 ) ∈ Z for (t 0 , t 1 ) ∈ Z 2 , if and only if (t 0 , t 1 ) = u 0 + xu 1 + yu 2 for some (x, y) ∈ Z 2 . Next, we list all the integral points (x, y) such that F (x, y) is positive. Then F (x, y) is positive for every (x, y) ∈ C and negative outside 10 × C.
Proof. Recall that (t 0 , t 1 ) = u 0 + xu 1 + yu 2 and
where |a 0 /2q| < 1/2 and |a 1 /2q| < 1/2. Hence, if |(t 0 , t 1 )| < ( √ N /q) − 1, then F (x, y) > 0, and if |(t 0 , t 1 )| > ( √ N /q) + 1, then F (x, y) < 0. By the triangle inequality
Since |u 0 | < |u 2 | then |(t 0 , t 1 )| ≤ |x||u 1 | + (1 + |y|)|u 2 |. Let A , B and C be as in (3.7). Then for every (x, y) ∈ [−A, A] × [−B, B], we have
. Next, we show that F is negative outside 10 × C. By almost orthogonality conditions (3.4), we obtain the following lower bound
The above inequality implies that if x ≥ 10A, then
We assume that √ N q|u2| ≥ 14/3 and 1 < |u 1 | < |u 2 |, then |(t 0 , t 1 )| > √ N /q + 1 and hence F (x, y) is negative. Similarly, if y ≥ 10B then
is negative. This concludes our lemma.
In the following lemma, we consider the remaining case, where Hence,
Since y is an integer, we conclude the lemma.
Proof of Theorem 1.10. Assume that
√ N q|u2| ≥ 14/3. By Lemma 3.1, F (x, y) is positive inside box C that is defined in (3.7). We list (x, y) ∈ C in the order of their distance from the origin. If possible we represents F (x, y) as a sum of two squares by the following polynomial-time algorithm. We factor F (x, y) into primes by the polynomial algorithm for factoring integers in ( * ). Next, by Schoof's algorithm [Sch85] ), we write every prime number as a sum of two squares. If we succeed, then we find an integral solution to the equation (1.10), and this concludes the theorem.
If the size of box C that is A × B > C γ log(N ) γ , then by Conjectrue 1.1 we find a pair (x, y) such that F (x, y) is a sum of two squares in less than O(log(q) O(1) ) steps, and the above algorithm terminates. Otherwise, A × B < C γ log(M ) γ . By Lemma 3.1, F (x, y) is negative outside box 10C and since the size of this box is O(log(q) γ ) we check all points inside box 10C in order to represent F (x, y) as a sum of two squares. If we succeed to represent F (x, y) as a sum of two squares then we find an integral solution to equation (1.10). Otherwise, the equation (1.10) does not have any integral solution. This concludes our theorem if
Finally, assume that √ N q|u2| ≤ 14/3 then by Lemma 3.2, we have |y| ≤ 13. We fix y = l for some |l| < 13. We note that by equation (3.6),
for some A, B, C ∈ Z. We list x ∈ Z such that F (x, l) > 0 and then proceed similarly as in the forth line of the first paragraph of the proof. This concludes our theorem.
3.2. Distance of diagonal vertices from the identity. In this section, we give a proof of Theorem 1.12. Then, we give bounds on the size of the outputs in Theorem 1.2 and Theorem 1.5. Recall the notations while formulating Theorem 1.12.
Proof of Theorem 1.12. We proceed by proving (1.11). Assume that
We show that there exists a path from v to the identity of length h. By our assumption p is a quadratic residue mod q. We denote the square root of p mod q by √ p. Set
By Theorem 1.7, there exists a path of length h from v to the identity if and only the following diophantine equation has an integral solution (t 1 , t 2 , t 3 , t 4 ) (3.10)
In Theorem 1.10, we developed a polynomial-time algorithm for finding its integral solutions (t 1 , t 2 , t 3 , t 4 ). We defined the associated binary quadratic form F (x, y) as defined in equation (3.6). By Lemma 3.1, F (x, y) is positive inside the box
By the definition of h in equation (3.9), we have
By the above inequality
Since {u 1 , u 2 } is an almost orthogonal basis for a co-volume q lattice then the angle between u 1 and u 2 is between π/3 and 2π/3. Hence,
We use the above bound on |u 1 ||u 2 | in inequality (3.12), and derive
Next, we give a lower bound on A. Note that
By our assumption
Since B > 1, AB ≥ C γ log(2q) γ .
By Conjecture 1.1 and Theorem 1.10, our algorithm returns an integral solution (t 1 , t 2 , t 3 , t 4 ) which gives rise to a path of length h from v to the identity. This concludes the first part of our theorem. Next, we assume that
We follow the same analysis as in the first part of the theorem. First, we give a lower bound on B := p h ′ /(4q|u 2 |) − 1. By the definition of h ′ in equation (3.14), we derive
We multiply both sides of |u 2 | ≤ C γ log(q) γ |u 1 | by |u 2 | and use the inequality (3.13) to obtain |u 2 | 2 ≤ C γ log(q) γ 2q/ √ 3. By the above inequality, definition of B and inequality (3.15), we have
Hence, B ≥ p h ′ /(8q|u 2 |). Next, we use the above inequality and inequality (3.13) and (3.15) to give a lower bound on AB.
(3.16) By Conjecture 1.1 and Theorem 1.10, our algorithm returns an integral solution (t 1 , t 2 , t 3 , t 4 ) which gives rise to a path of length h ′ from v to the identity. This concludes our theorem.
Finally, we prove (1.2) in Theorem 1.2. We briefly, explain the main idea. We normalize the associated co-volume q lattices L v , so that they have co-volume 1. These normalized lattices are parametrized by points in SL 2 (Z)\H, and it is well-known that they are equidistributed in SL 2 (Z)\H with respect to the hyperbolic measure 1 y 2 (dx 2 + dy 2 ). It follows from this equidistribution and Theorem 1.12 that the distance of a typical diagonal matrix from the identity vertex is log(|X p,q |)+ O(log log(|X p,q |)). The diagonal points with distance 4/3 log(|X p,q |)+ O(log log(|X p,q |)) from the identity are associated to points x + iy ∈ H with y as big as q.
Proof of (1.2) in Theorem 1.2. Let v be a diagonal vertex with distance h from the identity vertex, where h ≥ ⌈3 log p (q) + γ log p log(q) + log p (C γ ) + log p (89)⌉.
Let L v be the associated lattice of co-volume q and {u 1 , u 2 } be an almost orthogonal basis for L v . By Theorem 1.12, the distance of v from the identity is less than
Hence,
Next, we count the number of lattices of co-volume q inside Z 2 such that the length of the shortest vector is smaller than r ≤ (1/2) √ q. Let L ⊂ Z 2 be a lattice of co-volume q such that L contains a vector of length smaller than (1/2) √ q. It is easy to check that L contain unique vectors ±v := ±(a 0 , a 1 ) such they have the shortest length among all vectors inside L. Since q is prime this vector is primitive i.e. gcd(a 0 , a 1 ) = 1. On the other hand, the lattice is uniquely determined by ±v := ±(a 0 , a 1 ), namely L is the set of all integral points (x, y) ∈ Z 2 such that ax + by ≡ 0 mod q.
Therefore, the problem of counting the lattices of co-volume q with shortest vector smaller than r is reduced to counting the projective primitive integral vectors of length smaller than r. The main term of this counting is
By inequality (3.17) and (3.18), we deduce that the number of diagonal vertices with graph distance at least h from the identity in LPS Ramanujan graph X p,q is less than 89q 4 /p (h−1) .
This concludes Theorem 1.2.
Algorithm for the diagonal decomposition.
Proof of (1.4) in Theorem 1.5.
By [PLQ08, Lemma 1], there exists a polynomial-time algorithm that expresses M as:
where D i are diagonal matrices for 1 ≤ i ≤ 4 and s j are LPS generators for 1 ≤ j ≤ 3. By Theorem 1.2 and assuming ( * ), we write each D i as a product of at most 4/3 log p |X p,q | + O(1) LPS generators in polynomial time. Therefore, we find a path of size at most 
By Theorem 1.10, there is a polynomial-time algorithm that finds the shortest possible path between the identity and vertices in D or R. Let D 1 ⊂ D and R 1 ⊂ R be the subset of vertices where their distances from the identity is less than log p |X p,q | + O(log p log(|X p,q |)). By (1.2), in Theorem 1.2,
for some a, b, α, β ∈ Z/qZ. We give an upper bound on the number of different ways of expressing g as . Therefore,
This concludes our lemma.
Lemma 3.4. Let g ∈ X p,q . There exists a polynomial-time algorithm in log q that returns a short path of size at most 3 log k−1 |X p,q | + O(log log(|X p,q |)) form the identity to g, if g ∈ Y . Otherwise, it returns "Not in Y".
. First, we check the solubility of d α r a,b d β = g for some α, β, a, and b. This is equivalent to the following system of equations:
It follows that a 2 = g 1,1 g 2,2 , b 2 = g 1,2 g 2,1 . By the quadratic reciprocity law, we check in polynomial-time algorithm if g 1,2 g 2,1 and g 1,1 g 2,2 are quadratic residue mod q. If either g 1,2 g 2,1 or g 1,1 g 2,2 are quadratic non-residue, the algorithm returns "Not in Y". Otherwise, by the polynomial-time algorithm for taking square roots in finite fields (e.g [AMM77] or [Sha73] ), we find a and b. Similarly, we find α and β. By Theorem 1.2, we write d α , d β , and r a,b in terms of the LPS generators and check if they are inside D 1 and R 1 respectively. This concludes our lemma.
We cite the following proposition form [EMV13, Proposition 2.14]. Proof of (1.5) in Theorem 1.5. It suffices to navigate from the identity to a given vertex v ∈ X p,q . Recall that S p is the LPS generator set defined in (1.6). Let W be the set of all words of length at most log log q with letters in S p . Note that |W | = O((log q) c ), where c = log(p) which only depends on the fixed prime p. By Lemma 3.4, if wv ∈ Y for some w ∈ W , then we find a path that satisfies (1.5). By Proposition 3.5 for ǫ = 9%, it follows that the fraction of the vertices v, such that wv / ∈ Y for every w ∈ W , is less than c 1 exp(−c 2 log log q) = O(log(q) −c1 ). This concludes our theorem.
Numerical results
4.1. Diagonal approximation with V-gates. In this section, we give some numerical results on the graph distance between diagonal vertices in X 5,q (V -gates), which shows that the inequalities (1.2) and (1.3) are sharp. In particular, we numerically check that the diameter of X 5,q is bigger that (4/3) log 5 |X 5,q | + O(1).
Let q be a prime number and q ≡ 1, 9 mod 20. The LPS generators associated to p = 5 are called V -gates. V -gates are the following 6 unitary matrices:
Since q ≡ 1, 9 mod 20, then square root of −1 and 5 exist mod q and we denote them by √ 5 and i. So, we can realize these matrices inside P SL 2 (Z/qZ). The Cayley graph of P SL 2 (Z/qZ) with respect to V-gates is a 6-regular LPS Ramanujan graph. We run our algorithm to find the shortest path in V-gates from identity to a given typical diagonal matrix a + bi 0 0 a − bi ∈ P SL 2 (Z/qZ). By Theorem 1.7, a path of length m from identity to this diagonal element is associated to the integral solution of the following diophantine equation That is a path of size 432. The first candidate that our algorithm gives up to factor has 430 letters. It could be a potential path but this means that the distance is optimal up to two letters. We note that the trivial lower bound for a typical element is 3 log 5 (q) = 428.5.
4.2.
Lower bound on the diameter of LPS Ramanujan graphs. Let a = 0, b = 1, which is associated to the matrix i 0 0 −i . By our correspondence in Section 1.4, the lattice point associated to this vertex is in the cups neighborhood for every q. In fact, this lattice point has the highest imaginary part among all the other co-volume q lattice point. Let
The length of the shortest path from the identity to i 0 0 −i is 571. Note that 4 log 5 (q) = 571.20, and recall that [4 log 5 (q)] is conjectured to be the asymptotic of the diameter of this Ramanujan graph. We refer the reader to [Sar18, Section 4] for further discussion and more numerical results.
