Abstract. In this paper we study the following stochastic differential equation (SDE) 
Introduction
Consider the following stochastic differential equation (SDE) in R d : [22] proved that the above SDE admits a unique strong solution for every starting point x. Zvonkin's result was extended to the multi-dimensional case by Veretennikov [16] . Since then, many people have made contributions to this problem (see [8, 5, 4, 18] and references therein). However, when Z is a pure jump Lévy process, strong existence and pathwise uniqueness of SDE (1.1) become quite involved for drift b which is not Lipschitz continuous. When d = 1, b(t, x) = b(x) and Z is a symmetric α-stable process in R with α ∈ (0, 1), Tanaka, Tsuchiya and Watanabe [15] proved that pathwise uniqueness fails for (1.1) even for bounded b ∈ C β b (R). On the other hand, when d = 1 and Z is a symmetric α-stable process in R with α ∈ [1, 2) , it is shown in [15] that pathwise uniqueness holds for (1.1) for any bounded continuous b(t, x) = b(x). For d 2, using Zvonkin's transform, Priola [10] obtained pathwise uniqueness for SDE (1.1) when Z is a non-degenerate symmetric (but possibly non-isotropic) α-stable process in R d with α ∈ [1, 2) and time-independent b(t, x) = b(x) ∈ C β b (R d ) with β ∈ (1 − α/2, 1). Note that in this case, the infinitesimal generator corresponding to the solution X of (1.1) is L (α) + b · ∇.
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Here L (α) is the infinitesimal generator of the Lévy process Z, which is a nonlocal operator of order α. When α > 1, L (α) is the dominant term, which is called the subcritical case. When α ∈ (0, 1), the gradient ∇ is of higher order than the nonlocal operator L (α) so the corresponding SDE (1.1) is called supercritical. The critical case corresponds to α = 1. Priola's result was extended to drifts b in some fractional Sobolev spaces in the subcritical case in [20] and to more general Lévy processes in the subcritical case in [11] . However, when d 2, α ∈ (0, 1) and Z is a symmetric α-stable process in R d , even for time-independent Hölder continuous drift b, pathwise uniqueness for SDE (1.1) was an open question until now; see [11, Remark 5.5] . When Z is a rotationally symmetric α-stable process, SDE (1.1) is connected with the following nonlocal PDE:
where ∆ α/2 := −(−∆) α/2 is the usual fractional Laplacian. In order to solve SDE (1.1) driven by a rotationally symmetric stable process Z, one needs to understand the above PDE better. In this direction, Silvestre [13] obtained the following a priori interior estimate:
where, for any r > 0, B r stands for the open ball of radius r centered at the origin, provided b ∈ L ∞ ([0, 2]; C β (B 2 )) and α + β > 1. Such an estimate suggests that one could solve the supercritical SDE (1.1) uniquely when Z is a rotationally symmetric α-stable process with α ∈ (0, 1) and b ∈ C β b (R d ) with β ∈ (1 − α/2, 1). However, this is not an easy task since one needs additional asymptotic estimates in the time variable. Furthermore, the approach of [13] strongly depends on realizing the fractional Laplacian in R d as the boundary trace of an elliptic operator in upper half space of R d+1 . Extending this approach to other nonlocal operators, such as α-stable-type operators, would be very hard if not impossible.
The goal of this paper is to establish strong existence and pathwise uniqueness for SDE (1.1) with, possibly time-dependent, Hölder continuous drift b for a large class of Lévy processes including stable-type Lévy processes. We not only extend the main result of [11] in the subcritical case to more general Lévy processes and time-dependent drifts but also establish strong existence and pathwise uniqueness result in the supercritical case for a large class of Lévy processes where the drift b can be time-dependent. We emphasize that the Lévy process Z in this paper can be non-symmetric and may also have drift. One of the main results of this paper in particular solves the open problem raised in [11, Remark 5.5] where Z is a symmetric α-stable process with α ∈ (0, 1). Our approach is mainly probabilistic.
In this paper, we use ":=" as a way of definition. For a, b ∈ R, a ∧ b := min{a, b}, a ∨ b := max{a, b}, and a + := a ∨ 0. We now describe the setup and the main results of this paper. Let L ν,η be the infinitesimal generator of the Lévy process Z, that is,
where ν is the Lévy measure of Z and η is a vector in R d . For any η ∈ R d and any Lévy measure ν, i.e., a measure on R d \ {0} with (1 ∧ |z| 2 )ν(dz) < ∞, we will use {T
The first main result of this paper is the following
in the case α ∈ (0, 1], and for some β ∈ ((γ + 1 − α) An interesting open question is whether the constraint α > 2/3 can be dropped.
For Corollary 1.4 (iii), let ν be the Lévy measure of the cylindrical stable process Z. We will in fact show in Example 4.3 that, when α = min 1 j k α j ∈ (1, 2), condition H α ν,K 0 holds for some K 0 > 0 but condition H α * ν,K 0 fails for any α * > α. So Hypothesis 1 of [11] holds with this α for the cylindrical stable process Z. On the other hand, condition (1.5) holds if and only if 2γ > α max . Hence in the case α ∈ (1, 2), Hypothesis 2 of [11] fails when α j 's are not identical (i.e., when α max > α), and so the main results of [11] are not applicable.
The second main result of this paper is the following derivative formula of E f (X t (x)). 
In particular, for any p > 1, there is a constant C p > 0 such that for any f ∈ C
This paper is organized as follows: In Section 2, we solve a nonlocal advection equation and obtain estimates on the gradient of the solutions. In particular, we derive a priori uniform C 1+γ estimate on the solution of the nonlocal advection equation. Even when Z is a rotationally symmetric stable process, our approach to the a priori estimate is simpler and more elementary than that of [13] . In Section 3, we shall prove our main results by using Zvonkin's transform. In Section 4, we give three examples to illustrate the main results of this paper, from which Corollary 1.4 follows. In Appendix, we prove a continuous dependence result about the SDEs with jumps with respect to the coefficients and the initial values.
Differentiability of solutions of nonlocal advection equations
In this paper we use the following conventions. The letter C with or without subscripts will denote a positive constant, whose value is not important and may change from one appearance to another. We write f (x) g(x) to mean that there exists a constant
and for a function f :
Recall the following characterization for a Hölder continuous function f . Let P θ f be the Poisson integral of f defined by
where p θ (x) is the density of a Cauchy process Z θ given by
It is well-known (cf. [14, Proposition 7 on p.142]) that f β < ∞ if and only if f is bounded and
for every θ > 0 and
The following commutator estimate result plays an important role in our proof of the Hölder regularity of the gradient in the case of α ∈ (0, 1].
Proof. It suffices to prove that
By definition, we have
Notice the following easy estimates:
2) follows from
Next, we assume
Notice that
For I 1 , we have
For I 2 , we similarly have
Combining the above estimates, we obtain (2.2).
We also need the following lemma for treating the case of α ∈ (1, 2).
Lemma 2.2. Suppose that
Proof. Note that ∇T
By (1.4) and the interpolation theorem, we have
On the other hand, by H α ν 1 ,K 0 we have
Hence, [∇T
For λ 0, consider the following linear backward nonlocal parabolic system:
where L ν,η is the infinitesimal generator of the Lévy process Z, and b, f :
The following theorem is the main result of this section.
Theorem 2.3. Suppose that either
H α,ᾱ,δ ν 1 ,K 0 holds for some α ∈ (0, 1],ᾱ, δ ∈ (0, 1] and K 0 > 0 or H α ν 1 ,K 0 holds for some α ∈ (1, 2) and K 0 > 0. Suppose further that 1 − α < δᾱ in the case α ∈ (0, 1]. If for some β ∈ ((1 − α)/δ,ᾱ] in the case α ∈ (0, 1] and β ∈ [0, 1] in the case α ∈ (1, 2), it holds that b ∞,β < ∞, f ∞,β < ∞, (2.9) then for any γ ∈ (0, β−(1−α)/δ) when α ∈ (0, 1] and γ ∈ (0, (β+α−1)∧1) when α ∈ (1, 2), there exists a continuous function u : [0, 1] × R d → R d such that for all t ∈ [0, 1] and ϕ ∈ C ∞ c (R d ), u t , ϕ = t 0 u s , (L * ν,η − λ)ϕ ds + t 0 b s · ∇u s , ϕ ds + t 0 f s , ϕ ds (2.10) with sup t∈[0,1] u t (·) ∞ sup t∈[0,1] f t (·) ∞ ,(2.
11)
and for some θ 0 > 0 and all λ 0,
We will first prove several lemmas before we present the proof of the theorem above. Let Z (1) and Z (2) be two independent Lévy processes with generators L ν 0 +ν 1 ,0 and L ν 2 ,η . Clearly,
with the following probabilistic representation:
14)
where X t,s (x) = X t,s is the unique solution to the following SDE: 
Proof. (i) We first assume that η = 0 and that ν 2 = 0 in decomposition (1.2). Fix x 0 ∈ R d and let y t satisfy the following ODE:ẏ t = −b t (x 0 + y t ) with y 0 = 0. Defineũ
. Clearly, by (2.7) and (2.8),ũ satisfies
We have by the representation (2.14) (with b = 0 there)
Note that by the definition ofb s ,
and that |∇T
We have by (1.3) that for t ∈ [0, 1],
By (2.18) and the arbitrariness of x 0 , one in fact has
By Gronwall's inequality, we obtain (2.17).
(ii) Next we consider the general case. Fix t 0 ∈ [0, 1) and a cádlág function ℓ : 
Since Z (1) and Z (2) are independent, by (2.13) and the uniqueness in law of the solution to SDE (2.15), we have
· , and so by (2.14),
.
Now we define
Then by Lemma 2.4, u ℓ t (x) is a solution to the following equation:
by what has been proved in (i), we have for any cádlág function ℓ,
which in turn gives (2.17) by noting that ∇u t 0 (x) = E ∇u (2) and t 0 is arbitrary. 
Hence, sup 
Proof. As in the proof of Lemma 2.5, we first assume that η = 0 and that ν 2 = 0 in decomposition (1.2). By the representation (2.14) (with b = 0 there), we have
Without loss of generality, we assume γ ∈ [β, (β + α − 1) ∧ 1). By Lemma 2.2, we have
which yields (2.21) by Gronwall's inequality. For the general case, we can follow the same argument in (ii) of Lemma 2.5 to derive (2.21).
Now we are ready to give
Proof of Theorem 2.3. Suppose that b and f satisfy (2.9). Let ̺ be a non-negative smooth function with compact support in
Let u n t be the solution to the following equation: Thus by (2.23), (2.26) and (2.27), it is easy to see that u satisfies (2.10). 
Corollary 2.8. Under the assumption of Theorem 2.3, if we further assume that for some
Proof. Since ∇u ∞,γ < ∞ for some γ ∈ (γ 0 , β − (1 − α)/δ) in the case of α ∈ (0, 1] and γ ∈ (γ 0 , (β + α − 1) ∧ 1) in the case of α ∈ (1, 2), by (2.28), it is easy to check that Notice that (1.5) implies (2.28) with γ 0 = γ. Hence, for λ 0, by Corollary 2.8, the following nonlocal equation has a classical solution u:
Similarly, let b n be defined by (2.22) and let u n be the solution to the following equation: For simplicity, we use the following convention:
By (2.12), one can choose λ sufficiently large, independent of n ∈ N ∞ , such that
where (Φ 
Proof. (i) For notational simplicity, we drop the superscript "n". Clearly,
we have by (3.2) and (3.3),
(ii) Properties (3.5) and (3.6) follow from the definitions of Φ t and Φ For any given n ∈ N ∞ , define
Moreover, for each t ∈ [0, 1], y, z ∈ R d and j = 0, 1, we have
Proof. For notational simplicity, we drop the superscript "n". Since
Thus, by definition, for
which in turn gives the first estimate in (3.8). The second inequality in (3.8) follows from (3.3) and the definition of g n . Property (3.9) follows from (3.5), (3.6) , and the definition of g n .
Taking γ 1 = 0 in Lemma 3.2 yields that there is a constant
Choose r 0 ∈ (0, 1) so that
Such a choice of r 0 will be used below to establish the C 1 -stochastic diffeomorphic property of the unique solution Y n of SDE (3.16). Let N(dt, dz) be the Poisson random measure associated with Z, i.e.,
LetÑ(dt, dz) := N(dt, dz) − dtν(dz) be the compensated Poisson random measure. By the Lévy-Itô decomposition, we can write for each r > 0,
where η r ∈ R d is a constant vector depending on r. Recall that r 0 ∈ (0, 1) is the constant in (3.11). For any given n ∈ N ∞ , define a n s (y) :
We have 
Hence ∇a ∞,γ C 1 by (3.12). The second inequality in (3.13) follows from the definition of a s (y) and the fact that u n is uniformly bounded due to (2.11) of Theorem 2.3. Property (3.14) follows from (3.1), (3.2), (3.5), (3.6) , and the definition of a n .
The following lemma is a direct application of Itô's formula. 
where a n and g n are defined by (3.12) and (3.7) .
Proof. For n ∈ N, since x → Φ n t (x) and x → (Φ n t ) −1 (x) are smooth, the assertion of this lemma follows from Itô's formula. For n = ∞, since we only have ∇Φ ∞ ∞,γ < ∞, one needs suitable mollifying technique. This is standard and can be found in [10] and [20] . We omit the details. 
Moreover, for any p > 1, we have 18) and for each x ∈ R d ,
Proof. By the Burkholder-Davis-Gundy inequality [9, Theorem 2.11] and (3.8), (3.13), we have for 
. By Gronwall's inequality, (3.8), (3.9), (3.13), (3.14) and (3.17) , it is easy to see that
The proof is complete.
We are now in a position to give a Proof of Theorem 1.2. Let a = a ∞ and g = g ∞ be defined by (3.12) and (3.7), respectively. By Lemmas 3.2 and 3.3, we have
Hence, (3.16) has a unique strong solution by the classical result (cf. [6, Theorem IV.9.1] 
From this, we immediately obtain the desired continuity.
Proof of Theorem 1.5. First of all, we show that the right hand side of (1.10) is no bigger than the right hand side of (1.11). By Hölder's inequality, it suffices to show that for any p > 1,
By [21, (2.11) ], one has 
Thus, in order to show formula (1.10), it suffices to show the following two relations:
Notice that by (3.17) and (3.6), 
Examples
Now we give some examples for which the assumptions of Theorem 1.2 are satisfied.
Example 4.1 (Subordinate Brownian motions). Let Z t := W S t , where W is a d-dimensional
Brownian motion with infinitesimal generator ∆/2 and S is a one-dimensional subordinator, which is independent of W t . Let φ(λ) be the Laplace exponent of S , i.e., Ee −λS t = e −tφ(λ) . If for some α ∈ (0, 2),
) holds for some K 0 > 0. Indeed, using the independence of S and W, one can easily check that for any bounded Borel function f on R d ,
Thus, if, for some β ∈ (0, 1),
where the last step is due to the fact that for any p ∈ (0, 1),
The constant C can be chosen to be independent of p ∈ (0, 1) so that the constant K 0 in (4.2) is independent of β ∈ (0, 1). Moreover, it follows from [2, (15) ] that
Thus if there existsα ∈ (0, 2) such that ) fails for any α * > α. Note that (1.5) holds for any γ > α max /2. For Theorem 1.2 to be valid, the following constraint needs to be satisfied: 1 β > α max /2 + α max (1 − α)/α if α 1, and α max < 2α if α > 1.
Clearly, when α > 1, the condition α max < 2α is automatically satisfied. Consequently, in this case for Theorem 1.2 to be applicable, we need α i 's to satisfy either α > 1 or α ∈ (0, 1] and α max < 2α 2 /(2 − α), (4.6) and take β ∈ (β 0 , 1] with β 0 := α max /2 + (α max /α1 {α 1} + 1 {α>1} )(1 − α). 
