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PREFACE 
Th:is dis-sertation is concerned with minimizing the 
total cost.of al.locating resoupces in the activities or 
sta~es of a project. A ~e~ial activity ~roject is coh-
sidered and treated as a. finite state Markov Process .• 
Th:r;-ee time e~timates for'. eacp. activity are used. t·o define 
a triangular probability density f-µnotion of completion 
time for the activity,.the most likely time estimate is 
resource level.modified. There is an allowable range in 
which the l.evel of resource must Jie for· each act;i.vity • 
. l.n addition, the 6ver..;.all mean proje~t cluratiqn is 
specified. 
The resulting set of equations are linear in the case 
where the periodic review time inte~val is less than the 
most likely activity du:ration; this case is solv~d by lin-
ear prograIQ:mi:i;l.g techniques. The ca~e where the review 
time interval is greater than the most likely activity· 
du:vation yields nonlinear equation$ and is solved 'by 
Lagrange multiplier techniques. 
I would.like to take this opportunity to express my 
appreciation fc;>r the.assistance and encouragement given me 
by the following members of in.y committee: Dr, John L. 
Folks, Dr. James E. Shamblin, Dr. G. T. Stevens, Dr. M~ 
Palme.r Terrell, and Dr. Jack !1. Walden. I am particularly 
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indebted to Dr. Shamblin for hav;ing directed me around the 
pitfalls that were inherent in this research study. 
l would like to express appreciation to my wife, 
Marcia, for typing the +Qugh draft and her encouragement 
in the preparation of this dissertation. I would also 
like to thank Miss Velda Davis for her valuable suggestions 
and typing the final draft. 
Finally, I would like to thank the Ford Foundation 
whose financial assistance made it possible for me to 
emba+k on and complete this doctoral program. 
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CHAP';r'EE l 
INTRODUCTION 
A problem old to management is one of allocating re-
sources among the various stages of a given pr0ject. 
Project :;in this context is a singular effort rather tha;n. a 
repetitive one completed on a production basis. Manage-
ment must continually plan and schedule largely on the 
basis of experience with similar projects. This experience 
is varied and not always applicable; management needs more 
quantitative approaches that reduce value judgments and 
decision er:rc;)J;'s. It is this problem that shall be con-
sidered in this paper. 
Historically, the first approach considered is that 
of Capital Budgeting where $election of projects to which 
time and money are allocated is well treated in the liter-
ature. For example, William Karush (1) has develope~ an 
algorithm for maximizing the payoff from activities using 
piecewise linear return functions subject to the allowable 
resource range of each activity. ~. Martin Weingartner 
(2) considers the pro~lem of project interrelationships 
such as mutual exclusion and interdependencies; the model 
he develops also includes non-linear utility functions. 
To anyone primarily concerned with Capital Budgeting, 
1 
these papers provide.a good approach to the ;problem and 
can yield further developments. ·However, this thesis is 
concerned with resoll!'ce allocation in the stages of a 
selected project and the following references were found 
to be more relevant. 
2 
Critical Patb. Methods. (CPM) were developed in the 
late 1950.' s and involve a graphical portrayal of the ele-
ments or stages a.nd their ;i..nterrela.tions4ips as a network; 
they :Lnclude.an arithmetic procedure which identifies the 
relative importance ot' each element in the over-all prqj ... 
ect. 'l'he budgeting.of time and money within the stages or 
activities of a given project is treated in the l-ite:rature 
by means of· i3. cost versus activity time relationship for·. 
each project stage. Fo:r example, D.R. Fulkerson (3) con-
siders a linear (with time) cost function defined by a 
normal.activity time cost.and a crash or expedited activ-
ity time cast as $hown by the ;following Figure 1. 
Activity direct costs 
crash. 
cost 
Activity normal cost 
.....,.....,.... _______ ......-~------.,..._---+-.....----~-duration 
crash 
time 
normal 
time 
time 
Figure 1. Linear Activity Cost Time Function 
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J.E. Kelley (4) develops a pa;cametric linear pro-
gramming model,using linear activity cost functions, by 
mea:p.s of a ~omputer search. All fea$ible solutions 
(including the miniml,lI!l cost) are fo11nd for a given over-
all project duration. E. B. Berman (5) treats the case of 
a non-linear. concave upward time-cost relaticm$hip of the 
following form: 
C(t) = a+bt+t:d 
wheDe a, b, c, and dare positiv~ constants and tis the 
activity time duration. It is· seen that cost w:i.11 increase 
for botn short and long times in this type of exp:ression. 
Berman 4as developed t;1n iterative· algorithm in which the 
resources are allocated so that the ti~e-cost functions 
have ~qual slopes along a serial path. Berman consid·ers 
.uncertainty in one activity at a time along a serial path 
with the activity time;: dur,atioii distribution as porrt:rayed 
in Figure 2. 
Probability 
of 
completion 
.50 
.25 • 
. I 
.. 
I 
• I 
0 '----~-------------~--,.-.---~---~ 
T T+2 
~ime 
Figure 2. Activity Time D11ration Prob.ability 
Distribution 
\ 
Be.rman finds tp.e et!ect oi;i the system is tc;> shift the 
uncertain event anc,i its predecessors to shorter duration 
. times, thus inaint'aining the same over-all proJect time. 
This thesis, in contra.st, considers the activity or 
project stage to have a probabi+istic time duration whose 
. . 
most likely completion time· is a function of the resource 
level applied to tb.e ~ct:ivi ty as illus~rated in Figure 3. 
The shqrtest and J.ongest time du:;t'ations are assumed un-
affected by the stage resource level. 
Distribution: 
· of 
completio;n 
times 
i-.,...--ir.,-------+---.,.,...,._.-+,.....,..------""l------...... $ime 
most . longest 
likely 
shortest most 
likely 
at high 
resource 
at low 
resource 
Figur~ 3. Distribution of Activity Completion Times 
4 
The type of system studied in this work is~ project 
made up of a series o! sta~es that are carried out consec-
utively with each.stage being completed b~fc:;>re t:n.e next 
o~e is permi.tted to begin. · The nature of eacl). stage 
.. ' 
dictates the allowable range of resource applied to it. 
5 
FoF example~ there is a mill.imum. as well as a maximum amount 
of money which must be spent in order to complete a stage. 
Spending less than th,e minimum money, ·the stage will not 
be completed and spending over the maximum will result in 
excessive waste.. Furtherino:rie ~ ·. there is a defined length of 
time in which a project can be u.ndertaken and completed. 
The optimization of tl].e s~qu.ential stage project in this . 
paper is based·on constraining the expected duration of 
the over .... all :project .to some specified time and adjusting. 
the resource level. at each Stage to meet this constraint 
at minimum resource. cost.• .· This over-all time constraint 
is in addition to the individual stage resource 
constraints. 
The ·approach used in analyzing this problem is to 
consider each stage of.tb.eproject as having a certain 
probability of "b~ing completed·during a given review time 
. . 
interval. Assuming the stages are independent and the 
probabilities of completion do not change with,. time or the 
project'. s progress, the state of the system can be de-
scribed as a first order finite state Markov Process. 
Because the system iS reviewed at constant time intervals, 
it can be treated as ,a discrete time Markov Chain. This 
treatment is possible since a finite Markov Chain is a 
stochastic· or time varying process which moves through a 
finite number of states; the. probabiJ,:ity of entering a 
certain state onl:y depending on the last state occupied • 
. (For examples of Markov Processes, .see Reference (6)). 
CHAPTER Ir· 
MARKOV CHAIN FORMULATION 
"The project is considered as a series of sequential 
steps, or stages, each of which must be completed before 
the subsequent stage is sta:r;-ted. The probability of com-
pletion of each stage during a given time interval can be 
represented as a Markov process probability transition 
matrix. 
Considering the probabilities to be independent of 
time and history ·of the system tb.e transition matrix takes 
the following form for a five stage project. 
Future Stage 
Sl s2 s3 S4 85 
Present Stage 
Sl Pu Pia P1:3 P14 Pis 
82 Pa p :.s p~ Pa4 p~ 
83 p~ Psa Pss Ps4, PSis = ·;[: 
84 P,g, P,:ia P43 p4,\ P415 
85 p6J. p~ Pr.s plfi4, Pa; 
Here, P .. is the condi ti anal probability of the project lJ 
going from stage i to stage j during one review time 
interval. 
Assuming that completed stages of the project cannot 
become undone, .the P .. terms eq1,1al zero where i > j. If it lJ 
6 
7 
is assumed that the probabilities are essentially zero for 
completion of more than one stage during a review period, 
the~ P ij terms equal zero where j > i + 1. With these 
assumptions, f be~omes: 
Future Stage 
Sl · 82 s3 84 85 
Present Stage 
Sl Pn P,. 0 0 0 
82 0 p. p. 0 0 
s3 0 0 p . SI Pa1i 0 = f 
84 0 0 0 p"' P415 
85 0 0 0 0 p&:i 
The only steps allow~d ~e to stay or advance one stage\ 
no more than one activity can be completed during a review 
time period. This can be insured by making the rev;iew 
time in,terva.l suffiGiently small.· The probapility of two 
steps, wltlch is desired to be negligible, ts the following: 
P. . 2 ·;:: .. · JrrPdf. ( t. )[JT-ti Pdf: .·.let: ·1)dt ,; 1Jdt. 1, 1+ :o 1 1 Q 1+ . 1~ 1+ 1 
where T = time duration of review period and the Pdf(t)'s 
are the co:inpletion probability density functions of stages 
i and i + ],. 
Since the .row probabilities sum to unity in a transi-
tion matrix (the future states are completely de~3Cribed), P 
can be r~written as 
, .. , 
Future Stage 
Sl S2 s; $4 85 
Present Stage 
s1 l-P33 P1a 0 0 0 
s~ 0 1-P33 Pa, 0 0 
83 0 0 l-P31 p- 0 = Po 
84 0 0 0 l-P45 P415 
$5 0 0 0 0 1 
Ste.gf3 5 is an absorbing stage and may be considered as 
completion of the project. 
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The matrix Pis rearranged and partitioned as follows 
u9ing the notation of Reference ( 6), Chapter III, for 
absorbing finite Markov Chains where the-. submatrix ~. rep-
resents the p.rocess in transient states, submatfix R con-
cerns the transition from transient to absoi;,b;i.ng states, 
and submatrix I represents th~ absorbing states. Sub-
matrix O conf:iiSts of zeros. ·. 
85 Sl · .82 83 $4 
85 1 0 0 0 0 
- - - - - .,.. -I 
81 0 1-Pm P11t 0 0 
p {1_;_2} 82 0 0 l..-P81 p~ 0 
...., R I g_ . 
- I 
83 6 0 0 1-l'at, P34 
84 P4e 0 0 0 1-Pe · 
where: 
I is a unit m~trix representing the absorbing stage 
or project completion. 
O is a zero matrix representing the absorbing to 
non-absqr~ing stage. Once the project is 
completed it cannot become undone, hence 
Pij ~· 0 here. 
R is thenon-absorbirig to absorbing stage which is 
the probability.of reaching completion~ 
Sis the non-absorbing to non~absdrbing stage which 
represents the· ~tage transition probabilities 
before completion. 
The following· i$ · obtained from the 9i matrix: . 
!-Q -
Sl 
$~ 
.$3 
$4 
0 
0 
84 
0 
0 
'..;.pal 
:t?4P 
By computing tne fundamental matrix, !'! = [ I - g3-l from the 
transient·stages as below: 
Sl 
84 
Sl 
1/Pm· 
0 
0 
0 
S2 
l/Pqs 
1/Pm 
0 
0 
$4 
l/P46 
1/P,E 
1/Pe 
l/l?46 
9 
10 
The fundamental matrix N yields the mean number of 
. . - . 
times the $ystem is in the transient states (see page 46, 
Reference (6)) fro:rµ which the time per stage is found as: 
Time in stage. j = n. j ;:: 1/P. . 1 1 J ,J+ j = 1, 2, 3, or 4 
and i < j • 
..... 
The total time then for the project becomes: 
when the i subscript is dropped. This is used as one of 
the constraint equatior,i.s in the model beirig developed. 
Note that the initial probability vector describing 
the system initially would always 9tart tb,.e system at the 
first stage. The next chapter presents the method of 
computing indivip.ual probability terms. 
CHAPTER I!I 
TIME ESTIMATES AND PROBABILITY DENSITX FUNCTIONS 
In place ·Of having actual distributions of completion 
times for each of the project stage~, it was decided to 
use an assumed distribut;i.on fitted to three time estimates 
as in the PERT System. The act:Lvity estimates, a, m, b, 
are defined as: a::;; the shortest time, m = the most likely 
time, and b ·= the longest time the stage is possible to 
.take, 
The reference ''An Analytical Study of PERT Assumptions" 
by lC. R .. MacCrimmon and C. A. Rayavec (7) proposes the 
use of a. triangular distribution as one alternative for 
the assumed distribution of completion times. They have 
found that the PERT model would have yielded approximately 
the same results using a triangular distribution instead 
of a beta distribution. The triangular distribution is 
completely defined by'the three time estimates. 
The resource application level is assumed to affect 
the most likely completion time only. The assumption that 
the sh,ortest and longest.times remain unchanged is just:i.-
. ' 
· fied since they are the resul.ts. bf unusu1;1.l circumst.ances 
having .. taken place .in the activity which are often beyond 
control. 
. 11 
12 
The probability of transition to the next stage in 
one review time period denoted by Pi~i+l is given by 
Pi~;i.+l ""''6Tf(t)dt (3-1) 
where Tis the length of the review time inte:i;-val. For 
the triangular distrtbution (Figure 4), 
P · · l = lb f Ct) d t = 1 
1,·1+ a 
f(t) 
Figure 4. Tr'iangular Dlstributionfor Probable 
Acti vitY Completion Times 
/Tf{t)dt = 0 O<T<a 
-='! ' -0 
T . . 
a::;T~m = J . Ki Ct - a) dt 
a 
/in.Ki ( t - a) d t T = + ! [K2 Ct - m) 
a m 
+ Ki Cm - a)] dt m<T<b 
= 1 b .:ST 
C3-2) 
(3-3) 
c 3 ... ,4) 
C3-5) 
C 3-:-6) 
where Ki and 
~. 
.are the slopes of the distribution between 
. ' 
a and m and between m and b, respectively. 
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K1 and~ are ev~luated f+om the pdf boundary conditions, 
f(t) ~ 0 at t = a, and t = b, and by setting the area 
under the curve equal to one. The result is:· 
.. -2 ,. 
~ · = (b-m) (b-a)• 
Eence, P[transition'to next stage in one revtew time period] 
= 0 
. (T-a)2 
= "Cm-a)(b,-a) 
- 1 -
= 1. 
~.--'bl2 ~~ 
TI=m~ 
.0 < T < a 
',---:" -
(3-7) 
a<T<m (3-8) 
·m<T<b (3-9) 
(:;-10) 
Applying the resource modified modal time in the express-
ions· (3-8) g.nd (3":"9) where m = .f(R) and R is the stage 
resource level.yields: 
· .. (T..;.~)2 ·.· 
fi,i+l = [f(R)-aJ(b-a) 
. . . (T.,.;b12 . 
= l - [b-f(R) (b-a) 
a,:S T .$. f(R) (3-11) 
f (R) .$. T .$ b. (3-12) 
Solving the Equat:Lons (3-11) and (3-12) for f(R) in terms 
of n1 , the ~ean time spent in each stage, yields the 
following: 
. (T-at2 f (R) = a + =p~___.;;.;,,;,...b-J = 
.. 1 -a ;i.,1.+ 
n. (T-a)2 
1 
a+ ----b-a a.$. T .$. f (R) 
(3-13) 
,;:: b - ~T-b)2_-.... { 1-P. . ~1 Cb-a) 1,1,+ 
(T-b~2 
= b - {1-17ni~Cb-a) 
f(R)~T5.b. (3-14) 
Consider the resource allocation fo:ri each stage to 
have both an upper and a lower bound; t.he resource applied 
must be between these limits. Jf more than the upper 
limit were allocated, the waste would be excessive; if 
less than the lowe:ri limit were applied, the activity could 
not be completed. These :i_imits are designated RH and RL 
for the high and low levels. Corres:ponding to these re-
sourct? level bounds are the ;most likely completion time 
estimates designated mH and mL' respectively. 
The assumption of a linear relation betwe~n the most 
l:\.kely completion time m and.the resource level R applied 
to the sta~e yields Equation (3-15). 
. R-RL 
f(R) = m ::; RH-.B,L (mH - mL) + mL. (3-15) 
Rearrap.g:i,.ng terms to solve f·or ;R in terms of f(R) yields 
Eguat:\.on ( 3-16). 
(3-16) 
Introducing the i stage subscripts for all o.f the terms 
and combining Equations (3-13), (3-14), and (3-16) yielq.s: 
a. <T<ni. 
i~ ·- l. . ( 3.,.17) 
15 
and 
m. < l < b .• 1.-.- l. (3-18) 
Thus, the.resourc~ at stage i, Ri, is·expressed in terms 
of the ranges of resource, of most·lil;cely completion and 
ot activity time; the expected stage t:tme ni is the 
independent variable. These two equations take ca.re of 
the com:plete stage· activity time ri3.nge. 
Equation (3-17) is lirie.ar with respect to ni and can 
be rewritten as follows where c<;>nstants for the stage 
equation are· combined into Ai and Bi. 
where A. (a. - mL~) .· • = l. + .. 1 . 
(T 
-
a. )2 
B. 1 = bi ... l. ai 
RHi..., RLi 
+ 
mH. - m:e,-
' . l. l. 
~i - RLi.· 
mHi - mLi 
. 
a. < T < m. 1.- - l. 
RL:t a.nd 
(3-19) 
Equation ( 3-18) .is not linear with respect to :p.i and can 
be rewritten as follows w1+ere the.stage equation cpnstants 
are combined into D. and EJ.. • l. . 
:o,i 
R. - D ... E. · l 
i 1 >+ ni "'."' m. < T < b. 1- - l. 
RH • .,. RL. 
. l. l. 
where Di· = (b1. - mr,1.· ) • . . + RLi' mHi..,. mL:i.. 
(3-20) 
and 
(T - b. )2 
1 
16 
Equation (3-19) is linear with respect ton. and rep-
. J. 
resents the case where the review period T falls between 
the $hortest (a) and most likely (m) completion times for 
stage i. The mod.el formulated from t};lis relationship is 
solved by linear programming techniques and will be re-
ferred to as Case I. 
Equation ( 3-20) is nonlinear in ni e.nd, represents the 
case where the review period T falls between the most 
likely (m). and, the longest (b) completion times for stage 
i. The model formulated .from this relationship is solved 
by Lagrange multiplier techniques and will be referred to 
as Case II. 
lhe selection of.the review time interval length must 
take into account tne probability of qom.p;l..etion of each 
stage during the interval. Every stage must have & finite 
probability of being completed. In addition, the probabil-
ity of completion o:t; two or more sequential stages during 
the interval must be essentially zero. 
Both of these models a:t;'e optimized by minimizing the 
total cost of resource used subject to· the allowaole range 
of resource applicatiqn and a maxim~m expected over-all 
project duration. 
CHAPTER IV 
THE SO;t,UTION OF CASE I 
Case I is the cond:i,.t:i,on where the stage resource 
level is a linear function of the mean time spent in each 
stage. This occ~rs when the review period T lies between 
th.e shortest 1;3.nd most likely completion titne ( a i Tim). 
. . 
Formulating this ease as a linear programming problem 
for an M stage project (stage M = completion) re$ults iri 
the following: 
ObJective function 
Minimiz.e: I . 
M-1 · 
f:;: i~l CiRi (4-1) 
where Ci j_s the co~t of the :r~source at t:q.e i th stage. an.d · 
Riis replac,d by Equation (3-lQ), yieldi~g 
.M-1 . 
f = !: C.(A. +B.n.) i=l. 1 l. l 1 
Constraints 
M .... ]. 
81,1.bject to: ;z n. < N i=.l 1-
and i = 1, 2, ••• , M-1 
17 
(4-2) 
(4-3) 
n. <n. 
1. - 1. max 
18 
i = 1, 2, · ••• , M-1 
(4-4) 
where n1. and nl.. are txie· allowable · probabl~ comple-min max 
tion time ranges·for the maximum.and minimum stage resource 
allocation respectively. 
The terms ni.min.~nd ni.max are computed from 
Equations (4-5) and (4-6): 
ni min -· 
(mH. - a:. )(b. - a.) l. l. l. l. 
{T - a. )a 
l. 
(4-5) 
(4-6) 
where mLi and mHi·are the most likely completion times for 
the lowest and highest. levels of stage. i :resourc.e applica-
tion, respectively. 
The fallowing exaJIJ.ple serves to illustrat.e Case I. 
Consider a four stage research proposal (s,tate 4 e'4uals 
completion) whose·over-all duratio:ri (N) is specified to be 
a mean of fifteep: days·. . The activities are serial; each 
stage of the work must be·completed. before the succeeding 
stage can be started~· 'l'he status.· of the proposal iei 
reviewed at·five day intervals (T). These times would 
correspond to a five day work week. anc;l a three week period 
in which.the work is scheduled to be completed. 
19 
For Stage Number 
1 2 3 .... 
3 2 3 · a-shortest possible dµration (days) 
9 10 8 b~longest possible duration (days) 
50 100 40 RL-lowest stage resource allocation (man-hours) 
7 . mL-most l:ikely duration at lowest r~source 
. . · . . level (days) ? 
8 
i50 200 .80 RH-h;i.ghest stage rf!!source ·allocation 
· · . . . (man-hours) 
5 5. ·mH-most likely duration at :p.ighest 
· re$6urce level (days) 
10 4- 6 c.:.cost of resource ($/hour) 
Tl:).e following gra:phically illustrates this data; 
Stage 1 
03=6. 
Figure 5. ·· Distri'butio;n of Completion Times 
for Thre.e Stage Example, Case I 
20 
Computing tille coefficients of the abje~~ive function below: 
.. GiRH - Rli) A ==. (a - mL) .. · · + RL· 
· . . H-mL 
· from Equation (3-19) 
B ~T - al2 
EH.,.. RL 
from Equation (3 .... 19) = 
· ·b- a mH-mL 
yields t:q.e fql],.owing stage values: 
Stage 1 A1 = 250, B~ = -33.3, . 01 = 10 
Stage ~ A.z :;:: 300, B2 = -37·5, 02 = 4 
St?-ge 3 A3 = 120, B3 = -16, C3 = 6. 
.so, the object:Lve function (3-1) becomes ~quation _(4-7): 
f - 10(250...; 33. 3n1 ) + 4( 300 ·- 37 ·5P-2) + 6(120 .... 16n3 ) 
= 4420 - 333n1 -150~ - 96n3 • (4-7) 
Computing. the constraint values ni max and n1 min from the 
Equa,ti,ons (4-5) and (4-6) yields t};le !ollow:ing: 
Stage· l n:1,. max = 6. n1, min = 3 
Stage 2 n2 max· = 51/3 n2 min =- 22/3 
Stage 3 n, ·. = 5 max n, .. = 2112 min 
So the constraints (4-2), (4T3), and (4~4) become: 
n1 + ~ + n, < 15 
-
n1 > 3 
n1 < 9 
~ > 22n 
·~ < 51n 
-
ll3 > 2112 
n~ ,< 5. 
21 
(4-8) 
(4-9) 
(4-10) 
· ( 4.,..11) 
(4-12) 
(4-13) 
· (4-14) 
Tl'ms, minimizing the objective fu:r;i.ction Equat;ian ( 4-7) is 
equivalent to.maximizing :its variable portion and ean be 
wr;itten as Equation (4~?a): 
J.VI-1 
. m~ximize z = - I: ct at lls 
i=l 
subject to the constraint Equations 
Ih + · S3 = 6 .· 
3~ - s,.. + ~ = 8. 
3~ + Ss = 16 
2n3 - .Ss + . A3 = 5 
(4-7a) 
(4-Ba) 
(4-9a) 
(4-lOa) 
(4 ... lla) 
(4-13a) 
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2n3 + S7 = 10 (4-14a) 
where terms S1 through 87 are slack variables and terms 
A1 , ~ , and A3 are artif:icial variables. The solution of 
tllis system of equations is. carried out in Appendix I by 
the Simplex Method and yields the following solution: 
.. n1 = 6 .days s 2 = 3 81 = 0 A1 = 0 
n2 = 51/3 days s .. 8 s, = 0 ~ = 0 
n, - . 32/3 Ss = 2i1, Ss = 0 A, = 0 
z = 3,152 87 :;: ~/3 
with a total cost of 
f -, 4,4~0 
-
z 
' 
$1268·. 
The allowable rang~ of resourc.e cost for· each stage 
. fo;r- this solu.t:ion. ip .f,'ound from the linear programmin~ 
final tableau as follows: , for the no;n.-basic variables, 
compute the ratio· of cost increment to variable coefficient 
w:pich lies in the row o.f · the desir.e\i basic variable; add . 
this ratio algebraically tQ the initial tableau cost 
coefficient of the basic variable. When this is done for 
all the non..,basic variables, the mini:inum interval gener..-
. . 
ateq by these terms yielq.s a limiting ran~e for the 
respective baE>ic variable. 
Stage .1 (-333 ;i.n tableau)· 
-333 + 237 = -96 
no ;lower limit 
Stage 2 
Stage 3 
~c2 s6 = 18 54 
a,ia · 173. = · 
~ 
• • 
B3 C3 = 
B3 C3 81 
8$4, 
B3 C~ 
.a.es 
B3 C3 S!:i 
• 
. . 
a.ea 
16 . 6 = 96 
= 
. 2§ 
:;:: 96 1 
:;= m 
-1 = ... 237 
18 
-54 
= -173 = 
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(-150 in tableau) 
-150 + 54 = -96 
(..,.96 in tableau) 
-96 + 96 = 0 
-96 - 237 = -33~ 
-96 ... 54 = -150 
Therefo:re, for this solution the resource cost for 
Stage 1 must be greater than $2.88 per man~hour; the re-
source cost for Stage 2 must be greater than $2.56 per 
man-hour; the resource cost for Stage 3 must lie between 
zero and $9.38 per man-hour. 
Tne linear programming final tableau also gives the 
incremental cost associated with each binding constraint, 
where S1 = 0. The over-all time restriction (S1 = 0) has a 
cost of $96 pe~ day associated with it. The maximum time 
constraint on Stage 1 (S3 =.0) has a qorresponding cost of 
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$237 per day, w4ile the maximum time constraint on Stage 3 
(S~ = 0) h,as a marginal cost of $18 per day. Th,is shows 
that restrictions, such as required man-hours, are most 
costly on Stage 1 of this example project. 
In su:rmnaI1y the results for each stage are: 
Stage 
1· 2 ··2 .· 
.6 ·5113 3213 n-:mean.time in stage (days) 
50 100 61.3 i?.-resou.rce applied (man:-hours) 
500 400 ,68 OR-cost.,of resource applied ($) 
These· results indicate the ~:x:pected time each acti v;i. ty of 
the proj~ct will ;require. · .The resource level ·applied at 
each stl;lge yields a minimum total resource cost subject to 
the SJ>e~ified time and resource constraints, This infor-
mat;t on, combined wi ti+ the incremental costs associated 
with t:O.e binding time constraints, ean enable a manager to 
more effectively plail the levels of effort in a cost-~i:me 
trade of;f. 
Case I, wi:th its linear objective funct:i.on, can be 
applied to any size seq~ential stage project. . :)!:ach stage 
adds one v&riable and two cpnstnaint equations f;:io the s:j_ze 
of problem for feasible hand computation maybe considered 
as· five or six stages; machine computation is advised for 
larger systems. 
CHAPTER V 
THE SOLUTION OF CASE II 
Case. II is the condition where the stage resou.rce 
level is riot a linE;lar functipn of the mean time spent in 
each stage, but varies as n 1/(n1 ..,,. 1) from Equation ( 3-20). 
This occurs when the review period T lies between the most 
likely and longest completion time (m < T < b). 
Formulating ~his case as- a nonlinear progra.mniing 
problem w]J.ere the constrqints are linear ap.d the objective. 
function is nonlinear results·in tlle following for an M 
stage projecti where·tne Mt;h stage is co:m,pletion. 
Objective Functicin 
M-1 
. Minimize f = 2:: C1 R1 
i=1 
where.C 1 is the resource cost at the it4 .stage. 
Constraints 
Subject to: 
and 
M-1 
2:: n1 ,:5 N 
i=l 
n1 > nt min ..,... 
nt < n1 max 
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i = 1, 2, ••• , M-1 
i = l, 2, ••• , M-1 
(5-1) 
(5-2) 
(5-3) 
(5-4) 
where n 1 min and ni max are, as in Case I, the range of 
sta~e completion times. 
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Equatiqns (5-5) B.+td (5-6) are.obtained from Equation 
(3-12) and yield n1 • a~d n1 : 
. min max. 
n1 min 
= l - . ( b CT - ~ t i2 . . . ; . . 
. . t ... mHi . . t - at . 
l . (5-5) 
(5-6) 
wll,ere m1!i .. and,. m11 . are the stage most likely qompl.et:i,.on 
. . 
tim~s. for the highest and lowest resource levels, 
.res:pectiv~ly. 
Testing.the .objeqtive functton for convexity yields 
tb.e following equations: . 
· M~l C 1 E1 
= :i~l (nt .;.. l)2. < 0,, since E1 < 0 (5-7) 
(5-8) 
. · of . · . a2 f Since·r-- < 0 and '5'""'"""T > 0 for 1 < n 1 < op 
vnl . un1·. 
f is a monotonically decreasing convex function as n 1 in-
creases, as illustrated in Figure 6. The function does 
not have a local ininimum:l;>ecause of/ont .i~ alwaysnega.tive, 
. . 
hen.ce. the lowest cost occurs .at 'la;c-ge activity durations. 
Because the activity durations n 1 · are constrained, the 
solution of the system will have at least one constraint 
binding. 
Activity f 1 
cost. 
.........,.,..._..--,-~-;--~--,-~~~...--~------...,..._--------...---n 
Time duration of' act i v:j_ ty 1 
Figure ij. Cost Versus Time Duration of Activity for 
Ca,se l'.I 
Writing Eq_uatio;ns (5-1), "thro"Ugh (5-4) in La,grange 
Multiplier notation (8) and formulatj,ng tb,e composite 
function: 
2M-l 
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F(n,A.) = f - I: A.J gJ (n) · (5-9) j.=l 
(5-9) 
where g3 (n) = 0 when the constraint is binding. 
Equation (5-9) i$ the new objective function subject 
to 2M-l constraints. Because the optimization is over M-1 
activities (tne Mth stage is completion) anq_ each activity 
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is subject to two time duration constraints, 2M-2 equations 
arise. The over-all project time duration constraint pro-
duces an additional equation, hence there is a total number 
of 2M.-l. The A.1 multiplier is associated with the.over-
all project constraint; A2 through AM are associated with 
the stage 1 through M-1 minimum time duration constraints, 
respectively, while AM+l through A.2 M-l are q.Ssqciated with 
the stage. 1 through M-.1 rq.aximum t;Lme duration constraints, 
respectively. 
Computin~ the partial derivativ~s of Equatibn (5,...9) 
wi4h respect to e&oh variable and, equating it to zero 
resultE;l in the following set of equations: 
oF C 1 E1 ..... Ai _ 4 4 o on1 = + (n1 -.1)2 ·1+!1. - ·1+M.= ·.· 
i = 1, 2, ••• , M-1 
aF 
OA. i = 
a:ir 
0 "'1 "'l 
oF 
0 A-1 +·M 
= 
= 
M-1 
2:: (n\ - N) = 0 
i=l 
- (n,. -n,. min) 
- Cn1 .. n1 max) 
= 0 
i = 1, 2, ~ .. ., M-1 
== 0 
i = 1, 2, ... ' l"l-1. 
(5-10) 
(5.,.11) 
(5-12) 
(5-13) 
For a given i in the Equq.tion (5-10), either A. 1 + 1 or 
A. 1 +M will equal zero as, at most, only one of these con-
straints can be binding on the term n 1 • 
Consider the following numerical example to ilhis-
trate Case II. 
Assume a project consisting of 4 sequential stages, 
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where Stage 4 is completion, is desired to be completed in 
15 days and that it is revi~wed a:t five-day in,tervals 
( this example is similar to tlle orie used in Ca$e I) •. 
For Stage Number 
1 2 
.1 4 
1:i. 8 
50 100 
5 7 
150 200 
10 4 
~ 
2 
16 
40 
5 
80 
a-sho::rte$t pos·sible duration (days) 
b-longest ·possible duration (da;ys) 
R1-lowest stage resource. a·llocat:1.on 
. ·. · .· (m~-hours) 
m1 -most1ikely duration.at :iowest resource 
· · ·. ·. · ·level (days) . 
. . . . . . . . .· . 
R1rP:ighest . stage resource· allocat.io:p. 
· . ·. · . · · ( man-hou,r s ) · 
. . ' . . . . . . . . 
4 .. · 'mk~Illost ·. ~;Lkel;y · du.:ration ~t highest . 
· .. · . . · .. ·, :;t'eso~ce level tdays). 
· 6 C--cost o;f resol,\rce ($/man-hour) 
and M = 4 ;· q:1 - $, N == .15. 
Stage .1 and· 3 b.&ve the. review .time '!' lying· between m 
.an<l b whil.e Stage 2 was selected with T lying between a 
and m. Sta,ge 2 was purposely chosen to have a relatively 
small probability of completion du:r;>ing one review time 
· period because, in the model? it is necessary for the 
probability of completion of two or more. activities during 
one review time period to be negligible. Computing the 
coefficients of the objective function from Equation 
(3-20) for Stages l and 3 where:· 
D - and E 
an,d from Eq~ation (3-19) for Stage 2 where: 
yields the following stage values: 
Stage l D1 = -250, .E1 · = -l80., C1 .= 10 
Stage 2 A2 = +400, B2· :, ...:25, c 2 = 4 
Stage 3 D· 
·. ' -. -400, E3 = -2420/7, C3 = 
So, the objective function 'becomes: 
t = 10 (-250 + 180 n~:.1 ) + 4(400 - ?5~) + 
6 (-400 .2420 lli') + . -? ,--...,...1 ::;: 
. ·.n3-
loo. . 2024PJ . 
. ~ + 'Il,3 -+ . 
~ 3 300 + · 1800n1 h.1-l 
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6. 
Computing the•oonstraint values n, min and n 1 m~ !rom the 
Equations (5-5)·and (5-6) for St!;\ges land 3 a:p.d from 
Equat;ioris (4-.5) and (4-6) for Stage 2 yields the following: 
Stage 1 n1 min = 
. Stage 2 . n2 mi:q. = 
'Stage 3 n3 min = 
So the co:pstraints become: 
'-
n1 > 19/ll 
.,.. 
19/],l n1 max 
8 ni max 
·,27/~_ n:, max 
= 
2112 
:,:: 12 
= 
42/3 
(5-15) 
(5-16) 
' 
(5-17) 
:;1 
., -
n, > 327/47 (5-18) 
n1 < 211, (5-19) 
-
n2 ~ l2 (5-20) 
n, < 42/J. . (5-21) 
-
Equations (.5-9) through (5 .. 13) can be written as the 
following fo:r this e~ample: 
F(n,A) = -3300 + J:800 n1 + 2.,074i.' 
. n1-l n3 -
· · • Ai (n1 + Jla + n, - 8) -A2 (n,. ,- 1.818) 
-A, (na - 8.000} - "-• (n, ~ 3,574) .... ~ (n1 - 2.500) 
. I 
.;. Ae (Dt - 12~000)1 ·~ "-1 (r13 .. 4.~~§) (5-22)· 
(5-23) 
(5-24) 
(5-25). 
(5-26) 
oF fi-;- = - (n1 - 1.818) = O (5-27) 
a~~ = - (Jla - e.ooo) ;: o (5-28) 
oF ) ~ ;:; - (n, - 3. 574 = 0 . \5-29) 
(5-30) 
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aF ~ ;= - (De - 12.000) :;:: 0 (5-31) 
fl = - (n3 - 4.666) = O. (5-32) 
To solve this system of equations, ~ssume initially 
that one constraint, Equation (5-26), is oinding; there-
fore, \ 2 through A.7 are equal to zero. 
Solving for Ai from Equation (5-24) and ~ubstituting 
it into Equat.'ion~ (5-23) and (5-25) yields: 
A-1 = ~100 .. 
n1 = 1 + ( -lSOO./A:1 ) 112 = 5. 243 
ll3 = l + . (-2074/A1 ) 112 :;: ? . 554 •. 
Substituting n1 and· n3 . into Equati.on (5-26) Y,ields: 
~ .. = 15..,. 5~234 ~. 5.554 = 4.203.". 
Checking the v~J,ues of :P.i. with the constr~ints 
l .. 818 < n1 < 2.500 n1 = 5.243 
8.000 < n2 < 12.000 ~· =· 4.203 
3.574 < n3 < 4~666 n, = 5.554 
- -
n1 an4 n3 exceed their maximum ltmit while~ is less th~n 
its min;i.mum limit.. The:refore, constraint Equation (5-28) 
will be used for~ as it is the furthest outside of 
bounds: 
ri2 = 8. 000 , . A3 # 0. 
From Equation (5-:-24) , A3 c;: .;..A1 - 100. 
Substituting into Equation (5-26) yields: 
:).. + (-1800/A.1 ) l/2 + 8 ~ 000 + l + (-2074/11.1 )112 - 15 = 0 
which gives A1 = -309, 
therefore, 
n1 = l + (-1800/A.1 ) 112 = 3 .418 
and 
Checking t:he valv_es of ni and n3 with their constraints 
1.818 ~ n1 ~ 2.500 
3 • .574 < n3 .:S, 4 • 666 
n1 = 3.418 
n:, = 3.595 
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n1 is founp. to exceed its maximum limit. Therefore, con-
straint.Equ~tion (5-30) must be used yielding: 
:n1 = 2 • 500 , :\. 5 I o • 
. 1800 From ~quation (5-23), As = -A.1 "'." ( 2 '500-l)2 :a; -A.1 - 800. 
' , . 
Solving for nr f+om Equation (5-26): 
n, = 15 - 2.500 - 8.000 = 4.500 
therefore, 
n1 = 2. 500 ~ = 8.000 n3 = 4.500 
wh;ich satisfies all of the constra~ntE!. 
Obta:j.ning \ from Equation (5-25) ·yields: 
Also, 
A.3 = -A.1 ~ 100 = 169 - 100 = 69 
q.nd 
The Kuhn-Tucker condition which describes optimal 
solutions to nonline9r programming proble~9 will now be 
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used to test the optimality of this solution. The minimi-
zation of a convex function over convex constraint equa-
tions satisfying these conditions is an optimal solution,. 
The conditions are: 
(5-33) 
at n1 = n/ for i :::: 1, 2, ••• , M-1 ~ 
af 2M-l ~ If n ~ ....... o, then I: AJ < 0 1 - oni ani ..... j=l (5-34) 
at n1 = n 1~*" for i = l, 2, ••• , M-1. 
Checking the solut;io;n in Equation (5-33) yields: 
1800 
= - c2 • 500 ..... 152 + 169 ... o + 631 = ... eoo + 169 + 631 = o 
~ : - 100 - "1_ - A. 3 .,.. Ae = - 100 + 169 - 69 - 0 = 0 
and 
2074 ' ' ' 
- (n, -1)2 - r"1 .... 1\.4 - /\.7 = 
- c4 .~g6~1y + 169 - o - o =-169 + 169 = o 
which satisfies the first condition and since n 1* > 0, the 
second condition does not apply; therefore, the solution 
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obtained is optimal= 
~he total resource cost then can be fpund from Equa-
tion (5-22), as: 
.F _ -, 3300 + 1800 (2.5002 l00( 8 OOO) + 2074(4.5002 
- 2 • .BOO - 1 , - • . ' 4. 500 - 1 
- (-169) (2.500 + 8.000 + 4.500 - 15) 
- 0(2.500 - 1.818) - 69(8.000 - 8.000) 
- 0(4.500 - 3.574) - ( ... 631)(2.500 - 2~500) 
,.. 0(8.000- 12,000) ~ 0(4.500 -4.666) 
= -3300 + 3000 - 800 + 2667 = $1567. 
The A1 multiplier may be interpreted as the cost of 
an incremental change in the o,ver ... all J?roject duration 
time. For example, a 1/10 day i~crease in the over-all 
project duration would reduc~ the project cost by $16.90 
(approximately since this is a nonlinear system). Simi-
larly, the A. 3 multiplier may be interpreted as the cost of 
a:p. incremental change in tn.e minimum time constraint of 
activity 2. Reducing the minimum time by 1/10 of a day 
would result in appro~imately a $6.90 reduction in project 
cost. 
Finally, the As multiplier would represent the cost 
of an incremental change in the maximum time constratnt of 
activ:Lty 1. A 1/10 of a day inc:reaqe in, the activity time 
duration would sav~ ~pproximately $63.10; of the three 
binding constraints, this one is the most costly. The 
sign oi A.3 differs from that of A. 1 and As because it is a 
minimum cqnstraint whereas 1\. 1 anq. As are asso~iated with 
maximum 
stage: 
Stage 
1 
2.5 
50.0 
500.0 
constraints. 
2 5 
8.0 .4.5 
200.0 44.5 
800 267 
Summarizing the results for each 
n-mean time in· stage (days) 
R .... resource appl;i,ed (man-h9urs) 
CR-cost of resource applied($) 
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where \ 1 = -169 over-all project duration constraint multi-
plier, A3 = 69, Stage 2 minimum duration constraint multi-
plier and As = -631, Stage 1 maximum duration co:p.stra,int 
multiplier. The :i,nterpretat:;ion of·these results is the 
same as for Case I discussed in the preceding chapter. 
As seen from this example, determining the optimum 
for the nonlinear objective fi,mction is not particularly 
straightforward. Increasing the number of stages will 
further complicate the method computationalJy, but it 
should still be possible to obtain a constrained optimal 
solution. Bringing in constraints only as required will 
minimize the work for hand computation. 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
This study.has showntha.t it is possible to relate a 
sequential stage p+:>oject tq a Markov Process. The tran-
sient state probabilities.represent the project stages 
while the absorbing state represent~ the project completion 
stage. Ey relating the probability ·of completion during a 
giv,en time int~rval to the level of resource applied to a 
stage, a minimum resource cost is obtained for the over-
all project duration. and stage resource constraints. The 
approach developed in this work can be used as a supple-
ment to a,relatively large scale project management tool 
• > 
such as P~RT (9). 
T4e· use of this system as a practical management tool 
· requires that the equations be programmed for digital 
computation. Computer logic can be used to select the 
appropriate equations when th~ range of the mode of th~ 
! 
compl~tion distribution incluq.es th~ review time period. 
Future work on this tech.p.ique would include taking 
into conside.ration the ppssi,bility of more than one stage 
being completed during a review time, period. This inclu-
sion would be necessary if a. distribution with a finite 
probability of very short activity du,l:'ation were used. 
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Another area for further investigation would be the 
assignment of a probqbility of compl~tion to the over-all 
project duration. A dynamiq programming approach might be 
µsed for the mo~el in this case. 
(1) 
(2) . 
( 3) 
(4) 
(5) 
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APPEN~IX 
The numerical e:x&Jllple given in Chapter IV involves the 
max1m1m1iat1on of t~e t'oll0.1"11'8 obJtct1v, funct~on subject 
. "' ,, , ... ,,., ·! ··.'. ; , .. ··: . ,,;, 
to.constraints • 
.. 
Maximize Z=l00011i+lS~n2~6n3 ,~l;>jt1tct t9; 
.t1i +s3=) 
<!lni+s =16 ~ 2 5 · 
... 
2nJ+s?=lO. 
The following pages give ·the 1n1t1al tableau and the five 
1terattons obtaining the optimal solution by the Simplex 
·-· 
Method. 
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APPENDIX 
I 
The numerical ex:ample given in Chapter IV involves 
the maximization of the following objective function sub-
ject to constraints: 
Maximize Z = 333n1 + 150~ + 96n3 
Subject to: 
3n2 + S6 = 16 
2n3 - Se + A-, = 5 
2n3 + s7 = 10. 
The following pages give the initial tableau and the six 
iterations obtaining the optimal solution by the Sil;l.plex 
Method. 
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nl n2 n.3 s 1 S2 SJ S4 SS 86 87 
1 1 1 1 -0 0 ·o 0 0 -0 
© 0 0 0 -1 0 e 0 0 0 
1 0 '() 0 -0 1 0 0 0 0 
-0 3 0 0 0 0 -1 0 0 0 
0 ) 0 0 -0 0 0 1 0 0 
. 0 0 2 0 0 0 0 0 -1 0 
·O 0 ,2 0 0 0 0 0 0- 1 
-333 -tSO -96 0 0 0 0 0 0 0 
1 
Initial Tableau 
A1 A2 A'2 I 
0 0 0 
1 0 0 
0 0- 0 
0 1 0 
0- 0 0 
0 0 1 
·O .o . 0 
-+M +M +M 
b 
15 
3 
6 
a· 
16 
s 
1-0 
·o 
Var 
s1 
A 1 
SJ 
A 2 
S5 
A.3 
s7 
z 
8 
1'-. .,, 
3 -+-
6 
;J:=-
f\) 
n1 ~ n., st S2 83 
0 1 1 1 1 0 
1 0 0 -0 -1 0 
0 0 0 0 G) 1 
0 ) 0 0 0 0 
0 J 0 0 0 0 
0 0 2 0 0 0 
0 0 2· 0 0 0 
0 -150 -96 0 -333· 0 
t 
84 85 s6 87 A1 
0 0 0 0 -1 
0 0 0 0 1 
0 0 0 0 -1 
-1 0 0 0 0 
0 1 0 0 0 
-0 0 -1 0 0 
0 0 0 1 0 
0 -0 0 0 +M. 
First Iteration 
A2 A3 b 
0 0 12 
0 0 3 
o· 0 3 
1 0 a 
0 o I 16 
0 1 I 5 
0 
o I 10 
+M +M ·1000 
Var 
s1 
n1 
SJ 
A2 
S5 
AJ 
S7 
z 
-e 
12 
-3 
3+-
+:" 
\...,'.l 
n1 n2 nJ st Sz 83 S4 s 5 86 87 A1 Az A3 b var Q 
0 1 1 1 0 -1 0 0 0 0 -2 0 0 9 st 9 
1 0 0 0 0 1 0 0 0 0 0 0 o I 6 n1 
0 0 0 0 1 1 0 0 0 -0 -1 0 0 3 82 
0 CY 0 0 0 0 -1 0 0 0 0 1 .·. 0 8 A2 8/J 4-
0 3 0 0 0 0 ·o 1 0 0 o· 0 0 16 S5 16/J 
0 0 2 0 0 0 0 -0 -1 0 D ·O 1 5 AJ 
0 0 2 0 0 0. 0 0 0 1 0 o· 0 10 S7 
0 -1,> -96 0 0 3·33 0 0 0 0 M M M l 2000 z 
t 
Second Iteration 
n1 n2 n3 . s1 Sz S.3 S4 85 s6 
-=-~-= 
0 0 1 1 0 -1 1/3 0 0 
1 0 0 0 0 1 0 0 0 
0 0 0 0 1 1 0 0 0 
0 1 0 0 .0 0 ·-1/J 0 0 
0 0 0 0 0 0 ·1 1 0 
0 0 @ 0 0 0 0 0 -1 
0 0 2 0 0 0 O· 0 0 
0 o. -96 0 0 333 -so 0 0 
f 
Third Iteration 
S7 A1 A2 
0 -2 -1/3 
0 o: 0 
0 -1 0 
@ 0 1/J 
0 0 -1 
0 0 0 
1 0 0 
0 M M 
A3t b 
0119/3 
O· I 6 
-0 3 
0 8/J. 
0 8 
1 5 
o I 10 
M 12400 
Var 
Si 
nl 
S2 
n2 
S5 
A.3 
S7 
z 
G 
_19/3 
5/2 ....,., 
10/2 
+" 
\J"l 
nl n2 nJ 81 s2. s3 S4 SS $6 S7 Al 
0 0 0 1 0 -1 1/J 0 1/2 0 -2 
1 0 0 0 0 1· 0 0 0 ·o 0 
0 0 0 0 1 1 0 0 0 0 -1 
0 1· 0 0 0 0 -1/J. 0 0, 0 .. 0 
0 0 0 0 0 0 6) 1 0 0 ·. 0 
0 0 1 0 .0 0 0 ·o -1/2 0 0 
0 0 0 0 0 0 0 0 1 1 0 
0 0 0 0 0 333 -so 0 -48 0 M 
t 
Fourth Iteration 
A2 A~'-
b 
-1/)-1/2 23/6 
0 0 6 
0 0 3 
1/3 _O 8/J 
-1 ·o 8 
0 1/2 5/2 
0 -1 s 
M M 2640 
var 
s1 
n 1 
s2 
n2 
. SS 
nJ 
s? 
z 
Q 
23/2 
-8 
8\"-
£ 
_f:::-
&, 
__ !11 ~ n.3 81 s2 SJ 84 S5 s6 S7 Al A2 A 
.. . .. - - -~~~~~---~-........ ----
b Var 9 
0 0 0 1 0 :...1 0 -113@ 0 • 2 O -1/21 7/6 s1 7/3~ 
'1 0 0 0 - ·0 1 0 0 0 0 0 0 O I 6 nl 
0 0 0 ·O 1 1 0 0 0 0 -1 0 o I 3 Sz 
0 1 0 0 0 0 0 1/3 0 0 0 · 0 o I 16/3 Di 
0 0 0 0 0 0 1 1 0 0 0 -1 o I 8 S4. 
0 ·o 1 0 . 0 0 0 0 ~1/2 0 0 o · i/21 S/2 · n3 -5 
· 0 0 0 0 0 0 0 0 1 i 0 0 -1 5 · s7_ 5 
0 0 0 0 0 333 O 50 -48 0 M M M 13040 · Z 
t 
F;ifth Iteration 
.j::-
....J 
n1 n2 
~J b . 1 82 S.3 
0 0 0 2 0 .,2 
1 0 0 0 -0 1 
0 0 0 0 1· 1 
o· :l 0 0 0 0 
0 (Qi 0 0- . 0 0 
0 0 1· 1 0 -1 
0 0 0 -2 O· 2 
--= =-= 
-- .,ii 
0 0 0 96 0 2.37 
S4 S5 s6 S7 Al 
0 -2/J 1 0 ...,,,. 
0 0 0 0 0 
0 0 0 0 -1 
0 1/3 0 0 0 
1 1 0 0 0 
0 -1/.3 0 - 0. ·-2 
0 2/.3 o. 1 4 
-
·o 18 0 D M 
Sixth Itera ticHn""'Optimal 
A2 A:31 b 
0 -1 I· :7/3 · 
0 0 6 
0 0 J 
0 0 16/3 
-1 0 8 
0 0 1/J 
() 0 8/J 
M M 31.52 
.Var 
s6 
nl 
s 2 
n2 
s 
.4 
nJ 
s7. 
z 
9 
.p-
(X) 
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