We propose a deformation-based representation for analyzing expressions from three-dimensional (3D) faces. A point cloud of a 3D face is decomposed into an ordered deformable set of curves that start from a fixed point. Subsequently, a mapping function is defined to identify the set of curves with an element of a highdimensional matrix Lie group, specifically the direct product of SE(3). Representing 3D faces as an element of a high-dimensional Lie group has two main advantages. First, using the group structure, facial expressions can be decoupled from a neutral face. Second, an underlying non-linear facial expression manifold can be captured with the Lie group and mapped to a linear space, Lie algebra of the group. This opens up the possibility of classifying facial expressions with linear models without compromising the underlying manifold. Alternatively, linear combinations of linearised facial expressions can be mapped back from the Lie algebra to the Lie group. The approach is tested on the Binghamton University 3D Facial Expression (BU-3DFE) and the Bosphorus datasets. The results show that the proposed approach performed comparably, on the BU-3DFE dataset, without using features or extensive landmark points.
INTRODUCTION Representing facial expressions is an integral part of what is called affective computing
). These representations are used in combination with a classifier to recognize facial expressions and infer affect. Many other disciplines, such as human computer interaction, computer graphics, and health monitoring, also benefit from the ability to model facial expressions for the purpose of analysis, animation, and recognition. Over the past few decades, several methods have been proposed for facial expression representation. In general, these 17:2 G. G. Demisse et al.
methods can be categorized into two main categories: (1) methods based on feature descriptors and (2) methods based on a generic expression space learning.
In the first category, features are labelled, according to their type, as either geometric or appearance. Subsequently, both feature types are further labelled, according to their construction, as predefined (Pantic and Bartlett 2007) , directly learned from a training data Oyedotun et al. 2017; Ranzato et al. 2011) , or a hybrid thereof (Zhang and Ji 2005) . Approaches based on predefined features aim to detect facial action units (AU) defined in Ekman and Friesen (1978) and defer the task of expression labelling to a higher level processing, while in learned features, the attempt is to learn a descriptive representation directly from a training data. In Bartlett et al. (1996) and Pantic (2009) , methods that detect facial AU are argued to be comprehensive and robust to subjective labelling of expressions; since the detection of AU is decoupled from expression detection, a new facial expression can be discovered by combining AUs. On the other hand, systems that integrate feature learning with expression labelling have been shown to benefit from the supervised learning of strong discriminative features Taigman et al. 2014) . In general, mapping functions from the raw data space to the feature space are not necessarily bijective, and hence inversion of features is numerically approximated (Mahendran and Vedaldi 2015; Vondrick et al. 2013) . Consequently, it is not straightforward to translate a linear combination or scalar multiplication of features to the raw data space. Moreover, most feature-based approaches depend on pre-annotated/estimated landmark points (Fang et al. 2011) . Apart from the computational overhead, methods that depend on estimated landmark points have to account for landmark estimation or annotation error. Although it is not clear how error propagates, in Taheri et al. (2014) , discrepancies in labelling the landmark/action units are presented as the major reason for low accuracy. In the second category of facial expression representations, a general space of faces and their expressions is estimated. In Ham and Lee (2007) , an L 2 norm is defined on the displacement field of faces to learn an embedding of the expression space. In Chang et al. (2005) , a three-dimensional (3D) template face is used to match all faces and learn a generalized expression space rather than a per-subject learning. However, empirically estimating the space of facial expressions from a small dataset in high-dimensional space is difficult, and most of the time only a small portion of the space ends up being estimated, e.g., expression space of a given subject. As such, the estimated expression space is not guaranteed to be complete or connected (Bengio et al. 2013) . One consequence of this is the need for search-based computational schemes, e.g., the geodesic distance between expressions is computed using graph-based shortest-path algorithms (Chang et al. 2006; Ham and Lee 2007) . Meanwhile, in Al-Osaimi et al. (2009) , Mpiperis et al. (2008) , and Tenenbaum and Freeman (2000) , a linearity prior is introduced in the estimation of the expression space. In Mpiperis et al. (2008) and Tenenbaum and Freeman (2000) , observed facial data are formulated as a bilinear function of face and expression. Thus, expressions are modelled as linearly separable objects. In a similar spirit to our approach, in Al-Osaimi et al. (2009) the point-to-point difference between a neutral face and a face with an expression is taken as expression residue, and the expression space is estimated with principal component analysis (PCA). However, expression space is a non-linear space, and linear models fail to discover the underlying non-linear manifold (Wang et al. 2004) . In a much similar approach as is presented in this article, in Drira et al. (2010 Drira et al. ( , 2013 and Samir et al. (2006 Samir et al. ( , 2009 a facial surface is decomposed into a set of facial curves, and the average distance between the aggregate facial curves is used as a similarity metric between faces for identity recognition. Meanwhile, in Kurtek and Drira (2015) , instead of decomposing a facial surface into facial curves, a given face is studied as a parametrized surface.
This article proposes a novel method for facial expression representation from 3D data without appearance (texture) information or annotated landmark points. Our approach starts by sampling a 3D facial surface into a set of facial curves, sometimes referred to as "radial curves" (Aouada et al. 2014; Drira et al. 2013 ). The sampled facial curves are then represented as an element of a matrix Lie group, as described in Demisse et al. (2016) . Subsequently, by taking a direct product of the facial curve representations, a mapping function that identifies a set of facial curves with an element of a high-dimensional matrix Lie group is defined. Given such a mapping function, facial expressions are then represented by a left action of the group on a neutral face representation, see Figure 1 . Although the idea of decoupling facial expression from a neutral face is presented in Al-Osaimi et al. (2009) , the representation space presented here, Lie group, models expression space as a nonlinear space. Consequently, it captures non-linear variation of facial expressions. Concurrently, the proposed representation can be linearised by mapping the expression representations from the Lie group to the Lie algebra. Hence, conventional linear models, like support vector machine (SVM), can directly be trained on the representation. The main contributions of this article are summarized as follows:
(1) We present a non-linear facial expression representation without the need for annotated landmarks. We show the potential of the proposed representation for expression recognition by training an SVM classifier and testing it on the Binghamton University 3D Facial Expression (BU-3DFE) dataset ) and on the Bosphorus dataset (Savran et al. 2008) . (2) Using the group and differential structure of the representation space, we define a closedform solution for the geodesic distance between facial expressions, which is not the case in some manifold learning-based approaches. Furthermore, we show that facial expression can be defined as a regular group action on the facial surface representation. Consequently, a facial expression can be identified uniquely up to the surface parametrizations. (3) We propose a framework that reformulates optimal surface parametrization as optimal the facial curve sampling such that the deformation between faces is smooth and least costly.
The rest of the article is organized as follows: Section 2 describes the data preprocessing and curve representation approach. In Section 3, we present the proposed facial expression representation. In Section 4, we formulate an objective functional for estimating curve correspondence between two faces and detail a dynamic programming-based solution in Section 5. In Section 6, we described a basic approach for training a model with a dataset of expressions represented with the proposed method. Experimental results are discussed in Section 7. The article concludes with final remarks in Section 8. 
BACKGROUND
We decompose a segmented, hole-free, facial surface into a family of curves that start from a given reference point, see Figure 2 (b) . This decomposition allows to view a facial surface as an ordered set of curves and a facial expression as its deformation. The curve representation given in Demisse et al. (2016) is used to represent both the set of facial curves and their deformation as an element of a Lie group; specifically, a high-dimensional direct product of the Special Euclidean group, SE(3) -д ∈ SE(3), is a semi-direct product of rotation, R ∈ SO(3), and translation, v ∈ R 3 . In what follows, we cover the data preprocessing and facial curve extraction stage and the necessary backgrounds on representing curves in R 3 .
Preprocessing and Surface Decomposition
The main causes of variation in a dataset of 3D facial point clouds, with respect to a given fixed coordinate system, are deformation, scaling, translation, and rotation. Among those, the most informative variation is the one due to deformation as the rest does not change the nature of the shape (Kendall 1984) . Nevertheless, transformation of the coordinate frame can be manifested as shape-preserving transformations of the facial 3D point cloud, for instance, different extrinsic camera parameters will lead to different measurements. Consequently, in the preprocessing stage, we filter shape preserving transformations with respect to a given fixed-world coordinate system.
Removing location and scale:
A given facial point cloud Γ = {p 1 , . . . ,p N }, with p i ∈ R 3 , is centred to zero mean and unit norm as follows:
Equation (2) computes the mean and the L 2 norm of the vectorized point cloud.
Filtering rotation: The head orientation of a normalized facial point cloud Γ is aligned with an arbitrarily selected reference face, using the Iterative Closest Point (ICP) algorithm. We note that ICP gives a reasonable result only when the point cloud is segmented and hole-free facial data. Subsequently, singular value decomposition (SVD) is used for estimating the coordinate orientation of the reference face and the given face to further refine the alignment. We again stress that the data should be described from a fixed reference coordinate system for the representation to be meaningful.
Facial surface decomposition:
We first select the reference point p r as the tip of the nose; this is mainly because it is relatively easer to estimate. The estimation is done by selecting the point with a maximum component in the direction of the eigenvector with the smallest eigenvalue. That is,
where P j denotes the eigenvector with the smallest eigenvalue and the operation · denotes the dot product; the eigenvectors and eigenvalues are computed with SVD on the normalized facial data. Subsequently, let P t be the tangent plane at p r with b 1 and b 2 as its orthonormal basis, see Figure 2 (a). Then for some θ ∈ [0, 2π ], a facial curve on the surface Γ is given as follows:
where R is a rotation matrix about the normal vector of P t , see Figure 2 (a). Furthermore, a given facial curve can be parametrized by r ∈ [0, h], where h is the mean radius of the surface projection on to the rotation plane. Consequently, the parametrization of the full facial surface is given by Γ(r , θ ) such that Γ(0, θ ) = p r , ∀θ . The parametrization can then be used to extract a set of curves by defining the values of θ and r .
Curve Representation
There are several works in curved shape representation and geodesic distance computation (Demisse et al. 2016 (Demisse et al. , 2018 Mennucci 2013; Michor et al. 2007; Srivastava et al. 2011; Younes 1998) . The general approach in modelling curves is to consider a given curve as a function from R to R n . In practice, however, curves are represented by z discrete set of points (Kendall 1984) . Subsequently, statistical properties of curves, in the space of the selected points, are computed by either taking the L 2 norm in Euclidean space or using spline-based distances (Dryden and Mardia 1998) . Alternatively, in Demisse et al. (2015 Demisse et al. ( , 2016 , Michor et al. (2007) , and Younes (1998) the statistical properties of curves are studied in the diffeomorphism group of the space of selected points. In this article, we adopt the curve representation approach described in Demisse et al. (2016 Demisse et al. ( , 2018 . Curves in Demisse et al. (2016) are represented by z rigid transformation matrices such that the sequential action of the matrices on a fixed reference point reconstructs the full sequence of selected points. As a result, any subsequent geometric or statistical quantities of the curves are computed using both the group and the differential structure of the representation space. In this subsection, we will briefly describe the curve representation framework presented in Demisse et al. (2016 Demisse et al. ( , 2018 for open curves in R 3 . Letψ i be a continuous curve in R 3 parametrized by arc-length, and let r : [1, z] → [0, ] be a monotonic and injective map, where z is any positive integer and is the length of the curve. Note that in the case of facial curves, is replaced by h. Then, ψ i =ψ i • r is a z-ordered distinct sample points ofψ i , with • denoting function composition. For some fixed integer z, a family of curves is defined as C z = {ψ i |ψ i p 1 = p r }, where p r is a fixed reference point. As such, C z is the space of all curves described by z discrete points starting from a fixed reference point p r . Furthermore, any curve in C z can be deformed to another by the left action of SE(3) z−1 , a direct product of a three-dimensional Special Euclidean group. That is to say,
It is worthwhile to note that all deformations leave the first point fixed. Subsequently, a mapping
such that д i × p i = p i+1 . Equation (5) provides the representation of a given z-sampled curve. The inverse of the mapping, given the fixed starting point, is
Note that, among all possible transformations between two points, it is the least action transformation that is represented by the д's, see Demisse et al. (2016 Demisse et al. ( , 2018 . Deformation in the representation space is given by the right or the left action of the group on itself. For example, deformation of the curve ψ i to the curve ψ j is given by the left action of
or the right action of
where f (·) −1 denotes a pairwise inversion. 1 Moreover, the Riemannian and group structure of the representation space is used to give an explicit solution to the geodesic equation, as presented in Demisse et al. (2016 Demisse et al. ( , 2018 and Michor et al. (2007) . To that end, the geodesic path between two curved shape representations f (ψ ) and f (ψ * ) is given as
and
Equation (10) computes the geodesic path between the ith transformation matrix of the two shape representations, and the parameter t is a time step one takes along the geodesic path. Subsequently, the geodesic distance between two curves is given as
· F denotes the Frobenius norm. The defined distance metric is left invariant, see Demisse et al. (2016 Demisse et al. ( , 2018 for further details.
PROPOSED FACIAL EXPRESSION REPRESENTATION
In this section, we propose to represent face and facial expressions as elements of a Lie group.
Face Representation
Let Ψ = {ψ 1 , . . . ,ψ k } be a set of k facial curves sampled from a facial surface Γ as described in Section 2. Given the curve representation in Section 2.2, a straightforward representation D of Ψ is to take the direct product as F :
The inverse of the mapping function is given as
where f −1 (·) is as defined in Equation (6). The geodesic path Λ(t ) and distance d F between two facial representations, F (Ψ) and F (Ψ * ), are given by direct products using Equations (9) and (11), respectively. Specifically,
where Φ(·) is as defined in Equation (9), see Figure 3 . The distance d F is defined as
where d c (·, ·) is as defined in Equation (11).
Expression Representation
Similarly to the curve representation in Section 2.2, a deformation between two facial representations F (Ψ) and F (Ψ * ) is given by the action of a group on itself. A deformation that acts from the left is
Alternatively, a deformation that acts from the right is
where
is as defined in Equation (7). In general, a left action of a group G on a set Y is given as G × Y → Y . Moreover, the action is said to be regular if for every x, y ∈ Y there exists exactly one д ∈ G such that дx = y. In our case, Y is the group G itself, hence, the action of Equation (17) is regular. To see this fact, consider
Subsequently, let us assume that there is another
Consequently, given both the representations of a face with a neutral expression F (Ψ N ) and a non-neutral expression F (Ψ E ), we can uniquely identify a deformation due to the non-neutral expression, up to surface parametrization, as
Hence, we use D E to represent a facial expression irrespective of subject specific facial shapes. Curve matching between two different faces with "surprise," on the far left, and "happy," on the far right, expressions. The first row shows the geodesic deformation between the faces when both faces are represented by 50 uniformly sampled curves. The red curves are tracked along the deformation to illustrate the mismatch. In the second row, the "surprise" face is represented by 50 uniformly sampled curves, while the "happy" faces is optimally sampled via dynamic programming, see Section 4. The cost matrix shows three solutions for different weighting factors-the blue region is the feasible set defined by the sectors size. The red curve is the optimal solution for α = 0 and β = 1, the green path is optimal for α = 1 and β = 0, and, finally, the yellow path is optimal for α = 1 and β = 1; the second deformation is based on the yellow path.
CURVE CORRESPONDENCE
The proposed expression representation, Section 3.2, assumes the parametrization of two different faces to be optimal when factoring deformations. That is, the index of a curve that passes through a particular region of the mouth in F (Ψ N ) is assumed to correspond with the index of a curve that covers the same mouth region in F (Ψ E ). In such a case, the factored expression reflects the deformation of a curve due to the observed expression. Such an assumption, however, is violated when there is a significantly large non-linear deformation between faces, see Figure 3 . Consequently, in case of large non-linear deformations, the factored expression includes deformations that reflect the curve mismatch rather than the observed expression. In this section, we present a cost functional for matching facial curves optimally and propose dynamic programming-based solution.
Cost of Mismatching Curves
where k is the number of curves. Similarly to the radial sampling r , see Section 2.2, we insist on the angular sampling θ to be injective, monotonic, and we restrict its initial and last values to θ (0) = 0 and θ (k ) = 2π . Consequently, θ will define the angles used to sample facial curves from a facial surface Γ. That is, for a given facial surface Γ, different families of curves Γ(r j , θ i ) are obtained for different values of i and j. Subsequently, for a fixed curve parametrization r , i.e., for a fixed radial sampling, we define the space of deformations between two facial surfaces Γ and Γ * as
Since the angular sampling depends on the parametrization (see Section 2.1), the distance between two face representations can be written in terms of the parameters (θ i , θ j ) as
Next, using the left invariance property of the distance metric, see Section 2.2, we write (23) as
) and e is the identity in (SE(3) z−1 ) k . Intuitively, the functional given in Equation (24) attempts to find the least costly deformation from Ω, see Equation (22); in effect, optimal curve parametrizations of the faces, θ i and θ j . However, our definition of Ω permits angular samplings that does not preserve geometric properties, e.g., volume of the face with respect to its support plane. Thus, a solution parametrization might give the least costly deformation, according to Equation (24), but can deviate from the target shape, see Figure 3 . To address this problem, we add a term that penalizes parametrizations that do not preserve a particular geometric property; in our case volume. The enclosed volume of a face Γ, parametrized with r and θ , with respect to the rotation plane is given as
Subsequently, for a given θ , the volume is approximated as
where Δ denotes the forward difference. As a result, the approximate volume given in Equation (26) depends on θ , since r is fixed for simplicity, see Equation (22). Assuming a uniform angular sampler θ preserves volume, the objective functional given in Equation (24) is penalized by the difference between the volume of the face due to a candidate solution sampler and a uniform sampler, which is formulated as arg min
with β and α as scalar weighting terms. Thus, a large value of β encourages volume preserving solutions, while a large value of α encourages deformation optimizing solutions. Fig. 4 . Commutative diagram. Deformation between two curves is represented in terms of the deformation between previously selected curves. This formulation is used to estimate curve correspondence via dynamic programming.
DYNAMIC PROGRAMMING-BASED SOLUTION
In this section we reformulate Equation (27) as a dynamic optimization problem. To simplify the computational cost, we fix the angular sampler θ of the surface Γ to a uniform sampler and optimize for the sampler of the other surface Γ * . As a result, Equation (27) is simplified to arg min
Next, we write Equation (28) as a recursive function to estimate its solution via dynamic programming. To elaborate, we first write a general form of a facial surface decomposition as
The U j ⊂ Γ * are sectors of the face, i.e., subsets of the facial surface from which x j can take its values. Hence, the sector size introduces a constraint in the search space of each x j . In this work, we approximate the sectors U j by a fixed size sliding window. Subsequently, we can rewrite the first term of Equation (28) as a dynamic optimization problem as
Givenψ j andψ j+1 as the uniformly sampled curves of Γ, we define ϕ j as
such that
Hence, Figure 4 . Similarly, the remaining term of Equation (28) can be written as a recursive function with optimal substructure as
Consequently, by writing Equation (28) in terms of Equations (30) and (34), we formulate the objective function as a dynamic optimization problem and estimate the solution via dynamic programming, see Figure 3 and Section 5.1. For a fixed sector size s, the time complexity of optimally parametrizing one face while the other is fixed is O(s 2 k ). In the next subsection, we discuss implementation details of the dynamic programming.
Implementation
In this subsection, we describe the implementation of the curve correspondence estimation between two facial surfaces, Γ and Γ * , using dynamic programming. We assume that Γ is approximated by k uniformly sampled curves, while Γ * is approximated by K k curves. In effect, the goal is to sample k curves from Γ * such that the deformation from Γ to Γ * is least costly, according to Equation (28) , while preserving the volume of Γ * .
Given a linearly recursive cost functional, dynamic programming estimates the solution by solving for the minimum and the minimizer of the cost functional's sub-problems, sequentially. We begin by selecting the first curves ψ * 1 ∈ Γ * as a matching curve for ψ 1 ∈ Γ, i.e., the cost of selecting the first curve is
We then explore the solution space, using the linearly separable substructures, of the cost functional which is constrained by the sectors, see Section 5. In each step we save the minimum and the minimizer of the cost functional to later use them to estimate the solution by working backwards.
To be more explicit, let
see Section 5. We then compute the minimum cost for every x j+1 ∈ U j+1 as
Meanwhile, the minimizers are given by
To get a monotonic and injective sampler, we impose further restriction on the values x j can take.
To that end, let Vol| [0,n] be the volume of the facial surface sector up toψ * n , whereψ * n is a facial curve of Γ * . Subsequently, if x j+1 = ψ * n , then we will only consider x j = ψ * a ∈ U j : Vol| [0,a] < Vol| [0,n] . The proposed facial curves correspondence estimation is summarized in Algorithm 1.
Limitations:
The proposed curve correspondence estimation is done in a restricted way, i.e., we are optimally sampling curves and leaving the point sampling to uniform sampling. Hence the solution to the objective functional is a curve in the search space. We believe a conjugate optimization of both curve and point sampling is more reliable and complete than optimal curve sampling, which would give a surface as a solution. However, it is highly taxing in computational time, see Figure 5 (b). Alternatively, in Kurtek and Drira (2015) , optimal parametrization of a facial surface, as a whole, is estimated instead of the curves. Moreover, the weighting terms, β and α, on the constraint of the objective functional are manually tuned and not estimated, see Figure 6 and Figure 7 . However, an automatic estimation of these parameters would be desirable, since one 
would expect the parameters to be expression-category specific. One possible solution to achieve this is to consider a combination of dynamic programming and Lagrangian multiplier methods (Bellman 1956 ). Alternatively, the parameters can be estimated, from a discretized parameter space, for each expression category using brute-force search guided by, for example, cross-validation performance.
MODELLING EXPRESSIONS
The presented approach represents expressions in a non-linear space, a matrix Lie group. However, one can easily linearize a representation of a given expression D E by projecting it to the group's Lie algebra, which is a vector space. To define the projection we first define the mapping of a matrix д ∈ SE(3) to its Lie algebra se(3) by a matrix logarithm as
see Varadarajan (2013) for further details. Subsequently, by taking the direct product of Equation (38) we define the mapping of an expression D E to the Lie algebra as
Under such linearization, an expression will be (3 + 3) × (#points − 1) × (#curves)-dimensional vector, where the threes are counts of the independent components of the skew-symmetric matrix and the translation. Alternatively, an expression represented on the Lie algebra can be mapped back to the Lie group using a direct product of matrix exponentials defined as
and we use E to denote the direct product of Equation (39). Thus E (L(D E )) = D E . Consequently, using L one can train linear discriminate models, e.g., SVM, on the Lie algebra. Alternatively, a linear combination or scaling of a linearized expression can be mapped back to the Lie group using E, see Figure 8 . . In all the deformations, the first faces are approximated by 50 uniformly sampled curves, i.e., they are Γ, while the last faces are sampled optimally, i.e., they are Γ * . Pair of facial curves are highlighted in red in all of the deformations to illustrate the impact of the matching. The deformation in the first row is according to the red path in the cost matrix which is the solution when α = 0 and β = 1, that is when both faces are sampled uniformly. The deformation in the second row is based on the green path that is the solution when α = 1 and β = 0, that is, when there is no volume-based constraint. The last deformation is based on the yellow path that is computed for α = 1 and β = 4. In this particular example, regardless of the good curve matching solution given by the yellow path, the deformation of the lower lip is not smooth. This is mainly because we are only matching curves and disregarding point matching, see supplementary video.
EXPERIMENTS
In this section, we evaluate the proposed approach in recognizing what are known as the universal expressions: anger (AN), happiness (HA), surprise (SU), fear (FE), sadness (SA), and disgust (DI). In Yin et al. (2008) and Zhang et al. (2014) , dynamic 3D data facial expression datasets are provided. However, to evaluate the proposed approach on a dynamic 3D facial dataset one needs to have a time-series model, which is beyond the scope of this article. Consequently, we evaluate our approach on the BU-3DFE dataset ) and the Bosphorus dataset (Savran et al. 2008 ).
In the subsequent sections, we detail the experimental protocol and results on each of the above datasets. Figure 6 , the value of β has a significant impact on the matching result since the deformation is relatively large, see supplementary video.
BU-3DFE Experimental Setup
BU-3DFE is composed of the six universal expressions with a neutral face. The expressions are collected from 100 subjects (56 female and 44 male) of different races and ages. Each expression has different levels of intensity, ranging from 1 to 4; the most intense one is labelled 4. In the following subsections, we detail the experimental setup and the experimental results. There are usually three main experimental scenarios that are performed using the BU-3DFE dataset for evaluating a modelling approach in expression recognition. The scenarios are summarized as follows: (i) Select 60 subjects, split the dataset into 10 sections and use the 54 of 60 for training and the remaining 6 for testing. (ii) Select 60 subjects, split the dataset into 10 sections and use the 54 of 60 for training and the remaining 6 for testing. Repeat the experiment 100 times. (iii) Randomly select 60 subjects, split the dataset into 10 sections and use the 54 of 60 for training and the remaining 6 for testing. Repeat the experiment 100 times, except in this case the subjects are randomly selected in each round.
In this article, we are conducting experiment type (iii) 20 times instead of 100. Consequently, we will mainly compare our approach with methods evaluated with experimental type (ii) and experimental type (iii). Given neutral faces of subjects, we duplicate the experimental scenario discussed in Berretti et al. (2011) . We select 60 subjects randomly with all six expressions in two intensities (3 and 4). Of the 60 subjects, 54 subjects are selected as a training data and the remaining 6 are reserved for testing. The process is repeated 10 times by dissecting the 60 subjects into different training and testing groups, similarly to 10-fold cross-validation. Next, the overall process is repeated 100 times. In our case, we repeat the overall process 20 times. Hence, we perform, in total, 200 times training and testing. Once we randomly select 60 subjects for 20 times, we prepare the dataset under different parameters and curve sampling settings. In all facial surface representations, we fix the number of points representing curves z = 50. However, we prepare all facial surfaces for two different numbers of curve values, i.e., for k = 50 and k = 100. We call these datasets D-1 and D-2, respectively. Subsequently, for both datasets, D-1 and D-2, we select the k curves optimally, as described in Section 4, and uniformly as described in Section 2. Hence, in total, we prepare four datasets, i.e., D-1-U and D-1-O (D-1 with uniform and optimal curve sampling, respectively) and D-2-U and D-2-O (D-2 with uniform and optimal curve sampling, respectively). In the optimal sampling case, all neutral faces are optimally sampled to k curves with respect to a randomly selected and uniformly sampled neutral reference face. Next, faces with expression are optimally sampled with respect to their respective optimally sampled neutral faces. In all of the optimal sampling α = 1 and β = 0.7. For every training and testing phase, SVM with linear kernel is trained on the Lie algebra, see Section 6. Classification is done on the Lie algebra in a one-vs.-all classification scenario. E res represents expression residue from faces with ICP alignment only. E * res represents expression residue from faces decomposed into 50 uniformly sampled curves with 50 uniformly sampled points. D E represents the decomposed expression using our approach.
Linear vs. Proposed Expression Space
Most methods, evaluated on the BU-3DFE dataset, are based on features that are extracted from annotated/estimated landmark regions. As a result, to demonstrate the representativeness of our approach, in comparison with landmark-free linear expression representation, we replicate a simple PCA-based expression representation as described in Al-Osaimi et al. (2009) . To build a PCAbased expression space, we take facial surfaces that are aligned and parametrized as described in Section 2. Facial expressions are then decoupled from neutral faces by taking the point-to-point difference, which gives the expression residue. To that end, we will consider two types of alignment to compute the expression residues: First, we consider facial surfaces that are scaled and aligned with ICP. In such a case, for a neutral face Γ N and a face with an expression Γ E , the expression residue E r es = Γ E − Γ N . Second, we will consider facial surfaces that are scaled and aligned with ICP and decomposed into uniformly sampled 50 curves and points. In such a case, we denote the expression residue with * as E * r es = Γ E − Γ N . Subsequently, the expression space is estimated with a subspace spanned by different number of principal components computed from the expression residues with PCA. All expression residues are then projected on to the expression space where SVM is used, with linear kernel, to train and classify expressions in a similar experimental scenario as described in Section 7.1; a comparison of the average performance of the expression residues is shown in Table 1 . Note that the expression space estimation is done in each training and testing phase. In comparison, our approach performs much better, see Table 3 . The main reason for such a large difference in performance is the Lie group-based expression representation that disentangles different expressions when mapped to the Lie algebra. To illustrate this, we compute a two-dimensional, with PCA, expression space of anger, happiness, and sadness from the whole BU-3DFE dataset with three and four intensities. As shown in Figure 9 , expressions extracted with our approach are more separately clustered as compared to expression residues.
Results on BU-3DFE
In this section, we present results of our approach and existing expression recognition methods that follow the same experimental scenario as Berretti et al. (2011) . As shown in Table 3 , our approach outperformed Berretti et al. (2011) , when an SVM is trained on expressions extracted from the D-2-O dataset, see Section 7.1. However, our approach performed worse than Yang et al. (2015) and Zhen et al. (2016) . Nevertheless, both approaches (Yang et al. 2015; Zhen et al. 2016) are based on localized features that are hierarchically decomposed (Yang et al. 2015) and hand crafted (Zhen et al. 2016) . Consequently, unlike our approach, it is not clear how one can invert computational results from the feature space, constructed using both methods, back to the data space. The lowest accuracy rate of our approach is on expressions extracted from D-1-U. However, accuracy rate improves as the number of curves is increased, see Table 4 and Table 6 . This is mainly because a dense set of curves approximates the facial surface more closely. Consequently, subtle details of an expression are more likely to be captured from a dense set of curves than sparse. Additionally, optimal sampling of the curves improves performance, regardless of the curve number, see Table 5 and Table 7 . As argued in Section 4, expressions extracted from optimally sampled curves are more representative than uniformly sampled ones. Compare Table 4 against  Table 5 and Table 6 against Table 7 . Nevertheless, in all our experiments, fear is largely confused with happiness.
Regardless, however, almost all of the methods that we have compared against, Table 3 , are based on geometric or appearance features. Meanwhile, our approach is based on curve-based facial surface representation. Subsequently, to compare our approach with another facial surfacebased representation that resembles what is presented in this article, we replicate the experimental scenario described in Kurtek and Drira (2015) . Hence, we select the first 11 subjects, with six expression of the highest intensity, from the BU-3DFE dataset. The dataset is preprocessed similarly to D-2-O, i.e., k = 100 optimally sampled curves that are approximated with z = 50 points. Similarly to Kurtek and Drira (2015) , we perform a leave-one-subject-out experimental scenario with a one-nearest neighbour classifier. In effect, we only use the distance metric defined in Equation (16) to classify expressions. The proposed approach achieved 65.15% recognition accuracy. While the method presented in Kurtek and Drira (2015) achieved 62.12%, when optimal surface parametrization is not estimated, and 74.24% under optimal surface parametrization. Our approach performed lower than what is presented in Kurtek and Drira (2015) . As indicated in the limitations of the curve correspondence estimation, we are estimating optimal curve correspondence and leaving the point sampling to uniform arc length sampling. Meanwhile, in Kurtek and Drira (2015) , the parametrization is estimated for the whole facial surface, leading to high retrieval accuracy.
Bosphorus Dataset
The Bosphorus dataset is composed of face and facial expression data collected from 105 subjects. Nevertheless, it is only the 65 subjects that have labelled six universal expressions. Furthermore, the dataset is composed of facial point clouds with erroneous measurements, especially in facial expressions where opening of the mouth is involved. In this section, we evaluate the proposed approach on the Bosphorus dataset to assess its tolerance towards erroneous facial deformation measurements and tip-of-the-nose estimation.
Subsequently, similarly to Taheri et al. (2014) , we use a leave-one-subject-out experimental scenario to test the proposed approach on the 65 subjects with six labelled facial expressions. That is, in each iteration, we use the 59 subjects, with all six expressions, for training and use the left out one subject for testing. Similarly to the evaluation on BU-3DFE, we train an SVM classifier on the Lie algebra of the representation space and use a one-vs.-all classification scenario. Each facial surface is represented by 100 uniformly sampled curves, i.e., k = 100, that are approximated with 50 uniformly sampled points, i.e., z = 50. In other words, the dataset is preprocessed in a similar manner as D-2-U. The proposed approach achieved an average recognition rate of 67.05% accuracy. The confusion matrix, see Table 2 , shows that the main difficulty of our approach, in the Bosphorus dataset, was in discerning fear from surprise. We believe the main accuracy difference between the Bosphorus and the BU-3DFE dataset is due to erroneous deformation measurements of 3D facial surfaces in the Bosphorus dataset. Since the proposed approach assumes a consistent 3D facial surfaces and deformations, erroneous outliers degrade its performance. Meanwhile, in Taheri et al. (2014) , an approach based on action unit composition, from an RGB input data, achieved an average 69.78% accuracy in a similar experimental protocol. Although our method and what is presented in Taheri et al. (2014) are different approaches based on different input data, our method achieved a comparable result despite the erroneous point cloud measurements.
Meanwhile, the proposed approach also assumes a consistent estimation of tip of the nose to decompose a facial surface. As a result, we evaluate the error tolerance of the proposed approach on a dataset with noisy nose-tip estimates. To that end, we add a noise vector drawn from a Gaussian distribution with zero mean vector and Σ = 10 × I 3 covariance matrix, where I 3 represents a 3 × 3 identity matrix, to the estimated nose-tip point. Note that the noise is randomly drawn each time a facial surface is processed, see Figure 10 . Subsequently, the leave-one-subject-out experiment on the Bosphorus dataset, with the noisy nose estimate, achieved an accuracy of 65.95%. Meanwhile, We highlight the top score at the bottom. the same experimental scenario achieved 67.95% accuracy using the ground-truth nose label that is provided along with the dataset. As described earlier, the performance with estimated nose tip, using Equation (3), is 67.05%. Hence, the proposed approach is reasonably tolerant to erroneous tip-of-the-nose estimations.
CONCLUSION
The article introduced a new deformation-based facial expression representation. The representation is based on a mapping function that identifies a set of facial curves with an element of a high-dimensional matrix Lie group. Furthermore, an algorithm for facial curve correspondence estimation is proposed. To validate the proposed representation, SVM is trained on the Lie algebra of the expression representation space. The results outperformed state-of-the-art methods evaluated on the BU-3DFE dataset. Nevertheless, there are areas where the approach can be improved. First, accurate estimation of a world coordinate system (alignment) impacts the performance of the proposed representation significantly; hence improving the coordinate alignment of a dataset is important, e.g., Semi-rigid ICP. Alternatively, a better rotational alignment can be achieved by alternatively optimizing curve correspondence estimation and rotational alignment until convergence. Second, improving the time complexity of the correspondence estimation algorithm is very important so that correspondence between faces can be computed without restriction, i.e., correspondence estimation for both curves and points. Such a solution can, theoretically, lead to dense point correspondence estimation between faces without the need for training dataset.
