Abstract. Based on the structure of Fibonacci sequence, we give a new proof for the irrationality exponents of the Fibonacci real numbers. Moreover, we obtain all the irrationality exponents of the real numbers corresponding to the differences of Fibonacci sequence.
Introduction
In 2007, Adamczewski and Allouche [1] proved that the irrationality exponent of the Fibonacci real numbers equals 1 + for any irrational α and any integer b, both larger than 1. By the continued fraction expansion 1 of S b (α), they proved that the irrationality exponent of the number S b (α) equals 1 + lim sup n→∞ [a n , a n−1 , · · · , a 0 ] for any irrational number α = [a 0 , a 1 , a 2 , · · · ] > 1 and any integer b ≥ 2. Recall that the irrationality exponent (sometimes called the irrationality measure) of an irrational real number ξ, denoted by µ(ξ), is defined as the supremum of the set of real numbers µ such that the inequality ξ − p q < 1 q µ holds for infinitely many p q ∈ Q. Clearly, µ(ξ) ≥ 2 for any irrational number ξ and for almost all real numbers, including all the algebraic irrational numbers, µ(ξ) = 2.
In [2] , Adamczewski and Bugeaud proved that every irrational automatic or binary morphic real number (whose b-expansion is an automatic or morphic sequence for some integer b ≥ 2) is transcendental. Then many automatic transcendental numbers have been studied in [3, 4, 8, 11, 12, 15] . Moreover, Bugeaud, Krieger and Shallit conjectured in [9] that the irrationality exponent of every automatic(resp.,morphic) number is rational (resp.,algebraic). In this paper, we are interested in the irrationality exponents of the binary morphic real numbers ξ ε,b for any integer b ≥ 2, where
1 It was originally discovered by Böhmer [7] . It was independently rediscovered by Danilov [13] , Davison [14] , Adams and Davison [5] , Bullett and Sentenac [10] , and Shiu [17] .
1 and ε = ε k := ε 0 ε 1 ε 2 · · · is the fixed point of the morphism
Note that the morphism σ defined by (1.1) is an invertible substitution [20, 21, 22] . Its fixed point ε is a Sturmian sequence and studied by many authors [6, 18, 19, 21] . In this paper, we will study the structure of ε. Based on the structure, we shall prove following theorem.
In particular, when k = 1, the sequence ε 1 is the famous Fibonacci sequence. For any integer b ≥ 2, the real number ξ ε 1 ,b is called to be the Fibonacci real number. Hence, we have following corollary. 
Hence, Corollary 1 implies the following theorem.
Theorem 2 (Adamczewski and Allouche [1] 
2 . Not only we obtain the irrationality exponents corresponding to the sequence ε, but also we give a new property of the irrationality exponent corresponding to the Sturmian sequence. We prove that the irrationality exponent is invariant under direct product with a shift of the original Sturmian sequence.
Proposition 1. For any Sturmian sequence u ∈ {0, 1}
N , assume the sequence
Recently, Guo and Wen proved in [16] that all the irrationality exponents of the differences are equal to 2. Recall that the difference of an binary sequence
Using Proposition 1, we will obtain all the irrationality exponents of the real numbers corresponding to the differences of Sturmian sequences.
Corollary 2. For any Sturmian sequence
In particular, we have
2 . Corollary 2 and Corollary 3 tell us that we can get the irrationality exponents of a large class of morphis numbers. Moreover, most of them are the numbers whose b-expansions are not Sturmian sequences. 
2 . This paper is organized as follows. In Section 2, we study the structure of the sequence ε. In Section 3, we prove Theorem 1 and Proposition 1.
Structure of the sequence ε
In this section, we will study the sequence ε. Set U n = σ n (0), where σ n denote the n-th iteration of σ by σ n = σ(σ n−1 ), n ≥ 1. U * n is denoted the word obtained by interchange the last two letters of U n . Define f n := |U n | (n ≥ 0), where |W | denotes the length of the finite word W . Then (f n ) n≥−2 can be defined by a recursive formula as follow:
Lemma 1. For any integer n ≥ 2, we have following statements:
Proof.
(1) By induction on n, the case n = 2 is trivial. Assume that the result is true for all n ≤ m; we need to prove it for n = m + 1. Hence, we have
which completes the proof.
(2) This follows immediately from (1) and
Now we turn to introduce another numeration system (more details in [6] ), based on the numbers defined in (2.1). We state the following theorem without proof.
Theorem 3. Every integer n ∈ N can be uniquely expressed as
The expression is called regular expression based on the integer sequence (f n ) n≥0 defined in (2.1). Let m, n ∈ N, j be a positive integer, we define Proof. It's only need to prove that ε n = 0 if and only if τ 0 (n) ∈ {0, 1, · · · , k − 1} by induction on n. The other statement has the same proof. It is true for n = 0, 1, · · · , k, since ε = ε 0 ε 1 ε 2 · · · = 0 k 1 · · · . Assume that it's true for m < f n for some n ≥ 1, we need prove it's true for f n ≤ m < f n+1 = kf n +f n−1 .
If f n ≤ m < f n + f n−1 , then we have m − f n ≤ f n−1 . Let m − f n =
Continue this process, the result is true for tf n +f n−1 ≤ m < (t+1)f n +f n−1 (t = 1, 2, · · · , k − 1), which ends the proof.
Proof. If there exists
The new expression is either regular or has a smaller maximum index i with n i+1 = k, but n i = 0. and unchanged at the index less than t. By continuing this procedure, we finally get the regular expression of n, which does not change the original expression at the indices less than t. Hence, we have n i = τ i (n) for 0 ≤ i ≤ t.
Proof. If n = 0, it is easy to check that it is true. Now we assume that n ≥ 1. Hence there are two cases for discussion. Case 1: n ≥ 1, and τ n (i) = k. Then, we have
By Lemma 3, we have τ 0 (i+f n ) = τ 0 (i)−1. Hence, by Lemma 2, if 1 ≤ τ 0 (i) ≤ k−1, we have ε i+fn = ε i ; if τ 0 (i) = k, we have ε i+fn = ε i . Hence, in the case 1: n ≥ 1, and τ n (i) = k. We have
Case 2: n ≥ 1, and
where the first term on the right-hand side vanishes if j = 0, 1, 2. Hence If j ≥ 4, by Lemma 3, we have 
Combining all discussions of the second case, we obtain the first part. The second part follows from Lemma 2 directly.
Proofs of Theorem 1 and Proposition 1
To prove Theorem 1, we need following lemma. We state it as follow without proof.
Lemma 5 (Adamaczewski and Rivoal [4] ). Let ξ, α, β, γ ∈ R and α ≤ β, γ > 1. 
Then µ(ξ) ≤ (1 + β) γ α . Now, we are going to prove Theorem 1. Proof of Theorem 1 For any integer k ≥ 1, let ϕ k (z) = i≥0 ε i z i be the generating function of the sequence ε. For any integer n ≥ 2, define integer poly-
Qn(z) , by Lemma 4, then
Hence,
Thus, for any integer b ≥ 2,
Define integers
By Formula (3.1), there exist positive numbers c 0 , c 1 ≤ c 2 , depending only on b, such that
. Then for any real number ǫ ≥ 0, by Formula (3.2) and Formula (3.3), there exists a large number n 0 (ε), such that By the definition of irrationality exponent, we have, for any integer b ≥ 2, µ(ξ u×S(u),b ) = µ(ξ u,b ) = a, which completes this proof.
Proof of Corollary 2 By the definition of the difference operation, we see that for k ≥ 1, ∆ k (u) = k i=0 k i u(n + i) mod 2. Hence, the value of ∆ k (u) is determined by the block "u(n)u(n + 1) · · · u(n + k)", and there are exactly k + 2 blocks with length k + 1 in any Sturmian sequence. Hence, by a same method of Proposition 1, we have for any integer k ≥ 1, µ(ξ ∆ k (u),b ) = µ(ξ u,b ) = a for any integer b ≥ 2.
