Computational systems biology is concerned with the development of detailed mechanistic models of biological processes. Such models are often stochastic and analytically intractable, containing uncertain parameters that must be estimated from time course data. In this article, we consider the task of inferring the parameters of a stochastic kinetic model defined as a Markov ( jump) process. Inference for the parameters of complex nonlinear multivariate stochastic process models is a challenging problem, but we find here that algorithms based on particle Markov chain Monte Carlo turn out to be a very effective computationally intensive approach to the problem. Approximations to the inferential model based on stochastic differential equations (SDEs) are considered, as well as improvements to the inference scheme that exploit the SDE structure. We apply the methodology to a Lotka-Volterra system and a prokaryotic auto-regulatory network.
INTRODUCTION
Computational systems biology [1] is concerned with developing dynamic simulation models of complex biological processes. Such models are useful for developing a quantitative understanding of the process, for testing current understanding of the mechanisms, and to allow in silico experimentation that would be difficult or time-consuming to carry out on the real system in the laboratory. The dynamics of biochemical networks at the level of the single cell are well known to exhibit stochastic behaviour [2] . A major component of the stochasticity is intrinsic to the system, arising from the discreteness of molecular processes [3] . The theory of stochastic chemical kinetics allows the development of Markov process models for network dynamics [4] , but such models typically contain rate parameters that must be estimated from imperfect time course data [5] . Inference for such partially observed nonlinear multivariate Markov process models is an extremely challenging problem [6] . However, several strategies for rendering the inference problems more tractable have been employed in recent years, and new methodological approaches have recently been developed that offer additional possibilities. This paper will review these methods, and show how they may be applied in practice to some low-dimensional but nevertheless challenging problems.
In §2, a review of the basic structure of the problem is presented, showing how the Markov process representation of a biochemical network is constructed, and introducing a diffusion approximation that greatly improves computational tractability. In §3, a Bayesian approach to the inferential problem is given, together with an introduction to methods of solution that are 'likelihood-free' in the sense that they do not require evaluation of the discrete time transition kernel of the Markov process. Unfortunately, most obvious inferential algorithms suffer from scalability problems as either the number of parameters or time points increase. In §4, it is shown how the recently proposed particle Markov chain Monte Carlo (pMCMC) algorithms [7] may be applied to this class of models, as these do not suffer from scalability problems in the same way as more naive approaches. It is also shown how the structure of stochastic differential equation (SDE) models may be exploited in order to adapt the basic pMCMC approach, departing from the likelihood-free paradigm, but leading to algorithms that are (relatively) computationally efficient, even in low/no measurement error scenarios where likelihoodfree approaches tend to break down.
STOCHASTIC CHEMICAL KINETICS
For mass-action stochastic kinetic models (SKMs) [3] , it is assumed that the state of the system at a given time is represented by the number of molecules of each reacting chemical 'species' present in the system at that time, and that the state of the system is changed at discrete times according to one or more reaction 'channels'. So consider a biochemical reaction network involving u species X 1 , X 2 , . . . , X u and v reactions R 1 , R 2 , . . . , R v , written using standard chemical reaction notation as
Let X j,t denote the number of molecules of species X j at time t, and let X t be the u-vector X t ¼ (X 1,t , X 2,t , . . . , X u,t )`. The v Â u matrix P consists of the coefficients p ij , and Q is defined similarly. The u Â v stoichiometry matrix S is defined by
S ¼ ðQ À PÞ`:
The matrices P, Q and S will typically be sparse. On the occurrence of a reaction of type i, the system state, X t , is updated by adding the ith column of S. Consequently, if DR is a v-vector containing the number of reaction events of each type in a given time interval, then the system state should be updated by DX, where
The stoichiometry matrix therefore encodes important structural information about the reaction network. In particular, vectors in the left null-space of S correspond to conservation laws in the network. That is, any uvector a that satisfies a`S ¼ 0 has the property (clear from the above equation) that a`X t remains constant for all t.
Under the standard assumption of mass-action stochastic kinetics, each reaction R i is assumed to have an associated rate constant, c i , and a propensity function, h i (X t , c i ), giving the overall hazard of a type i reaction occurring. That is, the system is a Markov jump process (MJP), and for an infinitesimal time increment dt, the probability of a type i reaction occurring in the time interval (t,t þ dt] is h i (X t , c i )dt. The hazard function for a particular reaction of type i takes the form of the rate constant multiplied by a product of binomial coefficients expressing the number of ways in which the reaction can occur, that is,
It should be noted that this hazard function differs slightly from the standard mass action rate laws used in continuous deterministic modelling, but is consistent (up to a constant of proportionality in the rate constant) asymptotically in the high concentration limit.
Values for c and the initial system state X 0 ¼ x 0 complete specification of the Markov process. Although this process is rarely analytically tractable for interesting models, it is straightforward to forward-simulate exact realizations of this Markov process using a discrete event simulation method. This is due to the fact that if the current time and state of the system are t and X t , respectively, then the time to the next event will be exponential with rate parameter
and the event will be a reaction of type R i with probability h i (X t , c i )/h 0 (X t , c) independently of the waiting time. Forwards simulation of process realizations in this way is typically referred to as Gillespie's direct method in the stochastic kinetics literature, after Gillespie [4] . See Wilkinson [3] for further background on stochastic kinetic modelling. In fact, the assumptions of mass-action kinetics, as well as the one-to-one correspondence between reactions and rate constants may both be relaxed. All of what follows is applicable to essentially arbitrary v-dimensional hazard functions h(X t , c).
The central problem considered in this paper is that of inference for the stochastic rate constants, c, given some time course data on the system state, X t . It is therefore most natural to first consider inference for the earlier-mentioned MJP SKM. As demonstrated by Boys et al. [6] , exact Bayesian inference in this setting is theoretically possible. However, the problem appears to be computationally intractable for models of realistic size and complexity, due primarily to the difficulty of efficiently exploring large integer lattice state space trajectories. It turns out to be more tractable (though by no means straightforward) to conduct inference for a continuous state Markov process approximation to the MJP model. Construction of this diffusion approximation, known as the chemical Langevin equation (CLE) , is the subject of the next section.
The diffusion approximation
The diffusion approximation to the MJP can be constructed in a number of more or less formal ways. We will present here an informal intuitive construction, and then provide brief references to more rigorous approaches.
Consider an infinitesimal time interval, (t,t þ dt]. Over this time, the reaction hazards will remain constant almost surely. The occurrence of reaction events can therefore be regarded as the occurrence of events of a Poisson process with independent realizations for each reaction type. Therefore, if we write dR t for the v-vector of the number of reaction events of each type in the time increment, it is clear that the elements are independent of one another and that the ith element is a Po(h i (X t , c i )dt) random quantity. From this, we [8, 9] for further details.
BAYESIAN INFERENCE
Suppose that the MJP X ¼ fX t j1 t Tg is not observed directly, but observations (on a regular grid) y ¼ fy t jt ¼ 1, 2, . . . ,Tg are available and assumed conditionally independent (given X), with conditional probability distribution obtained via the observation equation
ð3:1Þ
Here, we take Y t to be a length-p vector, F is a constant matrix of dimension u Â p and 1 t is a length-p Gaussian random vector. This flexible setup allows for observing only a subset of components of X t , and taking F to be the u Â u identity matrix corresponds to the case of observing all components of X t (subject to error). Note that in the case of unknown measurement error variance, the parameter vector c can be augmented to include the elements of S. Bayesian inference may then proceed through the posterior density pðc; xjyÞ / pðcÞpðxjcÞ Y T t¼1 pðy t jx t ; cÞ; ð3:2Þ
where p(c) is the prior density ascribed to c, p(xjc) is the probability of the MJP and p( y t jx t , c) is the observation density constructed from equation (3.1), which we let depend explicitly on c for the purposes of generality. Since the posterior in equation (3.2) will typically be unavailable in closed form, samples are usually generated from p(c,xjy) through a suitable MCMC scheme.
Likelihood-free/plug-and-play methods
One of the problems with standard approaches to using MCMC for inference in realistic data-poor scenarios is the difficulty of developing algorithms to explore a huge (often discrete) state space with a complex likelihood structure that makes conditional simulation difficult. Such problems arise frequently, and in recent years, interest has increasingly turned to methods that avoid some of the complexity of the problem by exploiting the fact that we are easily able to forward-simulate realizations of the process of interest. Methods such as likelihood-free MCMC (LF-MCMC) [10] and approximate Bayesian computation [11] are now commonly used to tackle Bayesian inference problems, which would be extremely difficult to solve otherwise. Although not the main focus of this paper, it is of course possible to develop similar computationally intensive algorithms from a non-Bayesian standpoint, where such likelihood-free approaches are sometimes termed 'plug-and-play'; see Ionides et al. [12] , He et al. [13] and Wood [14] for further details. Crucially, the potentially problematic likelihood term, p(xjc), does not occur in the acceptance probability, owing to the fact that a sample from it was used in the construction of the proposal. Note that choosing an independence proposal of the form q(c This 'canonical' choice of proposal will not be 'optimal', but lends itself to more elaborate schemes, as we will consider shortly.
Sequential likelihood-free Markov chain Monte Carlo
The basic LF-MCMC scheme discussed earlier might perform reasonably well, provided that y is not highdimensional, and there is sufficient 'noise' in the measurement process to make the probability of
Stochastic biochemical network models A. Golightly and D. J. Wilkinson 809 acceptance non-negligible. However, in practice y is often of sufficiently large dimension that the overall acceptance rate of the scheme is intolerably low. In this case, it is natural to try and 'bridge' between the prior and the posterior with a sequence of intermediate distributions. There are several ways to do this, but here it is most natural to exploit the Markovian nature of the process and consider the sequence of posterior distributions obtained as each additional time point is observed. Define the data up to time t as y t ¼ fy 1 , . . . , y t g. Also, define sample paths x t ;fx s jt 2 1, s tg, t ¼ 1, 2, . . . , so that x ¼ fx 1 , x 2 , . . . g. The posterior at time t can then be computed inductively as follows.
1. Assume at time t that we have a (large) sample from p(c,x t jy t ) (for t ¼ 0, initialize with sample from the prior, p(c)p(x 0 jc)). w by forward simulation from
w ) with probability min f1,Ag, where
3. Output the sample from p(c,x tþ1 jy tþ1 ), put t :¼ t þ 1, return to step 2.
Consequently, for each observation y t , an MCMC algorithm is run that takes as input the current posterior distribution prior to observation of y t and outputs the posterior distribution given all observations up to y t . As y t is typically low-dimensional, this strategy usually leads to good acceptance rates. This algorithm has been applied successfully to biochemical network inference [15] , but suffers from two different problems as the problem size increases. First, as the number of parameters (the dimension of c) increases, the algorithm suffers from the usual 'curse of dimensionality' as it becomes increasingly difficult to effectively cover the parameter space with a Monte Carlo sample. Second, as the number of time points increases, the method suffers from the 'particle degeneracy' problem that is well known to affect sequential Monte Carlo (SMC) algorithms targeting fixed model parameters [16] . The jittering approach used in step 2(a) can alleviate the problem somewhat [17] but does not completely overcome it. Both of these problems can be addressed by using particle MCMC methods [18] , and by the particle marginal Metropolis-Hastings (PMMH) algorithm, in particular.
PARTICLE MARGINAL METROPOLIS -HASTINGS
Suppose that interest is in the marginal parameter posterior
where p(c,xjy) is given in equation (3.2) . If p(cjy) can be evaluated (up to proportionality), then an MH scheme with arbitrary proposal density q(c w jc) has an acceptance ratio of the form
where we have used the standard decomposition p(cjy) / p(yjc)p(c). Of course, in practice the marginal-likelihood term p(yjc) is difficult to compute exactly. Some progress can be made by considering the pseudo-marginal MH method described in Beaumont [19] and Andrieu & Roberts [20] . Here, the intractable term p(yjc) in the acceptance probability is replaced with a Monte Carlo estimatepðyjcÞ to becomê
Provided that the corresponding estimator is unbiased (or has a constant bias that does not depend on c), it is possible to verify that the method targets the marginal p(cjy). By considering Z ¼pðyjcÞ=pðyjcÞ and augmenting the state space of the chain to include Z, it is straightforward to rewrite the acceptance ratio in equation (4.1) to find that the chain targets the joint density pðcjyÞzpðzjcÞ:
Marginalizing over Z then gives
Clearly, if E(Zjc) is a constant independent of c, then the chain targets the required marginal. A closely related approach is the PMMH scheme of Andrieu et al. [7, 18] . This method uses an SMC estimate of marginal likelihoodpðyjcÞ in the acceptance ratio (4.1). The PMMH scheme targets the correct marginal p(cjy) since the SMC scheme can be constructed to give an unbiased estimate of the marginal likelihood p(yjc) under some fairly mild conditions involving the resampling scheme [21] . It should also be noted that the PMMH scheme can be used to sample the joint posterior p(c,xjy). Essentially, a proposal mechanism of the form qðc w jcÞpðx w jy; c w Þ, wherepðx w jy; c w Þ is an SMC approximation of p(x w jy,c w ), is used. The resulting MH acceptance ratio is given by equation (4.1). Full details of the PMMH scheme including a proof establishing that the method leaves the target p(c,xjy) invariant can be found in Andrieu et al. [18] .
The general PMMH algorithm is described in appendix A.1 and we use the special case in which only samples from the marginal parameter posterior are required, as the basis for our inference scheme. A key ingredient of the PMMH algorithm is the construction of an SMC estimate of p(yjc). We therefore outline this approach in detail for some specific models. This approximation can be sampled for example via MCMC, using an algorithm similar to the one described in §3.2. We note, however, that the importance resampling strategy described by Gordon et al. [22] is simple to implement and permits straightforward calculation of an unbiased estimate of marginal likelihood, p(yj c).
The basic idea is to use the (approximate) predictivê pðx tþ1 jy t ; cÞ as an importance density, and this task is made easy by the ability to simulate from p(x tþ1 jx t i , c) using the Gillespie algorithm with initial condition x t i . The weights required for the resampling step at time t þ 1, w tþ1 i , are proportional to p( y tþ1 jx tþ1 i , c), where each x tþ1 i is the final component of x tþ1 i generated from equation (4.3). We resample with replacement among the new particle set fx tþ1 1 , . . . , x tþ1 N g using the corresponding (normalized) weights as probabilities. Hence, an approximate sample of size N can be generated from (4.2) for each t ¼ 1, 2, . . . ,T, after initializing the scheme with a sample from the initial density p(x 1 ). Once all T observations have been assimilated, the filter's estimate of p(xjy,c) can be sampled (if required) by drawing uniformly from the set fx 1 , . . . , x N g. Note that to this end, it is necessary to keep track of the genealogy of particles over time. The algorithmic form of this simple SMC algorithm is given in appendix A.2.
After assimilating the information in all T observations, the filter's estimate of marginal likelihood p(yjc) is obtained aŝ
where w *i t+1 ¼p(y t+1 jx i t+1 ,c). Perhaps surprisingly, it turns out that this estimator of marginal likelihood is exactly unbiased [23] . It is then straightforward to implement the PMMH scheme, using the estimate of marginal likelihood given by equation (4.5) in the acceptance probability in equation (4.1). It should be noted that unlike the sequential LF-MCMC scheme described in §3.2, PMMH does not suffer from the particle degeneracy problem. As discussed by Andrieu et al. [18] , performance of the PMMH scheme should be roughly constant even as T increases, provided that N increases linearly with T. The mixing of the PMMH scheme, however, is likely to depend on the number of particles used in the SMC scheme. While the method can be implemented using just N ¼ 1 particle (reducing exactly to the simple LF-MCMC scheme given in §3.1), the corresponding estimator of marginal likelihood will be highly variable, and the impact of this on the PMMH algorithm will be a poorly mixing chain. Using a large value of N is therefore desirable but will come at a greater computational cost, since every iteration of the PMMH scheme requires a run of the SMC scheme. A discussion of the relationship between the variability of the estimator of marginal likelihood and the efficiency of the pseudo-marginal approach can be found in Andrieu & Roberts [20] .
We therefore consider using the PMMH algorithm in conjunction with an approximation to the SKM, namely, the CLE. This is the subject of the next section. Improvements to the efficiency of the SMC scheme (and therefore the PMMH scheme in turn) are considered in the context of the CLE in §4.3. We refer to a(X t , c) as the drift and b(X t , c) as the diffusion coefficient. Since the transition density associated with the process will typically be analytically intractable, performing parameter inference in this setting is non-trivial. Attempts to overcome this problem have included the use of estimating functions [24] , simulated maximum-likelihood estimation [25, 26] and Bayesian imputation approaches [27] [28] [29] . These methods are summarized by Sørensen [30] . A related approach to the work considered here can be found in Stramer & Bognar [31] . The latter use a pseudo-marginal approach to infer parameters in stochastic volatility type models. Monte Carlo methods that are
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We and we redefine x tþ1 ¼ fx s js ¼ t þ Dt,t þ 2Dt, . . . , t þ 1g to be the skeleton path on (t,t þ 1]. The PMMH scheme can be used to sample p(c, xjy) and requires an SMC scheme targeting p(xjy, c). A simple SMC strategy is to follow the approach described in §4.1-that is, we recursively samplepðx tþ1 jy tþ1 ; cÞ whose form is given by equation (4.4), with p(x tþ1 jx t i , c) replaced by equation (4.7). Essentially, the Euler approximation is used to generate new values of the latent path, X, inside an SMC scheme. An estimate of marginal likelihoodpðyjcÞ can be calculated via equation (4.5) .
Note that the PMMH scheme permits a joint update of the parameters c and latent path X. This is particularly useful when working with the CLE owing to dependence between X and parameters in the diffusion coefficient b(X t , c). This dependence is highlighted as a problem in Roberts & Stramer [28] and can result in poor mixing of Gibbs sampling strategies (such as those considered in Eraker [29] and Golightly & Wilkinson [34] ) for large values of m corresponding to fine discretizations. Updating both c and X in a single block effectively side-steps this issue [31, 35] .
Choosing the value of m to balance accuracy and computational cost remains an open research problem. The error due to discretization is of order 1/m and it is therefore desirable to choose a sufficiently large value of m to allow the Euler approximation to be accurate. As discussed in Stramer & Bognar [31] , one method is to look at the marginal parameter posteriors for increasing m. The authors suggest choosing a value m* such that (estimated) marginal posteriors are approximately the same for m ! m*.
Particle marginal Metropolis -Hastings using diffusion bridges
The mixing of the PMMH scheme will depend on the variability of the estimator of marginal likelihood, which in turn depends on the efficiency of the SMC scheme, which will in turn depend on the degree of noise in the measurement process. Methods based on blind forward simulation from the model will break down as measurement error decreases to zero. Although this is not a major problem in many practical applications, it is a matter of general concern. We therefore consider an improved SMC strategy where we use a discretization of a conditioned diffusion in the weighted resampling procedure. It should be noted that other improvements to the SMC scheme that do not rely on exploiting the structure of the CLE are possible. For example, residual and stratified resampling methods can reduce variance introduced by the resampling step [36, 37] . A review of these methods can be found in the study of Doucet & Johansen [38] .
Recall that the SMC approximation of p(x tþ1 jy t , c) is given (up to proportionality) aŝ pðx tþ1 jy tþ1 ; cÞ / pðy tþ1 jx tþ1 ; cÞ
where p(x tþ1 jx t , c) is given in equation (4.7). Now note that pðy tþ1 jx tþ1 ;cÞpðx tþ1 jx t ;cÞ ¼ pðy tþ1 jx t ;cÞpðx tþ1 jx t ;y tþ1 ;cÞ:
Although p( y tþ1 jx t , c) and p(x tþ1 jx t , y tþ1 , c) are typically intractable under the nonlinear structure of the CLE, the above equation can be exploited to reduce the variability of the unnormalized weights and in turn improve the estimator of marginal likelihood required in the PMMH scheme. A fully adapted auxiliary particle filter aims to sample x t i with probability proportional to p( y tþ1 jx t i , c) and simulate the latent path via p(x tþ1 jx t i , y tþ1 , c), giving a corresponding normalized weight of w tþ1 i ¼ 1. This approach was introduced by Pitt & Shephard [39] in the context of (nonlinear) state space models. See Pitt et al. [23] for a discussion of the use of an auxiliary particle filter inside an MH scheme. Naturally, the aim is to get as close to full adaption as possible. Here, we focus on the task of approximating p(x tþ1 jx t , y tþ1 , c) by a tractable Gaussian density. Denote the approximation bŷ pðx tþ1 jx t ; y tþ1 ; cÞ, which can be factorized aŝ pðx tþ1 jx t ; y tþ1 ; cÞ ¼ Y mÀ1 j¼0p ðx tþð jþ1ÞDt jx tþjDt ; y tþ1 ; cÞ:
The approximation we require is derived in appendix A.3 and takes the form pðx tþðjþ1ÞDt jx tþjDt ;y tþ1 ;cÞ ¼ fðx tþðjþ1ÞDt jx tþjDt þa j Dt;b j DtÞ; ð4:8Þ where f( . jm, S) denotes the Gaussian density with mean m, variance S and a j , b j are given in appendix A.3 by equations (A 1) and (A 2). We use the density in equation (4.8) recursively to sample the latent skeleton path x tþ1 conditional on x t and x tþ1 . We provide details of an SMC scheme that uses this construct in appendix A.3. The PMMH algorithm can then be implemented by using the SMC scheme of appendix A.3 targeting p(xjy,c). Ifpðx tþ1 jx t ; y tþ1 ; cÞ is close to p(x tþ1 jx t ,y tþ1 , c), then the variance of the weights (relative to the variance of the weights obtained under the forward simulation approach described in §4.2) should be reduced. In turn, we would expect a reduction in the variance of the estimator of the marginal likelihood p(yjc).
In the case of full observation and no error, a j and b j reduce to
giving the form of the modified diffusion bridge (MDB) construct, which was first derived explicitly by Durham & Gallant [26] . Now consider the process fX t 0 g satisfying the MDB discretization
This can be regarded as a discrete-time approximation of an SDE with limiting form [40] 
which has the same diffusion coefficient as the conditioned SDE satisfied by fX t g. Consequently, the law of one process is absolutely continuous with respect to the other [41] . The MDB construct therefore provides an efficient and appealing way of sampling the latent values within the SMC scheme. In particular, in situations involving low or no measurement error, use of the MDB as a proposal mechanism inside the SMC scheme ensures that as Dt ! 0, the (unnormalized) weights approach a finite, non-zero limit. Sampling the latent values via the Euler approximation cannot be recommended in low noise situations. In this case, using a proposal mechanism which fails to condition on the observations results in an extremely inefficient sampling scheme. Examples in which the measurement error is varied are considered in §5. Finally, it should be noted that we preclude an observation regime where the dynamics of fX 0 t g between two consecutive measurements are dominated by the drift term a(X t , c). It is likely that the MDB construct will perform poorly in such scenarios, as a 0 (X t 0 ) is independent of the drift term a(X t , c). In this case, a better approach might be to use a mixture of the MDB construct and Euler forward simulator. See, for example, Fearnhead [42] for further details and a suggested approach.
APPLICATIONS
In order to illustrate the inferential methods considered in §4, we consider the stochastic Lotka -Volterra model examined by Boys et al. [6] and a simple prokaryotic auto-regulatory model introduced in Golightly & Wilkinson [34] . We examine parameter inference in datapoor scenarios. Note that we eschew the sequential MCMC scheme described in §3.2 in favour of the numerically stable PMMH scheme.
Lotka -Volterra
We consider a simple model of predator and prey interaction comprising three reactions:
Denote the current state of the system by X ¼ (X 1 , X 2 )ẁ here we have dropped dependence of the state on t for notational simplicity. The stoichiometry matrix is given by
and the associated hazard function is
The diffusion approximation can be calculated by substituting equations (5.1) and (5.2) into the CLE (2.1) to give respective drift and diffusion coefficients of
Results
We consider two synthetic datasets D 1 and D 2 , consisting of 50 observations at integer times on prey and predator levels simulated from the SKM using the Gillespie algorithm and corrupted with zero mean Gaussian noise. The observation equation (3.1) is therefore
where
). We took s 2 ¼ 10 to construct the first dataset D 1 and s 2 ¼ 200 to construct D 2 . In both cases, we assume s 2 to be known. True values of the rate constants (c 1 , c 2 , c 3 )`were taken to be 0.5, 0.0025 and 0.3 following Boys et al. [6] . Initial latent states x 1,0 and x 2,0 were taken to be 100.
We ran the PMMH scheme for the SKM, CLE and CLE using the bridging strategy for 5 Â 10 5 iterations. A Metropolis random walk update with variance tuned from a short pilot run was used to propose log(c). Independent proper Uniform U(27,2) priors were taken for each log(c i ). The SMC scheme employed at each iteration of PMMH used N ¼ 100 particles.
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After discarding a number of iterations as burn-in and thinning the output, a sample of 10 000 draws with low auto-correlations was obtained for each scheme. When working with the CLE, we must specify a value of m to determine the size of the Euler time step Dt. We report results for m ¼ 5 only (and therefore Dt ¼ 0.2) but note that these are not particularly sensitive to m . 5. Figure 1 and table 1 summarize the output of the PMMH scheme when applied to the SKM, CLE and CLE with the bridge proposal mechanism. Inspection of the kernel density estimates of the marginal densities of each log(c i ) given in figure 1 shows little difference in posteriors obtained under the two inferential models (SKM and CLE) for both synthetic datasets. Autocorrelations are reported in figure 2. Not surprisingly, for dataset D 1 , which represents high signal to noise s 2 ¼ 10, failure to condition on the observations in the proposal mechanism when applying the PMMH strategy to the SKM and CLE results in comparatively poorly mixing chains. Mixing is much improved when using the bridging strategy for the CLE. Of course, as Marginal posterior distributions based on the output of the PMMH scheme for the SKM (solid), CLE (dashed) and CLE with bridging strategy (dotted) using synthetic data generated from the Lotka -Volterra model with (a -c) s 2 ¼ 10 and
Values of each log(c i ) that produced the data are indicated. Table 1 . Marginal posterior means and standard deviations for log(c i ) from the output of the PMMH scheme under three different models using synthetic data generated from the Lotka-Volterra SKM. The ESS rows show effective sample size of each chain per 1000 iterations. The adjusted effective sample size is shown in the ESS adj rows. the signal to noise is weakened, as in dataset D 2 with s 2 ¼ 200, there is fairly little to be gained in terms of mixing, by conditioning on the observations in the proposal mechanism.
All algorithms are coded in C and implemented on a desktop personal computer with a 2.83 GHz clock speed. Computational cost of implementing the PMMH scheme for the SKM, CLE and CLE (bridge) scales roughly as 4.29 : 1 : 2.36 and it takes approximately 14 s to perform 1000 iterations of the CLE scheme. Naturally, computational cost of the PMMH scheme applied to the SKM depends on the values of the rate constants and latent states that are consistent with the data, as these determine the number of reaction events per simulation. To compare each scheme, we report the effective sample size (ESS) [43] in table 2 . We see that when using D 1 with s 2 ¼ 10, the CLE (bridge) algorithm clearly outperforms SKM and CLE in terms of ESS. When using D 2 with s 2 ¼ 200, the performance of the CLE approach is comparable to that of the CLE (bridge) in terms of ESS. We also provide an adjusted effective sample size ESS adj by taking the ratio of ESS to CPU time. In terms of ESS adj , the CLE (bridge) approach outperforms both log(c 2 ) log(c 3 ) Figure 2 . Auto-correlations based on the output of the PMMH scheme for the SKM (solid), CLE (dashed) and CLE with bridging strategy (dotted) using synthetic data generated from the Lotka-Volterra model with (a -c) s 2 ¼ 10 and Table 2 . Marginal posterior means and standard deviations for log(c i ) from the output of the PMMH scheme under three different models using synthetic data generated from the prokaryotic auto-regulatory network. The ESS rows show effective sample size of each chain per 1000 iterations. The adjusted effective sample size is shown in the ESS adj rows. , there is little to be gained by conditioning on the observations in the proposal mechanism, and the CLE approach is therefore to be preferred.
Prokaryotic auto-regulation
Genetic regulation is a notoriously complex biochemical process, especially in eukaryotic organisms [44] . Even in prokaryotes, there are many mechanisms used, not all of which are fully understood. However, one commonly used mechanism for auto-regulation in prokaryotes that has been well studied and modelled is a negative feedback mechanism whereby dimers of a protein repress its own transcription. The classic example of this is the l repressor protein cI of phage l in Escherichia coli, originally modelled stochastically by Arkin et al. [45] . Here we consider a simplified model for such a prokaryotic auto-regulation, based on this mechanism of dimers of a protein coded for by a gene repressing its own transcription. The full set of reactions in this simplified model are as follows:
See Golightly & Wilkinson [34] for further explanation. We order the variables as X ¼ (RNA, P, P 2 , DNA . P 2 , DNA)`, giving the stoichiometry matrix for this system:
The associated hazard function is given by hðX; cÞ ¼ c 1 DNA Â P 2 ; c 2 DNA Á P 2 ; c 3 DNA; ð c 4 RNA; c 5 PðP À 1Þ 2 ; c 6 P 2 ; c 7 RNA; c 8 P `;
using an obvious notation. Like many biochemical network models, this model contains conservation laws leading to rank degeneracy of the stoichiometry matrix, S. The diffusion bridge method considered in §4.3 is the simplest to implement in the case of models of full rank. This is without loss of generality, as we can simply strip out redundant species from the rank-deficient model. Here, there is just one conservation law,
where k is the number of copies of this gene in the genome. We can use this relation to remove DNA . P 2 from the model, replacing any occurrences of DNA . P 2 in rate laws with k 2 DNA. This leads to a reduced full-rank model with species X ¼ (RNA, P, P 2 , DNA)`, stoichiometry matrix We can then obtain the diffusion approximation by substituting equations (5.1) and (5.2) into the CLE (2.1). Although greatly simplified relative to our current understanding of the full biological process, this model captures the key interactions and feedbacks characteristic of the real system being modelled.
Results
We consider a challenging data-poor scenario by analysing a synthetic dataset consisting of 100 observations at integer times of total protein numbers simulated from the SKM using the Gillespie algorithm. The observation equation (3.1) becomes
) and we take s 2 ¼ 4 to be known. Hence, we have observations on P t þ 2(P 2 ) t subject to error. Again, this is a simplification of a real single-cell measurement scenario, but captures many important features. First, it captures the partial nature of the observation process; this is a very data-poor scenario, typical of real measurement systems. Second, it attempts to model a reporter mechanism where the protein of interest is tagged to form a fusion with a fluorescent reporter, such as GFP, where it is not possible to distinguish monomers from dimers in the measured signal. True values of the rate constants (c 1 , . . . , c 8 )`were taken to be 0.1, 0.7, 0.35, 0.2, 0.1, 0.9, 0.3 and 0.1 with the reversible dimerization rates c 5 and c 6 assumed known. Note that we take the conservation constant (that is, the number of copies of the gene on the genome) and the initial latent state x 1 to be known with respective values of 10 and (8, 8, 8, 5) `. Simulations from the SKM with these settings give inherently discrete time series of each species. This scenario should therefore be challenging for the CLE when used as an inferential model.
We ran the PMMH scheme for the SKM, CLE and CLE using the bridging strategy for 3 Â 10 6 iterations. A Metropolis random walk update with variance tuned from a short pilot run was used to propose log(c) and independent proper Uniform U(27,2) priors were taken for each log(c i ). The SMC scheme employed at each iteration of PMMH used N ¼ 100 particles. After discarding a number of iterations as burn-in and thinning the output, a sample of 10 000 draws with low auto-correlations was obtained for each scheme. As before, we must specify a value of m to determine the size of the Euler time step Dt to use in the numerical solution of the CLE. We took m ¼ 5 (and therefore Dt ¼ 0.2) to limit computational cost. Figure 3 and table 2 summarize the output of the PMMH scheme for each inferential model. Kernel density estimates of the marginal densities of each log(c i ) are given in figure 3 . We see that sampled values of each parameter are consistent with the true values used to produce the synthetic data. In addition, it appears that little is lost by ignoring the inherent discreteness in the data. The output of the PMMH scheme when using the CLE is largely consistent with that obtained under the SKM (see also marginal posterior means and standard deviations in table 2). Not surprisingly, kernel densities obtained under the CLE and CLE (bridge) methods match up fairly well as both schemes are designed to sample the same invariant distribution.
Computational cost of implementing the PMMH scheme for the SKM, CLE and CLE (bridge) scales as 1 : 0.75 : 1.73 with 1000 iterations of the CLE approach requiring approximately 56 s of CPU time. However, it is clear from the auto-correlation plots in figure 4 that the mixing of the chains under the CLE (bridge) method is far better than that obtained under the SKM and CLE. Table 2 gives the ESS for which the CLE (bridge) algorithm clearly outperforms SKM and CLE. Again, adjusted ESSs are provided. In terms of computational performance, the CLE approach outperforms SKM for four out of six parameters and the CLE (bridge) approach outperforms its vanilla counterpart for five out of six.
DISCUSSION AND CONCLUSIONS
This paper has considered the problem of inference for the parameters of a very general class of Markov process models using time course data, and the application of such techniques to challenging parameter estimation problems in systems biology. We have seen how it is possible to develop extremely general 'likelihood-free' pMCMC algorithms based only on the ability to forward simulate from the Markov process model. Although these methods are extremely computationally intensive, they work very reliably, provided that the process is observed with a reasonable amount of measurement error. Exact likelihood-free approaches break down in low/no measurement error scenarios, but in this case it is possible to use established methods for sampling diffusion bridges in order to carry out inference for the parameters of a diffusion approximation to the true MJP model. Diffusion approximations to SKMs are useful for at least two reasons. The first reason is computational speed. As the complexity of the true model increases, exact simulation becomes intolerably slow, whereas (approximate, but accurate) simulation from the diffusion approximation remains computationally efficient. The second reason is tractability. There are well-established, computationally intensive methods for simulating from diffusion bridges, and these techniques allow the development of much more efficient pMCMC algorithms, especially in low/no measurement error scenarios. These more efficient schemes work well even in very challenging multivariate settings, and we expect that they will scale up to problems of relatively high dimension (i.e. 20 parameters and 50 species) without encountering serious problems.
Despite the relative efficiency of the pMCMC algorithms discussed here, the computational expense of pMCMC algorithms for complex models remains a limiting factor, and the development of software toolkits that make it easy to fully exploit the speed of modern processors and the parallelism of modern computing architectures is a high priority [46] .
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A.3. Sequential Monte Carlo using diffusion bridges
We consider first the task of deriving the form of the densitypðx tþð jþ1ÞDt jx tþjDt ; y tþ1 ; cÞ, which, when sampled recursively, gives the skeleton of a diffusion bridge. Following Wilkinson & Golightly [47] , we derive the required density by constructing a Gaussian approximation to the joint density of X tþ( jþ1)Dt and Y tþ1 (conditional on X tþjDt and c). We have that
where D j ¼ 1 2 jDt and we use the short-hand notation a j ¼ a (x tþjDt , c) and Note that theorem 1 of Pitt et al. [23] establishes that the auxiliary particle filter (of which the algorithm presented above is a special case) gives an unbiased estimator of marginal likelihood.
