We propose the solution of some discretized partial differential equation models for image denoising and deblurring by iterative linear system solvers accelerated by a simple but flexible framework for updating incomplete factorization preconditioners that presents a computational cost linear in the number of the image pixels. Here we perform some tests where the efficiency of the strategy is confirmed.
Motivations
Image restoration models based on partial differential equations, or PDE for short, can be discretized by finite differences, finite elements or finite volumes by using explicit, semi implicit (see e.g., [7] ) and fully implicit (see e.g., [11] ) time stepping in order to obtain a discrete model. Unfortunately, sometimes general preconditioning techniques for iterative methods for the solution of algebraic linear systems generated by discretized models with implicit or semi-implicit schemes can show an overall computational complexity in time and/or space higher than for the same iterative solver without preconditioning. In view of these facts, we propose here a technique that updates incomplete factorization-based preconditioners with a linear computational cost in the number of image pixels, as the techniques based on additive operator splitting (AOS) such as that proposed in [9] Here we generalize these preconditioners in order to update, downdate and regularize the incomplete factorizations of a sequence of symmetric positive definite matrices generated by the discretization of a nonlinear PDE model with selective diffusion (see [1] and [10] ). In particular, we focus on using banded updates and banded approximations of the inverse of the component matrices of incomplete factorizations in LDL T -form, where L is a lower triangular and D is a diagonal matrix, respectively. We compute the incomplete factorization to be updated not necessarily on the given observed image, perturbed by a certain level of blur and noise, and use the regularized updates for restoring images with, e.g., different blur. An analysis of these techniques without regularizing and by calculating the first preconditioner always on the given perturbed image can be found in [4] .
In Sect. 2 a generalized Alvarez-Lions-Morel PDE model for image selective smoothing discretized with a semi implicit complementary volume scheme is briefly sketched. Section 3 introduces the proposed incomplete factorization preconditioners for the discrete operators in Sect. 2 and some remarks on their application. Section 4 includes some tests on images with noise and blur and comparisons with the Cholesky threshold preconditioner.
A Generalized Alvarez-Lions-Morel Model
In order to simplify the treatise, we will focus on the integration of a generalized Alvarez-Lions-Morel-like nonlinear equation for selective smoothing and deblurring (see [1] and [10] )
(1) K is the blur operator,˛is a parameter controlling the blur term,˝can be assumed as a bounded rectangular domain, I is a scale (time) interval, g is a nonincreasing real function which tends to zero as its argument tends to infinity, G is a smoothing kernel and jr j means that we regularize in the sense of Evans and Spruck [6] to avoid zero in the denominators:
Equation (1) 
u.t; x/ is the unknown image function, u 0 is the grey level of the image to be processed, n is the unit normal to the boundary of˝.
