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Esta Investigación pre-experimental de una muestra tuvo como propósito 
fundamental determinar la influencia del uso del software QSOURCE en la mejora 
de la calidad del software desarrollado en lenguaje RPG en el departamento de 
sistemas del banco AGROBANCO. A una muestra de 31 programas se les analizo 
con la herramienta QSOURCE y su algoritmo de análisis estático de código 
generando calificaciones para cada uno de losindicadores de las 7 dimensiones de 
la variable.  
 
La información para el análisis y la recolección de datos se realizó a través 
de un pre-test, y un pos-test usando la herramienta QSOURCE. El análisis 
estadístico se realizó aplicando el SPSS a un grupo experimental antes y después 
del tratamiento. También se le aplicó la prueba T de Student al grupo antes y 
después de la estrategia para comprobar la equivalencia inicial de ellos. La base 
teórica de la variable calidad del software se sustentó en las técnicas de revisión y 
aseguramiento de calidad de software de Pressman (2010), en el modelo de calidad 
del software ISO/IEC 2510  y en IEEE 1061-1998 - IEEE Standard for a Software 
Quality Metrics. La base teórica para la variable sistema QSOURCE se sustenta en 
las técnicas de revisión y aseguramiento de calidad de software de Pressman 
(2010), en el modelo de calidad de software para RPG de Ladányi, et al (2015),y 
en el soporte de métricas de software automatizado de Senevirathne, et al 
(2012).Los resultados obtenidos evidenciaron una mejora en la calificación 
promedio de la calidad de 54.48 a 66.16 en una primera iteración. 
 
Se compararon los resultados para el grupo con pre y el pos-test permitiendo 
demostrar la hipótesis del trabajo y la efectividad del software para mejorar la 
calidad, a través del uso del software los programas desarrollados en RPG 
incrementaron sus calificaciones para los índices de performance, mantenibilidad, 
buenas prácticas, malas prácticas, complejidad y obsolescencia, como se evidencia 
en los resultados. 







This pre-experimental investigation of a sample had as its fundamental purpose to 
determine the influence of the use of the QSOURCE software in the improvement 
of the software quality developed in RPG language in the systems department of 
the AGROBANCO bank. A sample of 31 programs was analyzed with the 
QSOURCE tool and its static code analysis algorithm, generating ratings for each 
of the 7 indexes of the variable.  
 
The information for the analysis and data collection was made through a pre-
test, and a post-test using the QSOURCE tool. The statistical analysis was 
performed applying the SPSS to an experimental group before and after the 
treatment. The Student's T test was also applied to the group before and after the 
strategy to check the initial equivalence of them. The theoretical basis of the 
software quality variable is based on Pressman's software quality review and 
assurance techniques (2010), the ISO / IEC 2510 software quality model and IEEE 
1061-1998 - IEEE Standard for a Quality Metrics Software The theoretical basis for 
the QSOURCE system variable is based on Pressman's software quality review and 
assurance techniques (2010), on the RPG software quality model of Ladányi, et al 
(2015), and on the metrics support of automated software from Senevirathne, et al 
(2012). The results obtained showed an improvement in the average quality rating 
from 54.48 to 66.16 in a first iteration.  
 
The results were compared for the group with pre- and post-test allowing to 
demonstrate the work hypothesis and the effectiveness of the software to improve 
the quality, through the use of the software the programs developed in RPG 
increased their ratings for the performance indexes, maintainability, good practices, 
bad practices, complexity and obsolescence, as evidenced by the results.  
 

















































1.1 Realidad problemática 
 
En ambientes bancarios en todo el mundoy también en el Perú(banco Agrobanco,  
banco Banbif, banco Financiero entre otros), donde se usa la plataforma IBM/AS400 
se tiene un problema de calidad en las aplicaciones legadas que están 
desarrolladas en lenguaje RPGque vienen desde la década de 1959 y tienen 
versiones antiguas del lenguajedonde el software desarrollado en los años 
subsecuentes sigue los lineamientos antiguos y obsoletos, este problema se ha 
venido dando hace mucho tiempo atrás por el desconocimiento de técnicas de 
Ingeniería de Software para mejorar las millones de líneas de código antiguo de las 
aplicaciones y por no existir herramientas de análisis estático que analicen 
características únicas del lenguaje RPG relacionadas con calidad. 
 Los millones de líneas de código de programas hechos en RPG actualmente 
en los bancos que usan IBM/RPG, tienen problemas de performance, al mantener 
códigos que hacen uso ineficiente de los recursos de CPU y memoria, igualmente 
existen código que impide la mantenibilidad de esos programas, existen códigos en 
desuso apuntando a malas prácticas, tienen pocas buenas prácticas de codificación 
implementadas, usan código y técnicas que hacen muy complejo los sistemas y 
poseen código con potenciales problemas de seguridad. 
 Todos estos detalles me sirvieron para desarrollar esta investigación que es 
necesaria para fortalecer las capacidades de toma de decisión de los gerentes de 
sistemas y de desarrollo de software sobre todo porque no tienen forma de acceder 
y visibilizar la información de calidad de sus sistemas de tal forma que les permita 
tomar medidas correctivas y de gestión. Es necesario poner a disposición de estas 
entidades de esta herramienta QSOURCE para mejorar la operativa diaria. 
1.2 Trabajos previos 
 
1.2.1 Trabajos previos internacionales 
 
Artigas (2017) Continuous integration and monitorization system for code quality 
and cooperation work. Master's degree in Applied Telecommunications and 




El autor baso su investigación en el problema general de la calidad del código fuente 
de programas. El objetivo de esta tesis fue describir la configuración de un sistema 
de integración continua y un sistema de monitoreo con un software. El objeto de 
estudio, fueron los programas seleccionados para usarse en grupo. La metodología 
usada fue una investigación comparativa. El tipo de estudio es descriptivo. Diseño 
es experimental. La Población fue los programas de una empresa. El objeto fue 4 
programas usados. Los instrumentos usados fueron las 4 herramientas de software 
Git, Bitbucket, Jenkins, SonarQube, Artifactory,Nagios. Como resultado se verifico 
que la cooperación entre equipos de desarrollo de software y el uso de 
herramientas de calidad de código mejora la calidad del proyecto. 
 
Dankovčíková (2017) Custom Roslyn Tool for Static Code Analysis. 
Master’sdegree in Informatics. Masaryk University. Brno. República Checa.  El autor 
partió del problema de la falta de herramientas de análisis de código estático 
para.NET. El objetivo de esta tesis fue crear una herramienta personalizada para 
análisis de código estático que verificaría el cumplimiento de las reglas internas de 
codificación y las pautas seguidas por los desarrolladores en Kentico Software, 
proporcionando una corrección de código automatizado cuando sea posible. El 
objeto fue la herramienta creada. La metodología usada fue una investigación 
descriptiva de la herramienta. El tipo de estudio es descriptivo. Diseño es 
experimental. La población fue los programas existentes de análisis de código. El 
instrumento utilizado fue el programa desarrollado que genero datos de calidad. 
Como resultado se obtuvo las mediciones de la herramienta sobre programas en la 
empresa real. 
 
Ahuja (2017) Robust Malware Detection Using Integrated Static and Dynamic 
Analysis. Degree of Master Technology. Indian Institute of Technology Kanpur. 
Kanpur India. El autor se centró en el problema de la necesidad de herramientas 
para detección de malware. El objetivo fue el de integrar las técnicas de análisis 
estático y dinámico, usar técnicas de machine Learning para detección eficiente de 
malware y construir modelos predictivos. El objeto de la investigación fue los 
métodos de análisis de código y análisis de datos. La metodología que se uso fue 




método de detección de malware, la recolección de 15.000 malware, y el posterior 
análisis. El tipo de estudio es descriptivo. Diseño es experimental. La población fue 
los métodos de análisis de código, la técnica machine Learning. El instrumento fue 
la herramienta Virus Total Intelligence, que genero datos de 15.000 malware. Los 
resultados obtenidos muestran que el método hibrido, donde se usan los métodos 
estático y dinámico de análisis de código, genera buenos resultados con el enfoque 
gradientboosting.  
 
Bán (2017) Static source code analysis in pattern recognition, performance 
optimization and software maintainability. Degree of doctor of philosophy. University 
of Szeged. Hungary. El problema en esta tesis, se centró en dos temas principales, 
los efectos de los patrones de código fuente en la mantenibilidad del software y la 
utilización de métricas de código fuente estáticasen la optimización del rendimiento. 
El objetivo fue llamar la atención sobre la importancia de la fase de mantenimiento 
e ilustrar su activos y riesgos al resaltar los patrones de diseño y sus efectos 
tangibles y los anti patrones pueden tener en la mantenibilidad del software yayudar 
a los desarrolladores a utilizar más fácilmente el hardware acelerador moderno y 
aumentar el rendimientocreando una metodología extensible y fácilmente utilizable 
para construirmodelos de selección de plataforma estática. La metodologíafue 
analizar la relación entre los patrones de diseño y la capacidad de mantenimiento, 
se calculó medidas para cada revisión en JHotDraw.  
 
 El tipo de estudio es descriptivo. Diseño es experimental. La población fue 
las herramientas de análisis de software. El instrumento fueron las herramientas de 
análisis estático y estadísticas. Los resultados encontraron una relación 
proporcional entre los patrones de diseñoy mantenibilidad, una correlación positiva 
entre antipatrones y fallas del programa. En el campo de la optimización del 
rendimiento, se demostró la metodología de creación de modelos de predicción de 
plataformas tanto cualitativas como cuantitativas, que dependen de la información 
estática. El resultado principal es la metodología en sí misma, junto con sus 
detallesy un estudio complementario que demuestra el efecto perjudicial 





Ramos (2016) Diseño de un modelo de evaluación de la calidad de 
productos de software, basado en métricas externas y usabilidad aplicado a un caso 
de estudio. Máster en gestión de tecnologías de información. Escuela Politécnica 
Nacional. Quito. Ecuador. El autor se centró en el análisis de la situación actual de 
la problemática de la calidad de software y la determinación de características 
funcionales de los productos de software. Conocer el nivel de calidad del producto 
de software en el caso de estudio a evaluar. Permitir la medición de la calidad del 
sistema mediante el modelo de evaluación de calidad de productos de software. La 
metodología fue una investigación comparativa de modelos de calidad existentes. 
El tipo de estudio es descriptivo. Diseño es experimental. La población fue los 
programas de video juegos. El objeto fue un caso de estudio de un software de 
video juegos. El instrumento es un formulario con parámetros para medir la calidad. 
Como resultado se probó el modelo propuesto en el caso de estudio y se obtuvieron 
los cálculos de las métricas cuyos resultados son parte de las recomendaciones. 
 
Shrestha (2016) Best QMEs for measurement of Software quality for SMEs. 
Master’s Thesis Degree Programme in Computer Science and Engineering.  
University of Eastern Finland, Faculty of Science and Forestry, Joensuu School of 
Computing.Joensuu, Finland. El autor baso su investigación en la falta de 
elementos de medición de la calidad del software. El objetivo fue identificar los 
mejores elementos para medición de calidad de software, Quality Measure 
Elements (QME) usando estándares ISO/IEC. El objeto de investigación fueron las 
normas ISO/IEC para SMEs. La metodología que se uso fue la realización de 
encuestas a empresa. El tipo de estudio es descriptivo. Diseño es no experimental. 
La población fueron las empresas con desarrollo de software, y el objeto fueron las 
3 empresas seleccionadas. (Measurement of Software Quality forSMEs). El 
instrumento utilizado fue un cuestionario de preguntas. Como resultado se obtuvo 
una lista de elementos de medida de calidad más usados en las empresas del 
estudio. 
 




Master’s Thesis Degree Programme in Computer Science and Engineering.  
University of Oulu. Oulu. Finland. El autor baso su investigación en el problema de 
la predicción de errores. El objetivo describir herramientas y prácticas de desarrollo 
de software para la creación de un sistema para predecir errores. La metodología 
usada fue la investigación de fuentes bibliográficas. El tipo de estudio es 
descriptivo. Diseño es experimental. La población fue las herramientas y teorías 
actuales sobre desarrollo, prueba y predicción de errores en software. El 
instrumento fue la herramienta desarrollada. Como resultado se describió los pasos 
para crear un predictor de errores, se creó la herramienta y se pudo obtener buenas 
predicciones de los errores. 
 
Rakic (2015) SSQSA Set of Software Quality Static Analysers. University of 
NoviSad Faculty of sciences department of mathematics and Informatics. NoviSad. 
Serbia. El autor baso su investigación en el problema de la aplicación de métricas 
de software y otras técnicas de análisis estáticos que tienen limitaciones e 
inadecuadas herramientas involucradas. El objetivo fue desarrollar el marco 
SSQSA para el monitoreo y control consistente de la calidad del software a nivel de 
código. La metodología fue la descripción comparativa de cómo se aplica una 
métrica en diferentes lenguajes. Esta exploración se repitió en un amplio espectro 
de métricas y la exploración comparativa en la aplicación de un amplio espectro de 
métricas en un solo lenguaje, esta observación fue repetida en todos los lenguajes 
incluidos en la investigación. El tipo de estudio es descriptivo. Diseño es 
experimental. La población fue las métricas de software y los lenguajes de 
programación existentes. La muestra de lenguajes fue: Java, C#, Delphi, COBOL, 
C, Pascal, Modula-2, Scheme, Erlang, Python, PHP, JavaScript, OWL, WSL, and 
Tempura. El instrumento utilizado fue, Set of Software Quality Static Analyzers 
(SSQSA). Se logró describir el grupo de analizadores estáticos de calidad de 
software (SSQSA), se pudo generar la representación intermedia del código 
analizado y se usó analizadores estáticos específicos de cada lenguaje analizado 
se tabularon los resultados de análisis de calidad. 
 
Hietala (2014) Assisting Software Quality Assurance by Change Impact 




Finlandia. El autor baso su investigación en el cambio en los programas y la 
necesidad de una herramienta de análisis de impacto de cambios. El objetivo fue el 
desarrollo de una herramienta para verificar los cambios usando técnicas de 
análisis de código estático. El objeto de la investigación fue el software 
desarrollado. Como metodología se propuso el modelo de identificar el problema, 
motivación, objetivos de la solución, diseño, desarrollo y demostración. El tipo de 
estudio es descriptivo. Diseño es experimental. La población fue las herramientas 
existentes en el mercado. El instrumento fue la herramienta desarrollada que 
género los datos del análisis. Como resultado, se obtuvo una herramienta que 
permite visualizar los cambios del software usando técnicas de análisis de código 
estático para mejorar la calidad. 
 
 Hegedus (2014) Advances in Software Product Quality Measurement and 
its Applications in Software Evolution. University of Szeged. Hungary. El 
investigador baso su investigación en la creciente dependencia de los sistemas de 
software y su calidad y fiabilidad. El objetivo es proporcionar una medida de alto 
nivel para la mantenibilidad, elaborar métodos para adquirir información útil de bajo 
nivel sobre la mantenibilidad a nivel de los elementos del código fuente que pueden 
usarse para mejorar el Mantenimiento del Sistema. La metodología  
se basó en examinar dos sistemas Java con el nuevo modelo probabilístico de 
calidad y se hizo una encuesta a expertos y el nuevo enfoque probabilístico se 
implementó en una herramienta llamada SourceAudit, como parte de un marco de 
monitoreo de calidad continuo llamado QualityGate. El tipo de estudio es 
descriptivo. Diseño es experimental. El autor realizó una encuesta sobre modelos 
prácticos existentes y exploró sus antecedentes teóricos. Realizó una validación 
empírica de un nuevo método de evaluación de la calidad probabilística, evaluado 




1.2.2 Trabajos previos nacionales 
 




de software basado en los modelos de madurez de capacidades (CMMi), proceso 
de software para equipos (TSP) y personas (PSP). Magister en Gobierno de 
Tecnologías de Información. Universidad Nacional Mayor de San Marcos. Lima. 
Perú. El autor definió su problema como, ¿De qué manera la integración de un 
modelo basado en los modelos de madurez de capacidades integrado, procesos 
de software de equipos y proceso de software de personas permite asegurar la 
calidad en el proceso de desarrollo de software? el objetivo general fue generar un 
modelo que permita asegurar la calidad en el proceso de desarrollo de software 
basado en los modelos de madurez de capacidades, proceso de software de 
equipos y proceso de software de personas. El objeto de investigación fue los 
modelos de calidad de software. El tipo de investigación es cuantitativa 
experimental. El diseño es pre experimental con prueba antes y después a un solo 
grupo. La población fue los proyectos de desarrollo de software que ejecutan las 
consultoras y empresas (in house) en el departamento de Lima – Perú, cuyo 
proceso de desarrollo de software se encuentra certificado por CMMI Institute en el 
Nivel de Madurez 2 o 3. Se usó muestreo no probabilístico con una muestra de 22 
proyectos de software. Como instrumento se recopiló datos a través de tesis, 
direcciones de internet, encuestas diseñadas para este propósito, documentación 
de proyectos (Líneas base, Trabajo real, etc.), resultados de evaluaciones a sus 
procesos y reportes de la oficina de gestión de proyectos (PMO) de las 
empresas/consultoras. Se concluye que el modelo de aseguramiento de calidad 
tuvo un impacto positivo en el proceso de desarrollo de software porque contribuye 
en el aseguramiento de la calidad en el proceso de desarrollo. 
 
Baldeón (2015) Método para la evaluación de calidad de software basado en 
ISO/IEC 25000.  Maestro en computación y sistemas con mención en gestión de 
tecnologías de información. Universidad San Martin de Porres. Lima Perú. El autor 
baso su investigación en la calidad insuficiente en los productos de software, 
planteando la pregunta, ¿De qué manera un método para la evaluación de calidad 
mejorará la calidad del software?el objetivo fue mejorar la calidad del software a 
través de la aplicación de un método para la evaluación de calidad basado en 
ISO/IEC 25000. El objeto de investigación fue el estándar ISO/IEC 25000. La 




la muestra, recolección de los datos, análisis de los datos obtenidos. El tipo de 
estudio es descriptivo. Diseño es experimental. El diseño seleccionado es cuasi 
experimental con pos prueba. La población son los proyectos de la Financiera Autos 
de Perú, con duración de entre tres y nueve semanas cronológicas (desde el 
análisis hasta la conformidad del usuario) y cuya fecha de inicio es mayor al 
01/01/2014. La muestra para este estudio son 28 proyectos divididos en dos 
grupos. El instrumento fue la revisión de la Bitácora de pases al ambiente de 
aceptación por el usuario, Revisión del Reporte de errores identificados. Se logró 
mejorar la calidad del producto software como resultado de la aplicación del método 
de evaluación de calidad de software basado en ISO/IEC 25000. 
 
Huanca (2015) Revisión sistemática de la calidad del software en prácticas 
ágiles. Magíster en Informática con mención en Ingeniería del Software.  Pontificia 
universidad católica del Perú. Lima. Perú. El autor definió su problema y se planteó 
en dos preguntas, ¿cuál es el estado actual del conocimiento acerca de la calidad 
en las prácticas ágiles?, ¿cuáles son las prácticas más importantes para el logro de 
calidad en el desarrollo ágil?Los objetivos fueron:comprender los conceptos de 
calidad y metodologías ágiles,resumir el estado del arte de las investigaciones 
existentes relacionadas a estudios empíricos relativos a la calidad en las prácticas 
ágiles, identificar las lagunas de investigación existentes en el área de calidad en 
metodologías ágiles, con el fin de sugerir temas para investigaciones futuras. El 
objeto de la investigación fueron los 61 estudios que pasaron el proceso de 
evaluación de la calidad. La metodología se basó en revisión sistemática de la 
literatura. El tipo de estudio es descriptivo. Diseño es no experimental. La población 
fue toda la literatura sobre calidad. Como resultado se obtuvo una mejora medible 
de la calidad, y resultados más favorables aun al utilizarlas en equipos pequeños. 
La productividad mostró un considerable incremento reflejándose en una mayor 
calidad del código generado y una menor cantidad de defectos. 
 
1.3 Teorías relacionadas al tema 
 





Dado que QSOURCE es un sistema de software, se define un sistema basado en 
computadora como un conjunto o disposición de elementos que están organizados 
para realizar un objetivo predefinido procesando información. (Pressman, 2010, 
p.166). Se define el software comoel producto que diseñan y construyen los 
ingenieros de software, esto abarca programas que se ejecutan dentro de una 
computadora de cualquier tamaño y arquitectura, documentos que comprenden 
formularios virtuales e impresos y datos que combinan números y texto y también 
incluyen representaciones de información de audio, video e imágenes. (Pressman, 
2010, p3) 
 Ladányi, et al (2015) publicaron un paper de la Investigación “A software 
quality model for RPG”. In 2015 IEEE 22nd International Conference on Software 
Analysis, Evolution, and Reengineering (SANER) (pp. 91-100). IEEE. Los 
investigadores crearon un modelo de calidad basado en el estándar ISO/IEC25010.  
La principal contribución de este estudio es la creación de un enfoque de gestión 
de calidad continúo especializado para RPG. Investigaron el estado del arte en las 
técnicas de evaluación de calidad para RPG, para explorar el código RPG y 
detectar componentes con alto riesgo, para ello usaron la herramienta SourceMeter 
para análisis de código estático. El analizador proveyó 3 tipos de medición: métricas 
de software, violación de reglas y duplicación de código.  
Los investigadores usaron medidas de bajo nivel como entrada para proveer 
un diagnóstico sobre un sistema RPG. Este diagnóstico caracteriza la calidad de 
todo el sistema RPG está basado en el estándar ISO/IEC 25010.  Como validación 
del enfoque muestran como en un caso de estudio gestionaron la integración del 
método integrándolo en los procesos de desarrollo y como fue usado para propósito 
de refactoring.Los investigadores comentan que una vez se tienen indicadores de 
calidad, como las métricas del software, que son capaces de caracterizar la calidad 
del software desde diferentes puntos de vista, es necesario estandarizar esta 
información. Usaron la herramienta y calcularon diferentes métricas para elementos 
de código fuente localizados en el código fuente, las métricas se organizaron en 4 
grupos: (1) Size (LOC, LLOC) , (2) Documentation (CLOC, CD) , (3) Coupling (NII, 
NOI)  , (4) Complexity (NLE, McCC) , (5). Según los investigadores el uso del 




y en asociación con una empresa de desarrollo de software la probaron. Esta otra 
investigación da apoyo al uso de herramientas para el análisis de calidad en 
software desarrollado en RPG como QSOURCEy demuestra el uso de una 
herramienta como instrumento de medición y generación de datos de calidad 
usando un amplio rango de métricas, para la investigación. 
Senevirathne, et al (2012) publicaron un paper: Metric Based Code 
AnalyzingTool. El objetivo principal de la publicación fue proveer un soporte de 
métricas de software automatizado para usuarios que analicen código fuente de 
software. Esta herramienta evalúa la calidad del software y formula estimaciones 
de acuerdo a un modelo basado en métricas jerarquizadas especificadas, que 
genera comentarios de calidad, análisis de resultados, revisión y resolución 
basados en resultados de métricas. Dice el autor que actualmente no hay un 
modelo estructurado para medir el código fuente que sea predictivo y confiable, sin 
embargo, existen muchas herramientas de análisis de código para asistir en la 
medición de software en la industria, la mayoría de ellas simplemente recolecta 
métricas no estructuradas, pero no proveen un enfoque bien definido para 
relacionar esas métricas a atributos externos de calidad del software. 
 Los investigadores han gestionado este problema vía la herramienta de 
análisis de código basado en métricas la cual es diseñada bajo cuatro categorías 
de métricos principales como orientados a objeto, orientado a complejidad, 
orientado a tamaño y métricas de mantenibilidad. Aunque estos investigadores 
usaron una herramienta para analizar código de un lenguaje orientado a objetos, 
este modelo sirve de base para herramientas de análisis de código de lenguajes 
procedurales como RPG, que es el objetivo de QSOURCE. Los investigadores 
buscaron las herramientas más usadas como: (1) Visual Studio Code MetricsPower 
Tool, (2) eclipse Metricsplug-in, (3) resource Standard Metrics, (4) justCode, 
(5)NDepend.  
Ladányi, et al (2015) evaluaron estas herramientas e identificaron que tienen 
muchas debilidades como pobre consistencia y confiabilidad, complejidad de las 
mediciones, manera no estructurada de organizar las métricas. Se basaron en   




cual presenta 3 marcos que soportan las métricas de software, y actividades de 
medición, (1) The Software Quality MetricsMethodology. (2) The Goal, Question, 
Metric (GQM) Paradigm, (3) Practical Software Measurement (PSM).  
Las tecnologías y herramientas usadas fueron: (1) Visual Studio 2010, (2) 
Net Framework 4.0, (3) Microsoft SQL Server 2008, (4) Antlr, the Open Source 
Parser.Para implementar esta herramienta se siguió el enfoque basado en el 
estándar IEEE 1061, para seguir la conformidad de la industria de ingeniería de 
software. Probaron la herramienta con 25 códigos fuente de una variedad de 
aplicaciones, se usaron casos de prueba para evaluar la herramienta. Los 
resultados generados tuvieron 98% de precisión, construyeron una herramienta 
basada en cálculo de métricas para desarrolladores y gerentes de proyectos, los 
cuales podrán ejecutar sus funciones más efectivamente. 
 El autor comenta que el análisis estático examina el código de los programas 
y las razones de los posibles comportamientos que pueden ocurrir en tiempo de 
ejecución. Las herramientas basadas en análisis estático pueden ser usadas para 
detectar defectos en programas. En los comienzos del desarrollo de software no 
había conciencia de cuan necesario y efectivo puede ser una revisión del código, 
pero en los 1970, la revisión formal y las inspecciones de código se reconocieron 
como importantes para la productividad y la calidad del código y fueron adoptadas 
en proyectos de desarrollo de software. Este nuevo enfoque de desarrollo de 
software permite remover defectos en las etapas tempranas del proceso de 
desarrollo de software para producir programas más eficientes y confiables. El 
enfoque de análisis estático revisa el código fuente verificando la adherencia del 
código a ciertas reglas y parámetros. Gomes, et al, (2011). 
QSOURCE es una herramienta de software que permite a los ingenieros de 
software, desarrolladores y gerentes de desarrollo, visibilizar y cuantificar la calidad 
de sus sistemas desarrollados en RPG, y así poder tomar decisiones que les 
permitan alinear sus procesos a los objetivos del negocio, en cuanto a la generación 
de valor.QSOURCE está desarrollado en lenguaje RPG, y funciona en la plataforma 
IBM/AS400 o ISERIES, permite definir métricas de calidad a validar en las fuentes 




fuentes de programas RPG (RPG III, IV, FREE, SQLRPGLE, RPGLE) y se procede 
a analizar las fuentes de manera manual uno a uno o de manera masiva, al final se 
genera los resultados del análisis ya sea por pantalla o por reporte. 
Esta herramienta analiza cada código fuente y verifica línea a línea si se 
encuentra presente uno de los tokens o palabras claves que están asociadas a uno 
de los parámetros de calidad parametrizados, se contabilizan y al final se calcula el 
total de tokens presentes en el código fuente, asociados a cada parámetro de 
calidad, los valores van de 1 a 100, al final el valor asociado determina la calificación 
de calidad de 1 a 40 bajo, de 41 a 70 medio y de 71 a 100 alto. Se entiende la 
palabra token como un componente léxico o símbolo, la primera fase de un 
compilador se llama análisis léxico, el analizador léxico lee la cadena de caracteres 
que hace parte del código fuente del Programa y agrupa los caracteres en 
secuencias llamadas lexemas, para cada lexema el analizador sintáctico genera 
como salida un token, en el token el primer componente es un símbolo abstracto 
que se usa durante el Análisis sintáctico. Aho, Lam, Sethi, Ullman (2007, pag. 6). 
Los parámetros de calidad del código RPG se categorizan en performance, 
mantenibilidad, buenas prácticas, malas prácticas, seguridad, complejidad y 
obsolescencia. Un token puede estar asociado a varios parámetros. Cada token 
tiene un rango de 0 a n, que determina el número de apariciones validas esperadas. 
El enfoque de QSOURCE es adoptar este grupo de factores de calidad como una 
lista de comprobación para evaluar la calidad del software. A medida que se usa 
para medir la calidad se puede determinar si se está mejorando. El sistema 
propuesto se presenta en el Anexo 2. 
 QSOURCE es una herramienta CASE, sobre el término se tiene que: Las 
herramientas CASE (ComputerAided Software Engineering), ayudan a los gestores 
y practicantes de ingeniería del software en todas las actividades asociadas a los 
procesos de software. Automatizan las actividades de gestión de proyectos, 
gestionan todos los productos de los trabajos elaborados a través del proceso, y 
ayuda a los ingenieros en el trabajo de análisis, diseño y codificación. Las 






 Pressman (2010) hablo de métricas de navegación para abordar la 
complejidad del flujo de navegación en páginas web, y recomienda el uso de web 
StaticAnalyzersTool, para validad el código HTML contra lineamientos de 
usabilidad típicos. El autor habla del aseguramiento de la calidad del software como 
una tarea vital que debe tener metas pragmáticas como la calidad de los 
requerimientos, la calidad del diseño, la calidad del código. 
BinKley (2007 p.1)  , expuso muy bien la importancia de herramientas de 
ayuda para el análisis y el control de la calidad, el crecimiento exponencial de los 
sistemas de software y el número de líneas de código, el investigador refirió que en 
25 años la base de código fuente global llegara a 500 billones de líneas de código 
(40%-60% son RPG y COBOL), debido a esto se debe usar herramientas que 
gestionen la complejidad y calidad y las hagan visibles cuantitativamente para dar 
soporte a la toma de decisiones en la operativa diaria de los ambientes de sistemas 
. Para entender la calidad del software debemos citar el concepto que nos brindan 
varios autores. 
  
Importancia de la herramienta QSOURCE en Banco Agrario 
 El Banco Agrario en Perú tiene sedes descentralizadas en diferentes 
regiones y da servicios a más de cien mil usuarios, los servicios financieros 
permiten dar préstamos a los pequeños agricultores, el banco tiene su plataforma 
de sistemas de información en un servidor IBM/AS400, donde sus principales 
sistemas de información se encuentran desarrollados en lenguaje RPG, dado que 
sus más de 5.000 programas deben ser mantenidos según las necesidades, la 
calidad de los mismos debe de mantenerse adecuadamente para reflejarla en el 
servicio a los clientes internos y externos, aquí es donde QSOURCE da soporte, ya 
que permite visibilizar cuantitativamente la calidad de sus sistemas escritos en 
RPG, y así los jefes y gerentes de sistemas y desarrollo tienen información de 






Calidad de software 
Conceptos de autores referentes 
 Tian (2007) Preciso que la pregunta, "¿Qué es la calidad del software?", 
está destinada a generar muchas respuestas diferentes, dependiendo de a quién 
le pregunte, en qué circunstancias, para qué tipo de sistemas de software, y así. 
una pregunta alternativa que tal vez sea más fácil para obtener más informaciones 
“¿Cuáles son las características del software de alta calidad?, se define la calidad 
del software definiendo las características esperadas o propiedades del software 
de alta calidad. También se debe examinar las diferentesperspectivas y 
expectativas de los usuarios, así como de otras personas involucradas en el 
desarrollo, gestión, comercialización y mantenimiento de los productos de software. 
También se debe examinar las características individuales asociadas con la calidad 
y su interrelación, yse debe centrar en las características críticas de la corrección 
funcional. 
 
  Pressman (2010) definió la calidad de un sistema, aplicación o producto 
como el nivel o resultado de los requisitos que describen el problema, el diseño que 
modela la solución, el código que produce a un programa ejecutable, y las pruebas 
que permitenque el software detecte errores. Refirió que El American Heritage 
Dictionary, define la calidad como «una característica o atributo de algo». Como un 
atributo de un elemento, la calidad se refiere a las características medibles -cosas 
que se pueden comparar con estándares conocidos como longitud, color, 
propiedades eléctricas, maleabilidad, etc.-. Sin embargo, elsoftware en su gran 
extensión, como entidad intelectual, es más difícil de caracterizar que los objetos 
físicos. No obstante, síexisten las medidas de característicasde un programa. Entre 
estas propiedades se incluyencomplejidad ciclomática, cohesión, número de 
puntos de función, líneas de código y muchas otras. 
 
 Pressman (2010) define calidad de software como “Proceso eficaz de software 




quienes lo crean y a quienes lo usan”.Pressman (2010) Planteo que las 
dimensiones y factores de la calidad (corrección, confiabilidad, eficiencia, 
integridad, usabilidad, flexibilidad, portabilidad, reusabilidad, mantenibilidad) se 
centran en el software como un todo y pueden utilizarse como indicación general 
de la calidad de una aplicación. El autor planteo que un equipo de software puede 
desarrollar un conjunto de características de la calidad y las preguntas asociadas 
correspondientes que demuestren el grado en el que se satisface cada factor. 
 
 IEEE StándarsAssociation (2016) definió la calidad del software como el 
grado en que el software posee una combinación deseada de atributos de 
calidad.Se definió el propósito de las métricas del software como realizar 
evaluaciones a lo largo del ciclo de vida del software sobre si los requisitos de 
calidad del software se están cumpliendo. El uso de métricas de software reduce la 
subjetividad en la evaluación y control de la calidad del software al proporcionar una 
base cuantitativa para tomar decisiones sobre la calidad del software. La 
metodología de métricas de calidad de software es un marco de IEEE Standard 
1061 y fue diseñado para ser flexible. Este comienza con el establecimiento de 
requerimientos de calidad, las cuales son usadas para describir la calidad del 
software. 
 
 Según la (ISO / IEC 25010) calidad del software se entiende como el grado 
en que un producto de software satisface las necesidades declaradas e implícitas 
cuando se utiliza bajo especificación condiciones. Según la (ISO / IEC 25010) 
elconcepto de perfomance se define como la cantidad de recursos usados bajo 
ciertas circunstancias, comportamiento del uso de recursos en el tiempo. El 
concepto de mantenibilidad lo define el según la (ISO / IEC 25010) comoelgrado de 
efectividad o eficiencia con la cual un producto o sistema puede ser modificado por 
mantenedores. El concepto de seguridad lo define el (ISO / IEC 25010) como el 
grado en que un producto o sistema protege la información y los datos para que las 
personas u otros productos o los sistemas tienen el grado de acceso a datos 





 IBM (2012) especifica buenas prácticas como las instrucciones nuevas que 
deben ser usadas para reemplazar las antiguas y malas prácticas como las 
instrucciones antiguas de versiones anteriores del RPG.Según el glosario 
ISO/IEC/IEEE (2009), lacomplejidad se puede definir Como: 1. el grado en que el 
diseño o código de un sistema es difícil de entender debido a numerosos 
componentes o relaciones entre los componentes. 2. perteneciente a cualquier 
conjunto de métricas basadas en la estructura que miden el atributo en (1) 3. El 
grado en que un sistema o componente tiene un diseño o implementación que es 
difícil de entender y verificar. 
 
 Ladányi, et al (2015) explico que hay muchos sistemas legados escritos 
para ordenadores mainframe. Estos sistemas incluyen elementos críticos 
comoprocesamiento de datos a granel, estadísticas y manejo de transacciones. 
En1988, IBM presentó la robusta plataforma AS / 400, quese hizo muy popular 
hasta finales de siglo (fue más tarderenombrado como IBM i). Tiene su propio 
entorno de programación llamado ILE (IntegratedLanguageEnvironment), que 
permiteutilizar programas escritos en idiomas compatibles con ILE, como el 
lenguaje de programación RPG (ReportingProgramGenerator). 
 Aplicaciones comerciales desarrolladas para la plataforma IBM 
iusualmente usan el lenguaje de programación RPG de alto nivel. A pesar del hecho 
de que el lenguaje fue introducido en 1959, RPG es todavía ampliamente utilizado 
hoy en día, y está en constante evolución. Se encuentra cerca de los sistemas de 
bases de datos y generalmente se usa para procesar gran cantidad de datos. 
 
La principal contribución en este trabajo es la introducción de un enfoque de 
gestión de calidad continua especializado en RPG. De acuerdo con nuestro mejor 
conocimiento, ningún o muy poco esfuerzo se invirtió en la investigación de la 
garantía de calidad con técnicas de última generación para RPG. Para explorar el 
código fuente de los RPG y detectar componentes que conllevan altos riesgos, 
utilizaron el SourceMeter como la herramienta del analizador de código estático 




Métricas de software: una métrica de software en este contexto es una medida de 
alguna propiedad del código fuente.  
 
Ladányi, et al (2015) explicaron que existe una necesidad creciente en el 
desarrollo de software para definir medidas cuantitativas y objetivas, las métricas 
de software se calculan para elementos de lenguaje RPG (a saber, para subrutinas, 
procedimientos, programas, y para todo el sistema). Violaciones de reglas: 
violaciones de reglas pueden revelar segmentos de código que son propensos a 
errores. Estos pueden ser problemas de codificación que se introducen 
accidentalmente o debido a programadores de poca habilidad y código, pueden ser 
síntomas en el código fuente que posiblemente significa un problema de diseño 
más profundo en el código y puede causar un funcionamiento incorrecto en una 
etapa posterior. El código apestoso no es igual a los errores, pero la presencia de 
ellos está aumentando el riesgo de errores o fallas en el futuro. Las reglas se 
definen para RPG para indicar la existencia de posibles códigos apestosos.  
Además de la codificación, las reglas son excelentes medios para definir 
estándares de codificación de la compañía. Duplicaciones de código: los 
segmentos de código duplicados vienen por lo general del muy productivo, pero al 
mismo tiempo peligroso hábito de copiar-pegar código fuente. Las duplicaciones de 
código podrían manejarse como un código apestoso; sin embargo, cubren una 
importante parte separable de aseguramiento de la calidad. 
Utilizaron estas mediciones de bajo nivel como una entrada para 
proporcionar un diagnóstico acerca de un sistema RPG. Este diagnóstico, que 
caracteriza la calidad de todo un sistema, es provisto por la nueva calidad basada 
en el modelo estándar ISO / IEC 25010 presentado en este documento. 
Construyendo y probando una calidad, un modelo como este necesita especialistas 
en este dominio específico. Así que, la compañía llamada R & R Software1 
(empresa mediana con más de 100 desarrolladores de software) se involucró para 
ayudar al calibración y evaluación del modelo de calidad con su profundidad 




Ladányi, et al (2015)  aclararon la importancia de cada aspecto de calidad y 
también proporcionó una colección de programas industriales escritos en RPG. 
Como una validación de su enfoque, mostraron un caso de estudio de cómo 
lograron integrar su método en su desarrollo procesos, y cómo lo usaron para fines 
de refactorización. En las últimas décadas se han publicado varios estudios lidiando 
con métricas de software.  
Como principio, Chidamber y Kemerer (1994 citado por Ladányi, et al (2015)) 
proporcionó varias definiciones de métricas orientadas a objetos. A pesar de que 
RPG no es un idioma de programación orientado a objetos, este estudio es esencial 
para futuras investigaciones en el área de métricas de software. Chidamber y 
Kemerer también desarrolló una herramienta de recopilación automatizada de 
datos para recopilar métricas de software. Después de recopilar métricas, 
sugirieron formas en que los gerentes pueden usar estas métricas para mejorar los 
procesos.  
Se realizaron muchos esfuerzos de investigación para encontrar una 
estrategia para migración efectiva de sistemas heredados. Canfora et al. 
Presentaron una estrategia de migración incremental para transformar programas 
legados en un entorno orientado a objetos. La estrategia de migración consiste en 
seis fases secuenciales, tratando de identificar objetos en un ambiente persistente 
de almacenamiento de datos. Aplicando el proceso de migración se utiliza 
principalmente para transformar RPG II y Programas RPG III en RPG IV.  
Las métricas de software generalmente se implementan para la mayoría 
lenguajes de programación ampliamente utilizados como C, C ++, Java y C #. Solo 
unos pocos estudios se ocupan de la garantía de calidad del lenguaje RPG. En 
1982 Hartman publicó un estudio que trataba con la identificación de errores de 
software en RPG II y RPG III que usan las métricas de complejidad de Halstead y 
McCabe métrica. El estudio fue evaluado y esta comercialmente disponible y los 
módulos escritos en IBM RPG. Usando medidas, los módulos se asignaron a un 
valor de métrica bajo, medio o alto rangos. Concentrarse en los módulos que caen 
en el medio y altos rangos de valores métricos aumentó la efectividad de encontrar 




McCabe parecía un poco mejor en la identificación de módulos con errores que la 
métrica de complejidad de Halstead.  
Otro papel temprano maneja la tasa de error de un software como una 
medida de calidad del código. Naib desarrolló una metodología para la predicción 
de la tasa de error y, por lo tanto, la calidad del código antes del lanzamiento de 
una aplicación.Naib consideró las mismas métricas (mencionadas como factores 
internos) como Hartman, a saber, complejidad Halstead(1976 citado por Ladányi, 
et al (2015)) y McCabe(1977 Ladányi, et al (2015)) y también líneas de código 
(LOC). Al contrario de ellos, el autor no usa métricas de software para identificar 
errores en el sistema, pero proporciona un enfoque flexible que es capaz de 
proporcionar varios índices de calidad. 
Kan et al. (1994 citado por Ladányi, et al (2015)) estaban tratando con la 
gestión de la calidad del software en entorno AS / 400. Identificaron los elementos 
clave del método de gestión de calidad, como la satisfacción del cliente, calidad del 
producto, mejora continua del proceso y gente. Con base en datos empíricos, el 
progresó en varios aspectos de calidad y los parámetros del sistema de software 
AS / 400 fueron examinados. Presentaron un mapa de acción de calidad que 
describe varias acciones de calidad que se implementaron. Bakker y Hirdes(2015 
citado por Ladányi, et al (2015)) describieron algunas experiencias de proyectos 
utilizando métricas de productos de software. Analizaron más de 10 millones de 
líneas de código en COBOL, PL / I, Pascal, C, C ++ yRPG (aproximadamente 1,8 
millones de líneas de código).  
Los objetivos de los proyectos escritos en RPG fueron mantenimiento y 
análisis de riesgos. Ellos encontraron que los problemas en los sistemas heredados 
tienen su causa en el diseño, no en la estructura del código. Además, El rediseño 
y la reestructuración de los sistemas existentes son soluciones menos costosas y 
más seguras a estos problemas que la reconstrucción. A veces, los sistemas 
heredados de RPG pueden ser difíciles de mantener, mejorar y expandir, ya que 
hay una falta general de comprensión de los sistemas. Suntiparakoo y Limpiyakorn 
presentaron un método de extracción de conocimiento de código RPG legado y su 




aseguramiento de la calidad que facilita la comprensión delcódigo heredado 
durante un proceso de mantenimiento de software. 
Ladányi, et al (2015)  comentan que en cuanto al modelo de calidad, se 
puede ver que el conjunto de estudios previos en RPG del mantenimiento del 
código y la garantía de calidad es muy limitado, por lo tanto, se desea un método 
de aseguramiento de calidad bien definido para manejar preguntas de esfuerzo de 
mantenimiento. Una vez que tenemos indicadores de calidad, como métricas de 
software que son capaces de caracterizar la calidad delsoftware desde varios 
puntos de vista, es necesario estandarizar esta información de alguna manera. Esta 
es la razón por la cual los estándares internacionales ISO / IEC 25010, y su 
antecesor, el ISO / IEC 9126 han sido creados.  
La comunidad de investigación reaccionó rápidamente ante la aparición de 
estos estándares, y varios artículos han sido publicados en relación con ellos. Jung 
y Kim (2019 citado por Ladányi, et al (2015)) validaron la estructura delestándar 
ISO / IEC 9126 basado en las respuestas de una encuesta generalizada. Ellos se 
centraron en las conexiones entre las subcaracterísticas y las características. 
Agruparon subcaracterísticas juntas basadas en la alta correlación en sus valores 
de acuerdo con los evaluadores, los autores encontraron que la mayoría de los 
grupos involucrados se relacionaban a una característica definida por el estándar. 
Dado que los estándares no proporcionan detalles sobre cómo estas 
características se pueden determinar, numerosas adaptaciones y varias soluciones 
se han desarrollado para calcular y la evaluación de los valores de las propiedades 
definidas en el estándar. Zou y Kontogiannis introdujeron un enfoque de 
transformación del sistema orientado a requerimientos. Ellos migraron sistemas 
procedurales heredados a plataformas modernas orientadas a objetos mientras 
mantenían requisitos de calidad específicos para el sistema objetivo usando el 
enfoque de modelo de Markov y el algoritmo de Viterbi. Utilizaron gráficos de 
dependencia de objetivos flexibles para describir su modelo de mantenimiento y 
calidad de rendimiento para estimar la calidad del sistema objetivo. Al contrario de 
ellos nuestro objetivo no era mejorar el resultado de un proceso de migración, sino 





 Aunque el examen de las dependencias de calidad entre la versión original 
y migrada de los sistemas RPG heredados es una parte del trabajo futuro. Otros 
usan benchmarking y modelos de calidad para proporcionar información de nivel 
superior sobre un sistema de software. El modelo tieneuna fase de calibración para 
ajustar los valores umbral del modelo de calidad de tal manera que para cada nivel 
más bajo de atributo de calidad obtienen una distribución simétrica deseada. 
 Ladányi, et al (2015)  usaron el (5; 30; 30; 30; 5) distribuciones 
porcentualesmás de 5 niveles de calidad. Para convertir las métricas del software 
eníndices de calidad también utilizaron un punto de referencia con una gran 
cantidadde evaluaciones, pero lo aplicaron de una manera diferente. Durantela 
calibración, en lugar de calcular los valores de umbral usan para aproximar una 
función de distribución normal llamada punto de referenciacaracterística, que se 
utiliza para determinar la bondad del software. 
 En cuanto al lenguaje RPG, se enfocaron en los componentes esenciales 
que usaron para definir el modelo de calidad para el lenguaje de programación 
RPG. Con los años, el lenguaje RPG ha evolucionado en muchos aspectos. RPG 
III (lanzado en 1978) ya tenía subrutinas proporcionadas, construcciones 
estructuradas modernas tales como do, dow, if. Se realizó un gran avance en 1994, 
cuando se lanzó la primera versión de RPG IV. Con el lanzamiento de RPG IV, los 
desarrolladores obtuvieron nuevas características como bloques de forma libre o 
especificaciones de definición, y el conjunto de las operaciones disponibles se 
extendió también.  
RPG apoya diferentes grupos de tipos de datos, a saber, tipos de datos de 
caracteres (Carácter, indicador, gráfico, UCS-2), tipos de datos numéricos (Formato 
binario, Formato flotante, Formato entero, Empaquetado-Decimal Formato, formato 
sin signo, formato decimal por zonas), fecha, hora y tipos de datos de marca de 
tiempo, tipo de datos de objeto (el usuario puede definir Objetos Java), y uno puede 
definir punteros a variables, procedimientos y programas. En RPG IV hay dos tipos 
de funciones. El primero se llama subrutina que no requiere parámetro y tiene una 




ya que pueden tener parámetros y pueden ser llamados desde otros programas.  
El fragmento de código presenta algunas características y capacidades de 
lenguaje RPG. Desde el principio, RPG usa el formato dependiente de la columna, 
de esta manera la programación requiere los elementos de código que se colocarán 
en columnas particulares. Por ejemplo, el personaje en la sexta columna significa 
la especificación tipo. Desde el RPG IV, es posible usar elSourceMeter para RPG. 
Un elemento central en el aseguramiento de la calidad del código fuente es un 
conjunto de herramientas que proporciona información útil sobre un sistema de 
diferentes puntos de vista. En su estudio, el análisis del código estático se realizó 
por una herramienta llamada SourceMeter para RPG/IV.  
 
Ladányi, et al (2015)  desde su enfoque en esto el papel no está en análisis 
estático, presentaron las capacidades de la herramienta solo brevemente. Usando 
la herramienta, se puede calcular diferentes métricas para elementos del código 
fuente ubicados en archivos fuente RPG, a saber, subrutinas, procedimientos, 
programas y para todo el sistema. Las métricas están organizadas en cuatro grupos 
para indicar el rol y características de ellos. Estos grupos se enumeran en el 
siguiente (algunos miembros del grupo también se presentan entre paréntesis): 
tamaño (LOC, LLOC), documentación (CLOC, CD), acoplamiento (NII, NOI), 
complejidad (NLE, McCC). El modelo de calidad que se presentará en la Sección 
III-C, utiliza estas métricas de código fuente como indicadores de calidad de bajo 
nivel. La descripción de las métricas y la calidad del software utilizado las 
características se pueden encontrar en la Tabla I.  
 
Ladányi, et al (2015)  comentaron que SourceMeter también recopila 
información sobre violaciones de reglas encontradas en los archivos fuente RPG. 
Las violaciones a las reglas no resultan en errores inmediatos, pero indican las 
ubicaciones en el código fuente donde posiblemente existen problemas más 
profundos. SourceMeter contiene una amplia gama de reglas definidas para el 
lenguaje RPG. Las reglas no se clasifican como métricas, sino que se clasifican en 
tres grupos según su criticidad. Estos tres grupos son los siguientes (con una 




(Copia demasiado profunda / Incluir anidación), advertencia P3 (deben evitarse las 
















________________________________________________________________________________________________   
CC Clone coverage. The percentage of copied and pasted source code parts, computed for 
theSubroutine,procedure, program, and the system itself.CLOC Comment Lines of Code. Number of 
comment and documentation code lines of the subroutine/Procedure/program. Subroutines’ CLOC 
are CLOC.Similarly, subroutines’ and procedures’ CLOC are not added to the containingProgram’s 
CLOC. 
CD Comment Density. The ratio of comment lines compared to the sum of its comment and Logical lines 
of code (CLOC and LLOC). Calculated for subroutines, procedures, and Programs. 
LLOC Logical Lines of Code. Number of code lines of the subroutine/procedure/program, Excluding empty 
and comment lines. In case of a procedure, the contained subroutines’.is not counted. Similarly, in 
case of a program, the contained subroutines’ and Procedures’ LLOC is not counted. 
McCC McCabe’s Cyclomatic Complexity [28] of the subroutine/procedure. The number of Decisions within 
the specified subroutine/procedure plus 1, where each if, else-if, for, Do, do-while, do-until, when, on-
error counts once. Subroutines’ McCC are not added toThe containing procedure’s McCC. 
NLE Nesting Level Else-If. Complexity of the subroutine/procedure/program expressed as the Depth of the 
maximum embeddedness of its conditional and iteration block scopes, whereIn the if-else-if construct 
only the first if instruction is considered. The following RPGLanguage items are taken into 
consideration: if, for, do, do-while, do-until, select, and Monitor. The else-if, else, when, other, and on-
error operations do not increase the value Of the metric; however, they can contain elements defined 
above, which increase NLE.Subroutines’ NLE are not added to the containing procedure’s NLE. 
Similarly, subroutines ‘And procedures’ NLE are not added to the containing program’s NLE. 
NII Number of Incoming Invocations. Number of other subroutines which directly call the Subroutine. 
NOI Number of Outgoing Invocations. Number of other subroutines which are directly called By the 
subroutine. 
Warning P1 The number of critical rule violations in the subroutine/procedure/program. They can be Potential root 
causes of system faults. 
Warning P2 The number of major rule violations in the subroutine/procedure/program. Serious coding Issues 
which makes the code hard to understand, and can decrease efficiency. 
Warning P3 The number of minor rule violations in the subroutine/procedure/program. These are only Minor 
coding style issues, makes the source code harder to comprehend. Aggregated nodes 
Changeability The capability of the software product to enable a specified modification to be implemented, Where 
implementation includes coding, designing and documenting changes. 
Complexity Represents the overall complexity of the source code. It is represented by the McCabe’sCyclomatic 
Complexity and the Nested level of the subroutines. 
Comprehensibility Expresses how easy it is to understand the source code. It involves the complexity, Documentation 
and size of the source code. 
Documentation Expresses how well the source code is documented. It is represented by the density and The amount 




Fault proneness Represents the possibility of having a faulty code segment. Represented by the number ofMinor, 
major and critical rule violations. 
Stability The capability of the software product to avoid unexpected effects from modifications ofThe software. 
Aggregated nodes defined by the ISO/IEC 25010 standard 
Maintainability Degree of effectiveness and efficiency with which a product or system can be modified to Improve it, 
correct it or adapt it to changes in environment, and in requirements. 
Analyzability Degree of effectiveness and efficiency with which it is possible to assess the impact onA product or 
system of an intended change to one or more of its parts, or to diagnose aProduct for deficiencies or 
causes of failures, or to identify parts to be modified. 
Modifiability Degree to which a product or system can be effectively and efficiently modified withoutIntroducing 
defects or degrading existing product quality. 
Testability Degree of effectiveness and efficiency with which test criteria can be established for a System, 
product or component and tests can be performed to determine whether those Criteria have been 
met. 
Reusability The degree to which an asset can be used in more than one system, or in building other Assets. 
. 
_______________________________________________________________________________________   
 
Nota. Tomado de Ladányi G, Tóth Z, Ferenc R and Keresztesi T. (2015) "A software quality model for RPG". 









Estos grupos se basan en las prioridades. El grupo de advertencias P1 
representa algo crítico, la advertencia P2 algo mayor y Advertencia P3 significa 
infracciones menores de las reglas. Uno puede ver que usando una operación 
prohibida (definida por los estándares actuales de la compañía) es más no deseado 
que un mensaje de depuración. Para cada elemento de código (subrutina, 
procedimiento, programa, sistema), se calculanlos valores resumidos para indicar 
la cantidad de violaciones a las reglas ubicadas en ese segmento de código 
apropiado para cada regla. El modelo de calidad usa la cantidad de violaciones a 
las reglas de acuerdo con sus prioridades. 
 
Ladányi, et al (2015)  comentaron que el tercer componente de SourceMeter 
es responsable de detectar losClones del código de software, también conocido 
comoduplicaciones de código. Un clon de código es un fragmento de código fuente 
que ocurre más de una vez en un sistema de software dado. Clones generalmente 
no son deseables, debido a sus posibles efectos secundarios. Un efecto dañino 
ocurre cuando un código tiene errores en él y es copiado, Además, las instancias 
de código duplicadas son difíciles de actualizar y mantener SourceMeter puede 
detectar diferentes tipos de partes de código duplicadas en el código fuente, y 
también organizar el código encontrado se divide en grupos de clones (clase de 






Figura 1. ADG Modelo de calidad RPG. Obtenido de Ladányi, et al (2015). 
 
La cantidad de código clonado es una medida muy importante para tener 
enconsideración si queremos estimar el esfuerzo de mantener un sistema. 
SourceMeter parar RPG proporciona diferentes métricas de clonación para el 
sistema de software analizado. Algunos de ellos están listados abajo: Clase de 
clonación (CCL): cantidad de clases de clonación. Clone Instance (CI): cantidad de 
instancias de clonación. Cobertura Clon (CC) - porcentaje de copiado y partes del 
código fuente pegadas, calculadas para la subrutina, procedimiento, programa y el 
sistema mismo. Clone Age (CA) - número de analizadas previamente revisiones en 
las que se presentó el clon. Complejidad del clon (CCO): complejidad de McCC 
para instancia de clonación Para las clases de clonación, CCO es la suma de CCO 
de cada IC en la clase de clonación. 
 
En cuanto al método de calificación, se brinda una breve descripción 
delmodelo de calidad de software probabilístico llamado ColumbusQM y mostraron 
cómo implementaron el enfoque general para el Lenguaje RPG. El estándar 
internacional ISO / IEC 25010 define las características de calidad del producto que 
son ampliamente aceptadas por expertos industriales e investigadores académicos. 
Estas características son: idoneidad funcional, eficiencia del rendimiento, 




En este estudio, secentro en la mantenibilidad porque tiene conexión obvia y directa 
con los costos de alterar el comportamiento del software. El estándar define las 
subcaracterísticas de mantenibilidad también, pero no proporciona más detalles 
sobre cómo se puede calcular estas características y subcaracterísticas. 
 
Según Ladányi, et al (2015) la idea básica detrás de ColumbusQM es dividir 
el problema complejo de cálculo de una característica de calidad de alto nivel en 
sub-problemas menos complejos. En el modelo de calidad, se pueden describir con 
un gráfico dirigido acíclico, llamado el gráfico de dependencia de atributo (ADG), 
las relaciones entre las métricas de nivel inferior que pueden ser fácilmente 
obtenidas del código fuente y las características calidad de mayor nivel. El modelo 
desarrollado ADG para lenguaje RPG se muestra en la Figura 1.  
 
Los nodos negros en el modelo están definidos por norma internacional ISO 
/ IEC 25010, los nodos blancos son las métricas de código fuente calculadas por 
SourceMeter para la herramienta RPG, y finalmente, los nodos grises son los nodos 
internos definidos por el autor  para ayudar a revelar las dependencias en el modelo. 
Llamaron enel código fuente nodos métricos como nodos sensor y el otro nodo 
como nodos agregados. La Tabla I contiene las descripciones de todos los nodos, 
Aunque la estructura básica del ADG se basa en un modelo de calidad de Java 
anterior, las diferencias entre los idiomas causaron modificaciones. 
 
 La diferencia más importante es que no se podía aplicar métricas orientadas 
a objetos en el modelo de calidad RPG porque es un lenguaje de programación 
procedural. Una parte esencial del enfoque además del modelo de calidad es el 
punto de referencia, que contiene varios sistemas RPG. Al comparar el sistema con 
las aplicaciones del punto de referencia, el enfoque convierte las métricas de código 
fuente de bajo nivel en índices de calidad. Formalmente, cada métrica de código 
fuente puede considerarse como una variable aleatoria que puede tomar valores 
reales con valores de probabilidad particulares. Para dos diferentes sistemas de 
software, h1 (t) y h2 (t) son las funciones de densidad de probabilidad 
correspondientes a la misma métrica. Ahora el valor de bondad de un sistema con 









Dónde𝜔(𝑡)es la función de peso que determina la noción de la bondad La 
figura 3 nos ayuda a comprender el significado de la fórmula: calcula el área firmada 
entre las dos funciones ponderado por la función𝜔(𝑡). 
 
 
Figura2. Comparación de funciones de densidad de probabilidad. Obtenido de Ladányi, et al (2015). 
 
 
Para los lados del ADG, se preparó una encuesta. En esta encuesta a los 
desarrolladores se les pidió que asignen pesos a los bordes, en función de cómo 
se sintieron sobre la importancia de la dependencia. En consecuencia, una variable 
aleatoria multidimensional  
Corresponderá a cada nodo de nivel superior v. Clásicamente se toma, una 
combinación lineal de valores de bondad y pesos, y se asigna al nodo de nivel 
superior. Cuando se trata de probabilidades, uno debe tomar cada posible 
combinación de valores y pesos de bondad, y también las probabilidades de su 
resultado en cuenta. Nosotros definimos la función de bondad agregada para el 






Donde es la función de densidad de probabilidad de 
 son las funciones de bondad correspondientes a nodos 
entrantes, es el  estándar simplex en y. es la unidad 
estándar n-cube en .Aunque la fórmula puede parecer aterradora a primera 
vista, es solo una generalización de cómo se realiza la agregación en los enfoques 
clásicos. Clásicamente, una combinación lineal de los valores y pesos de bondad 
se toma, y se asigna al nodo agregado. Cuando se trata de probabilidades, uno 
necesita tomar todas las combinaciones posibles de valores de bondad y pesos, y 
también las probabilidades de su resultado en cuenta.  
 
En cuanto a la integración con QualityGate dado que la intención era 
proporcionar información valiosa para los gerentes y desarrolladores sobre una 
base diaria que era necesario para integrar nuestro enfoque en una herramienta de 
administración de calidad continúa. La herramienta SourceMeter for RPG y el 
enfoque de ColumbusQM se integró en una herramienta llamadaQualityGate. 
Como una plataforma de gestión integral de la calidad del software, QualityGate es 
capaz de calcular los valores de la calidad utilizando el ColumbusQM del código 
fuente, usando un amplio rango de métricas de calidad de software proporcionadas 
por el SourceMeterpara RPG. Está potenciado por un modelo de calidad 
incorporado conforme al estándar ISO / IEC 25010 y tiene un punto de referencia 
que contiene datos de análisis de una gran cantidad de sistemas de RPG.Esto hace 





















Historia de la calidad del software 
Tabla2.  
Evolution of Software Quality Models in Context of the Standard ISO 25010 
No      Modelo de calidad                              Año de publicación        Autor 
_______________________________________________________________________________ 
1 McCall 1977 Jhon McCall 
2 Bohem 1978 Boehm 
3 Carlo Ghezzi 1991 Carlo Ghezzi 
4 FURPS 1992 Grady R. & Hewlett Packard 
5 IEEE 1993 IEEE 
6 Roger Pressman 1982 Roger Pressman 
7 Dromey 1995 Dromey 
8 ISO 9126-1 2001 ISO 
9 QMOOD 2002 Bansiya 
10 ISO 25010 2010 ISO 
 
_______________________________________________________________________________________ 
Nota: Tomado de GordieievOleksandr (2014). 
 La tabla 2 muestra la evolución de los modelos de calidad de software (SW) 
(QM) según GordieievOleksandr (2014).Sobrelos últimos cuarenta años, el primer 
software QM de McCall se usa para el modelopresentado en la norma ISO 25010. 
Se ven 9 modelos parael análisis y se divide en conjuntos de QM básicos y 
corporativos de acuerdo con laIntegridad, detalle e importancia. Se ven los modelos 
básicos McCall (1977), IEEE 1219 (1993), ISO9126-1 (2001), ISO 25010 (2010).En 
1982 Pressman presenta sus libros sobre ingeniería de software y la calidad del 
software. La estructura QM se describe por jerarquía cuyos elementos son 
conjuntos de características (subcaracterísticas) y relaciones de subordinación 
entre ellos. Para evaluarla complejidad e integridad de SW QM y compararlos con 




ISO 25010.Dependencia analítica del crecimiento de la complejidad del modelo 
representado por un linealse obtiene la función Análisis de la evolución de algunas 
características (operacional idoneidad, efectividad, confiabilidad, usabilidad, 
seguridad, etc.).Palabras clave: análisis evolutivo, modelos de calidad de software, 
complejidad. 
 
Figura 3. Perspectiva histórica de los modelos de calidad de software. José P. Miguel (2014) 
 
José P. Miguel, David Mauricio and Glen Rodríguez (2014) explica cómolos 
modelos básicos o iniciales son de estructura jerárquica; se pueden ajustar a 
cualquier tipo de software  y están orientados a la evaluación y mejora. Los seis 
más importantes son: Mc Call et al (1977), Boehm et al (1978), modelo FURPS 
(1992), modelo Dromey (19959, modelo ISO 9126-1 (2001) y sus estándares para 
ambas medidas externas: ISO / IEC 9126-2 (2003), métricas internas: ISO / CEI 
9126-3 (2003) y calidad en uso: ISO / IEC 9126-4 (2004). El modelo ISO -9126 
recibió entradas de modelos y   estándares anteriores para evaluar la calidad del 
software. En 2007 se estableció una actualización como ISO Modelo 25010: ISO / 
IEC CD 25010 (2008). La ISO 25010 en realidad se conoce como SQuaRE 
(Ingeniería de software - Requisitos y evaluación de calidad de los productos de 




2001 con el modelo Bertoa (2002), seguido de Modelo de Georgiadou (2003), 
Modelo de Alvaro (2005), Modelo de Rawashdesh (2006). La característica principal 
es que son específicos de un dominio particular de aplicación y la  importancia de 
las características puede ser variable en relación con un modelo general. Estos 
modelos surgen de la necesidad de las organizaciones y la industria del software 
de modelos de calidad específicos capaces de hacer evaluación especializada en 
componentes individuales. Están construidos a partir de los modelos básicos 
especialmente el ISO 9126, con la adición o modificación de subfactores y el 
objetivo de cumplir necesidades de dominios específicos o aplicaciones 
especializadas.  
 
En los últimos años, la construcción del software se ha centrado en la 
reutilización y el desarrollo de software basado en componentes (CBSD). Como 
una consecuencia, el éxito de un producto depende en gran medida de la calidad 
de los componentes. Otros autores clasifican los modelos según las características 
del usuario. Por ejemplo Klas (2011)  distingue tres categorías de modelos que 
corresponden a: 1) el nivel de uso público general o dominio específico, 2) nivel 
organizacional que se enfoca en satisfacer los intereses de un organización, y 3) el 
proyecto de nivel que se aplica a un proyecto específico para garantizar la calidad. 
Debido a la importancia de los componentes de COTS, Ayala (2010) establece un 
proceso para seleccionar el software. Se basó en observaciones y entrevistas con 
desarrolladores de componentes. 
 
Teoría de las Técnicas de revisión y aseguramiento de calidad de software de 
Pressman 
Pressman (2010) explico cómo las revisiones del software son un “filtro”  
Para el proceso del software. Es decir, se aplican en varios puntos durante la 
ingeniería de software y sirven para descubrir errores y defectos a fin de poder 
eliminarlos. Las revisiones del software “purifican” los productos deltrabajo de la 
ingeniería de software, incluso los modelos de requerimientos y diseño, código 
ydatos de prueba. Como citan Freedman y Weinberg, analizan del modo siguiente 




misma razón que los lápices necesitan borradores: errar es humano. La segunda 
razón por la que son necesarias las revisiones técnicas es porque, si bien las 
personas son buenas para detectar algunos de sus propios errores, muchas clases 
de ellos pasandesapercibidos con más facilidad para quien los comete que para 
otras personas. 
Una revisión cualquiera  es una forma de utilizar la diversidad de un grupo 
para lo siguiente: (1) Resaltar las mejoras necesarias en el producto que elaboró 
una sola persona o equipo; (2) confirme aquellas partes de un producto en las que 
no se desea o no se necesita hacer una mejora; (3) realice el trabajo técnico de 
calidad más uniforme, o al menos más predecible, que pueda lograrse 
sin hacer revisiones, a fin de que el trabajo técnico sea más manejable. 
Como parte de la ingeniería de software, pueden realizarse muchos diferentes tipos 
de revisiones. Cada uno tiene su lugar. Una reunión informal alrededor de la 
máquina del café es una forma de revisión si se analizan problemas técnicos.  
 
Pressman (2010)  dice que la presentación formal de la arquitectura del 
software a un público de clientes, administradores y técnicos también es una forma 
de revisión. Sin embargo, en su libro se centra en las revisiones técnicas o por 
pares, ejemplificadas por las revisiones casuales, walkthroughs e inspecciones. 
Desde el punto de vista del control de calidad, una revisión técnica (RT) es el filtro 
más eficaz. Realizado por ingenieros de software (y de otro tipo) para ingenieros 
de software, la RT es un medio eficaz para detector errores y mejorar la calidad. 
 
Según Pressman (2010) en el contexto del proceso del software, los 
términos defecto y falla son sinónimos. Los dos implican un problema de calidad 
descubiertadespués de haberse liberado el software a los usuarios finales (o a otra 
actividad estructural del proceso del software). Anteriormente se empleó el término 
error para denotar un problema de calidad descubierto por ingenieros de software 
(o de otra clase) antes de entregar el software al usuario final (o a alguna actividad 
estructural del proceso del software).El objetivo principal de las revisiones técnicas 
es encontrar errores durante el proceso a fin de que no se conviertan en defectos 
después de liberar el software. El beneficio obvio de las revisiones técnicas es el 




siguiente etapa del proceso del software. Varios estudios de la industria indican que 
las actividades de diseño introducen de 50 a 65 por ciento de todos los errores (y 
en realidad de todos los defectos) durante el proceso del software. Sin embargo, 
las técnicas de revisión han demostrado tener una eficacia de hasta 75 por ciento 
para descubrir fallas del diseño.  
 
Al detectar y eliminar un gran porcentaje de estos errores, el proceso de 
revisión reduce de manera sustancial el costo de las actividades posteriores en el 
proceso del software. Para ilustrar la generación y detección de errores durante las 
acciones de diseño y generación de código de un proceso de software, puede 
usarse un modelo de amplificación del defecto. En ciertos casos, los errores de 
etapas anteriores ignorados son amplificados (en un factor x de amplificación) por 
el trabajo en curso. El número de errores detectados durante cada una de las 
etapas citadasse multiplica por el costo que implica eliminar un error (1.5 
unidadesde costo para el diseño, 6.5 unidades de costo antes de las pruebas, 15 
unidades de costo durante las pruebas y 67 unidades de costo después de la 
entrega).2 Con estos datos, el costo total del desarrollo y mantenimiento cuando se 
efectúan revisiones es de 783 unidades de costo.  
 
Según Pressman (2010)  cuando no se hacen revisiones, el costo total es de 
2177 unidades, casi tres veces más caro. Debe dedicarse tiempo y esfuerzo a la 
realización de revisiones y su organización de desarrollo debe destinar el dinero 
para ello. Sin embargo, los resultados del ejemplo anterior dejanpocas dudas 
acerca de lo que puede pagar ahora o de que después deberá pagar mucho más. 
 
Las revisiones técnicas son una de las muchas acciones que se requieren 
como parte de lasbuenas prácticas de la ingeniería de software. Cada acción 
requiere un esfuerzo humano dirigido. Como el esfuerzo disponible para el proyecto 
es finito, es importante que una organización de software comprenda la eficacia de 
cada acción, definiendo un conjunto de métricas que puedan utilizarse para evaluar 
esa eficacia. Aunque se han definido muchas métricas para las revisiones técnicas, 





Las siguientes métricas para la revisión pueden obtenerse conforme se 
efectúe ésta: (1) Esfuerzo de preparación, Ep: esfuerzo (en horas-hombre) 
requerido para revisar un producto del trabajo antes de la reunión de revisión real. 
(2) Esfuerzo de evaluación, Ea: esfuerzo requerido (en horas-hombre) que se 
dedica ala revisión real. (3) Esfuerzo de la repetición, Er: esfuerzo (en horas-
hombre) que se dedica a la corrección de los errores descubiertos durante la 
revisión , (4) Tamaño del producto del trabajo, TPT: medición del tamaño del 
producto del trabajo quese ha revisado (por ejemplo, número de modelos UML o 
número de páginas de documento o de líneas de código)., (5) Errores menores 
detectados, Errores menores: número de errores detectados que pueden 
clasificarse como menores (requieren menos de algún esfuerzo especificado para 
corregirse), (6) Errores mayores detectados, Errores mayores: número de errores 
encontrados que pueden clasificarse como mayores (requieren más que algún 
esfuerzo especificado para corregirse).Estas métricas pueden mejorarse, 
asociando el tipo de producto del trabajo que se revisó con las métricas obtenidas. 
Análisis de las métricas. Antes de comenzar el análisis deben hacerse algunos 
cálculos sencillos. El esfuerzo total de revisión y el número total de errores 
descubiertos se definen como sigue: 
 
E   = Ep +Ea +Er 
Revisión 
Err           = Err menores +Err mayores 
Tot 
 
La densidad del error representa los errores encontrados por unidad de producto 
del trabajo revisada. 
 
Densidad del error = Errtot / TPT 
 
Por ejemplo, si se revisa un modelo de requerimientos con objeto de 
encontrar errores, inconsistencias y omisiones, es posible calcular la densidad del 
error en varias formas diferentes. El modelo de requerimientos contiene 18 




detecta 18 errores menores y 4 mayores. Por tanto, Errtot = 22. La densidad del 




Teoría Modelo de Calidad del Software ISO/IEC 2510 
 
 El modelo de calidad es la parte principal de un sistema de evaluación de 
la calidad del producto. El modelo de calidad determina qué características de 
calidad se tendrán en cuenta al evaluar las propiedades de un producto de software. 
La calidad de un sistema es el grado en que el sistema satisface las necesidades 
declaradas e implícitas de sus diferentes partes interesadas, y por lo tanto 
proporciona valor. Las necesidades de esos grupos de interés (funcionalidad, 
rendimiento, seguridad, mantenibilidad, etc.) son precisamente lo que se 
representa en el modelo de calidad, que clasifica la calidad del producto en 
características y subcaracterísticas. 
 
 El modelo de calidad del producto definido en ISO / IEC 25010 comprende 
las ocho características de calidad que se muestran en la siguiente figura 
 
 
Figura4. Modelo ISO / IEC 25010. 
 
Idoneidad funcional. Esta característica representa el grado en que un producto o 
sistema proporciona funciones que cumplen con las necesidades explícitas e 
implícitas cuando se usan bajo condiciones específicas. Esta característica se 
compone de las siguientes subcaracterísticas: Compleción funcional. Grado en el 
que el conjunto de funciones cubre todas las tareas especificadas y los objetivos 




proporciona los resultados correctos con el grado de precisión necesario. 
Adecuación funcional.  
 
 Grado en que las funciones facilitan la realización de tareas y objetivos 
Específicos. Eficiencia en el desempeño. Esta característica representa el 
rendimiento relativo a la cantidad de recursos utilizados en las condiciones 
establecidas. Esta característica se compone de las siguientes subcaracterísticas: 
Comportamiento del tiempo. Grado en el que los tiempos de respuesta 
yProcesamiento y las tasas de rendimiento de un producto o sistema, al realizar 
sus funciones, cumplen los requisitos. Utilización de recursos. Grado en el cual los 
montos y tipos de recursos utilizados por un producto o sistema, al realizar sus 
funciones, cumplen con los requisitos. Capacidad. Grado en el que los límites 
máximos de un producto o parámetro del sistema cumplen los requisitos. 
 
 Compatibilidad. Grado en el cual un producto, sistema o componente 
Puede intercambiar información con otros productos, sistemas o componentes, y / 
o realizar las funciones requeridas, mientras comparte el mismo entorno de 
hardware o software. Esta característica se compone de las siguientes 
subcaracterísticas: Coexistencia: grado en el cual un producto puede realizar sus 
funciones requeridas de manera eficiente mientras comparte un entorno y recursos 
comunes con otros productos, sin impacto perjudicial en ningún otro producto. 
Interoperabilidad: grado en el cual dos o más sistemas, productos o componentes 
pueden intercambiar información y usar la información que se ha intercambiado. 
 
Usabilidad. Grado en el cual un producto o sistema puede ser utilizado por 
usuarios específicos para alcanzar objetivos específicos con efectividad, eficiencia 
y satisfacción en un contexto de uso específico. Esta característica se compone de 
las siguientes subcaracterísticas: Idoneidad. Reconocimiento. Grado en el cual los 
usuarios pueden reconocer si un producto o sistema es apropiado para sus 
necesidades. Learnability. Grado en que un producto o sistema puede ser utilizado 
por usuarios específicos para lograr objetivos específicos de aprender a utilizar el 
producto o sistema con efectividad, eficiencia, ausencia de riesgo y satisfacción en 





Operabilidad. Grado en el cual un producto o sistema tiene atributos que 
hacen que sea fácil de operar y controlar. Protección contra errores de usuario 
Grado en el que un sistema protege a los usuarios contra errores. Estética de la 
interfaz de usuario. Grado en el cual una interfaz de usuario permite una interacción 
agradable y satisfactoria para el usuario. Accesibilidad. Grado al cual un producto 
o sistema puede ser utilizado por personas con la más amplia gama de 
características y capacidades para alcanzar un objetivo específico en un contexto 
de uso específico. 
 
Confiabilidad. Grado en el que un sistema, producto o componente realiza 
funciones especificadas en condiciones específicas durante un período de tiempo 
específico. Esta característica se compone de las siguientes subcaracterísticas: 
Madurez. El grado en que un sistema, producto o componente satisface 
necesidades de confiabilidad bajo operación normal. Disponibilidad. Grado en el 
cual un sistema, producto o componente es operacional y accesible cuando se 
requiere su uso. Tolerancia a fallos. Grado en el que un sistema, producto o 
componente funciona según lo previsto a pesar de la presencia de fallas de 
hardware o software. Recuperabilidad. Grado en el que, en caso de interrupción o 
falla, un producto o sistema puede recuperar los datos directamente afectados y 
restablecer el estado deseado del sistema. 
 
 Seguridad. Grado en que un producto o sistema protege la información y 
los datos para que las personas u otros productos o sistemas tengan el grado de 
acceso a los datos apropiado para sus tipos y niveles de autorización. Esta 
característica se compone de las siguientes subcaracterísticas: Confidencialidad.  
grado en el que un producto o sistema garantiza que los datos solo sean accesibles 
para los autorizados a acceder. Integridad. Grado en el que un sistema, producto o 
componente impide el acceso no autorizado o la modificación de programas o datos 
de computadora. No repudio grado en que se puede demostrar que las acciones o 






 Responsabilidad. Grado en el que las acciones de una entidad se pueden 
rastrear de manera única a la entidad. Autenticidad. Grado en el cual se puede 
probar que la identidad de un sujeto o recurso es la reclamada. 
Mantenibilidad. Esta característica representa el grado de efectividad y eficiencia 
con la que un producto o sistema puede ser modificado para mejorarlo, corregirlo o 
adaptarlo a los cambios en el entorno y en los requisitos. Esta característica se 
compone de las siguientes subcaracterísticas: 
 
 Modularidad. Grado en el cual un sistema o programa de computadora se 
compone de componentes discretos tales que un cambio en un componente tiene 
un impacto mínimo en otros componentes. Reusabilidad. Grado en el cual un activo 
puede ser utilizado en más de un sistema, o en la construcción de otros activos. 
Analizabilidad. Grado de efectividad y eficiencia con el cual es posible evaluar el 
impacto en un producto o sistema de un cambio intencional a una o más de sus 
partes, o diagnosticar un producto por deficiencias o causas de fallas, o identificar 
partes a ser modificadas. 
 
 Modificabilidad. Grado en que un producto o sistema puede ser modificado 
de manera efectiva y eficiente sin introducir defectos o degradar la calidad del 
producto existente. Testabilidad. Grado de eficacia y eficiencia con el que se puede 
establecer los criterios de prueba para un sistema, producto o componente y se 
pueden realizar pruebas para determinar si se han cumplido esos 
criterios.Portabilidad. Grado de eficacia y eficiencia con el que un sistema, producto 
o componente puede transferirse de un hardware, software u otro entorno 
operacional o de uso a otro. 
 
  Esta característica se compone de las siguientes subcaracterísticas: 
Adaptabilidad. Grado en el cual un producto o sistema puede ser adaptado efectiva 
y eficientemente para hardware, software u otros entornos operacionales o de uso 
diferentes o en evolución. Instalabilidad. Grado de eficacia y eficiencia con el que 
un producto o sistema puede instalarse y / o desinstalarse con éxito en un entorno 
específico. Reemplazabilidad Grado en el cual un producto puede reemplazar otro 






SQUARE: Modelo actualizado de las características de calidad 
Las características no funcionales de los sistemas de software tales como 
usabilidad, desempeño, seguridad, por mencionar algunasse vuelven cada día más 
importantes. Los usuarios, al percibirlas en unas aplicaciones, inconscientemente 
las esperan en otras. Los analistas saben que de por sí ya es difícil obtener con 
precisión los requerimientos funcionales, en el caso de los requerimientos no 
funcionales es todavía más complicado. 
Hasta hace poco el estándar ISO/IEC 9126-1 Quality Model, del año 2001 
fue la referencia básica de la clasificación de las características de calidad de 
software. Pero han pasado casi 10 años y la comunidad internacional decidió 
revisar este estándar para actualizarlo. De paso se cambió la numeración para abrir 
una nueva colección de estándares relacionados con la calidad de producto, la 
numeración de esta colección parte del 25000. El primer estándar de 
estacolecciónes el ISO/IEC FCD 25010: Systems and software engineering – 
System and software product Quality Requirements and Evaluation (SQuaRE) – 
System and software quality models. A continuación, se resumen elementos más 
importantes de este estándar. 
Con calidad de software nos referimos al grado en que un producto de 
software satisface las necesidades expresas e implícitas cuando se usa bajo 
condiciones específicas. Estas necesidades expresas e implícitas están 
representadas por el modelo de calidad que categoriza las características de 
calidad. 
El modelo de características de calidad se subdivide en dos vistas: calidad 
en uso y calidad de producto. La primera, identifica las características de calidad 
esperadas por un usuario del sistema y la segunda, las que debe cuidar el 
constructor del sistema. 
Calidad en uso. Definida como grado en que un producto, utilizado por 




con efectividad, eficiencia, seguridad y satisfacción en un contexto específico de 









Efectividad    Exactitud y completitud 
Eficiencia    Recursos gastados en relaciónA 
la exactitud y completitud lograda 
Satisfacción cumplimiento de  Propósito    Confianza  
PlacerConfort físico 
Satisfacción de necesidades 
Seguridad   Riesgo de daño   En salud o seguridad      
Riesgo de daño al Medioambiente  
No debe estar en peligro lavida, 
salud, integridad omedioambiente 
Contexto global   De uso                      Completoflexible Grado de uso con 
efectividadeficiencia, seguridad 
_________________________________________________________________    
Nota: Tomado dede https://sg.com.mx/content/view/990. 
Calidad de producto. Se define como grado en que un producto 
(sistema/software) cumple con las siguientes características: funcionalidad 
apropiada, fiabilidad, eficiencia en desempeño, usabilidad, seguridad, 











Tabla 4.  







______________________________________________________________________________________   
Funcionalidad  Apropiada Completa, correcta ,  Adecuada                satisfacción de las 
necesidades expresas e 
implícitas  cuando se usa bajo 
condiciones Especificas 
Fiabilidad Madurez, Disponibilidad, Tolerancia 
a  Fallas   Recuperable             
confianza en el sistema 
Eficiencia en 
Desempeño              
Tiempo de respuesta utilización de                
Recursos 
relativa a tamaño de recursos 
utilizado 
Usabilidad Fácil de aprender   Operable     usuario reconoce si producto 
cumple Necesidades 
Seguridad      Confiabilidad , Integridad                   información y datos protegidos 
Compatibilidad coexistencia más de un sistema , Comparte 
hardware y sw 
Mantenibilidad   Modularidad , Reusabilidad   eficacia y eficiencia en 
modificaciones 
Portabilidad adaptable Eficiencia para cambiar de Un 
amiente a otro. 
_________________________________________________________________   
 
Nota: Obtenido de https://sg.com.mx/content/view/990. 
 
A cada característica o sub-característica se asocian uno o más atributos de 
calidad que deben ser medibles. La definición de estos atributos y sus mediciones 
es actualmente el objeto de trabajo en la parte ISO/IEC 25021 de la colección 
SQuaRE.En cuanto a la relevancia, hasta hace poco la característica más 
importante de calidad de software fue la de funcionalidad apropiada. Para lograrla 
se han definido técnicas de captura y documentación de requerimientos 
funcionales, de las cuales los casos de uso son el mejor ejemplo. Sin embargo, las 
demás características, antes conocidas como no funcionales, han adquirido cada 
vez mayor importancia y son las que de manera implícita esperan los usuarios. Es 
por eso muy importante que los desarrolladores de software las conozcan y 
aprendan a identificarlas junto con sus clientes, plasmarlas en los diseños y 
probarlas antes de que el usuario sufra su ausencia. 
Afortunadamente no todos los sistemas requieren cumplir con todas las 
características mencionadas o cubrirlas con el mismo grado de profundidad. Esta 
es otra tarea muy importante para los analistas y los diseñadores. Saber identificar 
el grado real requerido por el cliente del cumplimiento de las características de 
calidad puede ahorrarles el disgusto del cliente y mucho re-trabajo o, cuando el 




que no es realmente requerida. 
25010 define dos modelos: (1) Un modelo de calidad en uso compuesto de 
cinco características (algunas de las cuales se subdividen en subcaracterísticas) 
que se relacionan con el resultado de interacción cuando un producto se usa en un 
contexto particular de uso. Esta el modelo del sistema es aplicable al sistema 
humano-computadora completo. • Un modelo de calidad del producto compuesto 
por ocho características (que son más subdividido en subcaracterísticas) que se 
relacionan con propiedades estáticas de software y propiedades dinámicas del 
sistema informático. (2) Las características definidas por ambos modelos son 
relevantes para todo el software productos y sistemas informáticos. Las 
características y subcaracterísticas que los caracterizan en los detalles 
proporcionan coherencia terminología para especificar, medir y evaluar sistema y 
software calidad del producto. También proporcionan un conjunto de características 
de calidad contra qué requisitos de calidad establecidos se pueden comparar para 
la integridad. (a) Modelos antiguos 9126 definidos internos, externos y en uso. 
 
En cuanto a los límites, es poco probable que las características 
ysubcaracterísticasestán siempre entre elloperfectamenteindependiente, las 
características y subcaracterísticasson propiedades abstractas que están 
relacionadas con uno o más indicadores que se miden por métricas. Estas no 
siempre están en relación lineal con características que estiman, falta, en cualquier 
caso, el vínculo entre el modelo cualitativo y "cómo" desarrollar bien entonces 
software. 
 
 El alcance de los modelos excluye propiedades puramente funcionales, pero 
incluye la idoneidad funcional.  Los destinatarios son: Usuarios, Desarrolladores / 
mantenedores, Cliente, Administradores del sistema, Clientes. 
 Ejemplos de uso: identificación de los requisitos de software y sistema , validar la 
exhaustividad de la definición de requisitos , identificación de los objetivos de diseño 
de software y sistema , identificación de objetivos de prueba de software y sistema 
, identificar los criterios de control de calidad como parte del aseguramiento de la 




ocupaciones , identificar los criterios para la aceptación de productos , proporcionar 
un marco para la definición de la calidad del software en un documento contractual. 
 
 La calidad de uso es lo que el usuario percibe en el uso del producto en su 
contexto real de uso, en particular la capacidad de tal producto para apoyarlo con 
eficacia y eficiencia en su trabajo, exhibiendo una buena usabilidad. Este tipo de 
calidad es lo que, sobre todo, el desarrollador debe esforzarse por hacer. Las 
propiedades intrínsecas del producto (aquellas medidasdirectamente en el código 
fuente). Se obtiene comenzando de: requisitos del usuario, que son 
especificaciones de calidad y especificada por el usuario, siempre que primera 
entrada al diseño, y especificaciones técnicas, que representan el calidad requerida 
por el usuario traducida por el desarrollador en la arquitectura de software, 
programa estructura y la interfaz de usuarioCaracterísticas del software: Eficacia, 
precisión e integridad con que el usuario logra objetivos específicos , Eficiencia, el 
esfuerzo en relación a la efectividad , Satisfacción, grado en que las necesidades 
del usuario están satisfechas cuando un producto o sistema se usa en un contexto 
de uso específico ,  Utilidad, grado en que un usuario está satisfecho con su 
percepción , logro de objetivos pragmáticos, incluidos los resultados de uso y las 
consecuencias del uso ,  Confianza, grado en que un usuario u otra parte interesada 
tiene confianza que un producto o sistema se comportará según lo previsto , Placer, 
grado en que un usuario obtiene placer de cumplir sus necesidades personales ,  
Confort, grado en el que el usuario está satisfecho con el físico comodidad. 
 
 Libertad de riesgo, grado en que un producto o sistema mitiga el riesgo 
potencial para el estado económico, la vida humana, la salud o el medio ambiente 
- Mitigación del riesgo económico, grado en que un producto o sistema mitiga el 
riesgo potencial para el estado financiero, operación eficiente, propiedad comercial, 
reputación u otros recursos en la intención contextos de uso - Mitigación del riesgo 
de salud y seguridad, grado en que un producto o sistema mitiga el riesgo potencial 
para las personas en la intención contextos de uso - Mitigación del riesgo ambiental, 
grado en que un producto o sistema mitiga el riesgo potencial para la propiedad o 





 Cobertura de contexto, grado en que un producto o sistema puede ser 
utilizado con efectividad, eficiencia, libertad de riesgo y satisfacción en ambos 
contextos de uso especificados y en contextos más allá de los inicialmente 
identificados explícitamente , Completitud del contexto, grado en que un producto 
o sistema puede ser utilizado con efectividad, eficiencia, libertad de riesgo y 
satisfacción en todos los contextos de uso especificados , Flexibilidad, grado en 
que un producto o sistema puede ser utilizado con efectividad, eficiencia, libertad 
de riesgo y satisfacción en contextos más allá de los especificados inicialmente en 
los requisitos . 
 
 Idoneidad funcional: grado en que un producto o sistema proporciona 
funciones que cumplen con los requisitos establecidos e implicaciones implícitas 
cuando se usan bajo condiciones específicas , (1) integridad funcional: grado en 
que el conjunto de funciones cubre todas las tareas especificadas y los objetivos 
del usuario , (2) corrección funcional: grado en que un producto o sistema 
proporciona los resultados correctos con el grado de precisión necesario , (3) 
idoneidad funcional: grado en que las funciones facilitan la realización de tareas y 
objetivos especificados. Ejemplo: A un usuario solo se le presenta los pasos 
necesarios para completar una tarea, excluyendo cualquier paso innecesario. 
Eficiencia de rendimiento: rendimiento relativo a la cantidad de recursos utilizados 
en virtud de lo establecido condiciones (los recursos pueden incluir otros productos 
de software, el software y el hardware) configuración del sistema y materiales (por 
ejemplo, papel de impresión, medios de almacenamiento). (a) comportamiento en 
el tiempo: grado en que los tiempos de respuesta y procesamiento y tasa de 
rendimiento de un producto o sistema, al realizar sus funciones, cumple con los 
requisitos , (b) utilización de recursos: grado en que las cantidades y tipos de 
recursos utilizados por un producto o el sistema, al realizar sus funciones, cumple 
con los requisitos (los recursos humanos son incluido como parte de la eficiencia) , 
(c) capacidad: grado en que los límites máximos de un producto o parámetro del 
sistema se encuentran requisitos (los parámetros pueden incluir la cantidad de 
elementos que se pueden almacenar, el número de usuarios concurrentes, el ancho 
de banda de comunicación, el rendimiento de las transacciones y el tamaño de base 





 Métricas de Completitud: integridad (a la especificación) de las funciones 
del Software: (1) # funciones disponibles / # funciones requeridas (proporción), (2) 
Corrección: corrección de las funciones, (3) #correcta resultados / # resultados 
(proporción), (4) Media y desviación estándar del error (al menos), (5) Adecuación: 
adecuación (a la especificación) de las funciones delsoftware, (6) # funciones / 
funciones de # apropiadas (proporción). 
 
 Métricas de eficiencia de rendimiento: (1) Comportamiento de tiempo, (2) 
desviación media y estándar del tiempo necesario para completar una función (max, 
min también son útiles), (3) Funciones importantes, (4) todas las funciones 
(ponderadas), (5)  Utilización de recursos: (6)  media y desviación estándar de, (7)  
Uso de CPU, (8) Uso de memoria, (9)  Número de archivo abierto. 
 
 Compatibilidad: grado en que un producto, sistema o componente puede 
intercambiar información con otros productos, sistemas o componentes, y / o realiza 
sus funciones requeridas, mientras comparte el mismo entorno de hardware o 
software. Coexistencia: grado en que un producto puede realizar sus funciones 
requeridas de manera eficiente mientras comparte un ambiente y recursos con 
otros productos, sin impacto perjudicial en ningún otro producto. Interoperabilidad: 
grado en que dos o más sistemas, productos o componentes pueden intercambiar 
información y uso la información que ha sido intercambiada Usabilidad: grado en 
que un producto o sistema puede ser utilizado por usuarios específicos para lograr 
objetivos específicos con eficacia, eficiencia y satisfacción en un contexto de uso 
específico (la usabilidad se puede especificar o medir como una característica de 
calidad del producto en términos de sus subcaracterísticas, o especificada o medida 
directamente por medidas que son un subconjunto de calidad en uso). 
 
Reconocimiento de idoneidad: grado en que los usuarios pueden reconocer 
si un producto o sistema es apropiado para sus necesidades (la reconocibilidad de 
la idoneidad dependerá de la capacidad de reconocer la idoneidad de las funciones 
del producto o del sistema a partir de impresiones iniciales del producto o sistema 




producto o sistema puede ser utilizado por usuarios específicos para lograr 
objetivos específicos de aprender a usar el producto o sistema con efectividad, 
eficiencia, ausencia de riesgo y satisfacción en un entorno específico contexto de 
uso.  
 
Operabilidad: grado en que un producto o sistema tiene atributos que 
facilitan su operación y control. Protección de error de usuario: grado en que un 
sistema protege a los usuarios contra errores de fabricación. Estética de la interfaz 
del usuario: grado en que una interfaz de usuario permite una interacción agradable 
y satisfactoria para el usuario. Accesibilidad: grado en que un producto o sistema 
puede ser utilizado por personas con la más amplia gama de características y 
capacidades para alcanzar un objetivo específico en un contexto de uso específico 
(El rango de capacidades incluye discapacidades asociadas con la edad).  
 
Métricas de usabilidad: Reconocimiento de la adecuación. (1)  media y 
desviación estándar del tiempo necesario para entender las funcionalidades del 
software , (2)  Cuestionarios (escalas de Likert) , (3) Learnability: , (4)  media y 
desviación estándar del tiempo necesario para aprender usar (hasta el 95% de las 
funcionalidades del software) ,(5)  Cuestionarios (escalas de Likert) , (6) 
Operabilidad: fácil de operar , (7)  # de funciones máximas de tres pasos / # de 
funciones (proporción) , (8)  Estética de la interfaz de usuario: , (9)  Cuestionarios 
(escalas de Likert). 
Confiabilidad: grado en que un sistema, producto o componente realiza 
funciones especificadas bajo especificación condiciones para un período de tiempo 
específico (el desgaste no ocurre en el software. Las limitaciones en la confiabilidad 
son debidas a fallas en los requisitos, diseño e implementación, o debido a cambios 
contextuales). (1) madurez: grado en que un sistema, producto o componente 
satisface las necesidades de confiabilidad bajo condiciones normales operación. 
(2) disponibilidad: grado en que un sistema, producto o componente es operacional 
y accesible cuando requerido para el uso (Externamente, la disponibilidad se puede 
evaluar por la proporción de tiempo total durante el cual el sistema, producto o 
componente está en estado activo).(3) tolerancia a fallas: grado en que un sistema, 




de hardware o software. (4) capacidad de recuperación: grado en el que, en caso 
de interrupción o falla, un producto o sistema puede recuperar los datos 
directamente afectados y restablecer el estado deseado del sistema Seguridad: 
grado en que un producto o sistema protege la información y los datos para que las 
personas u otras los productos o sistemas tienen el grado de acceso a datos 
apropiado para sus tipos y niveles de autorización. (5) confidencialidad: grado en 
que un producto o sistema garantiza que los datos sean accesibles solo para 
aquellos autorizados para tener acceso.(6) integridad: grado en que un sistema, 
producto o componente impide el acceso no autorizado, o modificación de 
programas de computadora o datos. (7) no repudio: grado en que se puede 
demostrar que las acciones o eventos tuvieron lugar, de modo que los eventos o 
acciones no pueden ser repudiados más tarde. (8) responsabilidad: grado en que 
las acciones de una entidad se pueden rastrear de manera única a la entidad. (9) 
autenticidad: grado en que puede demostrarse que la identidad de un sujeto o 
recurso es la única reclamado. 
 
Métricas de fiabilidad: Madurez. (1) MTBF (tiempo medio entre fallas). (2) 
Disponibilidad. (3) Corregir el tiempo de trabajo / tiempo de uso (proporción real: 
fracción). (4) Tolerancia a fallos. (5) # de funciones disponibles después del error ei 
/ # de función disponible (proporción). (6) Desviación media y estándar de las 
funciones disponibles después de un conjunto de errores. (7) Recuperabilidad.(8) 
media y desviación estándar del tiempo necesario para restaurar el sistema 
después de una interrupción. (9) media y desviación estándar de los datos perdidos 
debido a una interrupción (proporción). 
 
Métricas de seguridad. Confidencialidad / Integridad: acceso no autorizado 
al software funciones. (1)  Probabilidad de acceso no autorizado (definición 
operativa difícil). (2) # acceso no autorizado exitoso / # de acceso no autorizado 
(proporción). (3) Longitud de la clave de cifrado.Mantenibilidad: grado de efectividad 
y eficiencia con la cual un producto o sistema puede ser modificado por el objetivo 
mantenedores (las modificaciones pueden incluir correcciones, mejoras o 
adaptación del software a cambios en medio ambiente, y en requisitos y 




de computadora se compone de componentes discretos tales que un cambio a un 
componente tiene un impacto mínimo en otros componentes. Reutilización: grado 
en que un activo puede ser utilizado en más de un sistema o en la construcción de 
otros activos. 
 
Analizabilidad: grado de efectividad y eficiencia con el que es posible evaluar 
el impacto en un producto o sistema de un cambio intencionado a una o más de 
sus partes, o para diagnosticar un producto por deficiencias o causas de fallas, o 
para identificar partes a ser modificadas. Modificabilidad: grado en que un producto 
o sistema puede ser modificado de manera efectiva y eficiente sin introducir 
defectos o degradación de la calidad del producto existente. Capacidad de 
comprobación: grado de eficacia y eficiencia con el que se pueden establecer 
criterios de prueba para un sistema, producto o componente y las pruebas se 
pueden realizar para determinar si esos criterios se han cumplido.  
 
Portabilidad: grado de efectividad y eficiencia con la cual un sistema, 
producto o componente puede ser transferido desde un hardware, software u otro 
entorno operativo o de uso a otra portabilidad se puede interpretar como una 
capacidad inherente del producto o sistema para facilitar las actividades de 
portabilidad, o la calidad en el uso experimentada con el objetivo deportar el 
producto o sistema. Adaptabilidad: grado en que un producto o sistema puede ser 
adaptado efectiva y eficientemente para diferentes o en evoluciónhardware, 
software u otros entornos operacionales o de uso. Instabilidad: grado de eficacia y 
eficiencia con el que un producto o sistema puede instalarse con éxito y / o 
desinstalado en un entorno específico (si el producto o sistema debe ser instalado 
por un usuario final, la capacidad de instalación puede afectarla idoneidad y 
operatividad funcional resultante). Capacidad de reemplazo: grado en que un 
producto puede reemplazar otro producto de software especificado para el mismo 
propósito en el mismo entorno (por ejemplo, la capacidad de reemplazo de una 
nueva versión de un producto de software es importante para el usuario al 
actualizar). 
 




/ # de clases. (3) Analizabilidad. (4)  # fuentes de errores descubiertas / mano de 
obra (proporción). (5) Complejidad ciclomática de Mc Cabe (indicador). (6)  
Modificabilidad. () #Errores corregidos fijos / mano de obra (proporción). (8)  # 
nuevos errores descubiertos durante la prueba de regresión / # errores fijos – 
Testabilidad. (9) Nº de cambios probados / mano de obra (proporción).Métricas de 
portabilidad: (1) Adaptabilidad. (2) Nº de modificaciones después de haber 
cambiado el entorno operativo. (3) mano de obra. (4) Normalizado (KLOC / FP). (5) 
Instalabilidad. (6) media y desviación estándar del tiempo necesario para instalar el 
sw. () Nº de problemas / cantidad de instalaciones (proporción). (7) 
Reemplazabilidad. (8) # de modificaciones. (9) mano de obra. (10) Tiempo de 
entrenamiento. (11) Normalizado (KLOC / FP).Hay 3 tipos de medidas 1. Directo, 
detectable sin la influencia de factores externos, como el entorno (hw y sw) en el 
que el software "enciende" el comportamiento y características de los usuarios, etc. 
Ejemplo de estas medidas son las que se encuentran en el código fuente (análisis 
estático y lectura de código) y los encontrados por una lectura de documentos 
específicos.  2. no directo, derivado de medidas de uno o más atributos.  
 
Por ejemplo, las medidas relacionadas con los tiempos de respuesta 
dependen no solo del comportamiento del software en sí, sino también el entorno 
operativo en el que se ejecuta el software (hw y sw). 3. indicadores: algunas 
medidas pueden estimarse a partir de otras medidas (útiles en el caso de medidas 
que no pueden detectarse directamente). Por ejemplo, el tiempo de respuesta del 
software no se puede medir cuando el sw está todavía en un estado inalcanzable. 
Por lo tanto, la longitud del código se puede utilizar de una manera simple y áspera 
indicador de cuál será el tiempo de respuesta del producto en el entorno de utilizar. 
 
ISO / IEC 25010: 2011 define: Un modelo de calidad en uso compuesto por 
cinco características (algunas de las cuales se subdividen en subcaracterísticas) 
que se relacionan con el resultado de la interacción cuando un producto se utiliza 
en un contexto particular de uso. Este modelo de sistema es aplicable al sistema 
humano-computadora completo, incluidos los sistemas informáticos en uso y los 
productos de software en uso. Un modelo de calidad del producto compuesto por 




con las propiedades estáticas del software y las propiedades dinámicas del sistema 
informático. El modelo es aplicable tanto a sistemas informáticos como a productos 
de software.  
 
Las características definidas por ambos modelos son relevantes para todos 
los productos de software y sistemas informáticos. Las características y 
subcaracterísticas proporcionan terminología coherente para especificar, medir y 
evaluar la calidad del producto de sistema y software. También proporcionan un 
conjunto de características de calidad contra las cuales los requisitos de calidad 
establecidos se pueden comparar para que estén completos. Aunque el alcance 
del modelo de calidad del producto está destinado a ser software y sistemas 
informáticos, muchas de las características también son relevantes para sistemas 
y servicios más amplios. ISO / IEC 25012 contiene un modelo de calidad de datos 
que es complementario a este modelo. El alcance de los modelos excluye 
propiedades puramente funcionales, pero incluye la idoneidad funcional.  
 
El alcance de la aplicación de los modelos de calidad incluye la 
especificación de soporte y evaluación de sistemas informáticos intensivos en 
software y software desde diferentes perspectivas por aquellos asociados con su 
adquisición, requisitos, desarrollo, uso, evaluación, soporte, mantenimiento, 
garantía y control de calidad, y auditoría. Los modelos pueden, por ejemplo, ser 
utilizados por desarrolladores, adquirentes, personal de control de calidad y 
evaluadores independientes, en particular los responsables de especificar y evaluar 
la calidad del producto de software. Las actividades durante el desarrollo del 
producto que pueden beneficiarse del uso de los modelos de calidad incluyen: 
identificar el software y los requisitos del sistema; validar la amplitud de una 
definición de requisitos; identificar el software y los objetivos de diseño del sistema; 
identificar los objetivos de prueba de software y sistema; identificar los criterios de 
control de calidad como parte del aseguramiento de la calidad; identificar los 
criterios de aceptación para un producto de software y / o un sistema informático 
intensivo en software; establecer medidas de características de calidad en apoyo 





Teoría del Estándar para métricas de calidad de software IEEE 1061-1998 
 
 El sponsor de este estándar fue el Comité de Normas de Ingeniería de 
Software del IEEE ComputerSociety. En febrero de 1984, se aprobó un proyecto 
para desarrollar un estándar para una metodología de métricas de calidad del 
software. y se formó un grupo de trabajo, porque no existía un estándar IEEE que 
cubriera el campo de métricas de calidad de software. En diciembre de 1992, el 
Consejo de Normas del IEEE aprobó IEEE Std 1061-1992. Fue publicado por IEEE 
el 12 de marzo de 1993. Este fue el primer estándar IEEE que se ocupó de las 
métricas de calidad. Es importante que los usuarios de este estándar entiendan que 
este es un estándar de proceso, y no un estándar que requiere métricas específicas 
para su uso.  
 
 
 La filosofía de este estándar es que una organización puede emplear 
cualquier grupo de métricas que considere más apropiadas para sus aplicaciones, 
siempre que se siga la metodología y las métricas estén validadas. Otra razón para 
este enfoque es que no hubo consenso sobre qué métricas para mandato de uso 
(las disposiciones de una norma son obligatorias, no opcionales). De acuerdo con 
este enfoque fue la carta constitutiva del Grupo de Trabajo, según lo dispuesto en 
la aprobación de la Junta de Estándares IEEE de la autorización del proyecto 
solicitud (PAR), que pedía que se desarrollara una metodología estándar.  
 
 Debido a la regla IEEE de que un estándar debe ser revisado o reafirmado 
dentro de los cinco años de la emisión, un PAR para una la revisión fue presentado 
y aprobado en 1998. La revisión fue reiniciada y recirculada, y los comentarios se 
resolvieron en 1998. La norma obtuvo la tasa de aprobación necesaria durante la 
votación y se presentó a la Junta de Normas IEEE-SA, que lo aprobó en diciembre 
de 1998. 
 
 La calidad del software es el grado en que el software posee una 
combinación deseada de atributos. Esta deseada combinación de atributos debe 




intuición. Para el propósito de esta norma, definir la calidad del software para un 
sistema equivale a definir una lista de atributos de calidad de software requeridos 
para ese sistema. Para medir los atributos de calidad del software, un apropiado 
Conjunto de métricas de software debe ser identificado. El objetivo de las métricas 
de software es realizar evaluaciones a lo largo del ciclo de vida del software sobre 
si los requisitos de calidad del software se están cumpliendo. El uso de métricas de 
software reduce la subjetividad en la evaluación y control de la calidad del software 
al proporcionar una base cuantitativa para tomar decisiones sobre el software 
calidad.  
 
 Sin embargo, el uso de métricas de software no elimina la necesidad de 
juicio humano en las evaluaciones de software. Se espera que el uso de las 
métricas de software dentro de una organización o proyecto tenga un beneficio 
efecto haciendo que la calidad del software sea más visible. Más específicamente, 
el uso de la metodología de esta norma para medir la calidad permite a una 
organización (1)  Lograr objetivos de calidad; (2) Establecer los requisitos de calidad 
para un sistema desde el principio; (3)  Establecer criterios y estándares de 
aceptación; (4) Evaluar el nivel de calidad logrado contra los requisitos 
establecidos; (5) Detectar anomalías o señalar problemas potenciales en el 
sistema; (6)  Predecir el nivel de calidad que se logrará en el futuro; (7)  Monitorear 
los cambios en la calidad cuando se modifica el software; 88)  Evaluar la facilidad 
de cambio en el sistema durante la evolución del producto; (9)  Validar un conjunto 
de medidas. Para lograr estos objetivos, las métricas de procesos y productos 
deben estar representadas en el plan de métricas del sistema. 
 
 Este estándar se divide en cuatro cláusulas. La cláusula 1 proporciona el 
Alcance de esta norma. La cláusula 2 proporciona un conjunto de definiciones. La 
cláusula 3 proporciona una descripción general del marco para las métricas de 
calidad del software. La cláusula 4 proporciona una metodología para métricas de 
calidad de software. También en este estándar hay tres anexos que están incluidos 
solo con fines ilustrativos y de referencia.  Esta norma proporciona una 
metodología para establecer los requisitos de calidad e identificar, implementar, 




Esta metodología se aplica a todo el software en todas las fases de cualquier ciclo 
de vida del software. Esta norma no prescribe métricas específicas.  
 
 Este estándar está destinado a aquellos asociados con la adquisición, 
desarrollo, uso, soporte, mantenimiento, y auditoría de software. El estándar está 
especialmente dirigido a aquellos que miden o evalúan la calidad del software. Este 
estándar puede ser utilizado por lo siguiente: (1) Un gerente de adquisición / 
proyecto para identificar, definir y priorizar los requisitos de calidad para un sistema; 
(2) Un desarrollador de sistemas para identificar rasgos específicos que deberían 
integrarse en el software para cumplir los requisitos de calidad; (3) Una 
organización de aseguramiento / control / auditoría de calidad y un desarrollador de 
sistemas para evaluar si la calidad se están cumpliendo los requisitos; (4) Un 
mantenedor del sistema para ayudar a implementar modificaciones durante la 
evolución del producto; (5) Un usuario para ayudar a especificar los requisitos de 
calidad para un sistema. 
 
 La aplicación de una metodología de métricas de calidad de software 
cumple con este estándar si se cumplen todas las disposiciones necesarias. Para 
los propósitos de esta norma, se aplican los siguientes términos y definiciones. 
IEEE Std 100-1996 e IEEE. Se debe hacer referencia a Std 610.12-1990 para 
términos no definidos en esta cláusula. Atributo: una propiedad física o abstracta 
medible de una entidad. Rango crítico: valores métricos utilizados para clasificar el 
software en las categorías de aceptable, marginal o inaceptable. Valor crítico: valor 
métrico de una métrica validada que se utiliza para identificar el software que tiene 
inaceptable calidad. 
 
 Métrica directa: una métrica que no depende de una medida de ningún otro 
atributo. Valor métrico directo: un objetivo numérico para un factor de calidad que 
debe cumplirse en el producto final. Por ejemplo, el tiempo medio hasta el fallo 
(MTTF) es una medida directa de la fiabilidad final del sistema. Medida: (A) Una 
forma de determinar o evaluar el valor comparándolo con una norma. (B) Para 




a una entidad para describir un atributo de esa entidad Una figura, extensión o 
cantidad obtenida midiendo. Métrica: Ver: métrica de calidad del software. 
 
 El término métrica se usa en lugar del término métrica de calidad de 
software en este estándar. Marco de métricas: una ayuda de decisión utilizada para 
organizar, seleccionar, comunicar y evaluar los atributos de calidad requeridos para 
un sistema de software. Un desglose jerárquico de los factores de calidad, 
subfactores de calidad, y métricas para un sistema de software. Muestra de 
métricas: conjunto de valores de métrica que se extrae de la base de datos de 
métricas y se utiliza en la validación de métricas. 
 
 Validación métrica: el acto o proceso de asegurar que una métrica 
pronostica o evalúa confiablemente un factor de calidad. Valor métrico: una salida 
métrica o un elemento que está dentro del rango de una métrica. Métrica predictiva: 
métrica aplicada durante el desarrollo y utilizada para predecir los valores de un 
factor de calidad de software. Valor predictivo métrico: un objetivo numérico 
relacionado con un factor de calidad que debe cumplirse durante el desarrollo del 
sistema. 
 
 Este es un requisito intermedio que es un indicador temprano del 
rendimiento final del sistema. Por ejemplo, los errores de diseño o de código 
pueden ser pronosticadores tempranos de la confiabilidad final del sistema. Métrica 
de proceso: una medida utilizada para medir las características de los métodos, las 
técnicas y las herramientas empleado en el desarrollo, implementación y 
mantenimiento del sistema de software. Métrica del producto: una métrica utilizada 
para medir las características de cualquier producto intermedio o final del proceso 
de desarrollo de software. Atributo de calidad: una característica del software, o un 
término genérico que se aplica a factores de calidad, subfactoresde calidado 
valores métricos. Factor de calidad: un atributo de software orientado a la gestión 
que contribuye a su calidad. Muestra de factor de calidad: un conjunto de valores 
de factor de calidad que se extrae de la base de datos de métricas y se utiliza en la 
validación de métricas. Valor del factor de calidad: un valor de la métrica directa 





 Requisito de calidad: un requisito de que un atributo de software esté 
presente en el software para satisfacer un contrato, estándar, especificación u otro 
documento formalmente impuesto.Subfactor de calidad: descomposición de un 
factor de calidad o subfactor de calidad en sus componentes técnicos. Componente 
de software: término general utilizado para referirse a un sistema de software o un 
elemento, como un módulo, unidad, datos o documento. Métrica de calidad del 
software: una función cuyas entradas son datos de software y cuya salida es un 
solo valor numérico que puede interpretarse como el grado en que el software 
posee un atributo determinado que afecta su calidad. Esta definición difiere de la 
definición de métrica de calidad que se encuentra en IEEE Std 610.12-1990. 
Métrica validada: una métrica cuyos valores se han asociado estadísticamente con 
valores correspondientes al factor de calidad. 
 
 La calidad del software es el grado en que el software posee una 
combinación deseada de atributos de calidad. El propósito de las métricas del 
software es realizar evaluaciones a lo largo del ciclo de vida del software sobre si 
los requisitos de calidad del software se están cumpliendo. El uso de métricas de 
software reduce la subjetividad en la evaluación y el control de la calidad del 
software al proporcionar una base cuantitativa para tomar decisiones sobre la 
calidad del software. 
 
 Sin embargo, el uso de métricas de software no elimina la necesidad de 
juicio humano en las evaluaciones de software. Se espera que el uso de las 
métricas de software dentro de una organización o proyecto tenga un efecto 
beneficioso haciendo que la calidad del software sea más visible. Más 
específicamente, el uso de la metodología de esta norma para medir la calidad 
permite a una organización (1) Evaluar el logro de objetivos de calidad; (2)  
Establecer los requisitos de calidad para un sistema desde el principio; (3)  
Establecer criterios y estándares de aceptación; 84)  Evaluar el nivel de calidad 
logrado contra los requisitos establecidos; (5) Detectar anomalías o señalar 
problemas potenciales en el sistema; (6) Predecir el nivel de calidad que se logrará 




software;(8) Evaluar la facilidad de cambio en el sistema durante la evolución del 
producto; (9) Validar un conjunto de medidas. 
 
 El marco de medición de la calidad del software que se muestra en la 
Figura 5 está diseñado para ser flexible. Permite adiciones, eliminaciones y 
modificaciones de factores de calidad, subfactores de calidad y métricas. Cada nivel 
puede ser expandido a varios subniveles. El marco se puede aplicar a todos los 
sistemas y se puede adaptar según corresponda sin cambiar el concepto básico. 
 
 
Figura 5. Marco de métricas de calidad de software. Obtenido de IEEE 1061-1998. 
 
 El primer nivel de la jerarquía del marco de medición de la calidad del 
software comienza con el establecimiento de los requisitos de calidad mediante la 
asignación de diversos atributos de calidad, que se utilizan para describir la calidad 
del sistema de entidad X. Todos los atributos que definen los requisitos de calidad 
son acordados por el equipo del proyecto, y entonces las definiciones están 
establecidas. Los factores de calidad que representan la administración y las vistas 
orientadas al usuario son luego asignados a los atributos.  
 
 Si es necesario, los subfactores de calidad se asignan a cada factor de 




una representación cuantitativa de un factor de calidad. Por ejemplo, una métrica 
directa para la confiabilidad del factor podría ser el tiempo medio hasta la falla 
(MTTF). Identificar una o más métricas directas y valores objetivos para asociar con 
cada factor, como un tiempo de ejecución de1 hora, establecida por la 
administración del proyecto.  
 
 De lo contrario, no hay forma de determinar si el factor tienelogro. En el 
segundo nivel de la jerarquía están los subfactores de calidad que representan 
atributos orientados por software queindican calidad. Estos pueden obtenerse 
descomponiendo cada factor de calidad en atributos medibles de un software. Los 
subfactores de calidad son atributos independientes del software y, por lo tanto, 
pueden corresponder a másde un factor de calidad.  
 
 Los subfactores de calidad son atributos concretos del software que son 
más significativos que los factores de calidad para el personal técnico, como 
analistas, diseñadores, programadores, evaluadores y mantenedores. La 
descomposición de los factores de calidad en subfactores de calidad facilita la 
comunicación objetiva entre el gerente y el personal técnico con respecto a los 
objetivos de calidad. 
 
 En el tercer nivel de la jerarquía, los subfactores de calidad se 
descomponen en métricas utilizadas para medir el sistema, productos y procesos 
durante el ciclo de vida de desarrollo. Los valores métricos directos o valores de 
factor de calidad son típicamente no disponible o costoso de recolectar temprano 
en el ciclo de vida del software. De arriba a abajo, el marco facilita (1)  
Establecimiento de requisitos de calidad, en términos de factores de calidad, por 
parte de los gerentes al comienzo del sistema. Ciclo vital; (2) Comunicación de los 
factores de calidad establecidos, en términos de subfactores de calidad, a los 
personales; (3) Identificación de métricas relacionadas con los factores de calidad 
establecidos y los subfactores de calidad. 
 
 De abajo hacia arriba, el marco permite al personal gerencial y técnico 




software en el nivel de métricas; (5) Analizando los valores métricos para estimar y 
evaluar los factores de calidad. 
 
 
Teoría de La metodología de métricas de calidad del software 
 
 Como explico Senevirathne, et al (2012) la metodología de métricas de 
calidad del software es un enfoque sistemático para establecer requisitos de calidad 
y identificar, implementar, analizar y validar las métricas de calidad del software del 
producto y del proceso para sistema de software. Comprende cinco pasos. Estos 
pasos están destinados a aplicarse de forma iterativa porque los conocimientos 
adquiridos al aplicar un paso pueden mostrar la necesidad de una evaluación 
adicional de los resultados de los pasos anteriores. Cada paso indica las 
actividades necesarias para lograr los resultados indicados. 
 
 Establecer los requisitos de calidad del software. El resultado de este paso 
es una lista de los requisitos de calidad. Las actividades para lograr este resultado 
son: (a) Identificar una lista de posibles requisitos de calidad Identifique los 
requisitos de calidad que son aplicables al sistema de software. Use experiencia 
organizativa normas, regulaciones o leyes requeridas para crear esta lista. Además, 
enumere otros requisitos del sistema que puede afectar la viabilidad de los 
requisitos de calidad.  
 
 Considere los requisitos contractuales y la adquisición preocupaciones, 
tales como restricciones de costos o cronogramas, garantías, requisitos de métricas 
del cliente y interés propio organizacional no descarte requisitos mutuamente 
excluyentes en este punto. Centrarse en la calidad factor / combinaciones de 
métricas directas en lugar de métricas predictivas. Asegúrese de que todas las 
partes involucradas en la creación y el uso del sistema participen en los requisitos 
de calidad proceso de identificación. (b) Determinar la lista de requisitos de calidad 
Califique cada uno de los requisitos de calidad enumerados por importancia. 
Determine la lista de los posibles requisitos de calidad haciendo lo siguiente: a) 




requisitos con todos los involucrados.  
 
 Haga que cada grupo sopese los requisitos de calidad con los demás 
requisitos del sistema y restricciones asegúrese de que todos los puntos de vista 
sean considerados. b) Cree la lista de requisitos de calidad. Resuelva los resultados 
de la encuesta en una sola lista de calidad requisitos. Los factores de calidad 
propuestos para esta lista pueden ser cooperativos o conflictivos relaciones. 
Resuelva cualquier conflicto entre los requisitos en este punto. Además, si la 
elección de los requisitos de calidad entra en conflicto con el costo, el cronograma 
o la funcionalidad del sistema, y alteran uno u otro. Tenga cuidado al elegir la lista 
deseada para asegurarse de que los requisitos sean técnicamente factibles. 
Razonable, complementario, alcanzable y verificable.  
 
 Obtener el acuerdo de todas las partes en esta finalista. (c) Cuantificar 
cada factor de calidad. Para cada factor de calidad, asigne una o más métricas 
directas para representar el factor de calidad y asigne directivas valores métricos 
para servir como requisitos cuantitativos para ese factor de calidad.). Use métricas 
directas para verificar el logro del requerimiento de calidad. La lista cuantificada de 
requisitos de calidad y sus definiciones nuevamente son aprobadas por todas las 
partes involucradas. (2) Identificar métricas de calidad del software.  El resultado 
de este paso es un conjunto de medidas aprobado. Las actividades para lograr este 
resultado son: (a) Aplicar el marco de métricas de calidad del software.  
 
 La lista cuantificada de requisitos de calidad y sus definiciones 
nuevamente son aprobadas por todas las partes involucradas. Cree un cuadro de 
los requisitos de calidad basados en la estructura de árbol jerárquica que se 
encuentra en la Figura 1. En este punto, completa solo el nivel de factor de calidad. 
A continuación, descomponga cada factor de calidad en subfactores de calidad 
comoindicado en la Cláusula 3. Continuar la descomposición en subfactores de 
calidad para tantos niveles como sea necesario hastael nivel de subfactor de 
calidad está completo. Utilizando el marco de medidas de calidad del software, 





 Por cada métrica validada en el nivel métrico, asigne un valor objetivo y un 
valor crítico y rango que se debe alcanzar durante el desarrollo. Haga revisar el 
marco y los valores objetivos para las métricas revisadosy aprobados por todas las 
involucradasfiestas. Utilice solo métricas validadas (es decir, métricas directas o 
métricas validadas con respecto a las métricas directas) para evaluar la calidad 
actual y futura de los productos y procesos (ver 4.5 para una descripción de la 
metodología de validación).Conservar métricas no validadas como candidatos para 
análisis futuros. Además, use solo métricas que sean asociados con los requisitos 
de calidad del proyecto de software. 
 
 Documente cada métrica utilizando el formato que se muestra en la Tabla 
5. Realizar un análisis de costo-beneficio, Identificar los costos de implementación 
de las métricas Identifique y documente todos los costos asociados con cada 
métrica en el conjunto de medidas. Para cada métrica, estima y documenta los 
siguientes costos e impactos: a) Costos de utilización de métricas incurridos por la 
recopilación de datos; automatizar los cálculos de métricas; y aplicando, interpretar 
e informar los resultados; b) Costos de cambio de software incurridos al cambiar el 
proceso de desarrolloc) Cambios en la estructura organizativa de los costos 
incurridos al producir el software; d) Equipo especial requerido para implementar el 
plan de métricas; e) Capacitación requerida para implementar el plan de métricas. 
 
Tabla 5.  
Grupo de métricas 
_____________________________________________________________________________   
ItemDescription 
_____________________________________________________________________________   
Name   Name given to the metric.  
Costs  Costs of using the metric (see 4.2.2.1).  
Benefits  Benefits of using the metric (see 4.2.2.2).  
Impact  Indication of whether a metric can be used to alter or halt the project (ask, “Can the metric be used 
to indicate deficient software quality?”).  
Target value  Numerical value of the metric that is to be achieved in order to meet quality requirements. Include 
the critical value and the range of the metric.  
Quality factors Quality factors that are related to this metric.  
Tools  Software or hardware tools that are used to gather and store data, compute the metric, and analyze 
the results.  
Application  Description of how the metric is used and what its area of application is.  
Data items  Input values that are necessary for computing the metric values.  
Computation  Explanation of the steps involved in the metrics computation.  
Interpretation Interpretation of the results of the metrics computation (see 4.4.1). Considerations Considerations 
of the appropriateness of the metric (e.g., Can data be collected for this metric? Is the metric 




Training  required Training required to implement or use the metric.  
Example  An example of applying the metric.  
Validation  history Names of projects that have used the metric, and the validity criteria the metric has 
satisfied.  
References  References, such as a list of projects and project details, giving further details on understanding or 
implementing the metric 
_______________________________________________________________________________   
Nota: Tomado de IEEE 1061-1992 
 
 Identifique y documente los beneficios que están asociados con cada 
métrica en el conjunto de métricas. Considerar incluir lo siguiente: a) Identificar 
objetivos de calidad y aumentar la conciencia de los objetivos. b) Proporcionar 
retroalimentación oportuna de problemas de calidad al proceso de desarrollo.c) 
Aumentar la satisfacción del cliente mediante la cuantificación de la calidad del 
software antes de que se entregue. d) Proporcionar una base cuantitativa para 
tomar decisiones sobre la calidad del software. e) Reducir los costos del ciclo de 
vida del software al mejorar la eficiencia del proceso.  
 
 Ajuste el conjunto de medidas. Pondere los beneficios, tangibles e 
intangibles, contra los costos de cada métrica. Si los costos exceden los beneficios 
de una métrica determinada, modifíquela o elimínela del conjunto de medidas. Por 
otro lado, para métricas que permanecen, haga planea cualquier cambio necesario 
en el proceso de desarrollo de software, estructura organizacional, herramientas y 
formación. En la mayoría de los casos, no será posible cuantificar los beneficios. 
En estos casos, ejercite el juicio al pesar beneficios cualitativos contra costos 
cuantitativos.  
 
 Ganar compromiso con el conjunto de métricas Haga que todas las partes 
involucradas revisen las métricas ajustadas. Haga que las métricas establecidas 
sean adoptadas y respaldadas por este grupo. (3) Implementar las métricas de 
calidad del software. Los resultados de este paso son una descripción de los 
elementos de datos, una matriz de trazabilidad y un plan de capacitación y 
programar. Las actividades para lograr este resultado son :(a) Definir los 
procedimientos de recopilación de datos Para cada métrica en el conjunto de 
medidas, determine los datos que se recopilarán y determine los supuestos eso se 





 Muestra el flujo de datos desde el punto de recolección hasta la evaluación 
de las métricas. Identificar herramientas y describir cómo se usarán. Describe los 
procedimientos de almacenamiento de datos. Establecer una matriz de trazabilidad 
entre las métricas y los elementos de datos. Identifique las entidades de la 
organización que participarán en la recopilación de datos, incluidos los 
responsables de monitorear la recolección de datos. Describa la capacitación y la 
experiencia requeridas para la recopilación de datos y la capacitación proceso para 
el personal involucrado. 
 
 Describa cada elemento de datos a fondo, utilizando el formato que se 
muestra en la figura 9. Prototipo del proceso de medición. Pruebe los 
procedimientos de recopilación de datos y cálculo de métricas en el software 
seleccionado que actuará como un prototipo. Seleccione muestras que sean 
similares a los proyectos en los que se usarán las métricas. Haga un análisis para 
determinar si los datos se recopilan de manera uniforme y si las instrucciones se 
han interpretado de manera coherente.  
 
 En particular, verifique los datos que requieren juicios subjetivos para 
determinar si las descripciones y las instrucciones son claras lo suficiente para 
garantizar resultados uniformes. Examine el costo del proceso de medición del 
prototipo para verificar o mejorar el análisis de costos. Use los resultados 
recopilados del prototipo para mejorar las descripciones métricas (consulte la  
 1) y las descripciones de elementos de datos (ver Tabla 9). (b)Recolectar los datos 
y calcular los valores métricos Utilizando los formatos de las Tablas 5y6, recopile y 
almacene datos en la base de datos de métricas del proyecto en el lugar apropiado. 

















Descripción de ítems de datos. 
_______________________________________________________________________________   
Item                               Description 
_______________________________________________________________________________________   
Name   Name given to the data item. 
Metrics  Metrics that are associated with the data item.  
Definition  Straightforward description of the data item.  
Source   Location of where the data item originates.  
Collector  Entity responsible for collecting the data.  
Timing  Time(s) in life cycle at which the data item is to be collected. (Some data items are collected 
more than once.)  
Procedures  Methodology (e.g., automated or manual) used to collect the data.  
Storage  Location of where the data are stored.  
Representation Manner in which the data are represented, e.g., precision and format (Boolean,  
Dimensionless, etc.).  
Sample  Method used to select the data to be collected and the percentage of the available data that 
is to be collected.  
Verification  Manner in which the collected data are to be checked for errors.  
Alternatives  Methods that may be used to collect the data other than the preferred method. Integrity  
 Person(s) or organization(s) authorized to alter the data item and under what  
Conditions. 
______________________________________________________________________________   
Nota: Obtenido de IEEE 1061-1998. 
 
 Supervise la recopilación de datos. Si se utiliza una muestra de datos, 
verifique que los requisitos como la aleatoriedad, el mínimo tamaño de muestra y 
muestreo homogéneo. Verificar la uniformidad de los datos si más de una persona 
lo está coleccionando Calcule los valores de la métrica de los datos recopilados. 
 
 (4) Analice los resultados de las métricas del software. Los resultados de 
este paso son cambios en la organización y el proceso de desarrollo, que se indican 
a partir de interpretar y usar los datos de medición. Las actividades para lograr este 
resultado son: (a) Interpretar los resultados. Interpreta y registra los resultados. 
Analice las diferencias entre los datos métricos recopilados y los valores objetivos. 
Investigue las diferencias significativas. Identificar la calidad del software,  
Identifique y revise los valores de métrica de calidad para los componentes de 
software. Identificar valores de métricas de calidad que son fuera de los intervalos 




Inaceptable la calidad puede manifestarse como una complejidad excesiva, 
documentación inadecuada, falta de rastreabilidad u otro atributo indeseable. 
 
 La existencia de tales condiciones es una indicación de que el software 
puede no satisfacer requisitos de calidad cuando se vuelva operativo. Debido a que 
muchas de las métricas directas que generalmente son no se pueden obtener 
interés durante el desarrollo del software (por ejemplo, métricas de confiabilidad), 
use métricas validadas cuando las métricas directas no están disponibles. Use 
métricas directas o validadas para los componentes y procesos de software. 
Compare los valores de métrica con los valores críticos de las métricas. Analizar en 
detalle los componentes del software cuyos valores se desvían de los valores 
críticos.  
 
 Dependiendo de los resultados del análisis, rediseñe (aceptable la calidad 
se logra mediante el rediseño), chatarra (la calidad es tan pobre que el rediseño no 
es factible) o no cambia (las desviaciones de los valores métricos críticos se 
consideran insignificantes) los componentes del software. (b) Hacer predicciones 
de calidad del software. Use métricas validadas durante el desarrollo para hacer 
predicciones de valores de métricas directas. Comparar predicho valores de 
métricas directas con valores objetivo para determinar si marcar los componentes 
de software para obtener información detallada de análisis.  
 
 Haga predicciones para los componentes de software y los pasos del 
proceso. Analizar en detalle los componentes del softwarey los pasos del proceso 
cuyos valores de métrica directos pronosticados se desvían de los valores objetivo. 
(c) Asegurar el cumplimiento de los requisitos. Use métricas directas para 
garantizar el cumplimiento de los productos de software con los requisitos de 
calidad durante el sistema y test de aceptación. Use métricas directas para los 
componentes de software y los pasos del proceso. Compara estas métricasvalores 
con valores objetivo de las métricas directas. Clasificar componentes de software y 






 (5) Validar las métricas de calidad del software. El resultado de este paso 
es un conjunto de métricas validadas para realizar predicciones de valores de 
factores de calidad. Las actividades para lograr este resultado son: (a) Aplicar la 
metodología de validación. El objetivo de la validación de métricas es identificar las 
métricas de producto y proceso que pueden predecir especificadas los valores del 
factor de calidad, que son representaciones cuantitativas de los requisitos de 
calidad. Las métricas indicarán si los requisitos de calidad se han logrado o es 
probable que se logren en el futuro.  
 
 Cuando es posible medir los valores del factor de calidad en el punto 
deseado del ciclo de vida, las mediciones directas se usarán para evaluar la calidad 
del software. En algunos puntos del ciclo de vida, ciertos valores del factor de 
calidad (p. Ej., Fiabilidad) son no disponible. Se obtienen después del parto o al 
final del proyecto. En estos casos, las métricas validadas serán usadas al inicio de 
un proyecto para predecir los valores del factor de calidad.  
 La validación no significa una validación universal de las métricas para 
todas las aplicaciones. Más bien se refiere a la validación la relación entre un 
conjunto de métricas y un factor de calidad para una aplicación determinada. El 
historial de la aplicación de métricas indica que las métricas predictivas rara vez se 
validaron (es decir, era no demostrado a través del análisis estadístico que las 
métricas midieron las características del software que pretendió medir).  
 
 Sin embargo, es importante que las métricas predictivas se validen antes 
de que se utilicen para evaluar la calidad del software. De lo contrario, es posible 
que las métricas se apliquen incorrectamente (es decir, se pueden usar métricas 
que tienen poco o no tiene relación con las características de calidad 
deseadas).Aunque los subfactores de calidad son útiles al identificar y establecer 
factores de calidad y métricas, no se utilizan en la validación de métricas, porque el 
foco en la validación está en determinar si una estadística existe una relación 
significativa entre los valores métricos predictivos y los valores del factor de calidad. 
Los factores de calidad pueden verse afectados por múltiples variables.  
  




cualquier factor de calidad si ignora estas otras variables. (b) Aplicar criterios de 
validez. Para que se considere válida, una métrica predictiva debe tener un alto 
grado de asociación con los factores de calidad. Representa conformándose a los 
umbrales enumerados a continuación.  
 
 Una métrica puede ser válida con respecto a ciertos criterios de validez e 
inválidos con respecto a otros criterios. Con el fin de evaluar si una métrica es 
válida, los siguientes umbrales serán designados: V-cuadrado del coeficiente de 
correlación lineal, Coeficiente de correlación de rango B, Error de predicción, nivel 
de confianza, P-tasa de éxito. La descripción de cada criterio de validez se 
proporciona a continuación. Correlación. La variación en los valores del factor de 
calidad explicada por la variación en los valores métricos que está dado por el 
cuadrado del coeficiente de correlación lineal (R2) entre la métrica y el 
correspondiente factor de calidad, deberá exceder V. Este criterio evalúa si existe 
una asociación lineal suficientemente fuerte entre un factor de calidad y una métrica 
para garantizar el uso de la medida como un sustituto del factor de calidad, cuando 
no es factible para usar el último. b) Seguimiento.  
 
  
 Si una métrica M está directamente relacionada con un factor de calidad 
F, para un producto o proceso dado, entonces un cambio en un valor de factor de 
calidad de FT1 a FT2, en los momentos T1 y T2, deberá ir acompañado de un 
cambio en el valor métrico de MT1 a MT2. Este cambio debe ser en la misma 
dirección (por ejemplo, si F aumenta, M aumenta). Si M está inversamente 
relacionado con F, entonces un cambio en F debe ir acompañado de un cambie en 
M en la dirección opuesta (por ejemplo, si F aumenta, M disminuye).  
 
 Para realizar esta prueba, calcule el coeficiente de correlación de rangos 
(r) a partir de n valores emparejados del factor de calidad y la métrica. Cada uno de 
los pares de factores de calidad / métricas deberá medirse en el mismo punto en el 
tiempo, y los n pares de los valores se miden en n puntos en el tiempo. El valor 
absoluto de r debe exceder B. Este criterio evalúa si una métrica es capaz de 




Consistencia. Si los valores de factor de calidad F1, F2, Fn, correspondientes a 
productos o procesos 1, 2, n, tienen la relación F1> F2>Fn, entonces los valores 
métricos correspondientes tendrán la relación M1> M2> Mn. Para realizar esta 
prueba, calcule el coeficiente de correlación de rangos (r) entre valores 
emparejados (de los mismos componentes de software) del factor de calidad y la 
métrica.  
 
 El valor absoluto de r deberá exceder B. Este criterio evalúa si hay 
consistencia entre los rangos de los valores del factor de calidad de un conjunto de 
componentes de software y las clasificaciones de los valores de métrica para el 
mismo conjunto de componentes de software. Este criterio se utilizará para 
determinar si una métrica puede clasificar con precisión, por calidad, un conjunto 
de productos o procesos. d) Previsibilidad. Si se usa una métrica en el tiempo T1 
para predecir un factor de calidad para un producto o proceso determinado, deberá 
predecir un factor de calidad relacionado con una precisión de (1) dónde es el valor 
real de F en el tiempo T2. Este criterio evalúa si una métrica es capaz de predecir 
un valor de factor de calidad con la precisión requerida. e) Poder discriminativo.  
  
 Una métrica debe ser capaz de discriminar entre componentes de software 
de alta calidad (por ejemplo, alto MTTF) y componentes de software de baja calidad 
(por ejemplo, bajo MTTF). El conjunto de métricas y los valores asociados con el 
primero deben ser significativamente más altos (o más bajos) que los asociados 
con este último. Este criterio evalúa si una métrica es capaz de separar un conjunto 
de componentes de software de alta calidadde un conjunto de componentes de baja 
calidad. Esta capacidad identifica valores críticos para métricasque se usará para 
identificar componentes de software que tienen una calidad inaceptable. Para 
realizar esta prueba, coloque el factor de calidad y los datos de la métrica en forma 
de una tabla de contingencia y calcule la estadísticachisquare.  
 
 Este valor excederá la estadística chi-cuadrada correspondiente a a.f) 
Confiabilidad. Una métrica debe demostrar la correlación, seguimiento, 
consistencia, predictibilidad y discriminación propiedades de potencia para al 




que una métrica haya pasado una prueba de validez en un número suficiente o 
porcentaje de aplicaciones para que haya confianza de que la métrica puede 
realizar su intención Funciona consistentemente. (2) Procedimiento de validación 
Identificar la muestra de los factores de calidad Se debe extraer una muestra de 
factores de calidad de la base de datos de métricas.  
 
 Identificar la muestra de métricas. Se tomará una muestra del mismo 
dominio (por ejemplo, los mismos componentes de software. La base de datos de 
métricas. Realizar un análisis estadístico El análisis descrito se realizará antes de 
que se use una métrica para evaluar la calidad de un producto o proceso, se 
validará con los criterios descritos Si una métrica no supera todas las pruebas de 
validez, solo se utilizará de acuerdo con los criterios prescrito por esas pruebas (por 
ejemplo, si solo supera la prueba de validez de seguimiento, se utilizará solo para 
el seguimiento la calidad de un producto o proceso).   
 
 Documentar los resultados. Los resultados documentados deben incluir la 
métrica directa, la métrica predictiva, los criterios de validación y los valores 
numéricos. Resultados, como mínimo. Revalidar las métricas. Una métrica validada 
puede no ser necesariamente válida en otros entornos o aplicaciones futuras. Por 
lo tanto, una métrica predictiva debe revalidarse antes de usarse para otro entorno 
o aplicación. Evaluar la estabilidad del medio ambiente La validación de métricas 
se realizará en un entorno de desarrollo estable (es decir, donde el lenguaje de 
diseño, el lenguaje de implementación o las herramientas de desarrollo del proyecto 
no cambian durante la vida del proyecto en el que la validación se realiza). 
 
 Una organización inicia la conformidad con los requisitos de validación de 
esta norma mediante la recopilación y validación de métricas en un proyecto (el 
proyecto de validación). Este proyecto será similar a aquel en que se aplican las 
métricas (el proyecto de la aplicación) con respecto a las habilidades de ingeniería 
de software, aplicación, tamaño y entorno de ingeniería de software. La validación 
y la aplicación de métricas se realizarán durante las mismas fases del ciclo de vida 
en diferentes proyectos. Por ejemplo, si la métrica X se recopila durante la fase de 




recoge durante la fase de operaciones del proyecto A, la métrica X sería utilizado 
durante la fase de diseño del proyecto B para predecir el factor de calidad Y con 
respecto a la fase de operaciones de proyecto B. 
  
Importancia de la calidad en el desarrollo de software en RPG 
 
 La importancia de la calidad en sistemas de software se explica muy 
claramente: Muchos sistemas de software de hoy son muy complejos y tienen 
millones de líneas de código fuente, esos sistemas involucran miles de personas, 
su desarrollo dura mucho tiempo sobre diferentes ambientes de desarrollo, en tal 
ambiente se introducen muchos errores, suele haber pobre diseño y muchos 
problemas, todos estos factores hacen virtualmente imposible tener la total 
eliminación de problemas en el software y su impacto negativo, por ende, se llevan 
a cabo varias actividades de control de calidad de software para eliminar cierto tipo 
de problemas que conducen a dicho impacto negativo, o para reducir la 
probabilidad o gravedad del Impacto negativo cuando sea inevitable. Tian, J. 
(2007). En general las expectativas de calidad de la gente para los sistemas de 
software que usan son dobles: (1) los sistemas de software deben hacer lo que se 
supone deben hacer, en otras palabras, deben hacer las cosas correctas, (2) deben 
hacer las sus tareas específicas correcta o satisfactoriamente, en otras palabras, 
deben hacer bien las cosas. 
 
Aspectos que comprende 
  Pressman (2010) Sugirió que la evaluación de la calidad del 
softwareenglobaunenfoque de gestión de calidad de ingeniería de softwareefectiva 
(métodos yHerramientas), revisiones técnicas formales que se apliquenduranteel 
proceso del software, una estrategia de prueba multiescalada, el control de 
ladocumentación del software y la gestión del cambio, un procedimiento 
queasegure un ajuste a los estándares de desarrollo de software y mecanismos 
demedición y generación de informes. 
  
 Pressman (2010, p 101) explico cómo el objetivo de la Ingeniería de software 




mediciones u herramientas modernas que evalúen la calidad del código fuente, cito 
varias medidas o métricas de calidad como corrección, facilidad de mantenimiento, 
integridad facilidad de uso, explico también que las métricas de calidad deben 
ayudar a la eliminación de defectos. Lacalidad implica el uso extensivo de marcos 
de la industria donde se establecen buenas prácticas de ingeniería para el análisis 
y control de la calidad de los productos de software, actualmente existen varios 
estándares entre los cuales está el ISO/IEC 9126-3, el cual provee métricas 
internas para medición de atributos de 6 características externas definidas por la 
ISO/IEC 9126-1, estas métricas permiten medir la calidad interna de un producto 
de software. Aplican a un producto de software no ejecutable, aplican durante las 
etapas de desarrollo, permiten medir la calidad de los entregables intermedios, 
permiten predecir la calidad del producto final, permiten al usuario iniciar acciones 
correctivas temprano en el ciclo de desarrollo. (Mendoza 2006). 
 
  El estándar IEEE Standard 1061, es una metodología para establecer 
requerimientos de calidad, identificación, implementación, análisis y validación de 
la calidad del producto y del proceso de software. (IEEE 2016). La calidad también 
implica la definición y uso de métricas de Software, que se definen como: 
Laaplicación continúa de las técnicas basadas en la medición para el desarrollode 
software. La calidad se puede entender como el proceso y sus productos a 
suministrar información significativa yactualizada sobre lagestión, junto con el uso 
de estas técnicas para mejorar elproceso y sus productos. (Goodman, (2013, p.32). 
 
 Para la selección de métricas de SoftwareHitz, Martin &Montazeri, Behzad. 
(1996) citaron el trabajo de   Chidamber and Kemerer (1994), los cuales propusieron 
una suite de métricas desoftware preliminar adaptadas al diseño de software 
orientado a objetos en 1991, presentando varios atributos de productos internos. 
En un artículo más reciente, los autores presentan un tratado más completo sobre 
sus métricas candidatas, complementadas por el análisis de dos estudios empíricos 
y una breve guía sobre cómo aplicar sus métricas para apoyar el proceso de diseño 
orientado a objetos. En su propuesta de métricas sugieren una metodología para 
seleccionar características pertinentes de un producto de software para fungir como 









1.4.1 Problema general 
 
¿Cuál es el efecto de la implementación del Sistema QSOURCE en la mejora de la 
calidad de Software hecho en RPG en una Institución Bancaria? 
 
1.4.2 Problemas específicos 
Problema específico 1 
¿Cuál es el efecto de la implementación del Sistema QSOURCE en la mejora 
de la perfomance del software hecho en RPG en una Institución Bancaria? 
 
Problema específico 2 
¿Cuál es el efecto de la implementación del Sistema QSOURCE en la mejora 
de la mantenibilidad del software hecho en RPG en una Institución Bancaria? 
 
Problema específico 3 
¿Cuál es el efecto de la implementación del Sistema QSOURCE en la mejora 




Problema específico 4 
¿Cuál es el efecto de la implementación del Sistema QSOURCE en la mejora 
de las malas prácticas de codificación de Software en los programas hechos en 
RPG en una Institución Bancaria? 
 
Problema específico 5 
¿Cuál es el efecto de la implementación del Sistema QSOURCE en la 





Problema específico 6 
¿Cuál es el efecto de la implementación del Sistema QSOURCE en la mejora 
de la complejidad del software hecho en RPG en una Institución Bancaria? 
 
Problema específico 7 
¿Cuál es el efecto de la implementación del Sistema QSOURCE en la mejora 
de la obsolescencia del software hecho en RPG en una Institución Bancaria? 
 
1.5 Justificación del estudio 
 
1.5.1 Justificación teórica 
 
La presente investigación se justifica teóricamente puesto que se quiere evidenciar 
la necesidad del uso de herramientas especializadas para la ayuda en la toma de 
decisiones en áreas de tecnología en temas relacionados con calidad de las 
aplicaciones o sistemas que dan soporte a la operativa diaria del negocio y su 
generación de valor, en apoyo a los objetivos estratégicos empresariales. 
 
 
 Esta investigación se hace para promover el uso de una herramienta que 
permita a los gerentes de tecnología de información, visibilizar cuantitativamente la 
calidad de los sistemas de software desarrollados en la empresa o por terceros y 
así poder gerenciarlos y controlarlos de tal manera que los indicadores mostrados 
ayuden a la mejora de la productividad y eficiencia del área de TI. 
 
1.5.2 Justificación Práctica 
 
 La presente investigación tiene una justificación práctica, puesto que la 
herramienta planteada podrá utilizarse para toma de decisiones por parte de la 
gerencia de desarrollo de software o de TI, de manera más acertada para el control 
de la calidad del software o sistemas que dan soporte a los procesos críticos de la 
cadena de valor de la organización donde se realizó la investigación.  
 




se han realizado investigaciones que involucren determinar la asociación entre el 
uso de una herramienta de control de calidad y la mejora de la misma para software 
desarrollado en RPG. 
1.5.3 Justificación metodológica 
 
Respecto a la justificación metodológica, es importante destacar que los 
resultados de la presente investigación permitirán validar la aplicación del marco 
metodológico y de los instrumentos utilizados; los métodos, procedimientos y 
técnicas e instrumentos que han sido empleados en la investigación, una vez 
demostrada su validez y confiabilidad podrán ser utilizados en otros trabajos de 
investigación en donde se busque aportar al campo de las Tecnologías de 
Información y Comunicación en cuanto a  calidad del software. 
1.5.4 Justificación tecnológica 
 
QSOURCE es una herramienta de software que llena el vacío en cuanto a 
herramientas CASE (ComputerAided Software Engineering) para sistemas de 
software desarrollados en lenguaje RPG de IBM para plataformas AS400 que se 
basan en características asociadas a tokens propios del lenguaje como métricas 
asociadas a calidad.QSOURCE mejorara la productividad en el desarrollo de 
software reduciendo costos y tiempo, permitirá a los ingenieros de software, 
desarrolladores y gerentes de desarrollo, visibilizar y cuantificar la calidad de sus 
sistemas desarrollados en RPG que constan de cientos de miles de líneas de 
código sobre plataformas IBM/AS400, y así poder tomar decisiones que les 
permitan alinear sus procesos a los objetivos del negocio, en cuanto a la generación 
de valor. Los resultados de esta investigación posibilitan el diseño y elaboración de 
técnicas, instrumentos y equipos para la producción de bienes económicos 




1.6.1 Hipótesis general 





1.6.2 Hipótesis específicas 
Hipótesis específica 1 
 El QSOURCE mejora la performance del software hecho en RPG en una 
Institución Bancaria.  
 Hipótesis específica 2 
El QSOURCE mejora la mantenibilidad del software hecho en RPG en una 
Institución Bancaria. 
Hipótesis específica 3 
 El QSOURCE mejora el uso de buenas prácticas en el software hecho en RPG 
en una Institución Bancaria. 
Hipótesis específica 4 
 El QSOURCE mejora la eliminación de malas prácticas en el software hecho 
en RPG en una Institución Bancaria. 
 
Hipótesis específica 5 
 El QSOURCE mejora de la seguridad del software hecho en RPG de Software 
hecho en RPG en una Institución Bancaria. 
Hipótesis específica 6 
 El QSOURCE mejora la simplificación de la complejidad del software hecho 
en RPG de Software hecho en RPG en una Institución Bancaria. 
Hipótesis específica 7 
 El QSOURCE mejora la obsolescencia de códigos en el software hecho en 






1.7.1 Objetivo general 
Determinar el efecto de la implementación del Sistema QSOURCE en la mejora de 
la calidad de Software hecho en RPG en una Institución Bancaria. 
1.7.2 Objetivos específicos 
Objetivo específico 1 
Determinarel efecto de la implementación del Sistema QSOURCE en la 
mejora del perfomance del software hecho en RPG en una Institución Bancaria 
Objetivo específico 2 
Determinael efecto de la implementación del Sistema QSOURCE en la 
mejora de la mantenibilidad del software hecho en RPG en una Institución Bancaria. 
Objetivo específico 3 
Determinarel efecto de la implementación del Sistema QSOURCE en la 
mejora de buenas prácticas en el software hecho en RPG en una Institución 
Bancaria. 
Objetivo específico 4 
Determinarel efecto de la implementación del Sistema QSOURCE en la 
mejora de malas prácticas del software hecho en RPG en una Institución Bancaria. 
 
 
Objetivo específico 5 
Determinarel efecto de la implementación del Sistema QSOURCE en la 
mejora de la seguridad del software hecho en RPG en una Institución Bancaria. 
Objetivo específico 6 




mejora de la complejidad del software hecho en RPG en una Institución Bancaria.
  
Objetivo específico 7 
 Determinarel efecto de la implementación del Sistema QSOURCE en la 







































































Identificación de la variable 
En la presente investigación se establecieron como variables de estudio la 
variable independiente a la herramienta QSOURCE y la variable dependiente 
cuantitativadiscreta es la calidad del software. 
 




 QSOURCE es una herramienta CASE, sobre el término se tiene que: Las 
herramientas CASE (ComputerAided Software Engineering), ayudan a los gestores 
y practicantes de ingeniería del software en todas las actividades asociadas a los 
procesos de software. Automatizan las actividades de gestión de proyectos, 
gestionan todos los productos de los trabajos elaborados a través del proceso, y 
ayuda a los ingenieros en el trabajo de análisis, diseño y codificación. Las 
herramientas CASE se pueden integrar dentro de un entorno sofisticado. Pressman 
(2010, P.597).  
 QSOURCE es una herramienta para la verificación estática de software, que 
está basada en la ausencia de ejecución de todo o parte del sistema. La ausencia 
de ejecución permite este tipo de análisis en cualquier etapa, la verificación estática 
puede ser manual o manejada con una herramienta. 
 Un analizador estático es una herramienta de software que analiza la 
estructura y texto de un programa sin ejecutarlo, permite verificar interfaces, 
construcciones incorrectas, variables no inicializadas, partes atípicas del programa, 
y puede generar documentación. Boulanger, J. (2013, p 9). 
Definición conceptual de la variable dependiente Calidad del Software 
Concordancia con los requisitos funcionales y de rendimiento explícitamente 
establecidos, con los estándares de desarrollo explícitamente documentados, y con 
las características implícitas que se espera de todo software desarrollado 
profesionalmente. (Pressman, 2010, p135). 
 
Las dimensiones de la variable calidad del software son el performance, 
mantenibilidad, buenas prácticas, malas prácticas, seguridad, complejidad y 
obsolescencia. 
Definición conceptual del indicador performance del Software 
El performance se entiende como la característica del software que hace que 




Elrendimientose mide con base en la velocidad de procesamiento, el tiempo de 
respuesta, el uso de recursos, el conjunto y la eficiencia. Pressman (2010, p188). 
Definición conceptual del indicador mantenibilidad del Software 
La mantenibilidad, se define como “la facilidad con la que un sistema o 
componente de software puede ser modificado para corregir fallos, mejorar su 
funcionamiento u otros atributos o adaptarse a cambios del entorno.La 
mantenibilidad combina la capacidad del programa para ser ampliable 
(extensibilidad), adaptable y servicial (estos tres atributos se denotan con un 
término más común: mantenibilidad), y además que pueda probarse, ser compatible 
y configurable (capacidad de organizar y controlar los elementos de la configuración 
del software, y que cuente con la facilidad para instalarse en el sistema y para que 
se detecten los problemas. Pressman (2010, p188). 
Definición conceptual del indicador buenas prácticas del Software 
Son consideradas como buenas prácticas de ingeniería de software al 
compendio de acciones que buscan mantener lo más universal posible cualquier 
lenguaje de programación. Si bien es cierto que estos ya son universales y están 
establecidos, cada programador tiene su estilo y siguiéndole podría cometer el error 
de crear algo incomprensible para otros programadores. Pressman (2010, p690). 
Definición conceptual del indicador malas prácticas del Software 
Son consideradas como malas prácticas de programación al compendio de 
acciones que se salen del uso universal decualquier lenguaje de programación. Son 
aquellas características que se relacionan con malas acciones según el consenso 
general de la comunidad de programación. Pressman (2010, p690). 
Definición conceptual del indicador seguridad del Software 
La seguridad del software es la característica que permite dilucidar si el 
código contiene instrucciones que van en detrimento de las normas de seguridad o 
son perjudiciales en el ambiente de ejecución del software.La seguridad del 




identificación y evaluación de los peligros potenciales que podrían afectarlo 
negativamente y que podrían ocasionar que falle todo el sistema. Si los peligros se 
identifican al principio del proceso del software, las características de su diseño se 
especifican de modo que los eliminen o controlen. Pressman (2010, p378). 
Definición conceptual del indicador complejidad del Software 
Según Pressman (2010, p417). Existe complejidad ciclomática y complejidad 
estructural del software, a su vez existen complejidad desde el punto de vista de 
instrucciones con características que hacen que el software sea difícil al tener 
muchos componentes y relaciones difíciles de seguir o rastrear. 
Definición conceptual del indicador obsolescencia del Software 
La obsolescencia del software es la característica que define cual instrucción 
o sentencia ya no debe usarse debido a nuevas actualizaciones de la misma que 
ya están a disposición. La historia de la ingeniería de software está salpicada de 
decenas de descripciones y metodologías de proceso, métodos de modelado y 
notaciones, herramientas y tecnología, todos ellos obsoletos. (2010, p94). 
Definición operacional de la variable dependiente Calidad del Software 
Para la medición de la variable calidad del software desarrollado en RPG se 
utilizará la herramienta QSOURCE, que analizará cada línea de los programas y 
analizará las características del lenguaje RPG asociadas a calidad del software que 
han sido usadas , las cuales se asocian a métricas para su evaluación según 
aparezcan o no en la ejecución del análisis, para ello se agrupan esas 
características en performance, complejidad, seguridad, obsolescencia, buenas 
prácticas, malas prácticas y mantenibilidad. La herramienta QSOURCE genera una 
base de datos con valores del análisis de cada métrica evaluada y genera reportes 
consolidados de los totales asignados como calificación. 




Dimensiones Indicadores Ítems Niveles y rangos 
Complejidad qc2le , bnddir , disk , optimize , extpgm , import 
call , callb , extproc , callp , goto , exsr , if , dow , 
dou , for , qcmdexc 
 
 
Bajo = (01-40) 
Medio = (41-51) 




select * , /copy , alloc 
bitoff , biton , lineastabla , lineas hojas f 
lineas hojas i , lineas hojas e 
lineas hoja d, lineas hoja d 
lineas hoja c , lineas hoja p 
lineas hoja o , hoja free 
lineasvar.pointer 
total de import , runsqlstm , opnqryf 
lineas x rutina 
lineas x programa 
nivel anidamiento if1 
nivel anidamiento dow 
nivel anidamiento dou 
nivel anidamiento for 
grtobjaut 
total procedimientos 
total, variables indep. 
total módulos ile 
total *srvpgm 
Seguridad qcmd , strqm, strdfu, strpdm, chkobj, grtobjaut  
 
Bajo = (01-40) 
Medio = (41-51) 
Alto = (52-100) 
Obsolescencia goto , add, cat, div, mult 
mvr , sqrt, z-add , z-sub , cab 
mhlzo, mhhzo, lineas hojas i, lineas hoja e, 
lineas hoja o 
 
 
Bajo = (01-40) 
Medio = (41-51) 
Alto = (52-100) 
Buenas Prácticas qc2le, bnddir, actgrp, optimize, extpgm, import 
call, callb, extproc, callp 
goto, exsr, if ,dow, dou, for 
qcmdexc, select     *, /copy 
%date, %time, %timesstamp 
%diff, %subdt, %day, %hours, %minutes, 
%months 
%months, %seconds, %years 
%char, %dec, chain, reade 
readpe, setll, setgt, %fields, programa, objetivo 
requerimiento, fecha memo 





lineas hoja f 
lineas hoja i 
lineas hoja e 
lineas hoja d 
lineas hojas c 
líneas hojas p 
lineas hoja o 
lineas hoja h 
lineas hoja free 
lineasvar.pointer 
Var. no usadas 




cpyf, runqry, crtpf, ovrdbf 
rclstg, runsqlstm, opnqryf 
strqm, chkobj, tot.linrutina 







Bajo = (01-40) 
Medio = (41-51) 
Alto = (52-100) 





Mantenibilidad          
extpgm, close, add, cat 
div , goto 
 
 
import , call , callb , extproc , exsr , if , dow 
dou , for , qcmdexec , open , close , select * 
/copy , %date , %time , %timestamp , %diff 
%subdt , %day , %hours , %minutes , %month 
%mseconds , %second , %years , %char , %dec 
%fields , programa , objetivo , requerimiento , 
fecha memo 
fecha atención , analista , modificaciones , free , 
líneas hojas f , lineas hojas d , líneas hojas c , 
líneas hojas h , líneas hoja free , líneas def. var. 
poi , total variables no usadas 
total rutinas no usadas , total líneas código 
quemado 
total export , total import , total lineas rutina ,  
Total,líneaprocedimiento, uso de inz (), nivel 
anida. if 
Nivel anida. do, nivel anida. Dou, nivel anida. 
dow 
Nivel anida. for , total procedimientos , total 
variables i 




Medio = (41-51) 
Alto = (52-100) 
 
2.3 Metodología 
2.4 Tipo de estudio 
 
La investigación obedece a un enfoque cuantitativo y el tipo de investigación es 
aplicado, respecto a este tipo de investigación se tiene que: la investigación 
aplicada tiene como objeto el estudio de un problema destinado a la acción. La 
investigación aplicada puede aportar hechos nuevos. Si proyectamos 
suficientemente bien nuestra investigación aplicada, de modo que podamos confiar 
en los hechos puestos al descubierto, la nueva información puede ser útil y 
estimable para la teoría.  
 
 La investigación aplicada, por su parte, concentra su atención en las 
posibilidades concretas de llevar a la práctica las teorías generales, y destinan sus 
esfuerzos a resolver las necesidades que se plantean la sociedad y los hombres. 
La resolución de problemas prácticos se circunscribe a lo inmediato, por lo cual su 
resultado no es aplicable a otras situaciones. La investigación aplicada puede 
integrar una teoría antes existente. La resolución de problemas echa mano 
típicamente de muchas ciencias, puesto que el problema es algo concreto y no se 








La presente investigación es un diseño experimental, del tipo o clase pre-
experimental  con un grupo experimental: El diseño más habitual de este tipo de 
investigación es el estudio antes-después (o pre-post) de un sólo grupo o con grupo 
de control no equivalente. Este tipo de diseño se basa en la medición y comparación 
de la variable respuesta antes y después de la exposición del sujeto a la 
intervención experimental. Los diseños antes-después con un sólo grupo permiten 
al investigador manipular la exposición, pero no incluyen un grupo de comparación. 
Cada sujeto actúa como su propio control.Espallargues Carreras Mireia, Almazán 
Sáez Cari, Pons RafolsJoanMV, erra Prat Mateu S. (2004) 
 
Este diseño obedece al siguiente esquema: 
G O1 X O2  
Donde: 
G   = Grupo Experimental (conjunto de programas RPG) 
O1= Aplicación del Pre Test 
O2 = Aplicación del Post test  
X   = Experimento (QSOURCE) 
 
A este diseño se le denomina de pre test-pos test con un solo grupo, a un 
grupo se le aplica una prueba previa al estímulo o tratamiento experimental, 
después se le administra el tratamiento y finalmente se le aplica una prueba 
posterior al estímulo. Este diseño ofrece una ventaja sobre otros: existe un punto 
de referencia inicial para ver qué nivel tenía el grupo en la(s) variable(s) 
dependiente(s) antes del estímulo. Es decir, hay un seguimiento del grupo.  
 










No hay muestra. 
2.6.3 Muestreo 
 
 La investigación considera el muestreo intencional; al respecto de este 
muestreo se tiene que todos los elementos muestrales de la población serán 
seleccionados bajo estricto juicio personal del investigador. En este tipo de 
muestreo el investigador tiene previo conocimiento de los elementos poblacionales. 
Aunque este muestreo es subjetivo, requiere que el investigador conozca los 
elementos muestrales, lo que permite que el muestreo sea significativo. 
Namakforoosh, (2005). 
 




 Hernández S (2010) enumero como otros métodos cuantitativos de 
recolección de datos, a los instrumentos mecánicos o electrónicos o instrumentos 
propios de cada disciplina, dando así validez al uso de la herramienta QSOURCE 







El reporte generado por la herramienta QSOURCE fue para la presente 
investigación la técnica e instrumento de recolección de información para la 
investigación, debido que técnicamente construido el reporte, registra con veracidad 
los valores generados por la herramienta de análisis para cada programa fuente 





Ficha técnica del instrumento 1 
Nombre del Instrumento: Reporte General de Estadísticas Análisis de calidad del 
código fuente 
Autores: Giovanni Barrero Ortiz. 
Año: 2017 
Objetivo: Este reporte muestra los valores generados por la herramienta 
QSOURCE, para cada métrica evaluada en el programa RPG, muestra los datos 
referentes a la generación de los datos como:  
 Librería 
 Archivo fuente 
 Programa 
 Fecha  
 Hora 
 Métrica 
 Valor generado 
 Rango inicial 
 Rango final 
Población: 31 programas fuente RPG. 
Número de ítem: 171 * 30 = 5130 
Tiempo de administración: 30 minutos 
Normas de aplicación: La herramienta generara los datos según la 
parametrización hecha inicialmente. 
Escala:  
Niveles o rango: Se establecen los siguientes 
Nivel   Rango 
Bajo  1 40  
Medio  41 51  
Alto  52 100  






 Se refiere al grado que un instrumento de medición mide realmente la variable 
que pretende medir. La validez de los instrumentos está dada por el juicio de 
expertos y se corrobora con la validación de los instrumentos (Cuestionarios, 
reportes) que presenta resultados favorables en el juicio de expertos.  
Eltipodevalidezesdecontenidoya que el instrumento refleja el dominio especifico de 
la medición de la calidad. 
 
Se utilizarán los siguientes aspectos de validación: 
 
Indicadores               Criterios 
Claridad   : Está formulado con lenguaje apropiado y específico. 
Objetividad  : Está expresado en conductas observables. 
Actualidad  : Adecuado al avance de la ciencia y la tecnología. 
Suficiencia  : Comprende los aspectos en cantidad y calidad 
Intencionalidad : Adecuado para valorar aspectos de las estrategias  
Consistencia  : Basado en aspectos teórico-científicos  
Coherencia  : Entre los índices, indicadores y las dimensiones. 
Metodología  : La estrategia responde al propósito del diagnóstico 







Tabla 7.  
Relación de Validadores 
 
Validador Resultado 
Dr. Jorge Rafael Díaz Dumont Aplicable 
Dra. Flores Castañeda Rosalynn Aplicable 







Para el caso de la confiabilidad, la información reportada, y registrada en cada 
uno de los aplicativos, será la misma, cada vez que se acceda, no presentando 
ninguna variación; siendo la confiabilidad del 100%. Se usa lamedida de 
estabilidadvíaunpre test-post tes. 
 
2.8 Métodos de análisis de datos 
 
 Para analizar cada una de las variables se ha utilizado del programa SPSS V. 
22, y el lenguaje R, porcentajes en tablas y figuras para presentar la distribución de 
los datos, la estadística descriptiva, para la ubicación dentro de la escala de 
medición, para la contrastación de las hipótesis se aplica la estadística  
paramétrica. 
 
Prueba de hipótesis  
Para Torres (2007) “La hipótesis es un planteamiento que establece una 
relación entre dos o más variables para explicar y, si es posible, predecir 
probabilísticamente las propiedades y conexiones internas de los fenómenos o las 
causas y consecuencias de un determinado problema” p. (129)  
 
Nivel de Significación: 
 Si es menor del valor 0.05, se dice que el coeficiente es significativo en el nivel 
de 0.05 (95% de confianza en que la correlación sea verdadera y 5% de 





2.9 Aspectos éticos 
 
 Se seguirán los siguientes principios: reserva de identidad de los 
































































3.1 Análisis de resultados 
 
Esta investigación  tiene el propósito principal de evaluar la influencia del uso de 
la herramienta de software “Sistema QSOURCE en la mejora de la calidad de 
software en RPG” como herramienta CASE en el proceso de desarrollo de software 
dentro del banco AGROBANCO en lima Perú, se ejecutó la herramienta QSOURCE 
como instrumento de medición en dos ocasiones (pre-test y pos-test) a un grupo de 





Para lograr el correcto análisis de los datos obtenidos con la aplicación del 
instrumento, se utilizaron las técnicas estadísticas descriptivas e inferenciales, 
mediante el uso del paquete estadístico SPSS para establecer la comparación del 
grupo antes y después de la ejecución del software QSOURCE. 
 
De acuerdo al diseño utilizado (Pre-Experimental con pre-prueba y pos 
prueba y grupo intacto), el análisis se realizó en dos partes: el primer análisis 
consistió en conocer los resultados del pre-test para saber el nivel del grupo con 
respecto a la variable; seguidamente se hizo e tratamiento experimental a través 
del software QSOURCE; posteriormente se analizó el post-test y finalmente se 
compararon los resultados obtenidos en el pos-test y pre-test. 
 
Es importante destacar que el nivel de influencia del uso del software 
QSOURCE como herramienta de control de calidad del software desarrollado en 
lenguaje RPG del Banco AGROBANCO, se determinó en función de los puntajes 
obtenidos con la aplicación de la prueba, valores que se ubican en los siguientes 
extremos: nota mínima = 0pts. Nota máxima 100 pts. En la siguiente tabla se 







Programas a analizar 
_______________________________________________________________________________________ 
      Nombre tipo          descripción 
AG0011 SQLRPGLE Mantenimiento a CadenasProduc 
AG0011A SQLRPGLE Mantenimiento a CadenasProduc 
AG0012 SQLRPGLE Mantenimiento a Integrantes de 
AG0121 SQLRPGLE Mantenimiento a Integrantes de 
AG0122 RPGLE Mantenimiento a Integrantes de 
AI0008 RPG Mantenimiento  ParámetrosCont 
AI0077 RPGLE Ajuste por inflación Cuentas I 
BAP003 RPGLE Elimina registros con fecha  p 




BA0020 RPG Bills Payable Master Payments 
BA0030 RPG Accts Payable Master Payments 
BA0031 RPG Accts Payable Master Payments 
BA0040 RPG Bills Payable Variable Payment 
BA0050 RPG Bills Payable Payments Authori 
BA0055 RPG Bill Payable Approve/Reject 
BA0060 RPG Bills Payable Payment Records 
BA0070 RPG Accts Payable Variable Payment 
BA0080 RPG Accts Payable Authorization/Re 
BA0085 RPGLE ReporteFacturas  Fec. Pago ( 
BA0090 RPG Accounts Payable Payment Recor 
BA0100 RPG Bill Payer Payments Selection 
BA0105 RPG Bills & A/P EODAY PmtSelectio 
BA0110 RPG Bills & Accounts Payable Check 
BA0111 RPG Bills & Accounts Payable Check 
BA0112 RPG accounts Payable Check Generat 
BA0155 RPG Accounts Payable Payments Sele 
BA0160 RPG Bills Payable Next Day Payment 
BA0165 RPG Bills Payable Payments Selecti 
BA0180 RPG Informes de Retencion a Provee 
BA0500 RPG Bills Payable Master Payment R 




Atendiendo a estas consideraciones y a la revisión del instrumento aplicado 
al inicio de este estudio (pre-test) se obtuvieron los siguientes resultados con el 




Datos Pre Test 
________________________________________________________________________________________________ 
CALLIB CALSRC CALEMB CALFEC CALHOR CALIF1 CALIF2 CALIF3 CALIF4 CALIF5 CALIF6 CALIF7 
________________________________________________________________________________________________ 
            
LIBGBO FUENTES AG0011 2017-04-07 10.06.20 50 27 41 27 100 41 60 
LIBGBO FUENTES AG0011A 2017-04-07 10.06.20 50 28 43 27 100 41 60 
LIBGBO FUENTES AG0012 2017-04-07 10.06.20 42 23 42 100 100 46 65 
LIBGBO FUENTES AG0121 2017-04-07 10.06.20 44 33 52 100 100 46 65 
LIBGBO FUENTES AG0122 2017-04-07 10.06.20 50 31 46 14 100 66 65 
LIBGBO FUENTES AI0008 2017-04-07 10.06.20 53 33 50 25 100 58 68 




LIBGBO FUENTES BAP003 2017-04-07 10.06.20 33 45 31 50 100 65 100 
LIBGBO FUENTES BA0010 2017-04-07 10.06.20 42 23 35 33 100 46 57 
LIBGBO FUENTES BA0020 2017-04-07 10.06.20 45 23 38 22 100 46 83 
LIBGBO FUENTES BA0030 2017-04-07 10.06.20 47 22 40 22 100 46 50 
LIBGBO FUENTES BA0031 2017-04-07 10.06.20 50 22 42 22 100 46 50 
LIBGBO FUENTES BA0040 2017-04-07 10.06.20 52 26 47 25 100 50 50 
LIBGBO FUENTES BA0050 2017-04-07 10.06.20 44 23 37 28 100 46 54 
LIBGBO FUENTES BA0055 2017-04-07 10.06.20 63 38 58 28 100 64 57 
LIBGBO FUENTES BA0060 2017-04-07 10.06.20 52 29 47 33 100 50 57 
LIBGBO FUENTES BA0070 2017-04-07 10.06.20 55 31 50 25 100 57 56 
LIBGBO FUENTES BA0080 2017-04-07 10.06.20 50 23 44 33 100 42 57 
LIBGBO FUENTES BA0085 2017-04-07 10.06.20 78 50 75 33 100 80 70 
LIBGBO FUENTES BA0090 2017-04-07 10.06.20 52 29 47 33 100 50 57 
LIBGBO FUENTES BA0100 2017-04-07 10.06.20 54 30 50 18 100 55 50 
LIBGBO FUENTES BA0105 2017-04-07 10.06.20 50 18 45 12 100 55 56 
LIBGBO FUENTES BA0110 2017-04-07 10.06.20 66 41 64 20 100 69 70 
LIBGBO FUENTES BA0111 2017-04-07 10.06.20 57 33 53 20 100 63 70 
LIBGBO FUENTES BA0112 2017-04-07 10.06.20 63 38 61 20 100 64 65 
LIBGBO FUENTES BA0155 2017-04-07 10.06.20 55 25 47 22 100 53 90 
LIBGBO FUENTES BA0160 2017-04-07 10.06.20 58 33 47 41 100 50 83 
LIBGBO FUENTES BA0165 2017-04-07 10.06.20 50 21 43 22 100 46 83 
LIBGBO FUENTES BA0180 2017-04-07 10.06.20 60 29 57 14 100 63 57 
LIBGBO FUENTES BA0500 2017-04-07 10.06.20 60 40 50 55 100 53 59 
LIBGBO FUENTES BA0510 2017-04-07 10.06.20 60 35 53 33 100 54 63 
 





Donde Calif1 es perfomance, Calif2, Mantenibilidad, Calif3 es buenas prácticas, 
Calif4 es malas prácticas, Calif5 es seguridad, Calif6 es complejidad y Calif7 es 
obsolescencia. Atendiendo a estas consideraciones y a la revisión del instrumento 
aplicado en pos-test se obtuvieron los siguientes resultados con el grupo 
participante (experimental) para cada una de las variables: 
 
Tabla 10 
Datos Post Test 
________________________________________________________________________________________ 
CALLIB CALSRC CALEMB CALFEC CALHOR CALIF1 CALIF2 CALIF3 CALIF4 CALIF5 CALIF6 CALIF7 
________________________________________________________________________________________ 
            




LIBGBO FUENTES AG0011A 2017-04-17 18.31.05 54 50 60 33 100 50 70 
LIBGBO FUENTES AG0012 2017-04-17 18.31.05 47 46 59 100 100 53 70 
LIBGBO FUENTES AG0121 2017-04-17 18.31.05 50 48 61 100 100 53 70 
LIBGBO FUENTES AG0122 2017-04-17 18.31.05 50 52 61 20 100 66 75 
LIBGBO FUENTES AI0008 2017-04-17 18.31.05 62 65 71 50 100 69 80 
LIBGBO FUENTES AI0077 2017-04-17 18.31.05 61 66 73 33 100 63 80 
LIBGBO FUENTES BAP003 2017-04-17 18.31.05 45 87 44 56 100 77 100 
LIBGBO FUENTES BA0010 2017-04-17 18.31.05 62 63 70 40 100 66 71 
LIBGBO FUENTES BA0020 2017-04-17 18.31.05 55 54 63 33 100 57 63 
LIBGBO FUENTES BA0030 2017-04-17 18.31.05 55 48 60 28 100 53 59 
LIBGBO FUENTES BA0031 2017-04-17 18.31.05 57 48 61 28 100 53 59 
LIBGBO FUENTES BA0040 2017-04-17 18.31.05 57 50 65 28 100 57 54 
LIBGBO FUENTES BA0050 2017-04-17 18.31.05 52 52 61 33 100 58 63 
LIBGBO FUENTES BA0055 2017-04-17 18.31.05 75 65 78 42 100 73 61 
LIBGBO FUENTES BA0060 2017-04-17 18.31.05 66 60 71 50 100 61 71 
LIBGBO FUENTES BA0070 2017-04-17 18.31.05 60 56 66 33 100 64 65 
LIBGBO FUENTES BA0080 2017-04-17 18.31.05 66 60 72 40 100 61 76 
LIBGBO FUENTES BA0085 2017-04-17 18.31.05 78 75 83 50 100 80 80 
LIBGBO FUENTES BA0090 2017-04-17 18.31.05 66 60 71 50 100 61 71 
LIBGBO FUENTES BA0100 2017-04-17 18.31.05 60 37 57 20 100 61 61 
LIBGBO FUENTES BA0105 2017-04-17 18.31.05 66 57 76 16 100 70 72 
LIBGBO FUENTES BA0110 2017-04-17 18.31.05 72 63 78 20 100 71 75 
LIBGBO FUENTES BA0111 2017-04-17 18.31.05 70 63 77 20 100 71 75 
LIBGBO FUENTES BA0112 2017-04-17 18.31.05 68 63 75 25 100 71 80 
LIBGBO FUENTES BA0155 2017-04-17 18.31.05 63 52 65 33 100 64 68 
LIBGBO FUENTES BA0160 2017-04-17 18.31.05 66 57 68 50 100 62 63 
LIBGBO FUENTES BA0165 2017-04-17 18.31.05 61 54 68 33 100 61 68 
LIBGBO FUENTES BA0180 2017-04-17 18.31.05 76 66 83 20 100 80 80 
LIBGBO FUENTES BA0500 2017-04-17 18.31.05 75 71 76 71 100 69 80 






3.2 Resultados variable calidad 
 
3.2.1Análisis descriptivo variable Calidad Pretest Categorizado 
 
Tabla 11 
Estadísticos variable calidad pre test. 
Estadísticos 
PRE TEST (CATEGORIZADO)   







 Esta tabla nos muestra el número de programas analizados, 31. 
 
Tabla 12 
Estadísticos variable calidad pre test. 
PRE TEST (CATEGORIZADO) 
 Frecuencia Porcentaje Porcentaje válido Porcentaje acumulado 
Válido BAJA 6 19,4 19,4 19,4 
MEDIA 25 80,6 80,6 100,0 
Total 31 100,0 100,0  
 
 
 En la tabla 12se ve el número de programas analizados según la calificación 
y su porcentaje, 6 programas están con bajo performance y representa el 19.4%, 
25 programas tienen calificación media en calidad y son el 80.6%, lo que dice que 











Estadísticos variable calidad pre test. 
Estadísticos 
PRE TEST   




























Válido 47 3 9,7 9,7 9,7 
48 2 6,5 6,5 16,1 
49 1 3,2 3,2 19,4 
50 3 9,7 9,7 29,0 
51 2 6,5 6,5 35,5 
52 1 3,2 3,2 38,7 
53 4 12,9 12,9 51,6 
54 1 3,2 3,2 54,8 
55 1 3,2 3,2 58,1 
56 1 3,2 3,2 61,3 
57 2 6,5 6,5 67,7 
58 2 6,5 6,5 74,2 
59 2 6,5 6,5 80,6 
60 2 6,5 6,5 87,1 
61 2 6,5 6,5 93,5 
63 1 3,2 3,2 96,8 




Total 31 100,0 100,0  
 
 
Se muestra como frecuencia mayor el valor 53 en calidad con 4 programas 























3.2.2 Estadísticos variable Calidad Pretest 
 
Tabla 15 
Estadísticos variable calidad pre test. 
Estadísticos 
PRE TEST   




Desviación estándar 5,452 
 
 
Para la variable calidad pre test, se tienen los siguientes estadígrafos: 




La media (promedio aritmético) de la distribución es 54,48 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de 
su característica calidad en pre test 54.48. 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 53.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 53 en la variable calidad y 50% 
tienen menos o igual 53 puntos de calificación en su variable calidad en Pre test. 
 
Medidas de Dispersión 
La desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada 
de la varianza. Mide el grado en que las puntuaciones de la variable se alejan de 












3.2.3 Análisis descriptivo variable Calidad Post test Categorizado 
 
Tabla 16 
Tabla estadísticos calidad pos test categorizado. 
Estadísticos 
POS TEST (CATEGORIZADO)   













 Frecuencia Porcentaje Porcentaje válido Porcentaje acumulado 
Válido MEDIA 24 77,4 77,4 77,4 
ALTA 7 22,6 22,6 100,0 
Total 31 100,0 100,0  
 
 
En la tabla se ve el número de programas analizados según la calificación y 
su porcentaje, 24 programas está con calidad media y representa el 77.4%,7 
programas tienen calificación alta en calidad y son el 22.6%, lo que dice que hay 
más programas con calidad alta en el pos test que en el pre test. Lo que permite 



































3.2.4 Estadísticos variable Calidad Post test 
 
Tabla 18 
Tabla estadísticos calidad pos test. 
Estadísticos 
POS TEST   




Desviación estándar 5,496 
 
Para la variable calidad pos test, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 66.16 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de 
su característica calidad en pos test 66,16 contra 54.48 de pre test, lo que muestra 





 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 68.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 68 en la variable calidad y 50% 
tienen menos o igual 68 puntos de calificación en su variable calidad en pos test 
contra 53 en el pre test, lo que permite concluir que en el pos test se ha 
incrementado el promedio de programas con mejor calificación de calidad. 
 
Medidas de Dispersión 
La desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada 
de la varianza. Mide el grado en que las puntuaciones de la variable se alejan de 
su media.  
Corresponde a 5.496 en pos test contra 5.452 del pre test, lo que permite concluir 
que los valores de la calificación de los programas de la muestra en su variable 
calidad tienen una mayor variabilidad en el pos test debido a los nuevos valores 
según las mejoras introducidas. 
Tabla 19 












Válido 57 1 3,2 3,2 3,2 
58 2 6,5 6,5 9,7 
59 1 3,2 3,2 12,9 
60 3 9,7 9,7 22,6 
61 2 6,5 6,5 29,0 
63 1 3,2 3,2 32,3 
64 2 6,5 6,5 38,7 
65 1 3,2 3,2 41,9 
67 2 6,5 6,5 48,4 
68 7 22,6 22,6 71,0 
69 2 6,5 6,5 77,4 
71 3 9,7 9,7 87,1 
72 1 3,2 3,2 90,3 
73 1 3,2 3,2 93,5 
77 1 3,2 3,2 96,8 
78 1 3,2 3,2 100,0 






Se muestra como frecuencia mayor el valor 68 en calidad con 7 programas 





























Estadísticas muestras emparejadas calidad pos test. 
 
 Media N Desviación estándar Media de error estándar 
Par 1 PRE TEST 54,48 31 5,452 ,979 
POS TEST 66,16 31 5,496 ,987 
 
 
La media para la variable calidad pos test se incremento en el pos test lo que 
sugiere una mejora en la calidad de los programas de la muestra modificados por 























Correlaciones muestras emparejadas calidad. 
 
 N Correlación Sig. 


















95% de intervalo de 










RE TEST - 
POS TEST 
-11,677 3,700 ,665 -13,035 -10,320 -17,571 30 ,000 
______________________________________________________________________________________ 
 
Ho: la aplicación. QSOURCE no mejora significativamente la calidad 
H1: la aplicación. QSOURCE mejora significativamente la calidad 
 
 
Nivel significación: 0.05 (Max. Nivel error que quiero cometer en mi investigación, 
Si llevamos a cabo el mismo estudio 100 veces, aproximadamente 95 de los 
intervalos de confianza cubriría la verdadera media de la población) 
Criterio:   si pvalor<0.05 rechazo la Ho sino lo acepto 
Según prueba de T. para muestra relacionada, el sig 0.000 <0.05 entonces se 
rechaza Ho por lo tanto existe fuerte evidencia estadística para afirmar que existe 
diferencia en la calidad de las aplicaciones luego de la aplicación de QSOURCE 
concluyendo que mejora significativamente la calidad de 54.48 a 66.16. 
 
 
3.2.6 Análisis de normalidad variable Calidad 
 
Para que los test de pruebas emparejadas sean válidos la diferencia entre 




Prueba de normalidad calidad. 
 
 
POS TEST (CATEGORIZADO) 
Kolmogorov-Smirnova Shapiro-Wilk 
 
Estadístico gl Sig. Estadístico gl Sig. 
diff_calidad MEDIA ,204 24 ,011 ,917 24 ,051 
ALTA ,152 7 ,200* ,968 7 ,880 
*. Esto es un límite inferior de la significación verdadera. 
a. Corrección de significación de Lilliefors 
 
Prueba normalidad: 







Alfa = 0.05 
Criterio: si pvalor <0.05 se rechaza la Ho sino se acepta 
Se toma estadístico shapirowilk n <50, pvalor 0.051>0.05, para calificación media 













3.3 Resultados variable performance 
 
3.3.1 Análisis descriptivo variable PerformancePretest Categorizado 
 
Tabla 24 
Estadísticos variablesperfomance_pretest (categorizado) 
 __________________________________________________ 
PERFOMANCE_PRETEST (CATEGORIZADO) 










Perfomance Pretest (categorizado) 
 
 Frecuencia Porcentaje Porcentaje válido 
Porcentaje 
acumulado 
Válido BAJO 1 3,2 3,2 3,2 
MEDIO 13 41,9 41,9 45,2 
ALTO 17 54,8 54,8 100,0 
Total 31 100,0 100,0  
 
 
 En el grafico se ve el número de programas analizados según la calificación 
y su porcentaje, 1 programa está con bajo performance y representa el 3.2%, 13 
programas tienen calificación medio en performance y son el 41.9% y hay 17 
programas con calificación alto en performance y representan el 54%, lo que dice 




Figura10. Perfomance pre test categorizado. 
 
Tabla 26 
Estadísticos perfomance Pretest 
 
Estadísticos 
PERFOMANCE_PRETEST   







































Válido 33 1 3,2 3,2 3,2 
42 2 6,5 6,5 9,7 
44 2 6,5 6,5 16,1 
45 1 3,2 3,2 19,4 
47 1 3,2 3,2 22,6 
50 7 22,6 22,6 45,2 
52 3 9,7 9,7 54,8 
53 1 3,2 3,2 58,1 
54 1 3,2 3,2 61,3 
55 2 6,5 6,5 67,7 
57 1 3,2 3,2 71,0 
58 1 3,2 3,2 74,2 
60 3 9,7 9,7 83,9 
61 1 3,2 3,2 87,1 
63 2 6,5 6,5 93,5 
66 1 3,2 3,2 96,8 
78 1 3,2 3,2 100,0 
Total 31 100,0 100,0  
 
 
 Se muestra como frecuencia mayor el valor 50 en PERFOMANCE con 7 



























3.3.2 Estadísticos variable Perfomance Pretest 
 
Tabla 28 













Para la variable PERFOMANCE_PRETEST, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 53,10 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de 
su característica PERFOMANCE en pre test 53.10. 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 52.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 52 en la variable PERFOMANCE y 
50% tienen menos o igual 52 puntos de calificación en su variable PERFOMANCE 





Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada 
de la varianza. Mide el grado en que las puntuaciones de la variable se alejan de 






















(CATEGORIZADO)   























Válido MEDIO 4 12,9 12,9 12,9 
ALTO 27 87,1 87,1 100,0 
Total 31 100,0 100,0  
 
 
En la tabla se ve el número de programas analizados según la calificación y 




programas tienen calificación alto en perfomance y son el 87.1%, lo que dice que 
hay más programas con un perfomance alto en el pos test que en el pre test. Lo 
que permite concluir que el uso de QSOURCE mejora el perfomance de 




Figura11. Perfomance pos test categorizado. 
 
Tabla 31 











Válido 45 1 3,2 3,2 3,2 
47 1 3,2 3,2 6,5 
50 2 6,5 6,5 12,9 
52 1 3,2 3,2 16,1 
54 2 6,5 6,5 22,6 
55 2 6,5 6,5 29,0 
57 2 6,5 6,5 35,5 
60 2 6,5 6,5 41,9 
61 2 6,5 6,5 48,4 
62 2 6,5 6,5 54,8 
63 1 3,2 3,2 58,1 
64 1 3,2 3,2 61,3 
66 5 16,1 16,1 77,4 
68 1 3,2 3,2 80,6 
70 1 3,2 3,2 83,9 
72 1 3,2 3,2 87,1 
75 2 6,5 6,5 93,5 




78 1 3,2 3,2 100,0 
Total 31 100,0 100,0  
 
 
 Se muestra como frecuencia mayor el valor 66 en perfomance con 5 
programas que representan el 16.1% en Pos Test contra 50 en PERFOMANCE con 
7 programas que representan el 22.6% en pre test. Se muestra una diferencia 
incremental de programas con mejor calificación en la variable PERFOMANCE. 
 
3.3.4 Estadísticos variable Perfomance Post test 
 
Tabla 32 
Estadísticos perfomance pos test 
 
 









Para la variable PERFOMANCE_POSTEST, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 61.71 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de 
su característica PERFOMANCE en pos test 61,71 contra 53.10 de pre test, lo que 
muestra una mejor calificación promedio de los programas en su variable 
PERFOMANCE en el pos test. 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 62.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 62 en la variable PERFOMANCE y 
50% tienen menos o igual 62 puntos de calificación en su variable PERFOMANCE 
en pos test contra 52 en el pre test, lo que permite concluir que en el pos test se ha 
incrementado el promedio de programas con mejor calificación de PERFOMANCE. 
 




La desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada 
de la varianza. Mide el grado en que las puntuaciones de la variable se alejan de 
su media.  
Corresponde a 8.680 en pos test contra 8.611 del pre test, lo que permite concluir 
que los valores de la calificación de los programas de la muestra en su variable 
PERFOMANCE tienen una mayor variabilidad en el pos test debido a los nuevos 
valores según las mejoras introducidas. 
 
 





Estadísticas muestras emparejadas PERFOMANCE 
 
 Media N 
Desviación 
estándar 




53,10 31 8,611 1,547 
PERFOMANCE_PO
STTEST 
61,71 31 8,680 1,559 
 
 
 La media para la variable PERFOMANCE_POSTEST se incremento en el 
pos test lo que sugiere una mejora en el PERFOMANCE de los programas de la 
muestra modificados por la herramienta QSOURCE en el pos test. 
 
 


















Correlaciones muestras emparejadas PERFOMANCE 
 






















95% de intervalo de 








-8,613 5,181 ,931 -10,513 -6,712 -9,255 30 ,000 
________________________________________________________________________________ 
Ho: la aplicación. QSOURCE no mejora significativamente EL PERFOMANCE 
H1: la aplicación. QSOURCE mejora significativamente EL PERFOMANCE 
 
 
Nivel significación: 0.05 (Max. Nivel error que quiero cometer en mi investigación, 
Si llevamos a cabo el mismo estudio 100 veces, aproximadamente 95 de los 
intervalos de confianza cubriría la verdadera media de la población) 
Criterio:   si pvalor<0.05 rechazo la Ho sino lo acepto 
Según prueba de T. para muestra relacionada, el sig 0.000 <0.05 entonces se 
rechaza Ho por lo tanto existe fuerte evidencia estadística para afirmar que existe 




concluyendo que mejora significativamente EL PERFOMANCE. 
 
3.3.6 Análisis de normalidad variable Perfomance 
 
Para que los test de pruebas emparejadas sean válidos la diferencia entre los 
valores debe ser distribuida normalmente. 
 
Tabla 36 
Normalidad variable PERFOMANCE 
Resumen de procesamiento de casos 
 
Casos 










31 100,0% 0 0,0% 31 100,0% 
 
Esta tabla muestra el cuadro de resumen que indica el número y porcentaje de 




Pruebas de Normalidad PERFOMANCE 
Pruebas de normalidad 
 
Kolmogorov-Smirnova Shapiro-Wilk 
Estadístico gl Sig. Estadístico gl Sig. 
DIFF_PERFOMANCE ,128 31 ,200* ,961 31 ,305 
*. Esto es un límite inferior de la significación verdadera. 








Alfa = 0.05 












DIFF_PERFOMANCE Stem-and-Leaf Plot 
 
 Frequency    Stem &  Leaf 
 
     6.00        0 .  000444 
    13.00        0 .  5555666788889 
     7.00        1 .  0122344 
     4.00        1 .  5666 
     1.00        2 .  0 
 
 Stem width:     10.00 
Each leaf:       1 case(s) 
 
 
Figura13. Análisis normalidad perfomance. 
 
La línea representa la distribución normal y los puntos la distribución de los 
datos de la muestra. Se concluye que los datos se comportan conforme a la normal 




3.4 Resultados Variable Buenas practicas 
 








(agrupado)   





















Válido BAJO 5 16,1 16,1 16,1 
MEDIO 17 54,8 54,8 71,0 
ALTO 9 29,0 29,0 100,0 
Total 31 100,0 100,0  
 
En el grafico se ve el número de programas analizados según la calificación y 
su porcentaje, 5 programas está con bajo perfomance y representa el 16.5 %, 17 
programas tienen calificación medio en perfomance y son el 54.8%, y 9 programas 
tienen calificación alta en B. Practicas con 29%, lo que dice que hay más programas 










































Válido 31 1 3,2 3,2 3,2 
35 1 3,2 3,2 6,5 
37 1 3,2 3,2 9,7 
38 1 3,2 3,2 12,9 
40 1 3,2 3,2 16,1 
41 1 3,2 3,2 19,4 
42 2 6,5 6,5 25,8 
43 2 6,5 6,5 32,3 
44 1 3,2 3,2 35,5 
45 1 3,2 3,2 38,7 
46 1 3,2 3,2 41,9 
47 5 16,1 16,1 58,1 
50 4 12,9 12,9 71,0 
52 1 3,2 3,2 74,2 
53 2 6,5 6,5 80,6 
57 1 3,2 3,2 83,9 
58 1 3,2 3,2 87,1 
61 2 6,5 6,5 93,5 
64 1 3,2 3,2 96,8 
75 1 3,2 3,2 100,0 
Total 31 100,0 100,0  
 
En la tabla se observa que la mayor frecuencia la tiene la calificación 47 de la variable 













3.4.2 Estadísticos variable Buenas Prácticas Pretest 
 
Tabla 41 




B_PRACTICAS_PRETEST   








Para la variable B. PRACTICAS_PRETEST, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 48.26 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica BUENAS PRACTICAS en pre test 48.26. 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 47.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 47 en la variable BUENAS 
PRACTICAS_PRETEST y 50% tienen menos o igual 47 puntos de calificación en su 
variable BUENAS PRACTICAS_PRETESTen Pre test. 
Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su 










3.4.3 Análisis descriptivo variable Buenas Prácticas post test categorizado 
 
Tabla 42 




(agrupado)   










B. Practicas Pos Test (agrupado) 
 
 Frecuencia Porcentaje Porcentaje válido Porcentaje acumulado 
Válido MEDIO 1 3,2 3,2 3,2 
ALTO 30 96,8 96,8 100,0 
Total 31 100,0 100,0  
 
En la tabla se ve el número de programas analizados según la calificación y su 
porcentaje, 1 programas está con B. Practicas medio y representa el 3.2 %, 30 
programas tienen calificación alto en B. Practicas y son el 96.8%, lo que dice que hay 
más programas con un perfomance alto en el pos test que en el pre test. Lo que permite 
concluir que el uso de QSOURCE mejora el uso de buenas prácticas en aplicaciones 











































Válido 44 1 3,2 3,2 3,2 
57 1 3,2 3,2 6,5 
59 1 3,2 3,2 9,7 
60 3 9,7 9,7 19,4 
61 4 12,9 12,9 32,3 
63 1 3,2 3,2 35,5 
65 2 6,5 6,5 41,9 
66 1 3,2 3,2 45,2 
68 2 6,5 6,5 51,6 
70 1 3,2 3,2 54,8 
71 3 9,7 9,7 64,5 
72 2 6,5 6,5 71,0 
73 1 3,2 3,2 74,2 
75 1 3,2 3,2 77,4 
76 2 6,5 6,5 83,9 
77 1 3,2 3,2 87,1 
78 2 6,5 6,5 93,5 
83 2 6,5 6,5 100,0 
Total 31 100,0 100,0  
 
En la tabla se observa que la mayor frecuencia la tiene la calificación 61 con el 
12.9% en pos test contra 47 de la variable Buenas prácticas en pre test con el 16.1 %. 
Lo que permite concluir que la frecuencia en el pos test refleja una mejora de la 









3.4.4 Estadísticos variable Buenas Prácticas pos test 
 
Tabla 45 
Estadísticos B. Practicas Pos Test 
_______________________ 
Estadísticos 
B_PRACTICAS_POSTEST   









Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 67.90 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica BUENAS PRACTICAS en pos test 67.90 contra 48.26 de pre test, lo que 
muestra una mejor calificación promedio de los programas en su variable BUENAS 
PRACTICAS en el pos test. 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 68.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 68 en la variable BUENAS PRACTICAS 
y 50% tienen menos o igual 68 puntos de calificación en su variable BUENAS 
PRACTICAS en pos test contra 47 en el pre test, lo que permite concluir que en el pos 









Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media.  
Corresponde a 8.580 en pos test contra 9.187 del pre test, lo que permite concluir que 
los valores de la calificación de los programas de la muestra en su variable BUENAS 
PRACTICAS tienen una mayor variabilidad en el pos test debido a los nuevos valores 
según las mejoras introducidas 
 




Estadísticas de Muestras emparejadas B. Practicas 
 
 Media N 
Desviación 
estándar 




48,26 31 9,187 1,650 
B_PRACTICAS_PO
STEST 
67,90 31 8,580 1,541 
 
La media para la variable B_PRACTICAS_POSTEST se incrementó en el pos 
test lo que sugiere una mejora en B_PRACTICAS de los programas de la muestra 
modificados por la herramienta QSOURCE en el pos test. 
 
 








Correlación de muestras emparejadas B. Practicas 
 
 N Correlación Sig. 
Par 1 B_PRACTICAS_PRETEST & 
B_PRACTICAS_POSTEST 

















95% de intervalo de 






-19,645 6,540 1,175 -22,044 -17,246 -16,725 30 ,000 
_________________________________________________________________________________________ 
Ho: la aplicación. QSOURCE no mejora significativamente LAS BUENAS PRACTICAS 
H1: la aplicación. QSOURCE mejora significativamente LAS BUENAS PRACTICAS 
 
Nivel significación: 0.05 (Max. Nivel error que quiero cometer en mi investigación, Si 
llevamos a cabo el mismo estudio 100 veces, aproximadamente 95 de los intervalos 
de confianza cubriría la verdadera media de la población) 
Criterio:   si pvalor<0.05 rechazo la Ho sino lo acepto 
Según prueba de T. para muestra relacionada, el sig 0.000 <0.05 entonces se rechaza 
Ho por lo tanto existe fuerte evidencia estadística para afirmar que existe diferencia en 
las buenas prácticas luego de la aplicación de QSOURCE, concluyendo que mejora 




3.4.6   Análisis de Normalidad 
Para que los test de pruebas emparejadas sean válidos la diferencia entre los valores 
debe ser distribuida normalmente. 
 
Tabla 49 




Válido Perdidos Total 
N Porcentaje N Porcentaje N Porcentaje 
DIFF_B_PRACTICAS 31 100,0% 0 0,0% 31 100,0% 
 
Esta tabla muestra el cuadro de resumen que indica el número y porcentaje de casos 
analizados, son 31 y corresponde al 100%. 
 
Tabla 50 
Pruebas de normalidad B. Practicas 
 
Kolmogorov-Smirnova Shapiro-Wilk 
Estadístico gl Sig. Estadístico gl Sig. 
DIFF_B_PRACTICAS ,102 31 ,200* ,985 31 ,936 
*. Esto es un límite inferior de la significación verdadera. 
a. Corrección de significación de Lilliefors 
Prueba normalidad: 




Alfa = 0.05 
Criterio: si pvalor <0.05 se rechaza la Ho sino se acepta 









DIFF_B_PRACTICAS Stem-and-Leaf Plot 
 
 Frequency    Stem &  Leaf 
 
     3.00        0 .  789 
     4.00        1 .  2344 
     9.00        1 .  567788999 
     8.00        2 .  00114444 
     5.00        2 .  55668 
     1.00        3 .  1 
     1.00        3 .  5 
 
 Stem width:     10.00 
Each leaf:       1 case(s) 
 
Figura17. Normalidad Buenas Prácticas. 
 
La línea representa la distribución normal y los puntos la distribución de los 
datos de la muestra. Se concluye que los datos se comportan conforme a la normal ya 





3.5   Resultados variable Malas Prácticas 
3.5.1   Análisis descriptivo variable Malas Prácticas Pretest categorizado 
 
Tabla 51 




(agrupado)   









Malas prácticas pre test (agrupado) 
 
 Frecuencia Porcentaje Porcentaje válido Porcentaje acumulado 
Válido BAJO 28 90,3 90,3 90,3 
MEDIO 2 6,5 6,5 96,8 
ALTO 1 3,2 3,2 100,0 
Total 31 100,0 100,0  
 
En la tabla se ve el número de programas analizados según la calificación y su 
porcentaje, 28 programas está con malas prácticas y representa el 90.3 %, 2 
programas tienen calificación medio en malas prácticas y son el 6.5%, y 1 programas 
tienen calificación alta en B. Practicas con el 3.2, lo que dice que hay más programas 











































Válido 0 2 6,5 6,5 6,5 
12 1 3,2 3,2 9,7 
14 2 6,5 6,5 16,1 
16 1 3,2 3,2 19,4 
18 1 3,2 3,2 22,6 
20 3 9,7 9,7 32,3 
22 5 16,1 16,1 48,4 
25 3 9,7 9,7 58,1 
27 2 6,5 6,5 64,5 
28 2 6,5 6,5 71,0 
33 6 19,4 19,4 90,3 
41 1 3,2 3,2 93,5 
50 1 3,2 3,2 96,8 
55 1 3,2 3,2 100,0 
Total 31 100,0 100,0  
 
 
La tabla muestra que la mayor frecuencia la tiene la calificación 33 con el 19.4% 





3.5.2 Estadísticos variable Malas Prácticas Pretest 
 
Tabla 54 
Estadísticos Malas Prácticas Pre Test 
 
_______________________       
M_PRATICAS_PRETEST   









Para la variable M. PRACTICAS_PRETEST, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 24.94 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica MALAS PRACTICAS en pre test 24.94. 
La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 25.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 25 en la variable MALAS 
PRACTICAS_PRETEST y 50% tienen menos o igual 25 puntos de calificación en su 
variable MALAS PRACTICAS_PRETEST en Pre test. 
Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media.  






3.5.3 Análisis descriptivo variable Malas Prácticas post test categorizado 
 
Tabla 55 




(agrupado)   









Malas prácticas Pos Test (agrupado) 
 
 Frecuencia Porcentaje Porcentaje válido Porcentaje acumulado 
Válido BAJO 22 71,0 71,0 71,0 
MEDIO 7 22,6 22,6 93,5 
ALTO 2 6,5 6,5 100,0 
Total 31 100,0 100,0  
 
En la tabla se ve el número de programas analizados según la calificación y su 
porcentaje, 22 programas está con malas prácticas y representa el  71 % ,  7 
programas tienen calificación medio en malas prácticas y son el 22.5%, y 2 programas 
tienen calificación alta en M.Practicas con el 6.5% , lo que dice que hay más programas 
con mejor gestión de malas prácticas en categoría bajo en el post test que en pre test 
, hay más programas con categoría alta en gestión de malas prácticas en pos test que 
en pre test. Lo que permite concluir que el uso de QSOURCE mejora la gestión de 








Figura19. Malas prácticas pos test agrupado. 
 
Tabla 57 











Válido 0 2 6,5 6,5 6,5 
16 1 3,2 3,2 9,7 
20 5 16,1 16,1 25,8 
25 1 3,2 3,2 29,0 
28 3 9,7 9,7 38,7 
33 8 25,8 25,8 64,5 
40 2 6,5 6,5 71,0 
42 1 3,2 3,2 74,2 
50 6 19,4 19,4 93,5 
56 1 3,2 3,2 96,8 
71 1 3,2 3,2 100,0 






La tabla muestra que la mayor frecuencia la tiene la calificación 33 con 25% y 
50 con 19% en el post test contra 33 con el 19.4% y 22 con el 16.1% de la variable 
Malas prácticas en pre test. Lo que permite concluir que se ha mejorado la frecuencia 
de programas RPG con buena gestión de malas prácticas debido al uso de a 
herramienta QSOURCE. 
 
3.5.4 Estadísticos variable Malas Prácticas pos test 
 
Tabla 58 
Estadísticos Malas Prácticas Pos Test 
 
_______________________ 
M_PRACTICAS_POSTEST   








Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 33.40 puntos. Lo que 
permite concluir que en promedio los programas de la muestra tienen como calificación 
de su característica MALAS PRACTICAS en pos test 33.40 contra 24.94 de pre test, 
lo que muestra una mejor calificación promedio de los programas en su variable 
MALAS PRACTICAS en el pos test. 
 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de 
los casos; o valor central de la distribución es 33.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 33 en la variable MALAS PRACTICAS 
y 50% tienen menos o igual 33 puntos de calificación en su variable MALAS 




test se ha incrementado el promedio de programas con mejor calificación de MALAS 
PRACTICAS. 
Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media.  
 Corresponde a 15.631 en pos test contra 11.693 del pre test, lo que permite concluir 
que los valores de la calificación de los programas de la muestra en su variable MALAS 
PRACTICAS tienen una mayor variabilidad en el pos test debido a los nuevos valores 
según las mejoras introducidas 
 




Estadísticos de muestras emparejadas Malas Practicas 
 
 Media N 
Desviación 
estándar 




24,94 31 11,693 2,100 
M_PRACTICAS_PO
STEST 
33,48 31 15,631 2,807 
 
 La media para la variable M_PRACTICAS_POSTEST se incrementó en el pos 
test lo que sugiere una mejora en M_PRACTICAS de los programas de la muestra 





Figura20. Malas prácticas pre y pos test. 
 
Tabla 60 
Correlaciones de muestras emparejadas Malas Practicas 
 
 N Correlación Sig. 
Par 1 M_PRATICAS_PRETEST & 
M_PRACTICAS_POSTEST 













Media de error 
estándar 
95% de intervalo de 








-8,548 6,308 1,133 -10,862 -6,235 -7,545 30 ,000 
 
Ho: la aplicación. QSOURCE no mejora significativamente LA GESTION DE MALAS PRACTICAS 
H1: la aplicación. QSOURCE mejora significativamente LA GESTION DE MALAS PRACTICAS 
 
Nivel significación: 0.05 (Max. Nivel error que quiero cometer en mi investigación, Si 




de confianza cubriría la verdadera media de la población) 
Criterio:   si pvalor<0.05 rechazo la Ho sino lo acepto 
Según prueba de T. para muestra relacionada, el sig 0.000 <0.05 entonces se rechaza 
Ho por lo tanto existe fuerte evidencia estadística para afirmar que existe diferencia en 
la medida de malas prácticas luego de la aplicación de QSOURCE,concluyendo que 
mejora significativamente la gestión de LAS MALAS PRACTICAS de programas 
desarrollados en RPG. 
 
3.5.6 Análisis de Normalidad 
 
Para que los test de pruebas emparejadas sean válidos la diferencia entre los valores 
debe ser distribuida normalmente. 
 
Tabla 62 














31 100,0% 0 0,0% 31 100,0% 
 
 Esta tabla muestra el cuadro de resumen que indica el número y porcentaje de 



















o gl Sig. 
Estadístic
o gl Sig. 
DIFF_M_PRACTIC
AS 
,178 31 ,014 ,918 31 ,021 




Ho: existe normalidad en la distrib. 
H1:no existe normalidad 
 
 
Alfa = 0.05 
Criterio: si pvalor <0.05 se rechaza la Ho sino se acepta 






DIFF_M_PRACTICAS Stem-and-Leaf Plot 
 
 Frequency    Stem &  Leaf 
 
     4.00        0 .  0000 
     2.00        0 .  23 
     3.00        0 .  455 
     9.00        0 .  666666677 
     2.00        0 .  89 
     3.00        1 .  111 
      .00        1 . 
     1.00        1 .  4 
     6.00        1 .  677777 
     1.00 Extremes    (>=25) 
 
 Stem width:     10.00 






Figura21. Normalidad Malas prácticas. 
 
La línea representa la distribución normal y los puntos la distribución de los 
datos de la muestra. Se concluye que los datos se comportan conforme a la normal ya 
que están ubicados sobre la línea (o lo más cercano posible). 
3.6 Resultados variable Seguridad 
3.6.1   Análisis descriptivo variable Seguridad pre test categorizado 
 
Tabla 64 
Estadísticos seguridad pre test agrupado 
______________________ 
SEGURIDAD_PRETEST 
(agrupado)   
























Válido alto 31 100,0 100,0 100,0 
 
En el grafico se ve el número de programas analizados según la calificación y 
su porcentaje, 31 programas está con categoría alto en seguridad y representa el 100, 



















3.6.2   Estadísticos variable Seguridad pre test agrupado 
 
Tabla 66 





























Válido 100 31 100,0 100,0 100,0 
 
3.6.3   Estadísticos variable Seguridad pre test 
 
Tabla 68.  
Estadísticos seguridad pre test 
____________________ 
SEGURIDAD_PRETEST   













Para la variable SEGURIDAD, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 100.00 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica SEGURIDAD en pre test 100.00. 
La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 100.00. El 100% de los programas de la 
muestra tienen una calificación igual a 100 en su variable SEGURIDAD en Pre test. 
 
Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media.  
Corresponde a 0.0. 
3.6.4   Análisis descriptivo variable Seguridad pos test categorizado 
 
Tabla 69 
Estadísticos seguridad pos test agrupado 
______________________ 
SEGURIDAD_POSTEST 
(agrupado)   

















Válido alto 31 100,0 100,0 100,0 
 




su porcentaje, 31 programas está con categoría alto en seguridad y representa el  100  
, lo que dice que todos los programas de la muestra tienen seguridad alta en el pos 







Figura23. Seguridad pos test agrupado. 
 
Tabla 71 




















3.6.5 Estadísticos variable Seguridad pos test 
 
Tabla 72 
Estadísticos seguridad pos test 
____________________ 
SEGURIDAD_POSTEST   










Para la variable SEGURIDAD, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 100.00 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica SEGURIDAD en pos test 100.00. 
La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 100.00. El 100% de los programas de la 
muestra tienen una calificación igual a 100 en su variable SEGURIDAD en Pos test. 
Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media. 
















No se genera la tabla Correlaciones de muestras emparejadas. 
No se genera la tabla de prueba de muestras emparejadas. 
 
Tabla 73 
Estadísticas muestras emparejadas seguridad 
 
 Media N 
Desviación 
estándar 




100,00a 31 ,000 ,000 
SEGURIDAD_POST
EST 
100,00a 31 ,000 ,000 
a. La correlación y t no se pueden calcular porque el error estándar de la diferencia es 
0. 
 
La tabla 73 muestra la evidencia de que es invariable el valor 100 en el pre test 























3.6.7 Análisis de Normalidad 
 
Advertencias 
diff_seguridad es constante. Se incluirá en cualquier diagrama de caja generada, 




Resumen casos seguridad 
 
Resumen de procesamiento de casos 
 
Casos 
Válido Perdidos Total 
N Porcentaje N Porcentaje N Porcentaje 











El diagrama de la figura 24, es el resultado del valor 100 en promedio para todos 




3.7 Resultados variable complejidad 
3.7.1   Análisis descriptivo variable Complejidad pre test categorizado 
 
Tabla 75 
Estadísticos Complejidad Pre Test 
_______________________ 
COMPLEJIDAD_PRETEST 
(agrupado)   









Frecuencia Complejidad Pre Test (agrupado) 
 
 Frecuencia Porcentaje Porcentaje válido 
Porcentaje 
acumulado 
Válido MEDIO 15 48,4 48,4 48,4 
ALTO 16 51,6 51,6 100,0 
Total 31 100,0 100,0  
 
En el grafico se ve el número de programas analizados según la calificación y 
su porcentaje, 15 programas está con categoría medio en complejidad y representa el  
48.4 %,  16 programas tienen calificación alto en complejidad y son el 51.6%, lo que 
















































Válido 41 2 6,5 6,5 6,5 
42 1 3,2 3,2 9,7 
46 8 25,8 25,8 35,5 
50 4 12,9 12,9 48,4 
53 2 6,5 6,5 54,8 
54 1 3,2 3,2 58,1 
55 2 6,5 6,5 64,5 
57 1 3,2 3,2 67,7 
58 1 3,2 3,2 71,0 
63 3 9,7 9,7 80,6 
64 2 6,5 6,5 87,1 
65 1 3,2 3,2 90,3 
66 1 3,2 3,2 93,5 
69 1 3,2 3,2 96,8 
80 1 3,2 3,2 100,0 
Total 31 100,0 100,0  
 
La tabla muestra que a mayor frecuencia la tiene la calificación 46 con el 25% 














3.7.2 Estadísticos variable Complejidad Pre test 
 
Tabla 78 
Estadísticos Complejidad Pre Test 
 
_______________________ 
COMPLEJIDAD_PRETEST   








Para la variable COMPLEJIDAD, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 54.00 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica COMPLEJIDAD en pre test 54.00. 
La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 53.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 53 en la variable COMPLEJIDAD y 
50% tienen menos o igual 53 puntos de calificación en su variable COMLEJIDAD en 
Pre test. 
Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media.  








3.7.3 Análisis descriptivo variable Complejidad post test categorizado 
 
Tabla 79 




(agrupado)   









Frecuencia Complejidad Pos Test (agrupado) 
 
 Frecuencia Porcentaje Porcentaje válido Porcentaje acumulado 
Válido MEDIO 2 6,5 6,5 6,5 
ALTO 29 93,5 93,5 100,0 
Total 31 100,0 100,0  
 
En la tabla se ve el número de programas analizados según la calificación y su 
porcentaje, 2 programas está con categoría medio en complejidad y representa el 6.5% 
,  29 programas tienen calificación alto en complejidad y son el 93.5%,  lo que dice que 
hay más programas con complejidad alta en el pos test que en pre test. Lo que permite 













































Válido 50 2 6,5 6,5 6,5 
53 4 12,9 12,9 19,4 
57 2 6,5 6,5 25,8 
58 1 3,2 3,2 29,0 
61 5 16,1 16,1 45,2 
62 1 3,2 3,2 48,4 
63 1 3,2 3,2 51,6 
64 2 6,5 6,5 58,1 
66 2 6,5 6,5 64,5 
69 2 6,5 6,5 71,0 
70 2 6,5 6,5 77,4 
71 3 9,7 9,7 87,1 
73 1 3,2 3,2 90,3 
77 1 3,2 3,2 93,5 
80 2 6,5 6,5 100,0 
Total 31 100,0 100,0  
 
 
La tabla muestra que a mayor frecuencia la tiene la calificación 61 con el 16.1% 
en pos test contra 46 con el 25% en el pre test para la variable Complejidad, lo que 
permite concluir que en pos test se ha mejorado la frecuencia de programas con mejor 










3.7.4 Estadísticos variable Complejidad pos test 
 
Tabla 82 
Estadísticos Complejidad Pos Test 
_______________________ 
COMPLEJIDAD_POSTEST   








Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 63.71 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica COMPLEJIDAD en pos test 63.71 contra 54.00 de pre test, lo que 
muestra una mejor calificación promedio de los programas en su variable 
COMPLEJIDAD en el pos test. 
 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de 
los casos; o valor central de la distribución es 63.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 63 en la variable COMPLEJIDAD y 
50% tienen menos o igual 63 puntos de calificación en su variable COMPLEJIDAD en 
pos test contra 53 en el pre test, lo que permite concluir que en el pos test se ha 
incrementado el promedio de programas con mejor calificación de COMPLEJIDAD. 
 
Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media. 
Corresponde a 8.359 en pos test contra 9.480 del pre test, lo que permite concluir que 




tienen una mayor variabilidad en el pre test debido a que los cambios no generaron 
mejores valores. 
 




Estadísticas de muestras emparejadas Complejidad 
 
 Media N 
Desviación 
estándar 




54,00 31 9,480 1,703 
COMPLEJIDAD_PO
STEST 
63,71 31 8,359 1,501 
 
La media para la variable COMPLEJIDAD_POSTEST se incrementó en el pos 
test lo que sugiere una mejora en el COMPLEJIDAD de los programas de la muestra 
modificados por la herramienta QSOURCE en el pos test. 
 
 


















31 ,836 ,000 
 
Tabla 85 









Media de error 
estándar 
95% de intervalo de confianza 










Ho: la aplicación. QSOURCE no mejora significativamente LA COMPLEJIDAD 
H1: la aplicación. QSOURCE mejora significativamente LA COMPLEJIDAD 
 
 
Nivel significación: 0.05 (Max. Nivel error que quiero cometer en mi 
investigación, Si llevamos a cabo el mismo estudio 100 veces, aproximadamente 95 
de los intervalos de confianza cubriría la verdadera media de la población) 
Criterio:   si pvalor<0.05 rechazo la Ho sino lo acepto. Según prueba de T. para 
muestra relacionada, el sig 0.000 <0.05 entonces se rechaza Ho por lo tanto existe 
fuerte evidencia estadística para afirmar existe diferencia en la complejidad luego de 




COMPLEJIDAD de programas desarrollados en RPG. 
 
3.7.6 Análisis de Normalidad 
 
Para que los test de pruebas emparejadas sean válidos la diferencia entre los 
valores debe ser distribuida normalmente. 
 
Tabla 86 














31 100,0% 0 0,0% 31 100,0% 
 
 Esta tabla muestra el cuadro de resumen que indica el número y porcentaje de 
casos analizados, son 31 y corresponde al 100%. 
 
Tabla 87 
Prueba de NormalidadComplejidad 
 
Kolmogorov-Smirnova Shapiro-Wilk 
Estadístico gl Sig. Estadístico gl Sig. 
DIFF_COMPLEJIDAD ,140 31 ,123 ,956 31 ,229 








Alfa = 0.05 
Criterio: si pvalor <0.05 se rechaza la Ho sino se acepta 








DIFF_COMPLEJIDAD Stem-and-Leaf Plot 
 
 Frequency    Stem &  Leaf 
 
     3.00        0 .  000 
     1.00        0 .  2 
      .00        0 . 
     8.00        0 .  67777777 
     4.00        0 .  8999 
     5.00        1 .  11111 
     3.00        1 .  222 
     2.00        1 .  55 
     3.00        1 .  667 
     1.00        1 .  9 
     1.00 Extremes    (>=20) 
 
 Stem width:     10.00 
Each leaf:       1 case(s) 
 





La línea representa la distribución normal y los puntos la distribución de los 
datos de la muestra. Se concluye que los datos se comportan conforme a la normal ya 
que están ubicados sobre la línea (o lo más cercano posible). 
 
3.8 Resultados variable Obsolescencia 
3.8.1   Análisis descriptivo variable Obsolescencia Pre test Categorizado 
 
Tabla 88 
Estadísticos Obsolescencia pre test 
_______________________ 
OBSOLESCENCIA_PRETES
T (agrupado)   











Obsolescencia pre test agrupado 
 
 Frecuencia Porcentaje Porcentaje válido 
Porcentaje 
acumulado 
Válido bajo 1 3,2 3,2 3,2 
medio 26 83,9 83,9 87,1 
alto 4 12,9 12,9 100,0 
Total 31 100,0 100,0  
 
 
En la tabla se ve el número de programas analizados según la calificación y su 




3.2%, 26 programas tienen calificación medio en Obsolescencia y son el 83.9%, y hay 
4 programas en calificación alto y son el 12.9%, lo que dice que hay más programas 
con Obsolescencia media en el pre test. 
 
 















Válido 0 1 3,2 3,2 3,2 
50 4 12,9 12,9 16,1 
54 1 3,2 3,2 19,4 
56 2 6,5 6,5 25,8 
57 6 19,4 19,4 45,2 
59 1 3,2 3,2 48,4 
60 2 6,5 6,5 54,8 
63 1 3,2 3,2 58,1 
65 5 16,1 16,1 74,2 
68 1 3,2 3,2 77,4 
70 3 9,7 9,7 87,1 
83 3 9,7 9,7 96,8 
90 1 3,2 3,2 100,0 




La tabla muestra que a mayor frecuencia la tiene la calificación 57 con el 19.4% 
en el pre test para la variable Obsolescencia en el pre test. 
 
3.8.2   Estadísticos variable Obsolescencia pre test 
 
Tabla 91 
Estadísticos Obsolescencia pre test 
____________________ 
OBSOLESCENCIA_PRET
EST   











Para la variable Obsolescencia, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 61.03 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica OBSOLESCENCIA en pre test 61.03. 
La mediana (Valor por encima y por debajo del cual se encuentran la mitad de 
los casos; o valor central de la distribución es 60.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 53 en la variable OBSOLESCENCIA y 
50% tienen menos o igual 60 puntos de calificación en su variable OBSOLESCENCIA 
en Pre test. 
Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media. 





3.8.3   Análisis descriptivo variable Obsolescencia post test categorizado 
 
Tabla 92 
Estadísticos pos test agrupado 
______________________ 
OBSOLESCENCIA_POSTES
T (agrupado)   








a. Existen múltiples modos. 















Válido bajo 1 3,2 3,2 3,2 
medio 15 48,4 48,4 51,6 
alto 15 48,4 48,4 100,0 
Total 31 100,0 100,0  
 
En la tabla se ve el número de programas analizados según la calificación y su 
porcentaje, 2 programas están con categoría bajo en Obsolescencia y representa el 
3.2%,15 programas tienen calificación medio en Obsolescencia y son el 48.4%, y 15 
programas tienen calificación alta y son el 48.4% en pos test contra 4 del pre test, lo 
que dice que hay más programas con complejidad alta en el pos test que en pre test. 
Lo que permite concluir que el uso de QSOURCE mejora la gestión de la 








Figura30. Obsolescencia pos test agrupado. 
 
3.8.4   Estadísticos variable Obsolescencia pos test 
 
Tabla 94 
Estadísticos Obsolescencia pos test 
____________________ 
OBSOLESCENCIA_POST
EST   









La media (promedio aritmético) de la distribución es 68.06 puntos. Lo que 
permite concluir que en promedio los programas de la muestra tienen como calificación 




que muestra una mejor calificación promedio de los programas en su variable 
OBSOLESCENCIA en el pos test. 
 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de 
los casos; o valor central de la distribución es 70.00. El 50% de los programas de la 
muestra tienen una calificación mayor a 70 en la variable OBSOLESCENCIA y 50% 
tienen menos o igual 70 puntos de calificación en su variable OBSOLESCENCIA en 
pos test contra 60 en el pre test, lo que permite concluir que en el pos test se ha 
incrementado el promedio de programas con mejor calificación de OBSOLESCENCIA. 
 
Medidas de Dispersión 
La desviación estándar (Medida de dispersión en torno a la media. Raíz 
cuadrada de la varianza. Mide el grado en que las puntuaciones de la variable se alejan 
de su media. Corresponde a 14.654 en pos test contra 15.357 del pre test, lo que 
permite concluir que los valores de la calificación de los programas de la muestra en 
su OBSOLESCENCIA tienen una mayor variabilidad en el pre test debido a que los 
cambios no generaron mejores valores. 
 
3.8.5   Prueba hipótesis variable Complejidad post test 
Prueba T 
Tabla 95 
Estadísticas muestras emparejadas 
 
 Media N 
Desviación 
estándar 




61,03 31 15,357 2,758 
OBSOLESCENCIA_
POSTEST 
68,06 31 14,654 2,632 
 
La media para la variable OBSOLESCENCIA_POSTEST se incrementó en el 








Figura31. Obsolescencia pre y post. 
 
Tabla 96 






























Media de error 
estándar 
95% de intervalo de confianza 







-7,032 11,563 2,077 -11,274 -2,791 -3,386 30 ,002 
 
 
Ho: la aplicación. QSOURCE no mejora significativamente LA OBSOLESCENCIA 
H1: la aplicación. QSOURCE mejora significativamente LA OBSOLESCENCIA 
 
 
Nivel significación: 0.05 (Max. Nivel error que quiero cometer en mi 
investigación, Si llevamos a cabo el mismo estudio 100 veces, aproximadamente 95 
de los intervalos de confianza cubriría la verdadera media de la población) 
Criterio:   si pvalor<0.05 rechazo la Ho sino lo acepto 
Según prueba de T. para muestra relacionada, el sig 0.002<0.05 entonces se rechaza 
Ho por lo tanto existe fuerte evidencia estadística para afirmar que existe diferencia en 
la medida de la obsolescencia luego de la aplicación de QSOURCE concluyendo que mejora 











3.8.6 Análisis de Normalidad 
 
Tabla 98 












diff_obsolescencia 31 100,0% 0 0,0% 31 100,0% 
 
Esta tabla muestra el cuadro de resumen que indica el número y porcentaje de 
casos analizados, son 31 y corresponde al 100%. 
 
Tabla 99 




Estadístico gl Sig. Estadístico gl Sig. 
diff_obsolescencia ,235 31 ,0169 ,825 31 ,0229 








Alfa = 0.05 
Criterio: si pvalor <0.05 se rechaza la Ho sino se acepta 






Figura32. Normalidad Obsolescencia. 
 
La línea representa la distribución normal y los puntos la distribución de los 
datos de la muestra. Se concluye que los datos se comportan conforme a la normal ya 



















3.9 Resultados variable Mantenibilidad 
3.9.1 Análisis descriptivo variable Mantenibilidad Pretest categorizado 
 
Tabla 100 
Calidad pre test (agrupado) 
 
__________________________________ 
Mantenibilidad PRETEST (agrupado)   



















Válido BAJO 29 93,5 93,5 93,5 
MEDIO 2 6,5 6,5 100,0 
Total 31 100,0 100,0  
 
En la tabla se ve el número de programas analizados según la calificación y su 
porcentaje, 29 programas está con baja Mantenibilidad y representa el 93.5%, 2 
programas tienen calificación medio en Mantenibilidad y son el 6.5%, lo que dice que 














































Válido 18 1 3,2 3,2 3,2 
21 1 3,2 3,2 6,5 
22 2 6,5 6,5 12,9 
23 5 16,1 16,1 29,0 
25 1 3,2 3,2 32,3 
26 1 3,2 3,2 35,5 
27 1 3,2 3,2 38,7 
28 1 3,2 3,2 41,9 
29 3 9,7 9,7 51,6 
30 1 3,2 3,2 54,8 
31 2 6,5 6,5 61,3 
33 4 12,9 12,9 74,2 
35 1 3,2 3,2 77,4 
38 2 6,5 6,5 83,9 
40 2 6,5 6,5 90,3 
41 1 3,2 3,2 93,5 
45 1 3,2 3,2 96,8 
50 1 3,2 3,2 100,0 
Total 31 100,0 100,0  
 
 En esta tabla se observa que la frecuencia más alta la tiene la puntuación 23 de 














Estadísticos Mantenibilidad Pre Test 
__________________________________________ 
MANTENIBLIDAD_PRETEST   




Desviación estándar 7,719 
 
 
Para la variable MANTENIBILIDAD_PRETEST, se tienen los siguientes estadígrafos: 
Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 30.39 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica MANTENIBILIDAD en pre test 30.39. 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 29.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 29 en la variable 
MANTENIBILIDAD_PRETESTy 50% tienen menos o igual 29 puntos de calificación en 
su variable MANTENIBILIDAD_PRETEST en Pre test. 
Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media.  









3.9.3 Análisis descriptivo variable Mantenibilidad post testCategorizado 
 
Tabla 104 
Mantenibilidad Pos Test (agrupado) 
____________________________________________ 
MANTENIBILIDAD_POSTEST (agrupado)   



















Válido BAJO 1 3,2 3,2 3,2 
MEDIO 7 22,6 22,6 25,8 
ALTO 23 74,2 74,2 100,0 
Total 31 100,0 100,0  
 
En la tabla se ve el número de programas analizados según la calificación y su 
porcentaje, 1 programa está con baja Mantenibilidad y representa el 3.2%, 7 
programas tienen calificación medio en Mantenibilidad y son el 22.6%, y 23 programas 
tienen una calificación alta con 74% contra el 93% de bajo en pre test, lo que dice que 
hay más programas con un Mantenibilidad alto en el pos test que en el pre test. Lo que 
permite concluir que el uso de QSOURCE mejora la Mantenibilidad de aplicaciones 







































Válido 37 1 3,2 3,2 3,2 
46 1 3,2 3,2 6,5 
48 3 9,7 9,7 16,1 
50 3 9,7 9,7 25,8 
52 3 9,7 9,7 35,5 
54 2 6,5 6,5 41,9 
56 1 3,2 3,2 45,2 
57 2 6,5 6,5 51,6 
60 3 9,7 9,7 61,3 
63 4 12,9 12,9 74,2 
64 1 3,2 3,2 77,4 
65 2 6,5 6,5 83,9 
66 2 6,5 6,5 90,3 
71 1 3,2 3,2 93,5 
75 1 3,2 3,2 96,8 
87 1 3,2 3,2 100,0 
Total 31 100,0 100,0  
 
 En esta tabla se observa que la frecuencia más alta la tiene la puntuación 63 de 
Mantenibilidad en pos test con el 12.9% contra 23 punto de calidad en pre test con el 
16%.  Esto lleva a concluir que en pos test luego de aplicar la herramienta QSOURCE 










3.9.4 EstadísticosvariableMantenibilidad post test 
 
Tabla 107 
Estadísticos Mantenibilidad Pos Test 
_______________________ 
MANTENIBILIDAD_POSTEST   









Medidas de Tendencia Central 
La media (promedio aritmético) de la distribución es 58.13 puntos. Lo que permite 
concluir que en promedio los programas de la muestra tienen como calificación de su 
característica MANTENIBILIDAD en pos test 58.13 contra 30.39 de pre test, lo que 
muestra una mejor calificación promedio de los programas en su variable 
MANTENIBILIDAD en el pos test. 
 La mediana (Valor por encima y por debajo del cual se encuentran la mitad de los 
casos; o valor central de la distribución es 57.00. El 50% de los programas de la 
muestra tienen una calificación mayor o igual a 57 en la variable MANTENIBILIDAD y 
50% tienen menos o igual 57 puntos de calificación en su variable MANTENIBILIDAD 
en pos test contra 29 en el pre test, lo que permite concluir que en el pos test se ha 










Medidas de Dispersión 
La Desviación estándar (Medida de dispersión en torno a la media. Raíz cuadrada de 
la varianza. Mide el grado en que las puntuaciones de la variable se alejan de su media. 
Corresponde a 9.824 en pos test contra 7.719 del pre test, lo que permite concluir que 
los valores de la calificación de los programas de la muestra en su variable 
MANTENIBILIDAD tienen una mayor variabilidad en el pos test debido a los nuevos 
valores según las mejoras introducidas. 
 




Estadísticas de muestras emparejadas Mantenibilidad 
 
 Media N 
Desviación 
estándar 




30,39 31 7,719 1,386 
MANTENIBILIDAD_
POSTEST 
58,13 31 9,824 1,764 
 
 La media para la variable MANTENIBILIDAD_POSTEST se incrementó en el 
pos test lo que sugiere una mejora en el MANTENIBILIDAD de los programas de la 
muestra modificados por la herramienta QSOURCE en el pos test. 
 






Correlación de muestras emparejadas Mantenibilidad 
 
 N Correlación Sig. 
Par 1 MANTENIBILIDAD_PRETEST 
&MANTENIBILIDAD_POSTE
ST 
31 ,687 ,000 
 
Tabla 110 










Media de error 
estándar 















Ho: la aplicación. QSOURCE no mejora significativamente LA MANTENIBILIDAD 
H1: la aplicación. QSOURCE mejora significativamente LA MANTENIBILIDAD 
 
Nivel significación: 0.05 (Max. Nivel error que quiero cometer en mi investigación, Si 
llevamos a cabo el mismo estudio 100 veces, aproximadamente 95 de los intervalos 
de confianza cubriría la verdadera media de la población) 
Criterio:   si pvalor<0.05 rechazo la Ho sino lo acepto 
Según prueba de T. para muestra relacionada, el sig. 0.000 <0.05 entonces se rechaza 
Ho por lo tanto existe fuerte evidencia estadística para afirmar que existe diferencia en 
la Mantenibilidad luego de la aplicación de QSOURCE, concluyendo  
Que mejora significativamente la Mantenibilidad de programas desarrollados en RPG. 
 





Para que los test de pruebas emparejadas sean válidos la diferencia entre los 
valores debe ser distribuida normalmente. 
 
Tabla 111 














31 100,0% 0 0,0% 31 100,0% 
 
 Esta tabla muestra el cuadro de resumen que indica el número y porcentaje de 


























Estadístico gl Sig. Estadístico gl Sig. 
DIFF_MANTENIBILIDA
D 
,116 31 ,200* ,955 31 ,219 
*. Esto es un límite inferior de la significación verdadera. 
a. Corrección de significación de Lilliefors 
 
Prueba normalidad: 




Alfa = 0.05 
Criterio: si pvalor <0.05 se rechaza la Ho sino se acepta 





DIFF_MANTENIBILIDAD Stem-and-Leaf Plot 
 
 Frequency    Stem &  Leaf 
 
     1.00 Extremes    (=<7) 
      .00        1 . 
     1.00        1 .  5 
     7.00        2 .  1223344 
    10.00        2 .  5556667799 
     7.00        3 .  0111123 
     3.00        3 .  779 
     1.00        4 .  0 
     1.00 Extremes    (>=42) 
 Stem width:     10.00 






Figura36. Mantenibilidad de Calidad. 
 
La línea representa la distribución normal y los puntos la distribución de los 
datos de la muestra. Se concluye que los datos se comportan conforme a la normal ya 

























Figura37.  Mantenibilidad de Calidad. 
 
Como se puede apreciar en las figura37, existe una tendencia de crecimiento  
en todos los valores de las variables medidas en los programas analizados, lo que 
permite concluir que luego de una primera iteración de cambio o mejora en los fuentes 
de los programas, fruto de las observaciones de las métricas de calidad, se ha 
mejorado el performance de las aplicaciones, su calidad, las buenas prácticas, se 
mejoró la adopción de buenas prácticas , en cuanto a seguridad no se encontraron 
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complejidad y en obsolescencia no se encontró métricas que relacionaran los 
programas con esto. 
De la misma manera se ve en cada grafico para los programas en particular. 
Estos resultados apoyan la hipótesis general de la tesis de que el uso de la herramienta 












































































El grafico 38 muestra los datos del pre test, se ve datos para las dimensiones 
con calificaciones bajo y medio por debajo de la calificación 60, en el grafico 39 se 
observan los datos del pos test donde se nota datos para dimensiones por encima de  
calificación 60 para calificaciones media y alta, ya no se ven dimensiones con 
calificaciones bajo, lo que denota mejora en los valores dimensionales. 
El Grafico 40 permite ver la comparación entre los resultados del pre y pos test, 
donde se verifica la mejora de la calidad y de las calificaciones para las dimensiones, 
dando soporte a la conclusión de que QSOURCE, mejora la calidad del software 
desarrollado en RPG. 
En la figura 41 se muestran los histogramas y densidad pre y pos test. Se puede 










 En la figura 42 se muestra la dispersión de los datos para la variable calidad contra los 
diversos indicadores, se puede concluir que con el indicador seguridad no hay relación 
significativa ya que sus valores son constantes, para los demás indicadores se ve una 


























































En la figura 43 se muestra los histogramas de los datos para la variable calidad contra 
los diversos indicadores, se puede concluir que con el indicador seguridad no hay relación 
significativa ya que sus valores son constantes, para los demás indicadores se ve una 

























































En la figura 44 se muestra los boxplots de los datos para la variable calidad y los 
diversos indicadores, se puede concluir que se ha mejorado ya que los valores con calificación 
















En la figura 45 se muestra los gráficos de probabilidad de densidad de los datos para 
la variable calidad contra los diversos indicadores, se puede concluir que con el indicador 
seguridad no hay relación significativa ya que sus valores son constantes, para los demás 
indicadores se ve una tendencia para las calificaciones alta y medias. 
La distribución de los datos para calificación baja es pequeña en comparación con la 
calificación alta que tiene probabilidad baja, pero densidad alta, en cuanto a la calificación 


















































En la figura 46 se muestra los histogramas de los datos para la variable calidad contra 
los diversos indicadores, se puede concluir que con el indicador seguridad no hay relación 
significativa ya que sus valores son constantes, para los demás indicadores se ve una 
tendencia para las calificaciones alta y medias. 
 
 Las frecuencias más altas se dan para calificaciones  altas y medias, y las frecuencias 
















En la figura 47 se muestra los box plots de los datos para la variable calidad contra los 
diversos indicadores, se puede concluir que con el indicador seguridad no hay relación 
significativa ya que sus valores son constantes, para los demás indicadores se ve una 
tendencia para las calificaciones alta y medias. 
 
La distribución del conjunto de datos tiende a ser simétrica, como se ve el 50% de la 
población está en los límites de la caja, buenas prácticas, complejidad y obsolescencia tienen 
















Como se puede apreciar en las figura 48, existe una tendencia de crecimiento  
en todos los valores de las variables medidas en los programas analizados, lo que 
permite concluir que luego de una primera iteración de cambio o mejora en los fuentes 
de los programas, fruto de las observaciones de las métricas de calidad, se ha 
mejorado el performance de las aplicaciones, su calidad, las buenas prácticas, se 
mejoró la adopción de buenas prácticas , en cuanto a seguridad no se encontraron 
tokens relacionados , se mejoró en la adopción de métricas de mejora en la 
complejidad y en obsolescencia no se encontró métricas que relacionaran los 
programas con esto. 
De la misma manera se ve en cada grafico para los programas en particular. 
Estos resultados apoyan la hipótesis general de la tesis de que el uso de la herramienta 

















































































































Como se puede apreciar en la gráfica 50. existe una tendencia de crecimiento  
en los valores de la variable calidad  medida en los programas analizados, lo que 
permite concluir que luego de una primera iteración la calidad  cambio o mejora en los 
fuentes de los programas, fruto de las observaciones de las métricas de calidad se ha 
mejorado la gestión de calidad de las aplicaciones estos resultados apoyan la hipótesis 
general de la tesis de que el uso de la herramienta SOURCE400, mejora la gestión de  
calidad de las aplicaciones desarrolladas en lenguaje RPG.El grafico 51 muestra que 
la mediana para la variable calidad es mayor en el pos test, lo que muestra un promedio 
mayor de programas con calificación (70%)  por encima de 60 del pre test. El grafico 
52 muestra picos o conglomerados más altos en las barras 8,20, 30pres test y post 
test que son los valores más comunes, la dispersión de los datos es desde0 hasta 100. 
El histograma tiene una línea de distribución ajustada, sigue las alturas de las barras, 
































































Analisis de perfomance general



























Como se puede apreciar en la gráfica 53. existe una tendencia de crecimiento  
en los valores de la variable PERFOMANCE  medida en los programas analizados, lo 
que permite concluir que luego de una primera iteración d PERFOMANCE e cambio o 
mejora en los fuentes de los programas, fruto de las observaciones de las métricas de 
PERFOMANCE se ha mejorado la gestión de PERFOMANCE de las aplicaciones 
estos resultados apoyan la hipótesis general de la tesis de que el uso de la herramienta 
SOURCE400, mejora la gestión de  PERFOMANCE de las aplicaciones desarrolladas 
en lenguaje RPG.El grafico 54 muestra que la mediana para la variable Perfomance 
es mayor en el pos test, lo que muestra un promedio mayor de programas con 
calificación (75%)  por encima de 60 contra 53 del pre test. El grafico 55 muestra picos 
o conglomerados más altos en las barras 50-55 pre test, 65-70 post test que son los 




tiene una línea de distribución ajustada, sigue las alturas de las barras, los datos se 




























































































































































































































































Analisis de Buenas Practicas General















Figura58. Grafico de puntos pre y pos tes para variable buenas prácticas. 
 
 
Como se puede apreciar en la gráfica56 existe una tendencia de crecimiento  
en los valores de la variable BUENAS PRACTICAS medida en los programas 
analizados, lo que permite concluir que luego de una primera iteración de cambio o 
mejora en los fuentes de los programas, fruto de las observaciones de las métricas de 
BUENAS PRACTICAS, se ha mejorado la gestión de BUENAS PRACTICAS de las 
aplicaciones estos resultados apoyan la hipótesis general de la tesis de que el uso de 
la herramienta SOURCE400, mejora la gestión de  BUENAS PRACTICAS  de las 
aplicaciones desarrolladas en lenguaje RPG.El grafico 57 muestra que la mediana 
para la variable buenas prácticas es mayor en el pos test, lo que muestra un promedio 
mayor de programas con calificación (75%)  por encima de 70 contra valores inferiores 
a 50 del pre test. El grafico 58 muestra picos o conglomerados más altos en las barras 




datos es desde 40 hasta 100. El histograma tiene una línea de distribución ajustada, 
















































































































































































































































Analisis de Malas Practicas General


















Como se puede apreciar en la gráfica59, existe una tendencia de crecimiento  en los 
valores de la variable MALAS PRACTICAS medida en los programas analizados, lo 
que permite concluir que luego de una primera iteración de cambio o mejora en los 
fuentes de los programas, fruto de las observaciones de las métricas de MALAS 
PRACTICAS, se ha mejorado la gestión de MALAS PRACTICAS de las aplicaciones 
estos resultados apoyan la hipótesis general de la tesis de que el uso de la herramienta 
SOURCE400, mejora la gestión de  MALAS PRACTICAS  de las aplicaciones 
desarrolladas en lenguaje RPG.El grafico 60 muestra que la mediana para la variable 
malas prácticas es mayor en el pos test, lo que muestra un promedio mayor de 
programas con calificación (75%) por encima de 40 contra valores inferiores a 40 del 
pre test. El grafico 61 muestra picos o conglomerados más altos en las barras 35 pre 
test, 45 post test que son los valores más comunes, la dispersión de los datos es desde 
0 hasta 100. El histograma tiene una línea de distribución ajustada, sigue las alturas 
















































































































































































































































Analisis de Complejidad General




















Como se puede apreciar en la gráfica62, existe una tendencia de crecimiento  
en los valores de la variable COMPLEJIDAD medida en los programas analizados, lo 
que permite concluir que luego de una primera iteración de cambio o mejora en los 
fuentes de los programas, fruto de las observaciones de las métricas de 
COMPLEJIDAD, se ha mejorado la COMPLEJIDAD de las aplicaciones estos 
resultados apoyan la hipótesis general de la tesis de que el uso de la herramienta 
SOURCE400, mejora la COMPLEJIDAD de las aplicaciones desarrolladas en lenguaje 
RPG.El grafico 63 muestra que la mediana para la variable complejidad es mayor en 
el pos test, lo que muestra un promedio mayor de programas con calificación (75%) 
por encima de 62 contra valores inferiores a 55 del pre test. El grafico 64 muestra picos 
o conglomerados más altos en las barras 45-50 pre test, 60-65 post test que son los 




tiene una línea de distribución ajustada, sigue las alturas de las barras, los datos se 





































































































































































































































Como se puede apreciar en la gráfica 65, la variable seguridad no varía en el 
post test, se mantiene igual debido a que los programas no tienen registro de datos 
para estadísticas de medición para seguridad. El grafico 66 muestra que la mediana 
para la variable seguridad es igual en el pos test, y pre test. El grafico 67 muestra las 
frecuencias con que aparecen las mediciones de seguridad calidad agrupadas en los 
rangos, donde en pre test y pos test los rangos con más frecuencias se mantienen 
iguales. 
El grafico 68, corrobora la información mostrada en los anteriores, se muestra 









































































































































































































































































Analisis de Obsolescencia General




















Como se puede apreciar en la gráfica 69, existe una tendencia de crecimiento  
en los valores de la variable OBSOLESCENCIA medida en los programas analizados, 
lo que permite concluir que luego de una primera iteración de cambio o mejora en los 
fuentes de los programas, fruto de las observaciones de las métricas de 
OBSOLESCENCIA, se ha mejorado la GESTION DE OBSOLESCENCIA de las 
aplicaciones estos resultados apoyan la hipótesis general de la tesis de que el uso de 
la herramienta SOURCE400, mejora la GESTION DE OBSOLESCENCIA de las 




para la variable obsolescencia es mayor en el pos test, lo que muestra un promedio 
mayor de programas con calificación (75%) por encima de 80 contra valores inferiores 
a 60 del pre test. El grafico 71 muestra picos o conglomerados más altos en las barras 
55-60 pre test, 75-80 post test que son los valores más comunes, la dispersión de los 
datos es desde 0 hasta 100. El histograma tiene una línea de distribución ajustada, 







































































Analisis de Mantenibilidad General

















Como se puede apreciar en la gráfica72, existe una tendencia de crecimiento  
en los valores de la variable MANTENIBILIDAD medida en los programas analizados, 
lo que permite concluir que luego de una primera iteración de cambio o mejora en los 
fuentes de los programas, fruto de las observaciones de las métricas de 
MANTENIBILIDAD, se ha mejorado la GESTION DE MANTENIBILIDAD de las 
aplicaciones estos resultados apoyan la hipótesis general de la tesis de que el uso de 
la herramienta SOURCE400, mejora la GESTION DE MANTENIBILIDAD de las 
aplicaciones desarrolladas en lenguaje RPG.El grafico 73 muestra que la mediana 
para la variable obsolescencia es mayor en el pos test, lo que muestra un promedio 
mayor de programas con calificación (75%) por encima de 80 contra valores inferiores 
a 60 del pre test. El grafico 74 muestra picos o conglomerados más altos en las barras 
55-60 pre test, 75-80 post test que son los valores más comunes, la dispersión de los 
datos es desde 0 hasta 100. El histograma tiene una línea de distribución ajustada, 





3.13 Relación de variable Calidad con los indicadores 
 
Debido a que las métricas de calidad de software según la IEEE 1061-1998, 
deben estar validadas, se analizara la relación de esta variable con las dimensiones 
para ver como aportan a la calidad total, para lo cual se utilizara, la prueba de 
correlación lineal. Inicialmente se hará una mirada general de las correlaciones 






























 La figura 75 muestra un graficoscatterplotmúltiple para la variable calidad y 
sus indicadores mantenibilidad, buenas prácticas, malas prácticas, seguridad, 
complejidad y obsolescencia. La calidad tiene una fuerte correlación con los 
indicadores mantenibilidad, complejidad y obsolescenciaobservándose una 
relación positiva y una baja correlación con perfomance, buenas prácticas y malas 
prácticas. Seguridad no tiene correlación debido a su varianza 0. A si mismo se 
observa una correlación negativa entre los indicadores perfomance vs malas 



























En las figuras 76-78, se muestra la matriz de correlación para la variable 
calidad y sus indicadores perfomance, mantenibilidad, buenas prácticas, malas 
prácticas, seguridad, complejidad y obsolescencia. La calidad tiene una fuerte 
correlación con los indicadores mantenibilidad, complejidad y obsolescencia y una 











La figura 79 muestra un graficoscatterplotmúltiple para la variable calidad y 
sus indicadores mantenibilidad, buenas prácticas, malas prácticas, seguridad, 
complejidad y obsolescencia. La calidad tiene una fuerte correlación con los 
indicadores perfomance, mantenibilidad, buenas prácticas, malas prácticas, 
complejidad y obsolescencia observándose una relación positiva y una baja 
correlaciónse presenta entre las dimensiones perfomance, mantenibilidad y buenas 
prácticas con malas prácticas observándose una relación negativa. Complejidad y 
malas prácticas también presenta una relación negativa. Perfomance, malas 
prácticas y buenas prácticas con obsolescencia presentan una relación negativa. 
 
 Seguridad no tiene correlación debido a su varianza 0. A si mismo se 
observa una correlación negativa entre los indicadores perfomance vs malas 









La figura 80 muestra gráficos de barras que representan el numero de 
calificaciones por rango, ya sea alto, medio o bajo, se observa un conteo mayor 
para calificaciones por encima de 60 en buenas prácticas, malas prácticas y 
obsolescencia; se observa una tendencia creciente para valores altos y medios, y 
una tendencia decreciente para valores bajos. Se observa mayor frecuencia de 



















































































































Como se ve en losgraficos 81-83, hay correlación fuerte entre perfomance y 
Mantenibilidad, perfomance y buenas prácticas, perfomance y malas prácticas, 
perfomance y complejidad, perfomance y obsolescencia, fuerte entre calidad y 
buenas prácticas, débil entre calidad y malas prácticas, débil entre calidad y 
complejidad, fuerte entre calidad y obsolescencia, débil entre buenas prácticas y 
malas prácticas,  buenas prácticas y complejidad, fuerte entre buenas prácticas y 
obsolescencia , débil entre malas prácticas y complejidad , fuerte entre malas 
prácticas y obsolescencia, fuerte entre complejidad y obsolescencia. 
La mayoría de las relaciones de los gráficos son monotonicas, o sea, si una 
variable sube o se incrementa, la otra también y se acercan bastante a la lineal. La 





Correlacion calidad e indicadores. 
__________________________________________________________________________    
Calidad                       perfomance              matenibilidad          bpracticas 
__________________________________________________________________________ 
 
     
Calidad 1.0000000   0.5536953      0.81758573   0.5439008 
Perfomance   0.5536953   1.0000000      0.42378142   0.9152927 
Mantenibilidad 0.8175857   0.4237814      1.00000000   0.3667171 
Bpracticas 0.5439008   0.9152927      0.36671710   1.0000000 
Mpracticas 0.4621058 -0.2344696      0.09357923 -0.1894412 
Complejidad 0.7185997   0.6345827      0.78383064   0.5656289 
Obsolescencia 0.7103490   0.1199948      0.78875354   0.1206501 
   
 Mpracticas complejidad Obsolescencia 
Calidad 0.46210584    0.7185997     0.7103490 
Perfomance   -0.23446957    0.6345827     0.1199948 
Mantenibilidad 0.09357923    0.7838306     0.7887535 
Bpracticas -0.18944116    0.5656289     0.1206501 
Mpracticas 1.00000000   -0.1778224     0.1871412 
Complejidad -0.17782241    1.0000000     0.6206217 
Obsolescencia 0.18714117    0.6206217     1.0000000 
 
































































Ladányi, et al (2015) en su publicación, paper de la Investigación “A software quality model 
for RPG”, usaron un modelo de calidad que implementaron en una herramienta que midió 
la calidad de programas en RPG, el cual se baso en métricas no orientadas al lenguaje 
sino en métricas generales de ingeniería de software (Mantenibilidad, testabilidad, 










Figura 84. Modelo de calidad. Fuente Ladányi, et al (2015). 
 
 
Mientras que en esta investigación he usado métricas orientadas al lenguaje (calidad, 













Figura85. Modelo de calidad usado con QSOURCE. 
 
 
 Ladányi, et al (2015) obtuvieron resultados centrándose en la mantenibilidad 
mientras que en esta investigación se baso en la calidad como centro dependiendo 
de 6 dimensiones todas asociando características propias del lenguaje RPG, criterio 
que se concluye es un enfoque más preciso que el general orientado a métricas 




































































Primero Luego de observar los resultados estadísticos, queda claro que el 
uso de una herramienta CASE (Computerasistant software 
Engineering) como QSOURCE para el análisis estático de la calidad 
del código desarrollado en lenguaje RPG es útil en ambientes de 
sistemas donde se requiera visibilizar la calidad para toma de 
decisiones. La herramienta QSOURCE permitió gestionar la calidad 
del software dentro del ciclo de vida de desarrollo de software del 
banco AGROBANCO. Esta investigación ha evidenciado que el uso 
de la herramienta QSOURCE en una primera iteración ha mejorado 
la calidad de los programas de la muestra, pero si se sigue usando 
en iteraciones posteriores, se podría llegar a un nivel superior de 
calidad. 
Segundo: La presente investigación respecto al objetivo general, demuestra 
que el uso de QSOURCE como herramienta de gestión de calidad, 
ayudo a los gerentes de desarrollo y programadores, a controlar el 
perfomance, la mantenibilidad, las buenas prácticas, las malas 
prácticas, la complejidad, la seguridad y obsolescencia del código 
en programas desarrollados en lenguaje RPG de IBM, y ayudo a 
reducir el tiempo usado en poner en producción las aplicaciones. 
Tercero: La presente investigación respecto al objetivo específico 1, ha 
determinado que el efecto de la implementación del Sistema 
QSOURCE en la mejora de la performance del software hecho en 
RPG en el banco Agrobanco, fue positivo lográndose demostrar la 
mejora en la calificación inicial de 53 a 61 
Cuarto: La presente investigación respecto al objetivo específico 2, ha 
determinado que el efecto de la implementación del Sistema 
QSOURCE en la mejora de la mantenibilidad del software hecho en 
RPG en el banco Agrobanco, fue positivo lográndose demostrar la 
mejora en la calificación inicial de 30 a 58 
Quinto: La presente investigación respecto al objetivo específico 3, ha 
determinado que el el efecto de la implementación del Sistema 
QSOURCE en el uso de buenas prácticas de codificación de 




fue positivo lográndose demostrar la mejora en la calificación inicial 
de 48 a 67. 
Sexto: La presente investigación respecto al objetivo específico 4, ha 
determinado que el efecto de la implementación del Sistema 
QSOURCE en la eliminación de malas prácticas de codificación de 
software hecho en RPG en el banco Agrobanco, fue positivo 
lográndose demostrar la mejora en la calificación inicial de 24 a 33 
Séptimo: La presente investigación respecto al objetivo específico 5, ha 
determinado que el efecto de la implementación del Sistema 
QSOURCE en la mejora de la seguridad del software hecho en RPG 
en el banco Agrobanco, no se evidencio debido a que sus 
programas ya tenían la máxima calificación 100. 
Octavo: La presente investigación respecto al objetivo específico 6, ha 
determinado que el efecto de la implementación del Sistema 
QSOURCE en la simplificación de la complejidad del software hecho 
en RPG en el banco Agrobanco, fue positivo lográndose demostrar 
la mejora en la calificación inicial de 54 a 63. 
Noveno: La presente investigación respecto al objetivo específico 7, ha 
determinado que el efecto de la implementación del Sistema 
QSOURCE en la erradicación de la obsolescencia de códigos en el 
software hecho en RPG en el banco Agrobanco, fue positivo 
lográndose demostrar la mejora en la calificación inicial de 61 a 68. 
Decimo: Mantenibilidad, complejidad y obsolescencia fueron las dimensiones 
que mas aportaron a la calidad según se muestra en la matriz de 
correlación entre la calidad y las dimensiones, lo cual debe usarse 
para afinar el modelo de análisis en futuros trabajos de 
investigación.  Las dimensiones buenas prácticas, malas prácticas 
y seguridad no aportaron significativamente a la calidad según se 






























































Primero: Si bien se logro demostrar la efectividad del uso de QSOURCE 
en el banco AGROBANCO,comoherramienta de mejora de la 
calidad del software en una primera y única iteración, se 
recomienda continuar con su uso continuo, ya que la basede 
datos tendría más información y con ella los análisis y 




La empresa debe planear la creación de información histórica 
sobre la calidad y crear una data mart dentro de su 
datawarehouse, para así tener información a disposición de la 
gerencia de sistemas y desarrollo para la toma de decisiones. 
Se debe modificar el diagrama funcional para incluir un 
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3. RESUMEN  
 
Esta Investigación pre-experimental de una muestra tuvo como propósito 
fundamental determinar la influencia del uso del software QSOURCE en la mejora 
de la calidad del software desarrollado en leguaje RPG en el departamento de 
sistemas del banco AGROBANCO. A una muestra de 31 programas se les analizo 
con la herramienta QSOURCE y su algoritmo de análisis estático de código 
generando calificaciones para cada uno de los 7 indices de la variable.  
 
La información para el análisis y la recolección de datos se realizó a través 
de un pre-test, y un pos-test usando la herramienta QSOURCE. El análisis 
estadístico se realizó aplicando el SPSS a un grupo experimental antes y después 
del tratamiento. También se le aplicó la prueba T de Student al grupo antes y 
después de la estrategia para comprobar la equivalencia inicial de ellos. La base 
teórica de la variable calidad del software se sustento en las técnicas de revisión y 
aseguramiento de calidad de software de Pressman (2010), en el modelo de calidad 
del software ISO/IEC 2510  y en IEEE 1061-1998 - IEEE Standard for a Software 
Quality Metrics. La base teórica para la variable sistema QSOURCE se sustenta en 
las técnicas de revisión y aseguramiento de calidad de software de Pressman 
(2010), en el modelo de calidad de software para RPG de Ladányi, et al (2015),yen 
el soporte de métricas de software automatizado de Senevirathne, et al (2012).Los 
resultados obtenidos evidenciaron una mejora en la calificación promedio de la 






Se compararon los resultados para el grupo con pre y el pos-test permitiendo 
demostrar la hipótesis del trabajo y la efectividad del software para mejorar la 
calidad, a través del uso del software los programas desarrollados en RPG 
incrementaron sus calificaciones para los índices de performance, mantenibilidad, 
buenas prácticas, malas prácticas, complejidad y obsolescencia, como se evidencia 
en los resultados. 
 
 
4. PALABRAS CLAVE  
 
Palabras claves: Análisis estático de código, RPG, Calidad de software, CASE, 
Software. 
 
5. ABSTRACT  
 
This pre-experimental investigation of a sample had as its fundamental purpose to 
determine the influence of the use of the QSOURCE software in the improvement 
of the software quality developed in RPG language in the systems department of 
the AGROBANCO bank. A sample of 31 programs was analyzed with the 
QSOURCE tool and its static code analysis algorithm, generating ratings for each 
of the 7 indexes of the variable.  
 
The information for the analysis and data collection was made through a pre-
test, and a post-test using the QSOURCE tool. The statistical analysis was 
performed applying the SPSS to an experimental group before and after the 
treatment. The Student's T test was also applied to the group before and after the 
strategy to check the initial equivalence of them. The theoretical basis of the 
software quality variable is based on Pressman's software quality review and 
assurance techniques (2010), the ISO / IEC 2510 software quality model and IEEE 
1061-1998 - IEEE Standard for a Quality Metrics Software The theoretical basis for 
the QSOURCE system variable is based on Pressman's software quality review and 
assurance techniques (2010), on the RPG software quality model of Ladányi, et al 
(2015), and on the metrics support of automated software from Senevirathne, et al 




from 54.48 to 66.16 in a first iteration.  
 
The results were compared for the group with pre- and post-test allowing to 
demonstrate the work hypothesis and the effectiveness of the software to improve 
the quality, through the use of the software the programs developed in RPG 
increased their ratings for the performance indexes, maintainability, good practices, 
bad practices, complexity and obsolescence, as evidenced by the results. 
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Keywords: Static code analysis, RPG, Software quality, CASE, Software. 
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7. INTRODUCCIÓN  
 
En ambientes bancarios en todo el mundo y también en el Perú(banco Agrobanco,  
banco Banbif, banco Financiero entre otros), donde se usa la plataforma IBM/AS400 
se tiene un problema de calidad en las aplicaciones legadas que están 
desarrolladas en lenguaje RPG que vienen desde la década de 1959 y tienen 
versiones antiguas del lenguaje donde el software desarrollado en los años 
subsecuentes sigue los lineamientos antiguos y obsoletos, este problema se ha 
venido dando hace mucho tiempo atrás por el desconocimiento de técnicas de 
Ingeniería de Software para mejorar las millones de líneas de código antiguo de las 
aplicaciones y por no existir herramientas de análisis estático que analicen 
características únicas del lenguaje RPG relacionadas con calidad. 
 Los millones de líneas de código de programas hechos en RPG actualmente 
en los bancos que usan IBM/RPG, tienen problemas de performance, al mantener 
códigos que hacen uso ineficiente de los recursos de CPU y memoria, igualmente 
existen código que impide la mantenibilidad de esos programas, existen códigos en 
desuso apuntando a malas prácticas, tienen pocas buenas prácticas de codificación 
implementadas, usan código y técnicas que hacen muy complejo los sistemas y 
poseen código con potenciales problemas de seguridad. 
 Ladányi, et al (2015) publicaron un paper de la Investigación “A software 
quality model for RPG”. In 2015 IEEE 22nd International Conference on Software 




investigadores crearon un modelo de calidad basado en el estándar ISO/IEC25010.  
La principal contribución de este estudio es la creación de un enfoque de gestión 
de calidad continúo especializado para RPG. Investigaron el estado del arte en las 
técnicas de evaluación de calidad para RPG, para explorar el código RPG y 
detectar componentes con alto riesgo, para ello usaron la herramienta SourceMeter 
para análisis de código estático. El analizador proveyó 3 tipos de medición: métricas 
de software, violación de reglas y duplicación de código.  
Senevirathne, et al (2012) publicaron un paper: Metric Based 
CodeAnalyzingTool.El objetivo principal de la publicación fue proveer un soporte de 
métricas de software automatizado para usuarios que analicen código fuente de 
software. Esta herramienta evalúa la calidad del software y formula estimaciones 
de acuerdo a un modelo basado en métricas jerarquizadas especificadas, que 
genera comentarios de calidad, análisis de resultados, revisión y resolución 
basados en resultados de métricas. Actualmente no hay un modelo estructurado 
para medir el código fuente que sea predictivo y confiable, sin embargo, existen 
muchas herramientas de análisis de código para asistir en la medición de software 
en la industria, la mayoría de ellas simplemente recolecta métricas no 
estructuradas, pero no proveen un enfoque bien definido para relacionar esas 
métricas a atributos externos de calidad del software. 
 
QSOURCE es una herramienta de software que permite a los ingenieros de 
software, desarrolladores y gerentes de desarrollo, visibilizar y cuantificar la calidad 
de sus sistemas desarrollados en RPG, y así poder tomar decisiones que les 
permitan alinear sus procesos a los objetivos del negocio, en cuanto a la generación 
de valor.QSOURCE está desarrollado en lenguaje RPG, y funciona en la plataforma 
IBM/AS400 o ISERIES, permite definir métricas de calidad a validar en las 
fuentesde los programas evaluados, se definen las librerías donde se encuentran 
las fuentes de programas RPG (RPG III, IV, FREE, SQLRPGLE, RPGLE) y se 
procede a analizar las fuentes de manera manual uno a uno o de manera masiva, 








8. METODOLOGÍA  
 
El presente estudio es de clase pre-experimental  con un grupo experimental: 
El diseño más habitual de este tipo de investigación es el estudio antes-después (o 
pre-post) de un sólo grupo o con grupo de control no equivalente. Este tipo de 
diseño se basa en la medición y comparación de la variable respuesta antes y 
después de la exposición del sujeto a la intervención experimental.Se compararon 
los resultados para el grupo con pre y el pos-test permitiendo demostrar la hipótesis 
del trabajo y la efectividad del software para mejorar la calidad, a través del uso del 
software los programas desarrollados en RPG incrementaron sus calificaciones 
para los índices de performance, mantenibilidad, buenas prácticas, malas prácticas, 













Figura 2. Resultados pre y pos test. 
 
En la figura 2 se muestra los boxplots de los datos para la variable calidad y los 
diversos indicadores, se puede concluir que se ha mejorado ya que los valores con 




Figura 3.Matriz de correlacion. 
 
La figura 3 muestra un graficoscatterplotmultiple para la variable calidad y 
sus indicadores mantenibilidad, buenas practicas, malas practicas, seguridad, 
complejidad y obsolescencia.La calidad tiene una fuerte correlacion con los 
indicadores perfomance, mantenibilidad, buenas prácticas, malas prácticas, 
complejidad y obsolescencia observándose una relación positiva y una baja 
correlacion se presenta entre las dimensiones perfomance, mantenibilidad y 
buenas prácticas con malas prácticas observándose una relación negativa. 
Complejidad y malas prácticas también presenta una relación negativa. 








Figura 4. Intervalos de confianza. 
 
La figura 4 muestra los intervalos de confianza (rojo) o posibles valores 
basados en la evidencia dentro de los cuales puede estar el valor de la media de la 
población y los intervalos de predicción(azul) donde se ubicarían los valores 
predichos, para la regresión calidad – indicadores.El intervalo de predicción sugiere 
valores mayores aun cercanos a la recta, el 95% de las nuevas observaciones 
estarán contenidas en esta banda, apoyando el supuesto de que el uso de la 
herramienta mejora lacalidad de las aplicaciones.La banda de predicción (exterior) 
garantiza que el 95% de las nuevas observaciones estarán contenidas en esta 
banda. 
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Anexo 2. Matriz de consistencia 
 
 
ANEXO 1: MATRIZ DE CONSISTENCIA 
TÍTULO:  SISTEMA QSOURCE EN LA MEJORA DE LA CALIDAD DEL SOFTWARE (RPG) 
AUTOR: GIOVANNI BARRERO ORTIZ. 
PROBLEMA OBJETIVOS HIPÓTESIS VARIABLES E  INDICADORES 
PROBLEMA PRINCIPAL: 
¿Cuál es el efecto de la 
implementación del Sistema 
QSOURCE en la mejora de la 
calidad de Software hecho en 




¿Cuál es el efecto de la 
implementación del Sistema 
QSOURCE en la mejora del 
perfomance del software hecho 
en RPG de Software hecho en 
RPG en una Institución Bancaria? 
 
¿Cuál es el efecto de la 
implementación del Sistema 
QSOURCE en la mejora de la 
mantenibilidad del software hecho 
en RPG de Software hecho en 
RPG en una Institución Bancaria? 
 
¿Cuál es el efecto de la 
implementación del Sistema 
QSOURCE en la mejora de 
buenas prácticas en el software 
hecho en RPG en una Institución 
Bancaria? 
 
¿Cuál es el efecto de la 
implementación del Sistema 
QSOURCE en la mejora de malas  
prácticas de codificación en el 





Determinarcuales el efecto de la 
implementación del Sistema 
QSOURCE en la mejora de la 
calidad de Software hecho en 




Determinarel efecto de la 
implementación del Sistema 
QSOURCE en la mejora del 
perfomance del software hecho en 
RPG de Software hecho en RPG 
en una Institución Bancaria 
 
Determinarel efecto de la 
implementación del Sistema 
QSOURCE en la mejora de la 
mantenibilidad del software hecho 
en RPG en una Institución 
Bancaria 
 
Determinarel efecto de la 
implementación del Sistema 
QSOURCE en la mejora de 
buenas practicas de Software 
hecho en RPG en una Institución 
Bancaria 
 
Determinarel efecto de la 
implementación del Sistema 
QSOURCE enla mejora de malas 
prácticas de codificación en el 





El sistema QSOURCE mejora de la 
calidad de Software hecho en RPG en 






El sistema QSOURCE mejorael 
perfomance del software hecho en RPG 





El sistema QSOURCE mejora la 
mantenibilidad del software hecho en 





El sistema QSOURCE mejora las buenas 
practicas en el software hecho en RPG 






¿El sistema QSOURCE mejora las malas 
prácticas de codificación en el software 





Variable Independiente: SISTEMA QSOURCE 
Propuesta del Sistema 
 
Variable Dependiente:  CALIDAD DEL SOFTWARE (RPG) 




QC2LE , BNDDIR , DISK , OPTIMIZE , 
EXTPGM , IMPORT 
CALL , CALLB , EXTPROC , CALLP , 
GOTO , EXSR , IF , DOW , DOU , FOR , 
QCMDEXC 
SELECT * , /COPY , ALLOC 
BITOFF , BITON , LINEAS FUENTE , 
LINEAS HOJAS F 
LINES HOJAS I , LIEAS HJAS E 
LINEAS HOJA D, LINEAS HOJA D 
LINEAS HOJA C , LINEAS HOJA P 
LINEAS HOJA O , HOJA FREE 
LINEAS VAR.POINTER 
TOTAL DE IMPORT , RUNSQLSTM , 
OPNQRYF 
LINEAS X RUTINA 
LINEAS X PROGRAMA 
NIVEL ANIDAMIENTO IF1 
NIVEL ANIDAMIENTO DOW 
NIVEL ANIDAMIENTO DOU 
NIVEL ANIDAMIENTO FOR 
 
 









¿Cuál es el efecto de la 
implementación del Sistema 
QSOURCE en la seguridad del 




¿Cuál es el efecto de la 
implementación del Sistema 
QSOURCE en la mejora de la 
complejidad del software hecho 
en RPG de Software hecho en 
RPG en una Institución Bancaria? 
 
 
¿Cuál es el efecto de la 
implementación del Sistema 
QSOURCE en la mejora de la 
mantenibilidad del software hecho 
en RPG de Software hecho en 
RPG en una Institución Bancaria? 
Determinarel efecto de la 
implementación del Sistema 
QSOURCE en  la seguridad del  




Determinarel efecto de la 
implementación del Sistema 
QSOURCE en la mejora de la 
complejidad del software hecho en 
RPG en una Institución Bancaria 
 
 
Determinarel efecto de la 
implementación del Sistema 
QSOURCE en la mejora de la 
mantenibilidad del software hecho 





















El sistema QSOURCE mejora la 
seguridad en el software hecho en RPG 





El sistema QSOURCE mejora la 
complejidad del software hecho en RPG 






El sistema QSOURCE mejora la 
mantenibilidad del software hecho en 




TOTAL VARIABLES INDEP. 
TOTAL MODULOS ILE 
TOTAL *SRVPGM 
Seguridad 





goto , add, cat, div, mult 
mvr , sqrt, z-add , z-sub , cab 
mhlzo, mhhzo, lineas hojas i, lineas hoja e, 




qc2le, bddir, actgrp, optimize, extpgm, 
import 
call, callb, extproc, callp 
goto, exsr, if ,dow, dou, for 
qcmdexc, select     *, /copy 
%date, %time, %timesstamp 
%diff, %subdt, %day, %hours, %miutes, 
%months 
%months, %seconds, %years 
%char, %dec, chain, reade 
readpe, setll, setgt, %fields, programa, 
objetivo 
requerimiento, fecha memo 





lineas hoja f 
lineas hoja i 
lineas hoja e 
lineas hoja d 
lineas hojas c 
linneas hojas p 
lineas hoja o 
lineas hoja h 
lineas hoja free 
lineasvar.pointer 
var. no usadas 




cpyf, runqry, crtpf, ovrdbf 
rclstg, runsqlstm, opnqryf 












qcmd, usrop, disk, printer 
























qcmd,  bnddir, actgrp 
optimize, usropn, disk 
printer, const, extpgm 
import, call, callb, goto 
exsr, if, dow, dou, for, qcmd 
runqry, crtf, crtf, ovrdbf 
rclstg, runsqlstm, opnqryf 










import , call , callb , extproc , exsr , if , dow 
dou , for , qcmdexec , open , close , select * 
/copy , %date , %time , %timestamp , %diff 
%subdt , %day , %hours , %minutes , 
%month 
%mseconds , %second , %years , %char , 
%dec 
%fields , programa , objetivo , requerimiento 
, fecha memo 
fecha atención , analista , modificaciones , 
















hojas c , líneas hojas h , líneas hoja free , 
líneas def. var. poi , total variables no 
usadas 
total rutinas no usadas , total líneas código 
quemado 
total export , total import , total lineas rutina 
,  
Total lineaprocedimiento , uso de inz() , 
nivel anida. if 
Nivel anida. do , nivel anida. dou , nivel 
anida. dow 
Nivel anida. for , total procedimientos , total 
variables i 

































TIPO Y DISEÑO DE 
INVESTIGACIÓN 





El tipo de investigación es 
aplicada, al respecto Murillo 
(2008), refiere que: la 
investigación aplicada recibe el 
nombre de “investigación práctica 
o empírica”, que se caracteriza 
porque busca la aplicación o 
utilización de los conocimientos 
adquiridos, a la vez que se 
adquieren otros, después de 
implementar y sistematizar la 
práctica basada en investigación. 
El uso del conocimiento y los 
resultados de investigación que 
da como resultado una forma 
rigurosa, organizada y sistemática 
de conocer la realidad. 
NIVEL: Experimental. 
DISEÑO:    EXPERIMENTAL 
Esta investigación corresponde al 
diseño experimental debido a que 
“los diseños experimentales se 
utilizan cuando el investigador 
pretende establecer el posible 
efecto de una causa que se 
manipula” (Hernández y otros, 
2010, p. 122). Es de clase  pre-
experimental, los sujetos de la 
muestra de estudio fueron 









TIPO DE MUESTRA: No 
probabilístico 
 
Variable Independiente: SISTEMA 
QSOURCE 
Instrumentos: Propuesta Software 
Autor: BARRERO. 
Año: 2017 
Ámbito de Aplicación: Empresa bancaria 
Forma de Administración: Directa 
 
 
Variable Proceso de Selección 
 
Técnicas: Fichaje 
Instrumentos:   Reporte Estadístico de 
Calidad del Sofware 
Autor: BARRERO. 
Año: 2017 
Ámbito de Aplicación: Empresa Bancaria 











Para Torres (2007) “La hipótesis es un planteamiento que establece una relación entre dos o 
más variables para explicar y, si es posible, predecir probabilísticamente las propiedades y 
conexiones internas de los fenómenos o las causas y consecuencias de un determinado 

































































Figura 87.Estadísticas programa. 
QSOURCE RPG CODE QUALITY ANALIZER 
MIEMBROS LIBRERÍA: OBARRERO FUENTE : PROPUESTAS 







Figura 88. Estadísticas programa en fechas. 
 
 
Figura 89.Consulta de estadísticas. 
 
QSOURCE RPG CODE QUALITY ANALIZER 
ESTADISTICAS DL6334 






Figura 90.Resumen de estadísticas de programa 1. 
 
 
Figura 91.Resumen de estadísticas de programa 2. 
 
QSOURCE RESUMEN ESTADISTICA DL6334 





Figura 92.Resumen de estadísticas de programa 4. 
 
 
Figura 93.Resumen de estadísticas de programa 5. 
 
QSOURCE RESUMEN ESTADISTICA DL6334 





Figura 94. Resumen de estadísticas de programa 6. 
 
 
Figura 95.Resumen de estadísticas de programa 7. 
 
QSOURCE RESUMEN ESTADISTICA DL6334 





Figura 96.Resumen de estadísticas de programa 8. 
 
 
Figura 97.Resumen de estadísticas de programa 9. 
 
QSOURCE RESUMEN ESTADISTICA DL6334 















QSOURCE RESUMEN ESTADISTICA DL6334 






Figura 100.Estadísticas generales. 
 
 
Figura 101. Consulta general de calificación. 
  
QSOURCE CODE QUALITY ANALYZER 
ESTADISTICAS GENERALES DE CALIFICACION 
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