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LEFT-SEPARATING ORDER TYPES
LAJOS SOUKUP AND ADRIENNE STANLEY
Abstract. A well ordering ≺ of a topological space X is left-
separating if {x′ ∈ X : x′ ≺ x} is closed in X for any x ∈ X .
A space is left-separated if it has a left-separating well-ordering.
The left-separating type ordℓ(X) of a left-separated space X is the
minimum of the order types of the left-separating well-orderings of
X .
We prove that
(1) if κ is a regular cardinal, then for each ordinal α < κ+ there
is a T2 space X with ordℓ(X) = κ · α;
(2) if κ = λ+ and cf(λ) = λ > ω, then for each ordinal α < κ+
there is a 0-dimensional space X with ordℓ(X) = κ · α;
(3) if κ = 2ω or κ = iβ+1, where cf(β) = ω, then for each
ordinal α < κ+ there is a locally compact, locally countable,
0-dimensional space X with ordℓ(X) = κ · α.
The union of two left-separated spaces is not necessarily left-
separated. We show, however, that if X is a countably tight space,
X = Y ∪ Z, ordℓ(Y ) < ω1 · ω and ordℓ(Z) < ω1 · ω, then X is also
left-separated and
ordℓ(X) ≤ ordℓ(Y ) + ordℓ(Z).
We prove that it is consistent that there is a first countable,
0-dimensional space X , which is not left-separated, but there is a
c.c.c poset Q such that
V Q |= ordℓ(X) = ω1 · ω.
However, if X is a topological space and Q is a c.c.c poset such
that
V Q |= ordℓ(X) < ω1 · ω,
then X is left-separated even in V .
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1. Introduction
The notion of left- and right-separated spaces was introduced by
Hajnal and Juhász [3].
A well ordering ≺ of a topological space X is left-separating (right-
separating) if {x ∈ X : x ≺ y} is closed (respectively, open) in X
for any y ∈ X. A space is left-separated (right-separated) if it has a
left-separating (respectively, right-separating) well-ordering. The left
separating type ordℓ(X) of a left-separated space X is the minimum
of the order types of the left-separating well orders of X. The right
separating type ordr(X) of a right-separated space X is defined anal-
ogously: it is the minimum of the order types of the right-separating
well orders of X. We write ordℓ(X) = ∞ (ordr(X) = ∞) if X is not
left-separated (respectively, not right-separated).
A space X is scattered if every non-empty subspace of X has an
isolated point. The Cantor-Bendixson height of a scattered space X
will be denoted by ht(X).
A space is scattered if and only if it is right-separated. Since ht(X) ≤
ordr(X) holds for scattered spaces, and ht(ω
α) = α for any ordinal α >
0, where ωα denotes ordinal exponentiation, for each infinite ordinal α
we have |ωα| = |α| and ordr(ω
α) ≥ α. So the right-separating types of
spaces of cardinality κ are unbounded in κ+.
In section 2, we discuss the same problem for left-separated spaces:
Let κ be an infinite cardinal and α < κ+. Is there a left-separated
regular (or Hausdorff) space X of size κ with ordℓ(X) > α (or with
ordℓ(X) = α)?
The answer is clearly no for κ = ω: every countable T1 space is left-
separated in type ω. In theorems 1.1 and 1.2 we give a partial answer
for cases where κ > ω.
Theorem 1.1. If κ is a regular, uncountable cardinal, and α < κ+ is
an ordinal, then there is a first countable, scattered T2 space Y such
that ordℓ(Y ) = κ · α.
To find regular spaces with large left-separating types we need extra
assumptions.
Theorem 1.2. If κ > ω1 is a regular cardinal, and there is a non-
reflection stationary set S ⊂ κ, then for each α < κ+ there is a 0-
dimensional space Y with ordℓ(Y ) = κ · α.
It is well-known that if an uncountable right separated space X is
locally countable, then ordr(X) = |X|. The next theorem shows that
the analogue of this statement is not true for left separating spaces.
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Theorem 1.3. If κ = iα∔1, where α = 0 or cf(α) = ω, then for each
α < κ+ there is a locally compact, locally countable 0-dimensional space
X with ordℓ(X) = κ · α.
The following question remained open.
Problem 1.4. Is it true, in ZFC, that for each uncountable cardinal κ
and for each ordinal α < κ there is a 0-dimensional, T2 space X with
α < ordℓ(X) < κ
+? In particular, what about κ = ω1 and κ = ℵω?
The union of two scattered space is clearly scattered, so the class
of right-separated spaces is closed under finite union. In section 3 we
investigate the same question for left-separated spaces. First we show
that there are two dense left-separated subsets A and B of 2c such that
A ∪ B is not left-separated (see Example 3.2). On the other hand, we
also get some positive results.
Theorem 1.5. If A and B are left-separated spaces, t(A ∪ B) = ω
and ordℓ(A) + ordℓ(B) < ω1 · ω , then A ∪ B is left-separated and
ordℓ(A ∪B) < ω1 · ω.
Properties “left-separated and “right-separated” are upward absolute
because a left-separating (respectively, right-separating) well-order re-
mains left-separating (respectively, right-separating) in any extension
of the ground model.
Property “right-separated” is also downward absolute because if a
space is scattered in any extension that it is also scattered in the ground
model. So the property “right-separated” is absolute.
What about property “left-separated”? Since a countable T1 space
is automatically left-separated, we consider only cardinal preserving
extensions. Moreover, a subspace S ⊂ ω1 is left-separated if and only if
it is stationary, so it is reasonable to consider only stationary preserving
forcing extensions, in particular, c.c.c generic extensions.
In section 4, we investigate if c.c.c generic extensions preserve “not
left-separated” property. We prove the following result.
Theorem 1.6. (1) If X is a topological space, Q is a c.c.c poset such
that
V Q |= ordℓ(X) < ω1 · ω,
then X is left-separated even in V , moreover
ordℓ(X)
V = ordℓ(X)
V Q .
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(2) It is consistent that there is a 0-dimensional, first countable topo-
logical space X such that
ordℓ(X) = ∞,
but
V Q |= ordℓ(X) = ω1 · ω
for some c.c.c poset Q.
The following questions remained open.
Problem 1.7. Is there, in ZFC, a 0-dimensional, first countable topo-
logical space X which is not left-separated, but which becomes left-
separated in some c.c.c generic extension?
Problem 1.8. Is it consistent that there is a left-separated space X
such that
ordℓ(X)
V Q < ordℓ(X)
V
for some c.c.c.(proper) poset Q?
Notation.
If P is a property, we write X ⊂P Y to mean that “X ⊂ Y and X
has property P ”. In particular,
• if κ is a cardinal and S, T ⊂ κ, then we write S ⊂stat T if S ⊂ T
and S is stationary in κ;
• ifX is a topological space and A is a set, then we write A ⊂closed
X if A ⊂ X and A is closed in X.
If α and β are ordinal, then α∔ β and α · β denote ordinal addition
and ordinal multiplication, respectively.
Given an ordinal α > 0 let
α .− 1 =
{
α if α is a limit ordinal,
β if α = β ⊕ 1 is a successor ordinal.
2. The values of the ordℓ function
To prove Theorems 1.1, 1.2 and 1.3 we need Lemma 2.1 and Theorem
2.3 below.
Lemma 2.1. If κ is an infinite cardinal and
κ · α ≤ ordℓ(X) ≤ κ · (α∔ 1),
then there is a closed subspace Y ⊂closed X with ordℓ(Y ) = κ · α.
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Proof. Fix a bijection f : X → ordℓ(X) such that f
−1ζ ⊂closed X for
each ζ < ordℓ(X).
Consider the subspace Y = f−1κ · α.
The function f witnesses that ordℓ(Y ) ≤ κ · α. If ordℓ(Y ) = κ · α,
then we are done.
If ordℓ(Y ) = β < κ · α, then ordℓ(X) ≤ ordℓ(Y ) ∔ ordℓ(X \ Y ) ≤
β ∔ κ ≤ κ · α. Thus ordℓ(X) = κ · α and so Y = X satisfies the
requirements. 
Definition 2.2. If T = 〈T,〉 is a well-founded partially ordered set,
then we define the rank function
rkT : T → On
by the recursive formula
rkT (t) = sup{rkT (s)∔ 1 : s ≺ t ∈ T}.
Hence the minimal elements of T have rank 0. The rank of T is defined
as follows:
rk(T ) = sup{rkT (t)∔ 1 : t ∈ T} =
min
(
On \ ran(rkT )
)
= ran(rkT ).
The next theorem makes us possible the find upper and lower bounds
of ordℓ(X) for certain spaces.
Theorem 2.3. Assume that
(S1) κ ≥ cf(κ) > ω is a cardinal,
(S2) T = 〈T,〉 is a well-founded partially ordered set with |T | ≤ κ,
(S3) X = 〈X, τ〉 is a topological space with |X| = κ,
(S4) {Xt : t ∈ T} ⊂
[
X
]κ
is a partition of X,
(a) If
(S5) for each s ∈ T every x ∈ Xs has a neighborhood U(x) such that
U(x) \ {x} ⊂
⋃
{Xt : s ≺ t ∈ T},
then X is left-separated and
ordℓ(X ) ≤ κ · rk(T ).
(b) If
(S6) for each s ≺ t ∈ T and S ∈
[
Xt
]κ
there is R ∈
[
S
]<cf(κ)
such that
|R
τ
∩Xs| = κ,
then
κ · (rk(T )−˙1) ≤ ordℓ(X ).
(c) If
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(S7) (i) X ⊂ κ = cf(κ),
(ii) the topology τ refines the order topology on κ, and
(iii) for each s ≺ t ∈ T and S ∈
[
Xt
]κ
we have S
τ
∩Xs ⊂
stat κ,
then
κ · (rk(T ) .− 1) ≤ ordℓ(X ).
To prove (b) and (c) we will need the following easy lemma.
Lemma 2.4. If α ∈ On and σ : α→ On is a function such that
σ(ζ)∔ κ ≤ σ(ξ) for each ζ < ξ < α,
then
κ · (α .− 1) ≤ sup σ′′α.
Proof of the Claim. By transfinite induction it is a straightforward to
show that κ · (ξ .− 1) ≤ σ(ξ) for ξ < α. 
Proof of Theorem 2.3. (a) Write α = rk(T ).
Consider a bijection f : X → κ · α such that for all ζ < α
{f(x) : x ∈
⋃
rkT (t)=ζ
Xt} = [κ · ζ, κ · ζ ∔ κ).
Then f−1δ ⊂closed X for all δ < κ · α by (S5) because s ≺ t implies
rkT (s) < rkT (t) and so f(x) = δ implies U(x) ∩ f
−1δ = ∅. Thus
ordℓ(X ) ≤ κ · α.
(b) and (c).
Assume that ordℓ(X ) = β, and fix a bijection f : X → β such that
for each β ′ < β
f−1β ′ ⊂closed X.
Define the function ρ : rk(T ) → On as follows:
ρ(ζ) = min{β ′ ≤ β : ∃t ∈ T (rkT (t) = ζ ∧ (|f
−1β ′ ∩Xt)| = κ)}.
We have cf(ρ(ζ)) = cf(κ) for all ζ < rk(T ).
Claim 2.4.1. If (S6) holds and ζ < ξ < rk(T ), then ρ(ζ) < ρ(ξ).
Proof of the Claim. Fix t ∈ T such that rk(t) = ξ and
S = (f−1ρ(ξ)) ∩Xt
has cardinality κ.
Pick s ≺ t with rk(s) = ζ . By (S6), there is T ∈
[
S
]<cf(κ)
such that
S ∩Xs has cardinality κ.
Since cf(ρ(ξ)) = cf(κ), there is η < ρ(ξ) such that S ⊂ f−1η.
Since f−1η ⊂closed X, we have S ∩Xs ⊂ f
−1η.
Thus ρ(ζ) ≤ η. 
LEFT-SEPARATING ORDER TYPES 7
Claim 2.4.2. If (S7) holds and ζ < ξ < rk(T ), then ρ(ζ) < ρ(ξ).
Proof of the Claim. Write δ = ρ(ξ) and fix t ∈ T such that rk(t) = ξ
and
Yt = f
−1δ ∩Xt
has cardinality κ.
Pick s ≺ t with rank(s) = ζ . By (S7),
Ys = f−1δ ∩Xt ∩Xs ⊂
stat Xs.
Since f−1δ ⊂closed X, we have
Ys ⊂ (f−1δ ∩Xt)
τ
⊂ f−1δ.
Thus ρ(ζ) ≤ δ.
Assume on the contrary that ρ(ζ) = ρ(ξ) = δ.
Fix a club subset C = {γν : ν < κ} of δ, and consider the set
D = {ν < κ : f [Ys ∩ ν] = f [Ys] ∩ γν ∧ f [Yt ∩ ν] = f [Yt] ∩ γν}.
D is club because the sets f−1η ∩ Ys and f
−1η ∩ Yt have cardinalities
< κ for each η < δ. Since Ys is stationary, there is ν ∈ D ∩ Ys.
Then ν ∈ Yt ∩ ν because the topology τ refines the order topology
on κ.
But Yt ∩ ν ⊂ f
−1γν ⊂
closed X because f [Yt ∩ ν] = f [Yt] ∩ γν , and
ν /∈ f−1γν because f [Ys ∩ ν] = f [Ys] ∩ γν . Thus f
−1γν is not closed in
X. Contradiction, ρ(ξ) = ρ(ζ) is not possible. So the claim holds. 
By Claims 2.4.1 and 2.4.2 we have ρ(ζ) < ρ(ξ) for ζ < ξ < α =
rk(T ). Since cf(ρ(ξ) = κ, it follows that ρ(ζ)∔ κ ≤ ρ(ξ).
Thus we can apply Lemma 2.4 to derive that
κ · (rk(T ) .− 1) = κ · (α .− 1) ≤ sup ρ′′α ≤ β = ordℓ(X ),
which was to be proved. 
Proof of Theorem 1.1. Let {Xζ : ζ < α ∔ 1} be a family of pairwise
disjoint stationary subsets of Eωκ = {ν < κ : cf(ν) = ω}.
Write
X>ξ =
⋃
{Xζ : ζ > ξ}.
We define the topology τ on X as follows.
For ξ < α∔ 1 and γ ∈ Xξ, for all β < γ let
Bγ(β) = {γ} ∪
(
(β, γ) ∩X>ξ
)
.
The neighborhood base of γ in X will be
{Bγ(β) : β < γ}.
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The topology τ is finer than the usual order topology of κ, so 〈X, τ〉
is a scattered T2 space. Since cf(ν) = ω for all ν ∈ X, the space is first
countable.
We are to show that κ, T = α ∔ 1, {Xζ : ζ < α ∔ 1} and 〈X, τ〉
satisfy (S1)–(S5) and (S7) from Theorem 2.3.
(S1)–(S5) are clear from the construction.
To check (S7), assume that ζ < ξ < α∔ 1 and S ∈
[
Xξ
]κ
. Then
S ∩Xζ = S
τ
∩Xζ
by the definition of τ , where S denotes the closure of S in the order
topology. So S
τ
∩Xζ is stationary because Xζ ⊂
stat κ and S ⊂club κ.
So we can apply Theorem 2.3(a) and (c) to obtain
κ · α = κ · ((α∔ 1)) .− 1) ≤ ordℓ(X ) ≤ κ · ((α∔ 1))
Then, applying Lemma 2.1 we obtain a closed subspace Y ⊂closed X
such that ordℓ(Y ) = κ · α. 
Definition 2.5. A subspace W = {wν : ν < κ} ⊂ 2
κ is a κ-HFDw iff
∀A ∈
[
W
]κ
∃B ∈
[
A
]<κ
∃γ < κ
{w ↾ κ \ γ : w ∈ B} ⊂dense 2κ\γ.
Theorem 2.6. Assume that κ > ω is a regular cardinal, and there is
an κ-HFDw space W = {wν : ν < κ} ⊂ 2
κ.
Then for each ordinal α < κ+ there is a space Y ⊂ 2κ such that
ordℓ(Y ) = κ · α.
Proof of Theorem 1.2 from Theorem 2.6. Rinot [5, Main Result] proved
that if κ > ω1 is a regular cardinal, and there is a non-reflecting station-
ary subset S ⊂ κ, then Pr1(κ, κ, κ, ω) holds (see [5] for the definition
of Pr1(κ, κ, κ, ω)).
Fix a function f : κ × κ → κ witnessing Pr1(κ, κ, κ, ω), and define
W = {wν : ν < κ} ⊂ 2
κ as follows:
wν(µ) = 1 iff f(ν, µ) = 1.
Then W is a κ-HFDw space. So we can apply Theorem 2.6. 
Proof of Theorem 2.6. Fix an enumeration {wν : ν < κ} of W .
Let {Ks : s < α∔ 1} ⊂
[
κ
]κ
be a partition of κ.
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Define X = {xν : ν < κ} ⊂ 2
κ as follows: if ν ∈ Ks and µ ∈ Kt,
then
xν(µ) =


1 if ν = µ,
0 if ν > µ,
0 if ν 6= µ and s ≤ t
wν(µ) if ν < µ and s > t.
(†)
Let Xs = {xν : ν ∈ Ks} for s < α∔ 1.
We are to show that κ, T = α ∔ 1, {Xζ : ζ < α ∔ 1} and X satisfy
(S1)–(S6) from Theorem 2.3.
(S1)–(S4) are clear. For xµ ∈ X the open set
U(xµ) = {xν : xν(µ) = 1}
witnesses property (S5) by (†).
Next we check (S6).
Claim 2.6.1. If s < t ∈ T = α ∔ 1 and S ∈
[
Xt
]κ
, then there is
R ∈
[
S
]<κ
such that |R ∩Xs| = κ.
Proof of the Claim. Assume on the contrary that for each ξ < κ we
have
|{xν ∈ S : ν < ξ} ∩Xs| < κ,
and so we can pick εξ ∈ Fn(κ, 2) and µξ ≥ ξ and
xµξ ∈ [εξ] ∩Xs ∧ [εξ] ∩ {xν ∈ S : ν < ξ} = ∅ (‡)
By thinning out the sequences we can assume that {εξ : ξ < κ} form a
∆-system with kernel ε.
Pick ζ such that µζ > maxdom(ε). Then xµζ (ν) = 0 for ν ∈ dom(ε)
by (†). Thus xµζ ∈ [εζ ] implies that
ε(ν) = 0 for each ν ∈ dom(ε). (∗)
Let J = {ν : xν ∈ S ∧ ν > maxdom(ε)}. Since W is a κ-HFDw, one
can find I ∈
[
J
]<κ
and γ < κ such that
{wν ↾ κ \ γ : ν ∈ I} ⊂
dense 2κ\γ (⋆)
Pick ξ < κ such that
(1) {wν : ν ∈ I} ⊂ {wν ∈ S : ν < ξ}, and
(2) dom(εξ \ ε) ⊂ κ \ γ, and
(3) sup I < min(dom(εξ \ ε)).
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By (⋆) and (2) there is ν ∈ I such that
εξ \ ε ⊂ wν . (◦)
Since ν > maxdom(ε), xν(µ) = 0 for all µ ∈ dom(ε) by (†). So, by
(∗),
ε ⊂ xν . (•)
Assume that µ ∈ dom(εξ \ ε). Then µ ∈ Xr for some r < α∔ 1.
If r < t, then ν < µ by (3), and so
xν(µ) = wν(µ) = εξ(µ). (△)
by (†) and (◦).
If t ≤ r, then s < r. So xν(µ) = 0 by (†), and εξ(µ) = xµξ(µ) = 0 by
(‡) and (†). So
xν(µ) = εξ(µ). (N)
(◦), (△) and (N) give xν ∈ [εξ] which contradicts (‡) and (1). We
proved the claim. 
So we can apply Theorem 2.3(a) and (b) to obtain
κ · α = κ · ((α∔ 1)) .− 1) ≤ ordℓ(X ) ≤ κ · ((α∔ 1))
Then, applying Lemma 2.1 we obtain a closed subspace Y ⊂closed X
such that ordℓ(Y ) = κ · α. 
To prove Theorem 1.3 we need to recall some notions and notations
from [1]. The discrete topological space on a set A will be denoted by
D(A). The Baire space of weight λ, B(λ), is the metric space D(λ)ω,
see [1, Example 4.2.12]. The metric topology of B(λ) will be denoted
by ρλ.
The following claim is well-known:
Claim 2.6.2. If λ is a strong limit cardinal with cf(λ) = ω and C ⊂
B(λ) has cardinality λ+, then there is D ∈
[
C
]λ
such that |D
ρλ | = λω.
We say that T ⊂<ω κ is a well-founded tree if T is closed under initial
segments, and the poset T = 〈T,⊂〉 is a tree without infinite branches.
Given a cardinal κ and an ordinal α < κ+ one can find a well-founded
tree Tα ⊂
<ω κ such that rk(〈Tα,⊃〉) = α∔ 1.
Proof of Theorem 1.3. Let T ⊂ (κ)<ω be a well-founded tree such that
rank(T ) = α + 1, where T = 〈T,⊃〉.
If t ∈ T is not the root of the tree then denote pred(t) the predecessor
of t in T .
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Write λ = ω if κ = 2ω, and λ = iβ if κ = iβ∔1. Then λ is a strong
limit cardinal with cf(λ) = ω.
Consider the family
D = {D ∈
[
B(λ)
]λ
: |D
ρλ | = κ},
and fix an enumeration {Dν : ν < 2
ω} of D. Let {〈ti, νi, ζi〉 : i < 2
ω}
be an enumeration of T × κ× κ.
We define, by transfinite recursion on γ, a sequence 〈〈Xγ, τγ〉 : γ ≤ κ〉
of topological spaces, and partition 〈Xγt : t ∈ T 〉 of the set X
γ, such
that
(a) Xγ ⊂ B(λ) with |Xγ| ≤ |γ|,
(b) the topology τγ refines the metric topology ρλ,
(c) 〈Xγ , τγ〉 is locally compact and locally countable,
(d) τβ = τγ ∩ P(X
β) for β < γ,
(e) every x ∈ Xγt has a neighborhood U(x) ∈ τγ such that
U(x) \ {x} ⊂
⋃
{Xγs : s ( t}.
Case 1: γ = 0.
Let X0 = ∅ and X0t = ∅ for t ∈ T .
Case 2: γ is a limit ordinal.
Let Xγt =
⋃
β<γX
β
t and X
γ =
⋃
β<γ Xβ, and the topology τγ is
generated by the family
⋃
β<γ τβ .
Case 3: γ = β ∔ 1.
Consider the triple 〈tβ, νβ, ζβ〉.
If tβ is the root of the tree: just pick a new element xβ ∈ B(λ) \X
β,
let Xγtβ = X
β
tβ
∪ {xβ}, let X
γ
t = X
β
t for t ∈ T \ {tβ}, and declare xβ to
be isolated in τγ .
Assume now that tβ is not the root of the tree. Let s = pred(tβ).
If Dνβ 6⊂ X
β
s , then do nothing: let X
γ = Xβ and Xγt = X
β
t for all
t ∈ T .
Assume finally that Dνβ ⊂ X
β
s . Then pick xβ ∈ Dνβ
ρλ \Xβ, and let
Xγ = Xβ ∪ {xβ}, X
γ
tβ
= Xβtβ ∪ {xβ}, and X
γ
t = X
β
t for t ∈ T \ {tβ}.
To define the topology τγ ⊃ τβ pick a sequence {xβ,n}n∈ω ⊂ Dνβ
converging to xβ in the metric topology ρλ, and pick pairwise disjoint
compact open neighborhoods Un of xβ,n in τβ such that
(a) Un \ {xβ,n} ⊂
⋃
{Xβr : r ( s}, and
(b) the sequence of sets , {Un : n ∈ ω}, converges to xβ in the metric
topology ρλ.
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Let
Bn(xβ) = {xβ} ∪
⋃
m≥n
Um.
for n ∈ ω. The topology τγ is generated by the family
τβ ∪ {Bn(xβ) : n ∈ ω}.
It is clear from the construction that the space 〈Xγ, τγ〉 has properties
(a)–(e).
Let X = 〈Xκ, τκ〉
We are to show that κ, T , {Xt : t ∈ T} and X satisfy (S1)–(S6)
from Theorem 2.3.
(S1)–(S4) are clear. Property (e) yields (S5).
Since there are no infinite chains in T it is enough to verify (S6) for
t = pred(s).
So let S ∈
[
Xt
]κ
. Then there is ν < κ such that Dν ⊂ Xt.
If i is large enough and νi = ν and Dν ⊂ X
i
t , then in the ith step we
add a new point to Dν ∩Xs. So |Dν ∩Xs| = κ, which proves (S6).
So we can apply Theorem 2.3(a) and (b) to obtain
κ · α = κ · ((α∔ 1)) .− 1) ≤ ordℓ(X ) ≤ κ · ((α∔ 1))
Then, applying Lemma 2.1 we obtain a closed subspace Y ⊂closed X
such that ordℓ(Y ) = κ · α. 
3. Additivity
The union of two scattered spaces is clearly scattered. What about
left-separated spaces?
We will present an example showing that the union of two left-
separated spaces is not necessarily left-separated. We need the fol-
lowing lemma.
Lemma 3.1. If X is a topological space, X = A ∪ B, both A and B
are dense in X, and
(∗) |A|-many nowhere dense subsets of B can not cover a nonempty
open subset of B,
then X is not left-separated.
Proof. Assume on the contrary that X is left-separated witnessed by
the enumeration X = {xξ : ξ < µ}, i.e. {xζ : ζ < ξ} ⊂
closed X for each
ξ < µ.
Let
ν = min{µ′ ≤ µ : U = int{xξ : ξ < µ′} 6= ∅}.
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Since {xξ : ξ < ν} is closed in X, it follows, that A∩U ⊂ {xξ : ξ < ν}.
Since A ∩ U is dense in U , by the minimality of ν we have cf ν ≤ |A|.
Let {νn : n < cf(ν)} be cofinal in ν.
Then {aξ : ξ < νn}∩B is nowhere dense for n < cf(ν), so by (∗) the
set
{xξ : ξ < ν} ∩B =
⋃
n<cf(ν)
({xξ : ξ < νn} ∩ B)
can not cover a open subset of B.
However the set {xξ : ξ < ν} is closed in X, which implies that
B ∩ U ⊂ {xξ : ξ < ν}, which is a contradiction. 
The next example was constructed by Juhász, Soukup and Szent-
miklóssy.
Example 3.2. There are two dense left-separated subsets A and B of
2c such that A ∪ B is not left-separated.
Proof. Let A be a countable dense subsets of 2c. Let B be a Gδ-dense,
left-separated subset of 2c with |B| = c.
Then ordℓ(A) = ω and ordℓ(B) = c. Since B is Gδ-dense, countably
many nowhere dense sets can not cover a nonempty open subset of B.
So, by lemma 3.1, the space X = A ∪B is not left-separated. 
Theorem 3.3. Let (Xi)i∈n be a finite family of left-separated spaces
such that for each i ∈ n, ordℓ(Xi) = ω1. In addition, suppose t(X) = ω
where X =
⋃
i∈nXi. Then X is left-separated and ordℓ(X) ≤ ω1 · n.
Proof. Let (Xi)i∈n be as stated in the hypothesis of the theorem. Let
X =
⋃
i∈nXi. For each i ∈ n and for each A ∈ [n]
i, define
ZA =

⋂
j /∈A
Xj

 \
(⋃
j∈A
Xj
)
.
For each i ∈ n, define Yi =
⋃
A∈[n]i ZA.
Claim 3.3.1. If A,B ∈ [n]<n and B \ A 6= ∅ then ZA ∩ ZB = ∅.
Claim 3.3.2. For each i ∈ n,
⋃
j≤i Yj is closed in X, and {Yi : i ∈ n}
forms a partition of X.
Claim 3.3.3. For each i ∈ n, Yi is left-separated and ordℓ(Yi) ≤ ω1.
These three claims prove our theorem. Indeed, let i be a left-
separating well-ordering of Yi in type ≤ ω1. Define the well-ordering 
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of X as follows:
y  z iff
(
y, z ∈ Yi and y i z
)
or
(
y ∈ Yi and z ∈
⋃
j>i
Yj
)
.
Since the i are left-separating and Claim 3.3.2 holds, the initial
segments of (X,) are closed. Moreover, tp(X,) ≤ ω1 · n because
tp(Yi,) ≤ ω1.
We first prove claim 3.3.1.
Proof of claim 3.3.1. Let A,B ∈ [n]<n such that B\A 6= ∅. Let k ∈
B \ A. Then ZA ⊂ Xk and ZB ∩Xk = ∅. Thus ZA ∩ ZB = ∅. 
We now prove claim 3.3.2.
Proof of claim 3.3.2. SinceX ⊂
⋃
{ZA|i ∈ n∧A ∈ [n]
i}, and ZA∩ZB =
∅ for A 6= B by Claim 3.3.1, the family {Yi|i ∈ n} forms a partition of
X.
Fix i ∈ n. Then⋃
j≤i
Yj ∩ (
⋃
i<k<n
Yk) =
⋃
j≤i
⋃
j<k<n
⋃
A∈[n]i
⋃
B∈[n]k
ZA ∩ ZB.
By 3.3.1 this set is empty. Thus
⋃
j≤i Yj is closed in X. 
The plan for the proof of Claim 3.3.3 is that for each i ∈ n and each
A ∈ [n]i we will well order ZA, shuffle {ZA|A ∈ [n]
i} together and then
show that this well ordering will witness that Yi is left-separated and
ordℓ(Yi) ≤ ω1.
Let (Nα)α<ω1 be a continuous chain of countable elementary sub-
models such that Xi ∈ N0 for each i ∈ n and X ⊂
⋃
α<ω1
Nα.
Proof of Claim 3.3.3. Fix i ∈ n. For each α < ω1 the set Yi∩Nα+1\Nα
is countable and we write it as an ω sequence {z(α, j)|j ∈ ω}. Fix
α < ω1. Then
Yi = {z(α, j)|j ∈ ω ∧ α < ω1}
and using the lexicographic ordering this well orders Yi in order type
less than or equal to ω1. We now show that this well ordering witnesses
that Yi is left-separated.
Since ZA ∩ ZB = ∅ for A 6= B with A,B ∈ [n]
i by Claim 3.3.1, it is
enough to prove that every ZA is left-separated in our well-ordering.
Fix A ∈ [n]i.
Let z(α,m) ∈ ZA. Then z(α,m) ∈ Nα+1 \Nα. To show that ZA is
left-separated it is sufficient to show that z(α,m) /∈ ZA ∩Nα.
Claim 3.3.4. For all j /∈ A, ZA ∩Nα ⊂ Xj ∩Nα.
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Proof. Fix j /∈ A. Let x ∈ ZA ∩Nα. So x ∈ Xj ∩Nα. Since t(X) = ω,
let H ∈ [Xj ]
ω ∩Nα so that x ∈ H. Since |H| = ω and H ∈ Nα we have
that H ⊂ Nα. Thus, H ⊂ Xj ∩Nα and so x ∈ Xj ∩Nα.
Thus ZA ∩Nα ⊂ Xj ∩Nα, and so ZA ∩Nα ⊂ Xj ∩Nα. 
Claim 3.3.5. ZA ∩Nα ∩ ZA ⊂ Nα.
Proof. Let x ∈ ZA ∩Nα∩ZA. Then x /∈
⋃
j∈AXj. Let j ∈ (n\A) such
that x ∈ Xj. Since x ∈ ZA ∩Nα and j /∈ A, by the previous claim we
have that x ∈ Xj ∩Nα ∩Xj . As Xj is left-separated, this implies that
x ∈ Nα. 
Now let us return to z(α,m). Since z(α,m) /∈ Nα and z(α,m) ∈ ZA,
then we have that z(α,m) /∈ ZA ∩Nα which completes the proof. 

4. “Left-separated” property in c.c.c. generic extensions
In this section we prove theorem 1.6.
To prove theorem 1.6(1) we need the following lemma:
Lemma 4.1. Assume that X is a topological space, |X| = ω1, Q is a
c.c.c poset such that
V Q |= X = A ∪B,A ⊂closed X, ordℓ(B) = ω1.
Then there is a partition X = A∗ ∪ B∗ in the ground model such that
(1) A∗ ⊂closed X, ordℓ(B
∗) ≤ ω1,
(2) 1Q  A
∗ ⊂ A˙.
Proof of lemma 4.1. We can assume that the underlying set of X is ω1.
Assume that
1Q  f˙ : ω1 → B˙ is bijection witnessing ordℓ(B˙) = ω1.
For α ∈ ω1, let
b(α) = {x ∈ X : ∃q ∈ Q q  f(α) = x}.
Clearly b(α) ∈
[
X
]ω
. For b ∈
[
X
]ω
let
αb = sup{γ < ω1 : ∃q ∈ Q q  f˙(γ) ∈ b}.
Let
E = {γ < ω1 : (∀ζ < γ) αb(ζ) < γ}.
Then
1Q  f˙
′′ε = ε ∩ B˙ (4.1)
for all ε ∈ E.
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Claim 4.1.1. E ⊂ ω1 is club.
E is clearly closed. If δ < ω1, then define countable ordinals δn and
countable subsets Dn of ω1 for n < ω as follows:
• δ0 = δ
• Dn =
⋃
β<δn
b(β).
• δn+1 = αDn.
Then γ =
⋃
n<ω δn ∈ E and δ < γ. So E is unbounded as well, which
proves the claim. 
By induction on ν < ω2, we will define families
{Bνξ : ξ < ω1}
of pairwise disjoint countable subsets of ω1 and subsets A
ν ⊂ ω1 as
follows:
• Let {εξ : 1 ≤ ξ < ω1} be the increasing enumeration of E, write
ε0 = 0, and let
B0ξ = εξ+1 \ εξ
for ξ < ω1;
• Let
Aν = X \
⋃
ξ<ω1
Bνξ .
• If ν is a limit ordinal, let
Bνξ =
⋂
η<ν
Bηξ .
• if ν = µ+ 1, let
Bµ+1ξ = B
µ
ξ \ A
µ ∪
⋃
ζ<ξ
Bµζ .
Claim 4.1.2. 1Q  A
ν ⊂ A˙.
Proof of the Claim. By induction on ν.
Case 1. ν = 0.
Since A0 = ∅, the statement is trivial.
Case 2. ν is limit.
Then Aν =
⋃
µ<ν A
µ, so the statement is clear.
Case 3. ν = µ+ 1.
Assume that x ∈ Bµξ \B
µ+1
ξ . Then
x ∈ Aµ ∪
⋃
ζ<ξ
Bµζ . (4.2)
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Moreover,
1Q  A
µ ⊂ A˙ (4.3)
by the inductive assumption, and⋃
ζ<ξ
Bµζ ⊂
⋃
ζ<ξ
B0ζ = εξ (4.4)
by the construction. Putting together (4.1), (4.2), (4.3) and (4.4) we
have
1Q  x ∈ A˙ ∪ εξ = A˙ ∪ B˙ ∩ εξ = A˙ ∪ f˙ ′′εξ =
A˙ ∪ (f˙ ′′εξ) = A˙ ∪ (B˙ ∩ εξ).
Since x /∈ εξ, it follows that
1Q  x ∈ A˙,
which completes the proof of the claim. 
For all ξ < ω1, the family
〈
Bνξ : ν < ω2
〉
is decreasing, so there is
νξ < ω2 such that
Bνξ = B
νξ
ξ .
for all νξ ≤ ν < ω2. So there is µ < ω2 such that
Bµ+1ξ = B
µ
ξ for all ξ < ω1,
i.e.
Aµ ∪
⋃
ζ<ξ
Bµζ is closed in X for all ξ < ω1 (4.5)
Let
A∗ = Aµ and B∗ = X \ A∗ =
⋃
ξ<ω1
Bµξ .
Then A∗ is closed in X by (4.5). So
⋃
ζ<ξ B
µ
ζ is also closed in X \A for
all ξ < ω1. So B = X \ A is left separated in type ≤ ω1: order every
Bµξ is type ≤ ω, and declare that, for all ζ < ξ, every element of B
µ
ζ is
less then every element of Bµξ :
Bµ0 < B
1
µ < · · · < B
µ
ζ < · · · < B
µ
ξ < . . .

Proof of theorem 1.6(1). By induction on n ∈ ω we prove the following
statement:
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(∗n) If X is a topological space, Q is a c.c.c poset such that
V Q |= ordℓ(X) ≤ ω1 · n
then X is left-separated in even in V , moreover
ordℓ(X)
V ≤ ω1 · n.
Assume that (∗m) holds for m < n, and X is a topological space, Q is
a c.c.c poset such that
V Q |= ordℓ(X) ≤ ω1 · n
We can assume that in V Q the space X has a left-separating well-
ordering in type ω1 · n. (If ordℓ(X) < ω1 · n, add ω1 isolated points to
X). Let B be the last ω1 many points of X in that well-ordering and
A = X \ A.
By lemma 4.1 then there is a partition X = C ∪ D in the ground
model such that
(1) C ⊂closed X, ordℓ(D) ≤ ω1,
(2) 1Q  C ⊂ A.
Then
V Q |= ordℓ(C) ≤ ordℓ(A) ≤ ω1 · (n− 1),
so by the inductive assumption, we have ordℓ(C) ≤ ω1 · (n− 1) in the
ground model. Thus ordℓ(X) ≤ ordℓ(C)+ordℓ(D) = ω1 · (n−1)+ω1 =
ω1 · n because C is closed in X. So we proved theorem 1.6(1). 
Next we show that, consistently, a non-left-separated space may be
left-separated in some c.c.c generic extension of the ground model. The
construction of the model of theorem 4.4 is quite complicated, so first
we consider an other example which is much simpler, but also much
weaker. first we give a Hausdorff example which is much simpler/
which can be obtained much simpler.
Let us recall that an uncountable subset of the reals is called Luzin if
it has countable intersection with every meager set. Mahlo and Luzin,
independently, proved that if CH holds, then there is a Luzin set.
Theorem 4.2. If there is a Luzin set, then there is a Hausdorff topo-
logical space X such that ordℓ(X) = ∞, but ordℓ(X) = ω1 · ω is some
c.c.c generic extension.
Proof. Since there is a Luzin set Z, there is a Luzin Y such that |Z ∩
V | = ω1 for all non-empty euclidean open set V . We can assume that
Y can not contain any rational numbers.
The underlying set of our space is X = Q ∪ Y , and the topology
τ on X is the refinement of the euclidean topology by declaring the
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countable subsets of Y to be closed. So the following family B is a base
of X:
B = {U \ Z : U is a euclidean open set , Z ∈
[
Y
]ω
}.
Assume that F ⊂ Y is nowhere dense in the topology τ . Then there
is euclidean dense open set U and a countable subset Z of Y such that
F ∩ (U \Z) = ∅. So F ∩U ⊂ Z. Since |F \U | ≤ ω because Y is Luzin,
we have |F | ≤ ω.
Since the countable subsets of Y are closed and ∆(Y ) = ω1, it follows
that F ⊂ Y is nowhere dense in τ iff Y is countable.
So we can apply lemma 3.1 to show that X is not left-separated: let
A = Q and B = Y . Since the union of countably many nowhere dense
subset of Y is nowhere dense, we have that X is not left separated.
Consider a c.c.c generic extension W of the ground model in which
Martin’s Axiom holds. Then inW we have countable many dense open
sets {Un : n ∈ ω} such that
Q ⊂
⋂
n∈ω
Un ⊂ R \ Y.
Let
Fn = (Y \
⋂
i∈n
Ui) \
⋃
m<n
Fm.
Then Fn is a closed subset of X and it is left-separated in type ω1
because the countable subsets of Y are all closed. Write Q = {qn : n ∈
ω}. Then we have a left-separating order of X in type ω1 · ω:
F0 < q0 < F1 < q1 < F1 < . . .
where Fn is ordered in type ω1. 
Instead of theorem 1.6(2) we will prove theorem 4.4, which is a
stronger statement. To formulate that theorem. we need some prepa-
ration.
First we recall a definition from the proof of [4, Theorem 3.5].
Definition 4.3. For each uncountable cardinal κ define the poset Pκ =
〈P κ,≤〉 as follows.
A quadruple 〈A, n, f, g〉 is in P κ0 provided (1)–(5) below hold:
(1) A ∈
[
κ
]<ω
,
(2) n ∈ ω,
(3) f and g are functions,
(4) f : A× A× n→ 2,
(5) g : A× n×A× n→ 3,
For p ∈ P κ0 we write p = 〈A
p, np, f p, gp〉. If p, q ∈ P κ0 we set
p ≤ q iff f p ⊇ f q and gp ⊇ gq.
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If p ∈ P κ0 , α ∈ A
p, i < np set
U(α, i) = Up(α, i) = {β ∈ Ap : f p(β, α, i) = 1}.
A quadruple 〈A, n, f, g〉 ∈ P κ0 is in P
κ iff (i)–(iv) below are also satisfied:
(i) ∀α ∈ A ∀i < n α ∈ U(α, i),
(ii) ∀α ∈ A ∀i < j < n U(α, j) ⊂ U(α, i),
(iii) ∀{α, β} ∈
[
A
]2
∀i, j < n
U(α, i) ⊂ U(β, j) iff g(α, i, β, j) = 0,
U(α, i) ∩ U(β, j) = ∅ iff g(α, i, β, j) = 1.
(iv) ∀{α, β} ∈
[
A
]2
∀i, j < n
if α ∈ U(β, j) and β ∈ U(α, i) then g(α, i, β, j) = 2.
Finally let Pκ = 〈P κ,≤〉.
Using this definition we can formulate our next result:
Theorem 4.4. For each uncountable cardinal κ, the poset V P
κ
satisfies
c.c.c and in V P
κ
there is a 0-dimensional, first countable topological
space X = 〈κ, τ〉 and there is a c.c.c posets Q satisfying the following
conditions:
(a) V P
κ
|= “R(X) = ω, so X does not contain uncountable left-separated
subspaces.
(b) V P
κ∗Q |= “X is left separated in type κ · ω”,
Proof of theorem 4.4. It was proved in the proof of [4, Theorem 3.5]
that the poset V P
κ
satisfies c.c.c.
Let G be the Pκ generic filter and let F =
⋃
{f p : p ∈ G}. For
each α < κ and n ∈ ω let V (α, i) = {β < κ : F (β, α, i) = 1}. Put
Bα = {V (α, i) : i < κ} and B =
⋃
{Bα : α < κ}. By standard density
arguments we can see that B is base of a first countable, 0-dimensional
T2 space X = 〈κ, τ〉.
[4, Theorem 3.5] claimed that R(X) = ω, so X can not contain
uncountable left-separated subspaces.
To prove that X is left separated in type κ · ω in some c.c.c generic
extension V P
κ
∗Q define the poset Q in V P
κ
as follows:
A triple 〈B, d, e〉 is in Q iff
(a) B ∈
[
κ
]<ω
,
(b) d : B → ω,
(c) e : B → ω,
(d) for each {α, β} ∈
[
B
]2
if d(α) ≤ d(β) then α /∈ V (β, e(β)).
The orderings on Q is defined in the straightforward way,〈
B0, d0, e0
〉
≤
〈
B1, d1, e1
〉
iff d0 ⊃ d1 and e0 ⊃ e1.
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If q and r are compatible elements of Q, then denote by q ∧ r their
greatest lower bound in Q.
Lemma 4.5. Pκ ∗Q satisfies c.c.c.
To prove this lemma we need to recall two more definitions and a
lemma from [4].
Definition 4.6 ([4, Definition 3.6]). Assume that pi = 〈A
i, ni, f i, gi〉 ∈
P κ0 for i ∈ 2. We say that p0 and p1 are twins iff n
0 = n1, |A0| = |A1|
and taking n = n0 and denoting by σ the unique <-preserving bijection
between A0 and A1 we have
(i) σ ↾ A0 ∩ A1 = idA0∩A1 .
(ii) σ is an isomorphism between p0 and p1, i.e. ∀α, β ∈ A
0, ∀i, j < n
(ii-a) f 0(α, β, i) = f 1(σ(α), σ(β), i),
(ii-b) g0(α, i, β, j) = g1(σ(α), i, σ(β), j),
We say that σ is the twin function of p0 and p1. Define the smashing
function σ of p0 and p1 as follows: σ = σ∪idA1 . The function σ
∗ defined
by the formula σ∗ = σ ∪ σ−1 ↾ A1 is called the exchange function of p0
and p1.
Definition 4.7. Assume that p0 and p1 are twins and ε : A
p1\Ap0 → 2.
A common extension q ∈ P κ of p0 and p1 is called an ε-amalgamation
of the twins provided
∀α ∈ Ap0△Ap1 f q(α, σ∗(α), i) = ε(σ(α)). (4.6)
The notion of an ε-amalgamation was introduced in [4, Definition 3.7].
An ε-amalgamation is a strong ε-amalgamation if
∀{α, β} ∈
[
Ap0 ∪ Ap1
]2
∀i < np0
if σ∗(α) 6= σ∗(β) then f q(α, β, i) = fµ(σ∗(α), σ∗(β), i). (∗)
Lemma 4.8. If p0, p1 ∈ P
κ are twins and ε : Ap1 \ Ap0 → 2, then p0
and p1 have a strong ε-amalgamation in P
κ such that .
Proof. In [4, Lemma 3.8] we proved that p0 and p1 have an ε-amalgamation
q in P κ. However, the condition q, which was defined in the first para-
graph of the proof of [4, Lemma 3.8] is actually a strong ε-amalgamation.

Now we are ready to prove our lemma.
Proof of Lemma 4.5. Let 〈〈pν , qν〉 : ν < ω1〉 ⊂ P
κ ∗Q. We can assume
that pν decides qν . Write pν = 〈A
ν , nν , f ν , gν〉 and qν = 〈B
ν , dν, eν〉. By
standard density arguments we can assume that Aν ⊃ Bν . Applying
standard ∆-system and counting arguments we can find {ν, µ} ∈
[
ω1
]2
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such that pν and pµ are twins and denoting by σ the twin function of
pν and pµ we have
(iii) Bµ = σ′′Bν ,
(iv) dν(α) = dµ(σ(α)) for each α ∈ Bν , and
(v) eν(α) = eµ(σ(α)) for each α ∈ Bν .
Define the function ε0 : Aµ \ Aν → 2 by the equation ε0(α) = 0. By
Lemma 4.8 the conditions pν and pµ have an ε0-amalgamation p. We
claim that
p  qν and qµ are compatible in Q,
i.e
p  〈Bν ∪Bµ, dν ∪ dµ, eµ ∪ eµ〉 has properties (a)–(d).
(a) clearly holds. Since σ(α) = α for each α ∈ Bν ∩ Bµ ⊂ Aν ∩ Aµ,
assumption (iv) implies that dν ∪ dµ is a function, and assumption (v)
implies that eν ∪ eµ is a function, and so (b) and (d) also hold.
To check (d) it is enough to show that if α ∈ Bν , β ∈ Bµ, dν(α) ≤
dµ(β), then p  α /∈ V (β, eµ(β)), i.e.
f p(α, β, eµ(β)) = 0. (⋆)
Assume first that σ(α) = σ∗(α) 6= β. Then
d = dµ(σ(α)) = dν(α)
by (iv),
e = eµ(σ(α)) = eν(α)
by (v), and so dµ(σ(α)) ≤ dµ(β). Thus, by (d),
pµ  σ(α) /∈ V (β, e
µ(β)),
i.e.
fµ(σ(α), β, eµ(β)) = 0.
Since p is a strong ε0-amalgamation, condition (∗) implies that
f p(α, β, eµ(β)) = fµ(σ(α), β, eµ(β)) = 0,
i.e. (⋆) holds.
If σ∗(α) = β, then p  α /∈ V (β, eµ(β)) because p is an ε0-amalgamation,
and so
f p(α, σ∗(α), eµ(β)) = ε(σ(α)) = 0.

Lemma 4.9.
V P
κ∗Q |= “X is left-separated in type κ · ω”
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Proof. Let H be the Q-generic filter over V P
κ
. Set d =
⋃
{dq : q ∈ H}
and e =
⋃
{eq : q ∈ H}. By standard density arguments the domains
of the functions d and e are κ. We have
V (x, e(x)) ∩
(⋃
i≤d(x)
d−1{i}
)
= {x}, (4.7)
by (d), so d−1(n) is discrete and d−1{n}∩ d−1n = ∅ for each n ∈ ω. So
we can construct a left-separating ordering of X in type κ ·ω as follows:
consider a well-ordering ≺ ofX such that d−1{n} is well-ordered in type
κ for n ∈ ω, and
d−1{0} ≺ d−1{1} ≺ · · · < d−1{n} ≺ d−1{n + 1} ≺ . . . .

This completes the proof of theorem 4.4. 
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