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1 ABSTRACT
1 Abstract
The advent of quantum computers gives rise to the possibility of quantum
algorithms that in some cases solve problems faster that their classical co-
unterparts. With Grovers search algorithm as a case we present an informed
discussion on the potential of quantum search algorithms in terms of what
can be calculated within a reasonable timeframe. This leads us to a discussion
concerning how today’s mathematical terminology describes these algorithms
in terms of the outputs validity. In this discussion we will concern ourselves
with the deterministic and probabilistic algorithms. To make sure that our
discussion is as informed as possible we make an account of the necessary
mathematical and physical knowledge using the understanding of Grover’s
algorithm as a qualitative measure of what should be understood when di-
scussing quantum algorithms. These include complex vector spaces, Dirac’s
braket notation, the understanding of quantum superpositions and computa-
bility theory.
We conclude that a speed-up is possible for certain problems and we find a
tendency in the literature for quantum algorithms, including Grover’s algo-
rithm, to have a quadratic speed-up compared to their classical counterparts
thus increasing the amount of problems which can be calculated within a
reasonable timeframe.
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2 INDLEDNING
2 Indledning
Når man ønsker at beregne problemer ved hjælp af algoritmer på compute-
re, er en af de vigtigste begrænsninger hvor lang tid det tager at køre disse
algoritmer. Det er muligt at opskrive algoritmer der kan løse alle beregne-
lige problemer, men det garanterer ikke, at de algoritmer der kan køres på
en computer kan løse problemerne inden for en overkommelig tidshorisont.
Dette afhænger af hvor mange enkelt-steps en sådan algoritme skal udføre,
for at behandle en given mængde inputs. Hvis antallet af iterationer (steps)
f.eks. stiger eksponentielt med antallet af inputs, er det klart, at algoritmen
meget hurtigt vil være upraktisk længe (læs tusinder af år) om at beregne
løsninger til problemer med selv forholdsvis små inputmængder.
Det matematiske felt, der beskriver hvor ’hurtig’ en sådan algoritme er, kal-
des kompleksitetsteori og beskriver antallet af steps en algoritme skal tage
for at løse et problem, som funktion af input, uafhængigt af implementerin-
gen. Man kan altså klassificere problemer alt efter hvor hurtigt den bedste
algoritme kan beregne problemet og således er det tydeligt, at der findes klas-
ser af problemer som der ikke findes en løsning til indenfor en overkommelig
tidshorisont, hvis de bliver forsøgt løst på en klassisk computer.
Det viser sig, at man kan konstruere en computer der udnytter kvanteef-
fekter, ved at lave beregninger via partikler der er underlagt kvanteeffekter
- kaldet qbits - i stedet for traditionelle bits. Fordelen ved qbits er, at de -
populært sagt - kan være i tilstandene 0 og 1 på samme tid og det er blandt
andet denne egenskab man kan udnytte med en såkaldt kvantealgoritme, idet
denne nye type algoritmer potentielt kan løse nogle problemer hurtigere end
traditionelle algoritmer.
Vi vil i dette projekt undersøge hvordan samspillet mellem de videnskabelige
felter matematik, datalogi og kvantefysik, kan muliggøre nye måder at løse
problemer i de respektive felter. Vi vil specifikt forholde os til hvordan udnyt-
telsen af de kvantemekaniske effekter, i teoretiske kvantecomputere og udvik-
lingen af kvantealgoritmer til at løse komplekse problemer, giver mulighed for
en effektiv beregning af løsninger til disse problemer. Det er nødvendigt med
udtrykket effektiv beregning, idet kvantecomputeren og de kvantealgoritmer
der køres på dem, som udgangspunkt, ikke er i stand til at løse problemer
der ikke før var beregnelige. Derimod kan kvantealgoritmer, i visse tilfælde,
konstrueres på en sådan måde at antallet af steps stiger langsommere med
input-mængden, end for en klassisk algoritme der løser det samme problem,
altså et såkaldt ’speed-up’.
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Som eksempler på dette kan nævnes Shors Algoritme, der gør primtalsfak-
torisering til et effektivt beregneligt problem, og Grovers Søgealgoritme, der
gør det muligt at søge i et uordnet register hurtigere end klassiske ’brute-
force’ algoritmer tillader. Dette leder os til en problemformulering, som vi vil
udpensle herunder.
2.1 Problemformulering
Hvordan eksemplificerer Grovers søgealgoritme kvanteinformatikkens poten-
tiale for at udvide klassen af effektivt beregnelige problemer og hvilken be-
tydning har skellet mellem deterministiske- og probabilistiske algoritmer for
Turing-beregnelighed?
2.2 Afgrænsning
Dette projekt fokuserer på teoretiske kvantealgoritmers betydning for mulig-
heden for at løse visse klasser af problemer og således er der en del beslægtede
emner som ikke vil blive belyst i denne rapport.
Eftersom kompleksitetsteori beskæftiger sig med tiden det tager for en algo-
ritme at beregne et problem uafhængigt af hardwaren, vil vi ikke beskæftige
os med implementeringen af kvantealgoritmer på fysiske kvantecomputere.
Vi tager det altså for givet, at der eksisterer en kvantecomputer som har
samme proccesorkraft som en vilkårlig klassisk computer. Derfor vil vi heller
ikke beskæftige os med hvordan specifikke kvanteeffekter bliver udnyttet til
at udføre beregningerne, men blot generelt redegøre for superposition som er
afgørende for forståelsen af qubits. Kvantealgoritmer og kvantemekanik gør
brug af en del avanceret matematik, som vi ikke har noget grundlag for at
kunne beskæftige os med og derfor vil tensorprodukter og Hilbertrum optræ-
de i rapporten, men vi vil ikke forsøge at komme med formelle definitioner
af disse.
Indenfor kompleksistetsteori er en af hovedspørgsmålene om kompleksistets-
klasserne P og NP i virkeligheden er de samme klasser. Det forholder vi os
ikke til, men for at kunne tale om ægte ’speed-ups’ af praktisk betydning er
det fordelagtigt at antage at NP 6= P .
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2.3 Vigtige Begreber
I denne rapport vil der blive brugt begreber, som kan minde meget om hin-
anden. Nogle af begreberne kan, især uden for rapportens faglige områder
(matematik, datalogi, fysik, videnskabsteori), have mere eller mindre samme
betydning. Omvendt kan deres betydning indenfor fagområderne veksle, alt
efter hvilket felt det anskues fra. Dog er der en væsentlig forskel på brugen
af begreberne i denne rapport, derfor vil begreberne bliver defineret her, for
ikke at risikere at forvirre læseren.
Beregnelighed: Beregnelighed af en funktion er et uformelt begreb. En
funktion anses for værende beregnelig, hvis der findes en effektiv procedure
til at opnå funktionens værdi. En funktion f : Nk → N er beregnelig hvis
og kun hvis der findes en effektiv procedure således at, givet en k-tuple x af
naturlige tal, vil f(x) kunne bestemmes ved at følge proceduren. Klassen af
beregnelige funktioner kan formelt bestemmes via en ’fornuftig og generel’
beregningsmodel (ie. Turingmaskinen). Da det oftest er Turingmaskinen der
anvendes som beregningsmodel, kan man formelt sige om noget der er be-
regneligt, at det er Turingberegneligt. Mere om Turingmaskinen i afsnit 6 og
beregnelighed i afsnit 7.1.
(Effektiv) algoritme: En effektiv procedure kaldes også for en algoritme
og defineres som et endelig sæt af præcise og utvetydige instruktioner til,
mekanisk at udføre en beregning eller løse et problem ([23], s. 168). En ef-
fektiv algoritme er en algoritme, der kan implementeres med et antal trin
der vokser ’moderat’ (læs polynomiel tid) som funktion af inputlængden[14].
Oveni dette stilles kravet om, at svaret der gives altid er det rigtige, der
stilles altså krav om at algoritmen skal være deterministisk. I princippet skal
proceduren kunne følges af et menneske, uden at der stilles krav til at være
særligt begavet.
Effektiv beregnelighed: Hvis der findes en effektiv algoritme til at løse et
givet problem, vil det kaldes effektivt beregneligt. Deterministiske (polynomiel-
tids-)algoritmer bliver altså modellen for de beregninger der anses for effek-
tivt beregnelige. Funktioner eller problemer der kan beregnes inden for po-
lynomiel tid anses for værende effektivt beregnelige (mere om dette i 7.3.
Der findes desuden en tommelfingerregel der siger at kompleksitetsklassen P
anses for at være effektivt beregnelige (mere om kompleksitet og kompleksi-
tetsklasser i 7.2).
Håndterbar: Et problem anses for værende håndterbart idet det kan be-
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regnes i praksis. Det vil sige at inputmængden er af en passende størrelse,
således at en computer kan give en løsning indenfor en fornuftig tidsramme
(f.eks. er O(N1000) ikke håndterbart, selvom det tilhører klassen P). Der vil
også kunne findes problemer udenfor klassen P , der vil anses for værende
håndterbare. Eksempelvis kan tiden det tager at løse et problem, vokse eks-
ponentilt som funktion af inputmængden - inputmængden behøver da blot
at være passende lille til at det ikke tager for lang tid.
2.4 Semesterbinding
I dette projekt redegør vi for det matematikfilosofiske begreb beregnelighed,
der beskriver hvilke typer af problemer matematikken kan gøre sig forhåb-
ning om at besvare. Vi forholder os til hvordan begrebet bruges og sætter
grænser inden for datalogien og kvanteinformatikken. Med Grovers algoritme
som eksempel viser vi hvordan udviklingen inden for kvanteinformatikken har
indflydelse på hvad der anses for effektivt beregneligt. Vi forholder os kritisk
til begrebet effektiv beregnelighed og diskuterer kvantealgoritmers potenti-
ale for at udvide klassen af problemer dette begreb kan dække over. Derfor
mener vi, at vi opfylder semesterbindingens krav om at belyse videnskabelige
begrebsapparater, samt deres betydning i den enkelte videnskab.
Ydermere redegør vi for kompleksitet og kompleksitetsklasser, samt de typer
af problemer der er tilknyttet disse. Derved forholder vi os til hvad det vil
sige at et problem er beregneligt og må derfor beskæftige os med hvilke ty-
per af problemer matematikken er i stand til at løse, samt grundlæggende
definitioner og præmisser for datalagien som videnskab. Vi mener at disse
problemstillinger åbenlyst falder inden for semesterbindingens fokus på vi-
denskabsteori.
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3 Matematisk Grundlag For Kvantecomputere
Afsnit 3.1 bygger på afsnit i.1 i [4]. Afsnittene 3.2 og 3.3 beskriver henholdsvis
vektorrum i R og C, og Diracs braketnotation, som er nødvendig for teore-
tisk at kunne beskrive kvantecomputere og Grovers søgealgoritme. Afsnit 3.2
bygger på [20] og 3.3 bygger på [21].
3.1 Komplekse tal
Når man beskriver en qubit (se afsnit 5) indgår der en sandsynlighedskom-
ponent, som beskriver sandsynligheden for at måle den pågældende qubit i
en given tilstand. Denne sandsynlighedskomponent er et komplekst tal og
derfor vil vi her redegøre for grundlæggende egenskaber for komplekse tal.
Et komplekst tal z = a + ib ∈ C er et tal med to komponenter, en reel del
a = Re(z) og en imaginær del b = Im(z), hvor a, b ∈ R og i = √−1. Vi
kalder C for det komplekse talrum.
Ethvert komplekst tal har en absolut værdi, også betegnet som normen eller
længden og er defineret som
r = |z| =
√
a2 + b2
a, b ∈ R.
For et komplekst tal, forskellig fra 0, defineres fasen som
z = r(cos θ + i sin θ)
hvor θ ∈ R og r ∈ R (defineret som ovenfor).
Talsættet (r, θ) er også kaldet, de polære koordinater for et komplekst tal z.
Ethvert komplekst tal z = a + ib med x, y ∈ R har et komplekst konjugeret
tal z = x− iy. Vi kan her ud fra definere normkvadratet til et komplekst tal
z:
|z|2 = zz = (a+ ib)(a− ib) = a2 − iab+ iab− ib2 = a2 + b2
Et komplekst tal kan også repræsenteres som et punkt i den komplekse plan
C. C indeholder en reel akse som indeholder alle de reelle tal R, og en imagi-
nær akse iR. Da kan et komplekst tal plottes på den komplekse plan (se figur
3.1) ved hjælp af dens kartetiske koordinater (a, b), eller ved hjælp af dens
polære koordinater (r, θ).
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Figur 3.1: Repræsentation af hvorledes komplekse tal kan skrives som polære
koordinater i det komplekse plan. Det fremgår at de polære koordinater relateret
til de kartetiske koordinater via enhedscirklen. Egen figur
At konvertere fra polære til kartetiske koordinater gøres ved at finde a og b:
a = r cos θ og b = r sin θ
At konvertere fra kartetiske til polære koordinater gøres modsat ved at finde
r og θ hvor r =
√
a2 + b2 og θ er løsningen til tan θ = a
b
, altså θ = tan−1 (a
b
)
3.2 Vektorer og Vektorrum i R
En qbits tilstand og en mængde af qbits samlede tilstande kan beskrives ved
basisvektorerne for et passende vektorrum. Dette vektorrum er komplekst og
det er derfor nødvendigt at kunne håndtere komplekse vektorer i komplekse
vektorrum. Derfor vil vi her redegøre for grundlaget for disse.
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3.2.1 Vektorer
Vi kender til talrummene R og C. Hvis vi lader n være et naturligt tal og
vælger talrummet R, da vil Rn indeholde mængden af alle n-talsæt, der er
defineret som følgende
x = (x1, x2, · · · , xn),
hvor x1, x2, · · · , xn ligger i R. Vi kalder x for en vektor i Rn og kalder tallene
x1, x2, · · · , xn for koordinaterne for x og vi skriver ofte
x =


x1
x2
...
xn


For vektoren x i Rn og et tal µ ∈ R definerer vi en vektor µx ved
µx =


µx1
µx2
...
µxn


Dette kaldes for skalarmultiplikation.
Vi kan også definere en anden operation mellem to vektorer, addition:
Givet vektorerne
x+ y =


x1
x2
...
xn

+


y1
x2
...
yn


i Rn, defineres vektoren x+ y ved
x+ y =


x1 + y1
x2 + y2
...
xn + yn


Med disse to definitioner for vektorer kan vi nu introducere et nyt udtryk på
formen
µx+ λy
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som kaldes en linearkombination af x og y.
Længden af en vektor x ∈ Rn defineres som tallet
|x| =
√
x21 + x
2
1 · · · x2n
vi bemærker, at |µx| = |µ||x|, for µ ∈ R og x ∈ Rn.
Et eksempel på velkendte vektorer, vi gerne vil fremhæve, er enhedsvekto-
rerne:
e1 =


1
0
...
0

 , e2 =


0
1
...
0

 , . . . , en =


0
0
...
1


De kaldes også for standard enhedsvektorerne i Rn. Det kan let vises, at hvis
x =


x1
x2
...
xn


er en vektor i Rn så har vi at
x = x1e1 + · · ·+ xnen
og at
xj = x · ej
3.2.2 Vektorrum
Et vektorrum er en mængde af vektorer, der er udstyret med de to ovennævn-
te operationer: addition og skalarmultiplikation. Det mest brugte eksempel
på et vektorrum er vektorrummet Rn, hvor alle vektorer er n-lange. Vektor-
rummet Rn kaldes et reelt vektorrum og Cn kaldes et komplekst vektorrum,
begge har dimension n og vi kalder det for et n-dimensionalt vektorrum. Et
komplekst vektorrum (f. eks. C2) kan altid opfattes som et reelt vektorrum
med kompleks skalarmultiplikation.
Der findes også linearkombinationer i et vektorrum. Hvis vi lader x1, · · · ,xn
være vektorer i et vektorrum og µ1, · · · , µn ∈ Rn (eller Cn) definerer vi line-
arkombinationen af vektorerne x1, · · · ,xn til at være µ1x1 + · · ·+ µnxn
Alle endeligdimensionale vektorrum har en basis. Betragt vektorrummet Rn.
Et sæt af vektorer x1, · · · , xn i Rn kaldes en basis for Rn, hvis det gælder, at
en hver vektor xn ∈ Rn på netop én, og kun én, måde kan skrives på formen
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v = µ1x1 + · · ·+ µnxn
hvor µ1, µ2, · · · , µn ∈ R (eller C) og alle x1, · · · , xn ∈ Rn. Et eksempel kunne
være de førnævnte enhedsvektorer, da det gælder at
µ1e1 + · · ·+ µnen =


µ1
µ2
...
µn


Denne basis kaldes for den naturlige basis i Rn.
Sættet af vektorer x1, · · · ,xn ∈ Rn er en basis netop når enhver vektor
v ∈ Rn entydigt kan skrives som en linearkombination af x1, · · · ,xn ∈ Rn og
hvor x1, · · · ,xn ∈ Rn er lineært uafhængige. Vi vil for god ordens skyld give
definitionen på lineær uafhængighed:
Et sæt af vektorer x1, · · · ,xn ∈ Rn kaldes lineært uafhængige hvis ligningen
µ1x1 + · · ·+ µnxn = o
(hvor o er nul-vektoren) kun har løsningen (µ1, · · · , µn) = (0, · · · , 0).
Når vi taler om vektorrum giver det mening også at tale om skalarproduk-
ter/det indre produkt. Dette defineres for to vektorer
x =


x1
x2
...
xn

 og y =


y1
x2
...
yn


x, y ∈ Rn. Givet to vektorer
x =


x1
x2
...
xn

 og y =


y1
x2
...
yn


x,y ∈ Rn, kan et indre produkt for disse to vektorer findes ved x · y =
x1y1 + · · ·+ xnyn hvor y betegnes som den komplekst konjugerede af y. I Rn
er y = y. Det er i et indre produkt vektorrum, at vi kan definere længden af
en vektor |x| = √x · x = x1x1 + · · ·+ xnxn Får vi at |x| = 1 kaldes vektoren
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en enhedsvektor. Har vi til gengæld for to vektorer x og y, at
x · y = 0
da siges, at x og y er ortogonale.
Et sæt af vektorer x1, · · ·xn i Rn kaldes et ortogonalsæt hvis enhver af vek-
torerne er forskellig fra nul-vektoren, og de samtidigt er indbyrdes ortog-
onale. Sættet kaldes et ortonormalsæt hvis alle vektorernes enhedsvektor
|xj| = 1 ∀ 1 ≤ j ≤ n.
Har vi en basis (x1, · · ·xn) for et vektorrum (f.eks. Rn) kalder vi det en or-
tonormalbasis, hvis sættet x1, · · ·xn er et ortonormalsæt. Et eksempel på en
ortonormalbasis er den naturlige basis (e1, · · · en) i Rn, da |en| = 1 for n ∈ N.
Den naturlige basis er også et ortogonalsæt, da ej · ei = 0 for j 6= i.
13
3 MATEMATISK GRUNDLAG FOR KVANTECOMPUTERE
3.3 Diracs Braketnotation
Man beskriver kvantemekaniske tilstande og -operationer ved hjælp af Diracs
braketnotation og således vil vi her introducere denne notation, som vil blive
brugt i resten af rapporten.
I Diracs notation er en ket |s〉 en kompleks vektor s som repræsenterer en
tilstand i et komplekst vektorrum i Cn. En kompleks vektor |v〉 er en linear-
kombination af vektorer |s1〉, |s2〉, . . . , |sn〉 hvis der eksisterer en tilsvarende
mængde komplekse tal ai således
|v〉 = a1|s1〉+ a2|s2〉+ . . .+ ai|sn〉 (3.1)
En bra 〈a| er den kompleks konjugerede og transponerede af en tilsvarende
ket |a〉 således at
|a〉 =


a1
...
an

 og 〈a| = (a¯1, . . . , a¯n) (3.2)
hvor a¯ er a komplekst konjugeret. Det indre produkt for to komplekse vek-
torer |a〉 og |b〉 skrives i braketnotation 〈a|b〉. Givet to vektorer
|a〉 =


a1
...
an

 og |b〉 =


b1
...
bn


vil det indre produkt findes ved
〈a|b〉 = 〈a||b〉 = (a¯1, . . . , a¯n)


b1
...
bn

 = n∑
i=1
a¯ibi (3.3)
Som ortonormal basis for et vektorrum i C2 opskrevet i Diracs notation bruges
ofte følgene basis:
B =
{
|0〉, |1〉
}
=
{(
1
0
)
,
(
0
1
)}
(3.4)
Sådan en basisvektor kan eksempelvis bruges til at finde a i linear-kombinationen
|Ψ〉 = a|0〉+ b|1〉 således at:
〈0|Ψ〉 = 〈0|(a|1〉+ b|1〉) = (1¯, 0¯)(a
(
1
0
)
+ b
(
0
1
)
) = (1¯, 0¯)
(
a
b
)
= a (3.5)
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Det ydre produkt for de to vektorer |u〉〈v| defineres som en lineær operator
der virker på en ket |w〉 således:
(|u〉〈v|)|w〉 = |u〉〈v|w〉 = 〈v|w〉|u〉 (3.6)
Benyttes f.eks. operatoren |1〉〈0| på |Ψ〉 = a|0〉+ b|1〉 fås
(|1〉〈0|)|Ψ〉 = |1〉〈0|(a|0〉+ b|1〉) = 〈0|(a|0〉+ b|1〉)|1〉 = a|1〉 (3.7)
Vi benytter os af det ydre produkt i afsnit 8.1.
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4 Fysisk Grundlag For Kvantecomputere
Afsnit 4.1 og 4.2 er baseret på [16], og er med for at give en beskrivelse af
hvordan kvantemekanikken, i kraft af sin probabilistiske natur, er forskellig
fra klassisk mekanik. Afsnit 4.3 beskriver kvanteffekten superposition der
udnyttes når der foretages beregninger med kvantecomputere og er baseret
til dels på [9] og dels på [22].
4.1 Newtons anden lov og Shrödingers bølgeligning
Et objekt med en masse m begrænset til kun at bevæge sig ud af én akse,
x, over tiden, t, er underlagt en kraft F (x, t). Ud fra en klassisk mekanisk
forståelse vil man nu kunne bestemme positionen til et given tidspunkt x(t)
ved hjælp af Newtons anden lov: F = ma. Her er a accelerationen af objektet.
Den kvantemekaniske tilgang til dette er forskelligt fra denne klassiske måde
at bestemme positionen af en partikel på. I stedet for at bestemme x(t), (læs
positionen til et givent tidspunkt), leder man efter partiklens bølgefunktion,
ψ(x, t). Denne fås ved at løse Schrödingers bølgeligning :
i~
∂ψ
∂t
= − ~
2
2m
∂2ψ
∂x2
+ V ψ (4.1)
Her er i =
√−1, og ~ er Diracs konstant som er Plancks oprindelige konstant
h delt med 2pi. V er potentiel-energi funktionen. Shrödingers ligning er analog
til Newtons anden lov, og benyttes til at bestemme en partikels bølgefunktion
ψ(x, t) til tiden t. Man leder altså efter en funktion der beskriver en bølges
udbredelse i rummet til en tid t.
4.2 Den statistiske bølgefunktion
Sandsynligheden for at måle en qubit i en given tilstand er beskrevet ved en
bølgefunktion. Det er nemmest at forstå, hvis man ser på den bølgefunktion
der beskriver en partikels position til en tid t, men det er samme type funk-
tion der beskriver sandsynligheden for at måle andre tilstande. Derfor vil vi
her redegøre for bølgefunktionen der beskriver position, da den er en direkte
analog til en bølgefunktion der ville beskrive sandsynligheden for målinger i
en kvantecomputer.
Max Borns statistiske fortolkning af bølgefunktionen fortæller os, at norm-
kvadratet af bølgefunktionen, skrevet |ψ(x, t)|2, giver os sandsynligheden for
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at finde partiklen ved positionen x til tiden t. I et specifikt interval for x kan
vi herved finde sandsynligheden for at finde partiklen til tiden t. Vi kalder
dette koncept partikel-bølge dualitet, da en partikel kan opfører sig som en
bølge indtil der bliver foretaget en måling på den, hvorefter dens opførsel
ligner det man ville forvente for i det klassiske tilfælde.
∫ b
a
|ψ(x, t)|2 dx =
{
Sandsynligheden for at finde partiklen
mellem a og b til tiden t.
}
(4.2)
Sandsynligheden for at finde partiklen i et område svarer altså til arealet un-
der grafen til |ψ|2. Dette kan ses i figur 4.1. På figuren ses tydeligt hvordan
sandsynligheden for at finde partiklen på et bestemt sted varierer for forskel-
lige værdier af x. Her kan det ses at der er større sandsynlighed for at finde
partiklen ved punkt A end ved punkt B.
Figur 4.1: Grafen for |ψ|2 før måling [16]
Når en måling foretages siger man, at bølgefunktionen kollapser. Foretages
en ny måling lige efter den første, vil man med sikkerhed finde partiklen
det samme sted. Grafen for bølgefunktionen, umiddelbart efter en måling er
foretaget, kan ses på figur 4.2.
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Figur 4.2: Grafen for |ψ|2 efter måling [16]
4.3 Superpositioner
Den grundlæggende egenskab ved beregninger på en kvantecomputer er, at
disse beregninger bliver foretaget på qubits der kan befinde sig i en super-
position af tilstande. Vi vil her opridse den grundforståelse der er nødvendig
for senere at bruge konceptet i en algoritme. Mere om superpositioner kan
findes i [16].
Partikel-bølge dualiteten som beskrevet i afsnit 4.2 er ikke det eneste områ-
de hvor kvantemekanikken er forskellig fra den klassiske mekanik. Det viser
sig at en partikels spin, som er kvantemekanikkens analog til impulsmoment,
og dens polarisering kan optræde i en superposition. Ved en superposition
forståes der, at tilstanden for en partikel ikke er forudbestemt, men snarere
befinder sig i alle målbare tilstande samtidig, hvor udfaldet af en måling på
partiklens tilstand får partiklen til at "vælge" én af disse tilstande. Vi vil
ikke komme ind på hvordan spin er forskelligt fra impulsmoment, ej heller
vil vi komme ind på hvad polarisering indebærer, men blot påpege at både
polarisering og spin af en eller flere partikler kan beskrives af et komplekst
vektorrum, som vi kalder et tilstandsrum. I et tilstandsrum for en enkel par-
tikel danner tilstandsvektorene |0〉 =
(
1
0
)
og |1〉 =
(
0
1
)
en orthonormal
basis, nemlig den naturlige basis, som vi indenfor kvanteinformatik kalder en
standardbasis. En elektron vil f.eks. være i tilstanden spin op eller spin ned,
svarende til henholdsvis |0〉 og |1〉. Disse to tilstande vil så være repræsente-
ret af to tilstandsvektorer i vores tilstandsrum. Man kan godt bestemme sig
for to andre ortonormale vektorer som sin basis, blot det gøres tydeligt, da
Diracnotation er kontekstfri hvad basis angår.
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En partikel i en superposition af to tilstande skrive |u〉 = a|0〉 + b|1〉, hvor
a og b kaldes sandsynlighedskomponenterne som tildeler sandsynligheden for
at tilstanden i retning af en af disse komponenter vil optræde når en må-
ling foretages. Her vil sandsynligheden for at tilstanden for en given partikel
bliver målt som en tilstandsvektor |u〉 være normkvadratet af sandsynlig-
hedskomponenten i retningen af vektoren |u〉, da denne komponent er et
komplekst tal. Altså for en partikel |v〉 med tilstandvektorne {|0〉, |1〉}, vil
tilstanden |v〉 = a|0〉 + b|1〉 blive målt til at være |0〉 med sandsynligheden
|a|2, og |1〉 med sandsynligheden |b|2. Har de to tilstande samme sandsyn-
lighed for at optræde, kan vi skrive tilstanden som |v〉 = 1√
2
|0〉 + 1√
2
|1〉 da
normkvadratet | 1√
2
|2 = 1√
22
= 1
2
. Dette viser det fordelagtige i at regne med
vores standardbasis, da en tilstandsvektor med længden 1 er nem at tildele
en sandsynlighedskomponent.
For et system hvor flere partikler indgår, kræves der en eksponentiel stør-
re mængde tilstandsvektorer for at beskrive tilstandsrummet. Tilstandsrum-
met, som er et vektorrum i Cm, indeholder m = 2n dimensioner, hvor n her
er antallet af partikler i systemet.
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5 Kvantecomputeren
Grovers søgealgoritme opnår kun et ’speed-up’ hvis den køres på en kvan-
tecomputer. Vi vil her redegøre for hvad der karakteriserer kvantecomputere.
En klassisk computers hukommelses register består af bits. En bit kan befinde
sig i en af to tilstande, 0 og 1. Kvanteanalogen til en klassisk bit hedder en
kvantebit eller qubit. En qubit er forskellig fra en klassisk bit ved at kunne
være i en superposition af to tilstande. Givet en qubit |q〉 vil denne kunne,
når den er i en superposition, beskrives ved |q〉 = a|0〉 + b|1〉. Her er a og
b sansynlighedskomponenterne tilsvarende dem som blev omtalt i afsnit 4.3.
Det kan vises, at mængden af mulige tilstande et qubit register |Ψ〉 bestående
af n qubits, kan befinde sig i kan findes som tensorproduktet mellem qubitsene
|ψ〉1, |ψ〉2, ..., |ψ〉n ∈ |Ψ〉. For den interesserede læser kan dette verificeres i en
af bøgerne [9], [21] eller [22].
For et qubit register med tre qubits vil mængden af mulige tilstande være
{|000〉, |001〉, |010〉, |011〉, |100〉, |101〉, |110〉, |111〉}
En superposition af et register |v〉 med tre qubits med tilhørende sandsyn-
lighedskomponenter a1, a2, ..., a8 vil da kunne skrives som
|v〉 = a1|000〉+a2|001〉+a3|010〉+a4|011〉+a5|100〉+a6|101〉+a7|110〉+a8|111〉
For det generelle tilfælde, kan et qubit register være i en superposition af
2n tilstande, hvor n er antallet af qubits. Det er netop denne egenskab som
benyttes når der opstilles kvantealgoritmer. Dette vil vi illustrere med et
praktisk eksempel i afsnit 8.
Når beregninger udføres på en kvantecomputer, bliver qbit-registerets super-
position af tilstande påvirket af de operationer der udgør kvantealgoritmen
derved den enkelte konfiguration af tilstande der bliver udført beregninger
på, men den samlede mængde af mulige tilstande. Algoritmens output frem-
kommer ved at algoritmen, samtidig med at den udfører beregningerne på
superpositionen af tilstande, sørger for at den tilstand som er et svar til det
stillede spørgsmål, har stor sandsynlighed for at være den målte tilstand.
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6 Turingmaskinen
Dette kapitel er baggrunden for at kunne tale mere formelt om beregnelig-
hed, altså hvad der kan og ikke kan beregnes algoritmisk. En Turingmaskine
er en formalisme der beskriver en idealiseret computer, og den sætter en øvre
grænse for hvad der er beregneligt. Det er altså nødvendigt at forholde sig til
Turingmaskiner for at kunne forstå begrebet kompleksitet og hvordan kvante-
algoritmer kan opnå et ’speed-up’ i forhold til klassiske ditto. Der følger først
en introduktion til hvad en Turingmaskine er, efterfulgt af en mere formel de-
finition. Afsnit 6.2 er baseret på [23], mens eksemplet i afsnit 6.3 er inspireret
af eksempler i [23] samt [1]. Til sidst i kapitlet omtales Church-Turing-tesen,
der leder os hen mod emnet beregneligheds- og kompleksitetsteori.
6.1 En generel model for beregning
En Turingmaskine er en matematisk model for beregning. Modellen simulerer
en maskine, der kan manipulere med symboler. Modellen blev først beskrevet
af Allan Turing i 1936, der var interesseret i at skabe en universel model, der
gør det muligt at bestemme om en hvilken som helst påstand er sand eller
falsk - et beslutningsproblem foreslået af den tyske matematiker Hilbert[23].
En Turingmaskine består af et læse/skrivehoved, der ved hvert trin, er i én
af en endelig mængde af forskellige tilstande, sammen med et bånd inddelt
i celler. Båndet er uendeligt langt i begge retninger[23]. Turingmaskinen kan
læse og skrive på båndet, mens hovedet bevæger sig frem og tilbage langs
båndet. Maskinen har ligeledes mulighed for at ændre sin tilstand afhængig
af symbolet den læser.
En Turingmaskine er en generel model for beregning. Trods maskinens simple
opbygning kan den udføre komplekse funktioner, samt simulere logikken i en
vilkårlig computer. I princippet er Turingmaskinen T mere kraftfuld end en
fysisk computer[23]. T er ikke på samme måde som en computer begrænset
af teknologien, der bestemmer grænsen for hvor meget hukommelse der fysisk
kan være på en chip.
6.2 Formel Definition
En Turingmaskine T kan beskrives ved en 4-tuple (S,I,f,s0), hvor S er en
endelig mængde af tilstande. I er alfabetet, der indeholder de valgte symboler
båndet kan indeholde (som oftest er 0 og 1), derudover findes et symbol for
blank B, som dog ikke er en del af alfabetet, men er placeret i de celler der ikke
er i brug. f er den partielle funktion fra S×I til S×I×(d), hvor d er retningen
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hovedet skal bevæge sig (højre eller venstre), mens s0 er starttilstanden, som
oftest er den lavest nummererede i S.
Den partielle funktion f er ikke defineret for alle (s, i) ∈ S × I. Dette be-
tyder at for nogle (tilstand,symbol)-par, vil funktionen være udefineret, men
for de par hvor den er, vil der være én unik (tilstand,symbol,retning)-triple
associeret hertil.
Som tidligere nævnt har Turingmaskinen udledt et læse/skrivehoved samt
et bånd inddelt i celler. Båndet er uendeligt langt i begge retninger, men kan
kun indeholde et endeligt antal ikke-blanke symboler på ethvert givet tids-
punkt. Den handling maskinen foretager sig, afhænger af den partiel funktion
f for den pågældende tilstand og det symbol der aflæses på båndet. Maski-
nens læse/skrivehoved befinder sig konventionelt i den yderste position til
venstre, ved en celle indeholdende et ikke-blankt symbol og vil ydermere væ-
re i begyndelsestilstanden s0.
Ved hvert trin læser hovedet det nuværende symbol x. Når læse/skrivehovedet
er i tilstand s og den partiel funktion f er defineret for parret (s,i) ved f(s,i)
= (s’,i’,d), vil hovedet
1. skifte til tilstand s′,
2. skrive symbolet i′ i den nuværende celle, idet i slettes, og
3. bevæge sig til venstre hvis d = L og højre hvis d = R
Ovenstående skrives oftest som en fem-tuple (s,i,s’,i’,d). Mængden af tilstan-
de og inputalfabetet er implicit defineret når denne notation anvendes. Den
fem-tuple der svarer til den partielle funktion f i definitionen af Turingma-
skinen kaldes også for en overgangsregel for maskinen. For de (s,i)-par, hvor
den partielle funktion f er udefineret, vil maskinen standse. Eller sagt på en
anden måde, maskinen vil standse hvis der ikke findes nogen overgangssregel
for det pågældende par. Maskinen vil ligeledes standse hvis den læser sym-
bolet B, da dette ikke er indeholdt i alfabetet den kan læse.
6.3 Turingmaskinen i praksis
Alle Turingmaskiner opererer efter samme mekanisme. Det der gør én Turing-
maskine i stand til at udføre en opgave, mens en anden kan udføre en ander-
ledes opgave, er overgangsreglerne som er en del af maskinens program. Der
skal desuden være en specificeret starttilstand, og denne antages i efterføl-
gende eksempel at være den lavest nummerere tilstand i S. For at kunne tale
22
6 TURINGMASKINEN
om en Turingmaskine der gør noget brugbart, er det desuden nødvendigt at
beskrive hvordan symbolerne der er skrevet på båndet skal fortolkes.
Hvis vi vil lade en Turingmaskine T beregne en matematisk funktion, som for
eksempel addition af to positive tal, er vi nødt til at beskrive hvordan 0’erne
og 1’erne skal symbolisere tal. I det følgende eksempel vil et tal n beskrives
med en blok af n+ 1 1-taller, således at 0 skrives som 1 og 1 skrives som 11,
2 som 111 etc.. Tallene adskilles med et 0. Læse/skrivehovedets startposition
skal være det første 1-tal fra venstre. Vi kan nu lade T beregne funktionen
f(n1, n2) = n1 + n2. Som input får maskinen T et bånd med n1 + 1 1-taller
efterfulgt af et 0, efterfulgt af n2+1 1-taller. Resultatet kan aflæses på båndet
når maskinen standser.
6.3.1 Eksempel 1
I dette eksempel defineres alfabetet til at være I = {0, 1} og mængden af
tilstande T kan være i er S = s0, s1, s2, s3, s4. Tilstanden er med til at
afgøre hvilken handling maskinen skal foretage sig, i form af hvilken over-
gangsregel der skal anvendes. En måde at beregne ovennævnte funktion
kan være ved hjælp af følgende 5-tupler som overgangsregler: (s0, 1, s0, 1, R),
(s0, 0, s1, 1,−), (s1, 1, s1, 1, L), (s1, 0, s2, 0, R), (s2, 1, s2, 0,−), (s2, 0, s3, 0, R),
(s3, 1, s3, 0,−) og (s3, 0, s4, 0, R). Her betyder bindestregen at hovedet ikke
skal bevæge sig. Som eksempel vil vi udregne 2+3. Båndet vil da have udse-
endet ...B0111011110B..., (kan ses på figur 6.1), med blank-symbolet B i de
resterende celler.
Som det fremgår af figur 6.1 er læse/skrivehovedet i begyndelsen positioneret
ved det første 1-tal talt fra venstre. T er desuden i starttilstanden s0. Pilen
peger på den nuværende celle og symboliserer læse/skrivehovedet, mens til-
standen kan ses under båndet. Hovedet skanner den nuværende celle og læser
først symbolet 1, vi har altså parret (s0, 1) og anvender derfor overgangs-
reglen (s0, 1, s0, 1, R). Denne overgangsregel fortæller T , når du befinder dig
i s0 og læser symbolet 1, skal du blive i s0 og lade cellen indeholde sym-
bolet 1, for dernæst at bevæge læse/skrivehovedet en celle til højre. Denne
overgangsregel benyttes fra trin a) til c). Først ved trin d) benyttes anden
overgangsregel, eftersom et andet symbol scannes - vi har da parret (s0, 0),
der fortæller følgende tuple skal anvendes: (s0, 0, s1, 1,−). Denne fortæller,
hvis symbolet 0 læses, mens T er i s0, skal symbolet erstattes af et 1-tal
hvorefter der skiftes til s1. Bindestregen fortæller at hovedet ikke skal flytte
sig. Ved trin e) er T i s1, mens symbolet 1 læses, vi har da
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Figur 6.1: T starter med læse/skrivehovedet, der er i tilstand s0, ved det før-
ste 1-tal fra venstre. Tilstanden aflæses under båndet i højre side. Trinene f)-h)
er undladt, for overskuelighedens skyld, da samme overgangsregel anvendes her.
Maskinen ender i s4 og standser, eftersom f ikke er defineret for dette (s,i)-par.
Resultatet kan til slut aflæses på båndet.
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parret (s1, 1). Dette medfører at overgangsreglen (s1, 1, s1, 1, L) skal anven-
des. Samme overgangsregel anvendes efterfølgende tre gange i træk, altså ved
trin f) til h), for at få lokaliseret det første 0 til venstre for blokken af 1-taller.
Vi står nu med en blok af n + 3 1-taller, hvilket er to for meget. De sidste
overgangsregler er, af denne grund til, for at slette disse to 1-taller og erstatte
dem med 0’er, så vi ender ud med en blok af n+ 1 1-taller.
Ved trin i) anvendes overgangsreglen (s1, 0, s2, 0, R), der siger, at hvis til-
standen er s1 og symbolet 0 læses, skal T skifte til s2 uden at ændre ind-
holdet i cellen, for dernæst at rykke en celle til højre. Ved trin j) anvendes
overgangsreglen (s2, 1, s2, 0,−), for at erstatte symbolet 1 med 0, uden at
ændre tilstand eller position. Ved trin k) benyttes (s2, 0, s3, 0, R) som over-
gangsregel, der beder T om at skifte til s3, uden at ændre cellens indhold
og efterfølgende rykke til højre. Der anvendes ved trin l) overgangsreglen
(s3, 1, s3, 0,−), som beder T om at erstatte 1-tallet med et 0, uden at skif-
te tilstand eller position. Herefter anvendes sidste tuple, (s3, 0, s4, 0, R), ved
trin m), som overgangsregel, der for T til at rykke en celle til højre, uden at
ændre tilstand eller indholdet i cellen.
T standser ved trin n), eftersom den partielle funktion f er udefineret for
parret (s4, 1). Resultatet kan nu aflæses på båndet og der ses en blok med 6
1-taller, hvilket betyder at resultatet er 5.
Som det fremgår af eksemplet, er det muligt at konstruere en Turingma-
skine, til at udføre addition af to positive tal. Det bliver dog også klart, at
det hurtigt bliver kompliceret at programmere maskinen til at kunne addere
flere end to positive tal, som i eksemplet.
6.4 Variationer af Turingmaskinen
Det er muligt at programmere en Turingmaskine til at kunne udføre en stor
mængde af beregninger og funktioner. Dog kan det være svært i praksis at
konstruere en Turingmaskine der kan udføre selv relativt simple funktioner. I
visse situationer kan det endda være relevant at anvende en variant af oven-
stående definition, for at gøre det lettere at udføre en given funktion. I stedet
for et enkelt bånd, kan man anvende flere bånd. Det er også muligt at tilføje
et ekstra læse/skrivehoved eller lade båndet være todimensionelt frem for en-
dimensionelt. Der findes mange varianter af definitioner på Turingmaskinen,
fælles for dem alle er; det kan vises, at for en hver variant, vil en klassisk
deterministisk Turingmaskine være i stand gøre det samme, dog potentielt
over længere tid[23][1].
Vi kan sågar tillade maskinen at være nondeterministisk, ved at lade et (s,x)-
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par indgå som første elementer i mere end én fem-tuple[23], eller sagt på en
anden måde, en given tilstand giver altså flere mulige nye tilstande. Formelt
set har man hos en nondeterministisk Turingmaskine (NDT) udskiftet over-
gangsreglen f (den partielle funktion) med en såkaldt overgangsrelation[19].
Vi kan betegne overgangsrelationen med ∆-symbolet. ∆ betegner mængden
af accepterede sluttilstande og er en underklasse af (S × I) × S(×I × (d)),
i modsætning til f som er en funktion fra (S × I) 7→ (S × I × (d)[19]. Man
kan forestille sig at en NDTs beregninger kan forgrene sig, alá et ’binært træ’
(dog uden sandsynlighedsfordeling) og den følger alle stierne og ikke blot én
sti. Der opstår, for hvert trin, nye kopier af maskinen, der kan kan arbejde
parallelt med originalen (fortolkning hentet i [21]). I følge NIST (National
Institute of Standards and Technology) defineres en NDT som en probabili-
stisk T , blot uden sandsyndlighed[18] - omvendt defineres en probabilistisk
T som en NDT blot med sandsynlighedsfordelinger for at bevæge sig langs
grenene.
Endvidere kan der opstilles en Turingmaskine der kan simulere en hver Turing-
maskine, hvis blot den modtager som input; programmets kodning samt pro-
grammets inputs. En sådan maskine kaldes en universel Turingmaskine.
Alle disse variationer af T er blevet studeret i detaljer[23]. Selvom det kan
være praktisk at variere den formelle definition af Turingmaskinen, kan vi
aldrig øge maskinens regnekraft, forstået som, at vi stadig ikke ændrer på
begrebet turingberegnelighed, idet der kan opstilles en klassisk determini-
stisk Turingmaskine der ligeledes kan klare samme opgave, dog potentielt
over længere tid, eftersom alle mulige trin skal udføres[1].
Hvis vi forestiller os en kvante-Turingmaskine, som udnytter kvanteeffekter,
giver denne os heller ikke umiddelbart mere regnekraft, i den forstand at der
ikke ændres på hvad der klassisk set anses som turingberegneligt (Kvante-T
bliver beskrevet i afsnit 6.7). Dog opstår muligheden for at anvende andre
modeller (ie. kvantecomputer), hvilket kan give andledning til at visse pro-
blemer, der førhen var anset for uhåndterbare, tilsyneladende vil blive hånd-
terbare, ved at udnytte den særlige struktur i et givet problemet (her tænkes
især på Shors algoritme, der håndterbart kan faktorisere primtal).
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6.5 Church-Turing-Tesen
Allan Turing og Alonzo Church opstillede i 1936, uafhængigt af hinanden, en
generel model for beregning i forsøget på at afgøre om matematikken inde-
holdte problemer der var uberegnelige[21]. Ved ”uberegnelige” forstås en type
problemer, som ikke kan løses ved at følge en effektiv algoritme. En effektiv
algoritme er en procedure til at løse et matematisk problem, som altid vil
ende efter et endeligt antal trin, og beregne et svar med sandsynligheden 1.
Det er senere blevet vist at Church og Turings modeller er beregninsmæs-
sigt ækvivalente[21]. (læs mere om beregningsmæssig ækvivalens under afsnit
7.1.3)
Det var Turings mål med sin teoretiske maskine at vise, at en hver algo-
ritmisk proces ville kunne simuleres med denne model. Selvom det kan være
svært i praksis at opstille en Turingmaskine, der kan beregne en bestemt
funktion, der samtidigt kan beskrives ved en algoritme, vil der altid kunne
opstilles en[23]. Denne påstand kendes i dag, i form af Church-Turing-tesen,
der siger:
Every ‘function which would naturally be regarded as computable’
can be computed by the universal Turing machine[12]
. Grunden til at påstanden er en tese, fremfor et teorem, er at konceptet
”Every ’function which would naturally be regarded as computable” ’ (kan
oversættes med ”ethvert problem der kan løses ved en algoritmisk proces”),
er uformelt og ikke præcist, mens ”løses af en Turingmaskine” er et formelt
og veldefineret koncept. Idet Turingmaskinen har en uendelig hukommelses-
mængde (selvom den kun anvender en endelig mængde heraf), kan den anses
som en idealisering af hvad en klassisk computer maksimalt vil kunne be-
regne. Således bliver Turingmaskinens begrænsninger ligeledes den klassiske
computers øvre grænse for hvad der er muligt at beregne. Dette giver os end-
videre muligheden for at kunne sige noget generelt om, hvorhvidt der findes
en algoritme til at løse et given problem - hvis algoritmen kan udføres af
en deterministisk Turingmaskine, da vil problemet kunne beregnes ved et
endeligt antal trin og svaret findes med 100% sikkerhed, i forhold til kvan-
tealgoritmer der giver et svar med en hvis sandsynlighed for fejl. Konceptet
beregnelighed uddybes i afsnittet 7.1.
Der kan sagtens eksistere turingberegnelige funktioner, der ikke kan udføres
på nogen eksisterende computer på grund af for lidt fysisk plads (hukommel-
se) eller tid.
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6.6 Church-Turing-Deutsch-Princippet
I 1985 opstilte David Deutsch en ny tese som bygger på Church-Turing-
Tesen[12]. Church-Turing-Deutsch-princippet, som den kom til at hedde, ly-
der således:
Every finitely realizable physical system can be perfectly simula-
ted by a universal model computing machine operating by finite
means.[12]
Deutsch argumenterer i [12] for, at hans formulering af Church-Turing-tesen
er bedre defineret og mere fysisk orienteret end den originale. Dette mener
han på baggrund af, at hans princip forholder sig til den fysiske virkelighed
fremfor at være udelukkende teoretisk. Princippet undgår også terminologi
som ’would naturally be regarded’, hvilket i følge Deutsch ikke passer ind i
måden man omtaler fysiske begreber på[12]. Princippet stiller begrænsningen,
at systemet, der simuleres, skal være endeligt, for at sikre sig, at simulationen
kan finde sted på en maskine med en endelig hukommelsesmængde.
Deutsch mener, at hans princip er så stærkt, at den klassiske Turingmaski-
ne ikke opfylder princippets krav om en ’universel model for beregning’, da
den ikke vil kunne simulere kvantesystemer med perfekt præcision. Deut-
sch udtænker derfor kvante-Turingmaskinen, som han mener opfylder hans
princip[12]. I 1985, hvor Deutsch opstiller sit princip og udformer beskrivelsen
for kvante-Turingmaskinen, har man endnu ikke fundet frem til en kvanteal-
goritme, der er hurtigere end sin klassiske analog. Senere, i 1998 [13], kritiserer
David Deutsch begrebet ’universel’ i konteksten af Turingmaskinen, for væ-
rende for vag. Han argumenterer her for at selvom en universel model efter
hans definition vil kunne simulere et hvert fysisk system til perfektion, ville
det ikke være en brugbar model, hvis den f.eks. kun vil kunne udføre en enkel
beregning i universets levetid. I denne bog fremhæver han kvantekryptogra-
fi [9] som værende et eksempel på et koncept den klassiske Turingmaskine
ikke kan simulere, da kvantekryptografi afhænger af et kvantefysisk system.
Dette blev første gang udført i praksis i 1989 af Charles Bennet og Gilles
Brassard[8].
6.7 David Deutschs Kvante-Turingmaskine
Deutschs kvante-Turingmaskine er forskellig fra den klassiske Turingmaskine
i flere henseender, og vi vil her give en kort og uformel beskrivelse af kvante-
Turingmaskinen. Denne redegørelse bygger på [2] og [12].
Alfabetet I fra den klassiske Turingmaskine, der som regel udelukkende be-
står af 0 og 1, samt blank-symbolet for B, svarende til klassiske bits, er
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i Deutschs kvante-Turingmaskine erstattet med tilstandsrum der beskriver
qbits. Dette gør det, sammen med implementeringen af superpositioner, mu-
ligt for kvante-Turingmaskinen at arbejde, som var der flere parallelle Turing-
maskiner i arbejde samtidig. Disse parallelle konfigurationer skal alle stop-
pe, før et output kan gives. Hvilken konfiguration, der gives som output,
afhænger af sansynlighedskomponenter tildelt disse konfigurationer, ækviva-
lent med sandsynlighedskomponenterne som de benyttes i afsnit 5. Havde
det ikke været for disse sansynlighedskomponenter, ville Deutschs kvante-
Turingmaskine kunne simuleres af universel Turingmaskine. Det er netop
kvante-Turingmaskinens evne til at simulere kvantefysiske systemer, der gør
at Deutsch mener at den opfylder Church-Turing-Deutsch-princippet.
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7 Beregnelighed og Kompleksitet
For at kunne sige noget om, tiden det tager en algoritme at beregne en løsning
til et problem, dvs. algoritmens effektivitet, anvender man kompleksitetste-
ori. Komplesitetsteori beskriver tiden det tager for en algoritme at beregne
et problem, uafhængigt af implementeringen, og uddybes i afsnittet 7.2. Dog
er det nødvendigt inden da, at afgøre om et problem i det hele taget kan
beregnes. Beregnelighed vil derfor blive redegjort for i afsnittet 7.1, deru-
dover omtales også forskellige beregnelighedsbegreber, der vil blive brugt i
rapporten, såsom typer af problemer, afgørbarhed og effektiv beregnelighed.
7.1 Beregnelighed
Løst sagt, er en beregning en proces der modificerer en inputmængde, via
gentagne anvendelser af en simpel og forudbestemt regel[15], til et output.
Selvom hver anvendelse af reglen har en begrænset effekt, kan effekten af
mange anvendelser blive meget kompleks. Med andre ord, kan man sige, at
en beregning transformerer en repræsentation af et objekt til en anden re-
præsentation af det samme objekt. Især beregninger opstillet til at løse et
problem transformerer blot problemet til dets løsning, hvor løsningen kan
tænkes som en (muligvis partiel) repræsentation af problemet.
Når vi snakker om beregningsmæssige opgaver fokuserer vi ofte på to funda-
mentale typer af problemer: søgeproblemer og beslutningsproblemer.
7.1.1 Beslutningsproblemer
Definition 6.1: Et beslutningsproblem spørger om hvorvidt et udsagn fra en
bestemt klasse af udsagn er sandt. Beslutningsproblemer er også kendt som
ja-eller-nej problemer. ([23], s. 834)
Beslutningsproblemer er den klasse af problemer hvortil vi kan svare enten
ja eller nej. . Det kunne eksempelvis være at afgøre om et tal x er et primtal,
altså om x ∈ P , hvor den specificerede mængde P , er mængden af primtal.
En anden form for beslutningsproblem kan være validering af en påstand
(sand/falsk).
Man præsenterer ofte beslutningsproblemer som et problem, hvor man finder
ud af om et objekt (f.eks. et tal) har en foruddefineret egenskab, eller tilhører
en forudbestemt mængde[15].
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7.1.2 Søgeproblemer
I søgeproblemer leder vi efter bestemte strukturer, eksempelvis kunne det væ-
re at tælle hvor mange gange en tekst indeholder et bestemt ord, finde den
korteste rute eller finde et gennemsnit. Givet et problem finder man da en
korresponderende løsning og en algoritme løser et søgeproblem, hvis mindst
én korresponderende struktur eksisterer.
I definitionen af løsningen på et søgeproblem er ’løseren’ en funktion f (kan
også tænkes som en løsningsstrategi), som er krævet for, at kunne finde en
løsning til det pågældende problem, når løsningen altså eksisterer[15]. Det er
også krævet, at funktionen f altid giver det rigtige svar.
For hvert søgeproblem findes der desuden et tilhørende beslutningsproblem,
der afgør om der findes en løsning, idet der kan spørges: Eksisterer der en
løsning? Mange søgeproblemer kan desuden omformuleres til et beslutnings-
problem. Eksempelvis vil, det at tælle hvor mange gange et ord indgår i en
tekst, også kunne omformuleres til et beslutningsproblem: Findes der x antal
af ordet? Hvis nej, findes der så y antal af ordet, etc., indtil det rigtige antal
er opdaget.
7.1.3 Afgørbarhed og Beregnelighed
Hvis der findes en effektiv algoritme, der kan afgøre om svaret er ’ja’ eller
’nej’, til et givet beslutningsproblem, siges problemet at være afgørbart[23].
Det tidligere nævnte eksempel på et beslutningsproblem, at afgøre om et tal
er et primtal, er et afgørbart problem. Derimod findes der problemer, som
ikke kan løses ved at følge en effektiv algoritme, disse siges, at være uafgør-
bare.
Det er relativt simpelt at vise et problem er afgørbart, man skal blot kon-
struere en algoritme, der afgør om udsagn inden for en hvis klasse er sande. I
modsætning til dette, kan det være vanskeligt at vise et beslutningsproblem
ikke er afgørbart, idet det ikke er tilstrækkeligt bevis at algoritmen ikke er
fundet (eftersom den måske bare ikke er blevet opdaget endnu)[23]. Et af de
mest omtalte eksempler på et proplem der ikke er afgørbart, er standsepro-
blemet, men dette vil ikke blive omtalt nærmere i denne rapport (definition
og bevis kan ses i [23]).
Om hvorvidt en funktion er (naturligt) beregnelig eller ej, kan det siges:
Findes der en Turingmaskine der kan beregne den pågældende funktion, må
den siges at være beregnelig[23]. Omvendt kaldes en funktion ikke-beregnelig,
hvis det ikke er muligt at beregne den ved brug af en Turingmaskine. I følge
Church-Turing-tesen kan det siges mere formelt, at enhver funktion der kan
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beregnes af en Turingmaskine, anses for værende Turingberegnelig, og det vil
ligeledes altid kunne opstilles en algoritme til at beregne funktionen. I denne
sammenhæng abstraheres fra de fysiske begrænsninger af tid og hukkommel-
sesplads (husk på, at T jo er en idealiseret computer) og der tages altså ikke
stilling til om noget vil være beregneligt indenfor en overskuelig tidsramme
(polynomiel tid).
Til slut skal der gøres opmærksom på, at anvendes andre formalismer (end
Turings) for beregningsmodeller, opnår man samme definition, idet det kan
vises, for eksempel, Church’s λ-kalkule er beregningsmæssigt ækvivalent med
Turings model for beregning. To beregningsmodeller er ækvivalente når de
beregner de samme funktioner over de naturlige tal[5]. Dette vil betegnes
matematisk som f : N → N . Eller sagt på en anden måde, når to forskellige
beregningsmodeller, der får det samme input og beregner det samme output,
må de betragtes at være beregningsmæssigt ækvivalente.
7.2 Kompleksitetsteori
I kompleksitetsteori fokuserer man på forskellige beregningsmæssige proble-
mer. Vi har allerede nævnt to fundamentale typer: søgeproblemer og beslut-
ningsproblemer. Vi har også nævnt, at de to slags problemer er relaterede
(korresponderende).
Når en algoritme er blevet kategoriseret (eksempelvis til at løse et søgepro-
blem) og der er fastsat en beregningsmodel (denne kunne være Turingma-
skinen), kan man kigge på antallet af trin (anvendelser af en regel) algo-
ritmen bruger på ethvert muligt input. Antallet af trin det tager, betegner
(tids)kompleksiteten af algoritmen (eller maskinen) [14].
I kompleksitetsteori bekymrer man sig dog ofte ikke om (tids)kompleksiteten
af en specifik algoritme [14], altså hvor lang tid det tager før algoritmen en-
der. Derimod beskæftiger man sig med inddelingen af problemer, med den
forudantagelse, at problemet kan løses af en algoritme. Rent intuitivt er ind-
delingen, af et givet problem, bestemt af kompleksiteten af den hurtigste
algoritme, der kan løse problemet. Vi er interesserede i øvre og nedre græn-
ser af kompleksiteten for den algoritme der løser det opstillede problem.
Med øvre grænse, mener vi altså, at en algoritme, der løser et givet problem
τ har kompleksitet højst N (også betegnet O(N)) og omvendt, med nedre
grænse mener vi, at en algoritme, der løser et problem τ har kompleksitet
mindst N (betegnet Ω(N)).
Bemærk, at kompleksiteten er afhængig af hvilken beregningsmodel der bru-
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ges på en algoritme til at løse et problem. Algoritmen, der løser problemet τ
kan altså have forskellig kompleksitet afhængig hvilket beregningsmodel det
implementeres på. Når vi vil finde kompleksiteten for algoritmen, til proble-
met τ , bekymrer vi os stort set kun om worst-case-scenario, altså hvilken
kompleksitet N algoritmen højst har. Med andre ord, bekymrer vi os den
længst mulige tid det tager før en algoritme standser (læs løse problemet)
[11]. For formalitetens skyld vil vi dog definere både den øvre og nedre grænse:
Definition 6.2:
Lad f og g være reelle funktioner, hvor f(x) 6= 0 og g(x) 6= 0.
1. Store-O. O(f(x)) = funktioner der har samme eller mindre størrelses-
orden end f . Alle funktioner der er mindre end en konstant c ganget med
|f(x)| for tilstrækkeligt stort x.
O(f(x)) = {g(x) | ∃ c, a ∈ R så at |g(x)| ≤ c|f(x)| ∀ x > a}[11]
2. Store-Ω. Ω(f(x)) = funktioner der har samme eller større størrelsesorden
end f(x). Alle funktioner der er større end en konstant c ganget med |f(x)|
for tilstrækkeligt stort x.
Ω(f(x)) = {g(x) | ∃ c, a ∈ R så at c|f(x)| ≤ |g(x)| ∀ x > a}[11]
7.2.1 Kompleksitetsklasser
Kompleksitetsklasser er mængder af beregningsmæssige problemer, der deler
en eller anden form for egenskab. For det meste vil den delte egenskab være
beskrevet som mængden af ressourcer brugt, enten i form af tid eller hukom-
melse, og dette vil også for det meste blive bestemt ud fra en algoritme der
bliver kørt på en Turingmaskine. Typisk vil man inddele de beregningsmæs-
sige problemer efter følgende kriterier[14]:
1. Problemtype. De fleste kompleksitetsklasser referer til beslutningspro-
blemer, men søgeproblemer og andre slags beregningsmæssige proble-
mer (som ikke er nævnt) vil også blive taget hensyn til.
2. Beregningsmodel. Dette kunne eksempelvis være, og er oftest, Turing-
maskinen.
3. Kompleksitetsmål og grænsefunktion - Store-O. Disse to sat sammen
referer til klassen af beregningsproblemer, der ikke overstiger den givne
grænsefunktion (eller mængde af funktioner) når vi løser det med en
algoritme.
33
7 BEREGNELIGHED OG KOMPLEKSITET
De mest almindelige kompleksitetsklasser refererer til beslutningsproblemer,
og er sommetider defineret som klasser af mængder, i stedet for klasser af
de korresponderende beslutningsproblemer [14]. Der findes omkring 500 for-
skellige kompleksitetsklasser, og der kommer stadig flere til [24]. Vi har dog
valgt kun at beskrive 3 af dem, da de er de relevante i forhold til vores projekt.
De 3 vigtige kompleksitetsklasser [24]:
1. P (Polynomial-Time). P er klassen af problemer der kan løses inden
for polynomiel tid, med en konventionel algoritme. Mere præcist, kan
man sige, at P er klassen af problemer, der kan beregnes på en deter-
ministisk Turingmaskine i polynomiel tid, hvor polynomiet afhænger af
inputlængden. Klassen P indeholder alle beslutningsproblemer der kan
løses i polynomiel tid af en deterministisk Turingmaskine. Problemerne
i denne klasse anses desuden for at være effektivt beregnelige.
2. NP (Nondeterministic Polynomial-Time). NP er uformelt, klassen af
beslutningsproblemer hvortil, hvis gives et svar, ’ja’ (fra et vidne), så
vil det være muligt effektivt at kunne tjekke om svaret rent faktisk
er ’ja’. Bevis, for at svaret rent faktisk er ’ja’, skal kunne verificeres
af en algoritme i polynomiel tid på en deterministisk Turingmaskine.
Mere formelt kan det siges at klassen NP indeholder alle de beslut-
ningsproblemer der kan løses af en algoritme på en non-deterministisk
Turingmaskine i polynomiel tid. Klassen P er indeholdt i NP , altså
P ⊂ NP .
3. BQP (Bounded-Error Quantum Polynomial-Time). Dette betegner klas-
sen af beslutningsproblemer, der kan beregnes af en kvantealgoritme i
polynomiel tid af en kvante-Turingmaskine, med højst 1
3
sandsynlighed
for fejl. Dette skal forstås som, der højst er chancen 1
3
for, at en algo-
ritme giver det forkerte svar. BQP bliver ofte beskrevet som klassen af
håndterbare beslutningsproblemer for kvantecomputere.
Ovenstående kompleksitetsklasser anses for være de mest væsentlige. Især
klassen P anses for vigtig, idet problemerne i denne klasse anses for at være
effektivt beregnelige. Dog vil problemer i klasserne NP og BQP også kunne
anses for være håndterbare, så længe den rette beregningsmodel anvendes.
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7.3 Effektiv beregnelighed
Effektiv beregnelighed er et uformelt begreb, der skal forstås som problemer
der kan beregnes inden for polynomiel tid, altså problemer der tilhører kom-
pleksitetsklassen P . Som nævnt ovenfor ser man ofte bort fra hvor lang tid
det tager en algoritme at beregne et problem τ , når man taler om kompleksi-
teten heraf, man bekymre sig blot om hvor mange trin algoritmen maksimalt
skal bruge for at løse τ . Dog vil man gerne kunne sige noget om hvor lang
tid det reelt tager at løse problemet τ , så man kan tale om hvad der er
effektivt beregneligt. Dette afhænger dog i nogen grad af hvilken beregnings-
model man anvender. Tiden der tager at løse et problem afhænger altså ikke
nødvendigvis af algoritmen, men snarer hvilken beregningsmodel (-maskine)
man bruger til at implementere algoritmen på. Et af de centrale spørgsmål
der ligger til grund for kompleksitetsteorien er altså: Hvad kan effektivt be-
regnes?.
I foregående sektion blev der nævnt, når et problem τ siges at have kom-
pleksiteten N , betyder det at det højst har kompleksiteten N , når man vel
at mærke anvender en deterministisk Turingmaskine som model[14]. Ligele-
des siges det at det tager tiden N at løse problemet τ , vil det som minimum
tage tiden N at løse problemet.
Dette giver ikke umiddelbart et klart billede af hvor lang tid det reelt tager
at løse et givet problem, idet man godt kan forestille sig en anden variant af
førnævnte beregningsmodel, der ville kunne løse τ til en anden tid end N .
For eksempel vil en deterministisk Turingmaskine med to bånd kunne løse
visse problemer i lineær tid, mens samme problem vil blive løst på determi-
nistisk Turingmaskine med kun ét bånd til tiden N2, altså kvadratisk tid[14].
Mere formelt kan det siges, at problemer med kompleksiteten O(N) på en
flerbånds-Turingmaskine, altid vil have kompleksiteten O(N2) på en etbånds-
Turingmaskine[14]. Det er netop dette der foreslås af Cobham-Edmunds te-
sen, som siger at tidskompleksiteten hos to ”fornuftige og generelle” bereg-
ningsmodeller er polynomielt relaterede[14]. Det vil sige at et problem τ tilhø-
rer klassen med kompleksitet N , med en generel model for beregning, hvis τ
tilhører klassen med kompleksiteten poly(N), med en etbånds-Turingmaskine
som model.
Af ovenstående fornemmes det hvorledes det er muligt, at anvende andre
beregningsmodeller, end en deterministisk Turingmaskine (med ét bånd), for
at løse visse problemer hurtigere. Ud fra Cobham-Edmund-tesen, der fortæl-
ler at ”fornuftige og generelle” beregningsmodeller er polynomielt relaterede,
er det muligt at tolke, at det ikke er muligt at opnå mere end polynomiel
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tidsreduktion ved at udskifte beregningsmodellen.
En generel tommelfingerregel er, at klassen P kan kaldes effektivt beregnelig[24].
Dog kan man sagtens forestille sig problemer i klassen P, som ikke vil væ-
re håndterbare, idet input-mængden kan være uhåndterbar stor (husk på
poly(N)). Omvendt findes der også visse problemer udenfor klassen P, der
stadig anses som værende håndterbare.
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8 Grovers Søgealgoritme
Vi vil et dette afsnit redegøre for Grovers søgealgoritme. Det er et eksempel
på en kvantealgoritme, som gør det muligt at opnå en hastighedsforøgelse i
forhold til en klassisk bruteforce søgealgoritme, der bruger O(N) tid for at
gennemsøge N data, med en kvantealgoritme der kun bruger O(
√
N) tid på
at gennemsøge N data, kørt på en kvantecomputer. Der findes kvantealgorit-
mer der giver et mere dramatisk ’speed-up’ i forhold til klassiske algoritmer,
men der findes en forholdsvis intuitiv geometrisk fortolkning af Grovers al-
goritme og derfor har vi valgt at bruge den som eksempel.
Vi vil ikke gå i detaljer med de enkelte operationer og begreber Grovers sø-
gealgoritme gør brug af, men derimod forsøge at komme med en overordnet
skitse for hvordan algoritmen virker, så man kan se at algoritmens komplek-
sitet er mindre end en ’brute-force’ søgealgoritme. Dette afsnit er skrevet med
udgangspunkt i [7] og [9]
8.1 Algoritmens opbygning
Man kan forestille sig problemstillingen som et opslag i en uordnet telefonbog
hvor man kun har ét telefonnummer, men er interesseret i at finde ud af hvem
ejeren til telefonnummeret er. Klassisk ville man være nødt til at starte fra
en ende af og sammenligne hvert nummer (med tilhørende navn) med det
nummer man leder efter og håbe på, at man finder et match hurtigt. Det er
dog åbenlyst klart at man i et worst-case-scenario ville skulle sammenligne
alle numrene i bogen med det nummer man leder efter. Således må antallet
af operationer man bliver nødt til at foretage for at være 100 % sikker på et
svar, være af størrelsesorden N hvor N er antallet af numre i telefonbogen.
Altså O(N).
Vi vil nu redegøre for hvordan samme søgning kan gennemføres på en kvan-
tecomputer.
Først tildeles alle parene af navne og numre et tal. De bliver altså numme-
reret fra 0...N − 1 hvor N er antallet af nummer-navnepar. Herefter vælges
en mængde n af qubits som er de qubits der kommer til at foretage bereg-
ningerne. Antallet af qubits n som er nødvendige for at udføre beregningen
vælges sådan at:
dim(H⊗n) = 2n & N (8.1)
Hvor H er tilstandsrummet for én qubit og H⊗n er tilstandsrummet for n
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qubits. dim(H⊗n) er dimensionaliteten af H⊗n og H⊗n skal forstås som ten-
sorproduktet af H taget n gange, altså:
H1 ⊗H2 ...⊗Hn
Vi vil heller ikke her definere hvad tensorproduktet er, men blot notere os,
at det kan beskrive tilstandsrummet, der beskriver et sæt af tilstandsrum.
Tilstandsrummet for en qubit H kan beskrives af 2 basisvektorer og har kom-
pleks dimensionalitet 2, mens H⊗n har kompleks dimensionsionalitet 2n og
kan beskrives af 2n basisvektorer. Så hvis antallet af qubits n vælges således,
at 2n er større end antallet af nummer-navnepar i telefonbogen, vil hvert
nummer-navnepar have en basisvektor associeret med sig. Vi har nu et in-
dekseret register af qubits.
For den mest effektive algoritme skal 2n dog vælges så tæt på N som muligt.
Hvis N = 15 er der således ikke nogen grund til at vælge n = 5. Basisvek-
torerne, der beskriver tilstandsrummet kan med fordel opskrives med binær
notation på følgende form (se afsnit 2.3):
|x〉 for x = 0, 1, ..., (2n − 1) (8.2)
Nu vil dét at finde det rigtige nummer-navnepar, svare til at udvælge en
bestemt basistilstand som vi kan vælge at kalde |x0〉, hvor |x0〉 er telefon-
nummeret vi leder efter. Det handler altså om at konstruere en operation
som kan teste om en given tilstand er |x0〉.
I praksis starter man sin kvantecomputer med registeret af qubits i tilstan-
den |0〉⊗n, hvorefter man anvender en såkaldt Hadarmardtransformation på
registeret for at få det i en ligevægtet superposition af de mulige tilstande.
Hadarmardtransformationen er det at udføre en Hadamardgate på alle qubits
i registeret.
En Hadamardgate sætter en qubit, der var i tilstanden |0〉, til tilstanden
|0〉+ |1〉√
2
, og en qubit i tilstanden |1〉 til tilstanden |0〉 − |1〉√
2
Den samlede tilstand af hele qubit-registeret efter Hadamardtransformation
beskrives ved:
|ψ〉 = 1√
2n
2n−1∑
x=1
|x〉 (8.3)
og betyder altså, at registeret af qubits nu befinder sig i en superposition af
tilstandende, som kan beskrives ved basisvektorerne |x〉 for tilstandsrummet
H⊗n og der er lige stor sandsynlighed for at måle hver tilstand.
Herefter anvender man et såkaldt orakel (O), som kan forklares som en opera-
tor der kan genkende den tilstand man søger efter og hvis det finder den, lader
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den få et faseskift, d.v.s. ganger med -1. Oraklet består altså, lidt forsimplet,
af en funktion f som tager x som input og er defineret ved, at f(x) = 1 hvis
x er den søgte tilstand og f(x) = 0 hvis x ikke er den søgte tilstand. Så:
|x〉 O−→ (−1)f(x)|x〉 (8.4)
Herefter udføres en række operationer bestående af en Hadamardtransforma-
tion, et faseskift på alle |x〉 6= |0〉, efterfulgt af endnu en Hadamardtransfor-
mation. Det kan vises, at disse tre operationer kan opsummeres som[9]
H⊗nFH⊗n = 2|ψ〉1angleψ| − I (8.5)
Hvor F er faseskiftet, |ψ〉 er, som før, den ligevægtede superposition af til-
standende og I er identitesmatricen.
Samlet kan de enkelte skridt som Grover algoritmen gentager skrives som
Grover iterationen og er [[9] kap. 6.1.2.] :
G = (2|ψ〉〈ψ| − I)O (8.6)
Det er her værd at bemærke, at den operation der udføres først står længst
til højre.
Dette er vores fortolkning af hvad sekvensen af operatorer medfører: Bølge-
funktion, som for qbit registeret beskriver sandsynligheden for at måle det i
en given tilstand, går fra at være konstant (grundet den ligevægtede superpo-
sition) til en funktion med et entydigt toppunkt omkring den søgte tilstand.
Dette er en konsekvens af, at Grover-iterationen sænker sandsynligheden for
at måle alle andre tilstande end den ønskede, hvilket medfører, at sandsyn-
ligheden for at måle den ønskede tilstand stiger.
Kvantecomputeren der kører en Grover algoritme kan nu skematisk repræ-
senteres ved figur 8.1:
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Figur 8.1: Skematisk computerkredsløb af Grovers algoritme kørt på en kvantecom-
puter. For fuldstændighedens skyld er oraklets workspace også medtaget. Workspacet
er en enkelt qbit som oraklet bruger til at afgøre om det har fundet den søgte løsning,
for yderligere information se [9] (Egen figur)
8.2 Geometrisk Fortolkning
For at forstå hvad Grover iteration gør, og hvordan det hjælper os til at fin-
de den søgte x0, er det fordelagtigt at se på den geometriske fortolkning af
algoritmen.
Det viser sig, at Grover iterationen kan betragtes som 2 spejlinger omkring
forskellige akser, hvilket svarer til en rotation i et 2-dimensionelt underrum
udspændt af vektoren |α〉, der beskriver den ligevægtede superpositionen af
alle tilstande undtagen den søgte: |α〉 = 1√
2n−1
∑
x 6=x0
|x〉 og vektoren for den
ligevægtede superposition af den søgte tilstand |x0〉 [[7] kap. 4].
Vektoren, der beskriver den ligevægtede superposition af alle de mulige til-
stande |ψ〉, vil åbenlyst også befinde sig i dette rum, eftersom den er udgjort
af summen af de 2 vektorer [[7] lign. (4.6)]:
|ψ〉 = 1√
2n
|x0〉+ 1√
2n
∑
x 6=x0
|x〉 = 1√
2n
|x0〉+
√
2n − 1√
2n
|α〉 (8.7)
Når beregningen startes og registret af qubits ændres fra |0〉⊗n til |ψ〉 kan det
tænkes som at man tegner vektoren |ψ〉 i det førnævnte underrum, se figur
8.2.
Det kan vises, at det at køre et orakel på kvanteregisteret svarer til at spejle
|ψ〉 i |α〉 og det at udføre 2|ψ〉〈ψ| − I svarer til at spejle den nye vektor i
|ψ〉[9]. Efter en Grover-iteration har vektoren, der beskriver qubit registret,
roteret sig tættere på basisvektoren |x0〉 og derved stiger sandsynligheden
for at måle den søgte tilstand når målingen foretages. Ved nok iterationer
kan der opnås en tilnærmelsesvis 100 % sandsynlighed for at måle den søgte
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Figur 8.2: Viser vektorrummet udspændt af vektoren, der beskriver den ligevægtede
superposition af alle tilstande undtagen den søgte |α〉 og vektoren der beskriver den
ligevægtede superposition af løsningen |x0〉, samt den geometriske fortolkning af den
første iteration af Grovers algoritme, hvor |ψ〉 vektoren repræsenterer hele registret
af qubits i den ligevægtede superposition, og |ψefterO〉 og |ψefterHFH〉 repræsenterer
registret efter henholdsvis O operatoren og HFH operatoren (egen figur, inspireret
af figur i [7])
tilstand.[[9] kap. 6.1.3.]
Når vi ønsker at vide hvor mange gange Grover-iterationen skal køres, for at
opnå en stor sandsynlighed for at målingen vil være den søgte løsning |x0〉,
er det nødvendigt at kunne beskrive vinklen θ som |ψ〉 er drejet med efter en
Grover-iteration. Vi finder θ ved at indse at orakel-operationen, der spejler
mht. |α〉, roterer |ψ〉 med θ grader modsat den negative omløbsretning og
således er vinklen mellem |ψ〉 og |α〉 θ
2
, se figur 8.2.
Vi kan nu skrive |ψ〉 som[7]:
|ψ〉 = sin
(θ
2
)
|x0〉+ cos
(θ
2
)
|α〉 (8.8)
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Efter en Grover-iteration kan den samlede tilstand af qubit-register beskrives
ved |ψ1〉 hvor:
|ψ1〉 = sin
(
θ +
θ
2
)
|x0〉+ cos
(
θ +
θ
2
)
|α〉
Og efter et vilkårligt antal Grover-iterationer er det samlede qbit-register
|ψk〉 beskrevet ved:
|ψk〉 = sin
((
k +
1
2
)
θ
)
|x0〉+ cos
((
k +
1
2
)
θ
)
|α〉 (8.9)
Ud fra ligning 8.8 kan vi bestemme θ som θ = 2 sin−1
(
1√
2n
)
.
|ψ〉 skal drejes pi
2
− θ
2
for, at være lig |x0〉 [9]. Da vi ved at Grover-iterationen
drejer |ψ〉 med θ hver gang den køres, kan vi beregne hvor mange gange den
skal udføres for, at |ψ〉 er blevet roteret tæt på |x0〉:
kslut =
[(pi
2
− θ
2
)
θ
]
(8.10)
Vi har allerede set at θ = 2 sin−1
(
1√
2n
)
og pi
2
− θ
2
kan skrives som cos−1
(
1√
2n
)
[7]
så kslut kan findes ved:
kslut =
[ cos−1 ( 1√
2n
)
2 sin−1
(
1√
2n
)
]
(8.11)
Denne fremgangsmåde vil føre til, at en måling vil give den søgte tilstand
med mindst 50% sandsynlighed. Dette er tilfældet da vinklen mellem |ψ〉
efter k rotationer og |x0〉 højest kan være θ2 ≤ pi4 [[9] kap. 6.1.4.]
Mindst 50% sandsynlighed for et rigtigt svar virker jo umiddelbart ikke som
noget man kan stille sig tilfreds med, men det viser sig at sandsynligheden
for det ønskede svar, stiger voldsomt når N er stor, da vinklen imellem |ψslut〉
og |x0〉 for store værdier af N er: θ2 ≃ 1√2n [7]
Sandsynligheden for at den søgte løsning bliver målt ved store værdier af N
er tilnærmelsesvis: 1− 1
2n
≃ 1− 1
N
Hvor N er antallet af numre telefonbogen
indeholder[7]. Så selvom algoritmen ikke er deterministisk, vil den, ved pro-
blemer med store mængder af inputs, give det rigtige svar med tæt på 100%
sandsynlighed. Da det netop er problemer som indeholder store mængder af
data man ønsker at anvende algoritmen på, kan Grovers søgealgoritme altså
pålideligt løse denne type af problemer.
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Når n er meget større end 1, er vinklen θ tilnærmelsesvis 0, derfor kan kslut
tilnærmelsesvis skrives som kslut ≃
[
pi
2θ
]
og da sin (θ) ∼ θ for meget små
værdier af θ så er den øvre grænse for kslut
kslut .
[pi
4
√
2n
]
(8.12)
Da 2n var valgt så tæt som muligt på N må Grovers algoritme have kom-
pleksiteten O(
√
N), og eftersom funktionen f(N) =
√
N vokser langsommere
end funktionen g(N) = N er Grovers algoritme hurtigere til at løse generelle
søgeproblemer end klassiske ’brute-force’ algoritmer og specielt hurtigere og
mest pålidelig ved behandling af store mængder data.
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9 Diskussion
I dette afsnit belyser vi kvantecomputeren og kvantealgoritmers betydning for
effektiv beregnelighed og diskutere relevansen af Turing-beregnelighed.
9.1 Kvantealgoritmers potentiale for beregningsmæssigt
’speed-up’
Vi har i afsnit 8 redegjort for hvordan Grovers søgealgoritme giver et ’speed-
up’ fra O(N) til O(
√
N) for et søgeproblem i forhold til den bedste klassiske
algoritme. Det er selvfølgelig en præstation i sig selv at opnå et speed-up i
forhold til den bedst kendte algoritme, men det er et problem der i forvejen
var løsbart indenfor polynomiel tid og således allerede var anset for effektivt
beregneligt. Man kan altså spørge sig selv om Grovers søgealgoritme reelt
bidrager til at udvide klassen af effektivt beregnelige problemer.
For at give et kvalificeret svar på dette, må man se på effektiv beregnelig-
hedsbegrebet. Som nævnt i afsnit 7.3 er effektiv beregnelighed et forholdsvist
løst begreb bygget på Cobham-Edmunds Tese, som anser alle problemer der
tager mindre end-, eller polynomiel tid at løse, for effektivt beregnelige. Det
er netop et forholdsvis løst begreb fordi man kunne forestille sig problemer
der tager polynomiel tid at løse, men alligevel i praksis ikke kan beregnes, for
eksempel ville et problem der tager O(N1000) tid meget hurtigt blive umuligt
at håndtere på selv de hurtigste computere. Til det kan man indvende at
søgeproblemer generelt er løsbare i O(N) tid med en klassisk ’brute-force’
algoritme og det derfor ikke kræver uhåndterbart mange steps for at løse et
sådant problem. Man må dog erkende at problemer der f.eks. involverer Big
Data medfører så store datamængder, at selv O(N) tid ikke er håndterbart i
praksis. I sådanne tilfælde vil ’speed-uppet’ fra Grovers søgealgoritme udvi-
de feltet af håndterbare søgeproblemer, dog kun på baggrund af den enorme
mængde af inputs.
Hvis man er ude efter et mere kvalitativt ’speed-up’ kan man se på Shors
algoritme, som tager primtalsfaktorisering fra at være et problem der, så
vidt vides, kun kan løses i eksponentiel tid med en klassisk algoritme, til
et problem der kan løses i polynomiel tid med en kvantealgoritme[2]. Shors
algoritme vil altså udvide klassen af effektivt beregnelige problemer til også
at omfatte primtalsfaktorisering.
Det store spørgsmål bliver nu om Shors algoritmes ’speed-up’ eller Grovers
algoritmes ’speed-up’ er typisk for hvad man kan forvente af andre endnu ik-
ke udviklede kvantealgoritmer. Dette spørgsmål er ikke lige til at besvare, da
man prøver at sige noget om algoritmer som ikke er udviklet endnu, og derfor
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må man basere sine forudsigelser på såkaldte relativiserede antagelser. Det
vil sige, at man tager det for givet, at en orakel-operation kan udføres med en
effektiv algoritme og bruger det til at sige noget om tiden en klassisk- versus
en kvantecomputer skal bruge for at løse et problem i forhold til hinanden[2].
Dette giver ikke endelige beviser, men kan bruges til at pege på den retning
kvantealgoritmer vil udvikle sig. [2]. Via denne fremgangsmåde er man gået
fra at forvente et eksponentielt ’speed-up’, motiveret af succesen med Shors
algoritme, til et noget mere modereret ’speed-up’ i samme størrelsesorden
som Grovers søgealgoritme. Denne erkendelse er blandt andet kommet efter
at det, under antagelsen om et relativiseret tilfældigt orakel, er lykkedes at
vise at man aldrig kan løse problemer i NP-klassen hurtigere end O(
√
2N)
tid. [3].
Den herskende formodning blandt kvanteberegnelighedsteoretikere er, at den
generelle øvre grænse for et ’speed-up’ via kvantealgoritmer er O(
√
x) hvor x
er kompleksiteten af den klassiske algoritme. Dette er dog ikke bevist endnu,
men man forventer at det er noget der vil blive vist inden for en overskuelig
fremtid.
De ovennævnte formodninger betyder selvfølgelig at Shors algoritme er pro-
blematisk. Den giver jo tilsyneladende et eksponentielt ’speed-up’. Der er ikke
enighed om hvordan dette skal forklares, men umiddelbart er der to tilgange
til problemet. Den ene hviler på, at det er et tilsyneladende eksponentielt
’speed-up’. Argumentet bliver så at der må findes en klassisk algoritme, som
kan løse primtalsfaktoriseringsproblemer i polynomiel tid, som ikke er blevet
opdaget endnu. Man kan gribe til dette argument da det stadig mangler at
blive vist, at primtalsfaktorisering ikke er et problem i kompleksitetsklassen
P . Hvis dette er tilfældet er der ikke noget specielt ved Shors algoritme, den
er bare blevet udviklet før man har fundet den bedste klassiske algoritme[2].
Den anden tilgang hævder at der må findes en speciel kvantemekanisk struk-
tur der er god til at løse visse problemer. Altså, at der findes typer af proble-
mer som er specielt velegnede til at blive beregnet via superposition og andre
kvanteeffekter. Disse strukturer tillader, at man alligevel kan opnå et større
’speed-up’ end O(
√
x) ligesom et binærtræ klassisk tillader meget hurtigere
søgning end en uordnet liste[2].
Med udgangspunkt i den bredt accepterede forståelse af kvantealgoritmers
potentiale for ’speed-up’ er der altså ikke belæg for at sige, at kvantealgo-
ritmer generelt vil udvide klassen af effektivt beregnelige problemer. O(
√
x)
’speed-uppet’ tillader dog, at svært beregnelige polynomielle problemer bliver
praktisk håndterbare og særtilfælde som Shors algoritme gør primtalsfakto-
risering, som klassisk er et NP-problem, til et effektivt beregneligt problem
og udvider dermed potentielt klassen af effektivt beregnelige problemer.
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9.2 Deterministiske- og Probabilistiske Algoritmer
Da qubits er non-deterministiske i deres natur, har kvantealgoritmer poten-
tialet til at overflødiggøre nødvendigheden for genereringen af tilfældige tal,
som bruges i flere klassiske algoritmer. Det er ikke muligt på klassisk vis at
generere sådanne tal, og man tyr derfor almindeligvis til løsningsmodeller
der giver tal der kan komme vilkårligt tæt på at være tilfældige. Vi kalder
disse for pseudotilfældige tal. Det er sågar eksperimentielt bevist, at kvan-
tetilfældigheder ikke kan simuleres med sådanne algoritmer[25]. Det må da
tilsyneladende være tilfældet, at en kvante-Turingmaskine ikke kan simule-
res perfekt på en deterministisk Turingmaskine lige nøjagtigt af denne år-
sag. Man kan dog forestille sig, at man vil kunne komme vilkårligt tæt på,
med ’random number generator’-algoritmer, og da vil grænsen mellem de to
Turingmaskiners evne til at simulere hinanden blive sløret.
Når man også ser på kvantecomputeres mulighed for simulering er det værd
at inddrage David Deutsch. Han anerkender kvantecomputerens evne til ef-
fektivt at løse matematiske problemer så som faktorisering og desuden me-
ner han, at kvantecomputere vil have evnen til effektivt at simulere ethvert
kvantesystem[13]. Tankevækkende er det, hvis Deutsch har ret, at noget som
vi før ikke kunne simulere med en klassisk computer, nu med en kvantecom-
puter, ikke blot i teorien kan simuleres, men at det vil kunne gøres effektivt.
I en sådan simulation vil turingberegnelighed ikke være relevant længere da
dette begreb kun dækker over hvad der kan give et korrekt output på en
deterministisk Turingmaskine.
Hvis der en dag bygges kvantecomputere der kan måle sig med klassiske
computere, hvad processorhastighed angår, vil man da kunne sætte spørgs-
målstegn ved om turingberegnelighed overhovedet er en holdbar måde at
beskrive algoritmer på? Svaret er, at vi ikke kender svaret. På den ene side
kan man forestille sig, at når kvantecomputere kan komme vilkårligt tæt på
et svar, hurtigere end en klassisk analog, vil den marginale sandsynlighed for
at kvantecomputeren giver et forkert svar være irrelevant. Dette resulterer
i, at den deterministiske Turingmaskine i ethvert henseende ikke længere er
omtalelsesværdig. Et andet scenarie kan være, at kvantecomputere kun kan
løse så få problemer og/eller at hastighedsøgelsen ikke er høj nok til, at de er
værd benytte sig af, i et stort nok omfang til at de kan hamle op med klassi-
ske computere. I begge tilfælde vil det være muligt, at det bliver nødvendigt
at skelne mellem hvad der forstås ved beregnelighed i forhold til henholdsvis
den deterministiske Turingmaskine og kvante-Turingmaskinen, ligesom man
inden for fysik skelner mellem at beskrive makro-objekter (større end en par-
tikel) med klassisk mekanik og mikro-objekter med kvantemekanik. Sagt på
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en anden måde ville det måske være smart at definere en kvanteanalog til
turingberegnelighedsbegebet.
Ser vi igen på Grovers algoritme er det klart, at denne ikke er en effektiv
algoritme, da den ikke overholder kravet om at give det korrekte svar med
sandsynligheden 1. Samtidig eksisterer der en klassisk algoritme som kan gi-
ve det korrekte svar med sandsynligheden 1, og da vil problemet i sin essens
være turingberegneligt da en effektiv algoritme eksisterer.
I afsnit 7.2.1 introducerede vi kompleksitetsklassen BQP , som problemer
der bliver løst med Grovers søgealgoritme ligger i. Den klasse af proble-
mer, der kan løses af algoritmer med denne kompleksitet, er interessant i
forhold til turingberegnelighed, da de netop giver et rigtigt svar med mindst
2
3
-sandsynlighed og dermed lever kvantealgoritmerne til problemer iBQP ikke
op til kravet om at være effektive algoritmer. BQP-klassen er altså en pro-
babilistisk klasse, der giver os mulighed for at besvare problemer der ellers
har været for komplicerede, ved at opgive kravet om fuldstændig sikkerhed
og i stedet ved vi, at det svar vi får er rigtigt med en tilpas stor sandsyn-
lighed. Det er denne grundlæggende forskel mellem hvad der accepteres som
nok for, at et svar godkendes, som gør kvantecomputeren til et interessant
filosofisk objekt, idet at størstedelen af de kvantealgoritmer der kan opstilles
netop giver probabilistiske svar. Man må altså acceptere at de fleste kvante-
algoritmer ikke er effektive algoritmer, samt at ethvert svar må kvalificeres
med en sandsynlighed for at det er forkert, hvis man ønsker at udnytte det
’speed-up’ som kvantecomputeren muliggør.
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10 Konklusion
Vi har vist at Grovers algoritme er eksemplarisk i den forstand at det kvadra-
tiske ’speed-up’ for søgeproblemer som den muliggør, også er det ’speed-up’
som, man ifølge de herskende antagelser inden for feltet, forestiller sig at
kvantealgoritmer generelt kan medfører. Vi har dog også vist at denne klasse
af ’speed-up’ ikke generelt udvider klassen af effektivt beregnelige problemer,
men tillader at visse problemer, der er beregnelige i polynomiel tid, kan lø-
ses i praksis og langt mere effektivt en tidligere. Enkelte kvantealgoritmer,
som f.eks. Shors algoritme udvider klassen af effektivt beregnelige problemer,
men disse algoritmer anses ikke for eksemplariske og det ’speed-up’ som de
medfører er altså ikke generelt for kvantealgoritmer.
Da der nu kan konstrueres probablistiske algoritmer, der på grund af kvan-
tecomputeren ikke længere behøver at indeholde tilfældighesalgoritmer, kan
det blive nødvendigt med en kvanteanalog til Turingberegneligheds begebet,
ikke mindst for at inkludere BQP klassen. Vi mener især at dette er relevant
hvis kvantecomputere en dag opnår en sammenlignelig processorkraft med
klassiske computere.
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11 Perspektivering
Vi vil her belyse hvilken indflydelse kvantecomputere og -algoritmer har på
matematik og datalogi som fag.
Fra et matematisk synspunkt har den mulige udvidelse af effektiv beregn-
lighed ikke nogen umiddelbare konsekvenser. På trods af, at kompleksitets-
analyse inddeler problemer i kompleksitetsklasser og specielt er teoretisk in-
teresseret i forholdet mellem klasserne P og NP , er det for matematikken
ikke interessant hvornår noget holder op med at være effektivt beregneligt
og specielt ikke håndterbart. Man kunne dog forestille sig, at man pludseligt
opdagede en klasse af kvantealgoritmer, der lige som Shors algoritme udnyt-
ter skjulte strukturer i NP-problemer. Alt efter ens holdning til en generel
øvre grænse for et ’speed-up’ kunne dette tyde på, at NP i virkeligheden er
P problemer, hvis struktur vi endnu ikke forstår at udnytte i klassiske algo-
ritmer. Dette er dog ikke med sikkerhed matematikteoretisk brugbart, idet
at metoden der inkluderer ét NP problem i P ikke nødvendigvis illustrerer
et universelt forhold mellem kompleksitetsklasserne, hvilket er det, der er in-
teressant for matematikteoretikere.
Fra datalogiens perspektiv, specifikt indenfor kompleksitetsteori, giver denne
mulige udvidelse en andledning til at studere forholdende mellem kvantekom-
pleksitetsklasser og bestemte polynominelle klassiske kompleksitetsklasser.
Det gør man blandt andet for bedre at forstå kvantealgoritmers indflydelse
på problemløsning, f.eks. for at bestemme de øvre grænser for kompleksite-
ten af et givet problem. Herfra udvikles bearbejdningsmetoder til bestemte
problemer der tilsyneladende er for komplicerede til at blive løst ved brug af
klassiske algoritmer i praksis
Derudover undersøges muligheden for at effektivisere praktiske processer der
bygger på beslutnings- og søge-problemsløsninger. F.eks. simulering af stof-
bindinger for medicin med bestemte egenskaber[10], og forskning inden for
udviklingen af maskinlæring (kunstig intelligens) på baggrund af kvanteal-
goritmers fordele[17].
Det bør nævnes, at effektivisere løsninger af søgeproblemer også har kon-
sekvens for vise krypteringstyper. Flere krypteringstyper bygger på at op-
bygge problemer, der er så komplicerede at en klassisk computer ikke kan
løse dem inde for en håndterbar mængde af tid. Med, f.eks. Shors algoritmes
effektivisering af løsningen for primtalsfaktorisering fra eksponentiel tid til
polynomiel tid, ville en krypteringsform der benytter primtalsfaktorisering
teoretisk set kunne brydes effektivt af en kvantecomputer. Sådanne krypte-
ringsmodeller inkluderer RSA-kryptering (Rivest Shamir Adleman), som er
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en af de mest brugte krypteringsmodeller i dag og som sagt ville være ubruge-
lig hvis kvantecomputere opnår sammenlignelig processorkraft med klassiske
computere[6].
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