Abstract. Using the Fourier analysis techniques on hyperbolic spaces and Green's function estimates, we confirm in this paper the conjecture given by the same authors in [43] . Namely, we prove that the sharp constant in the n−1 2 -th order Hardy-Sobolev-Maz'ya inequality in the upper half space of dimension n coincides with the best n−1 2 -th order Sobolev constant when n is odd and n ≥ 9 (See Theorem 1.6). We will also establish a lower bound of the coefficient of the Hardy term for the k−th order Hardy-Sobolev-Maz'ya inequality in upper half space in the remaining cases of dimension n and k-th order derivatives (see Theorem 1.7). Precise expressions and optimal bounds for Green's functions of the operator −∆ H − (n−1) 2 4 on the hyperbolic space B n and operators of the product form are given, where
Introduction
The classical Sobolev inequalities and sharp constants play an essential role in analysis and geometry. If k is a positive integer, then the k−th order Sobolev inequality states as follows (see [4, 50, 38, 14] ) (1.1)
where (1.2) S n,k = Γ( is the surface measure of S n = {x ∈ R n+1 : |x| = 1}. Maz'ya ( [46] , Section 2.1.6) gave a refinement of both the first order Sobolev and the −n, R n + = {(x 1 , x 2 , · · · , x n ) ∈ R n : x 1 > 0} and C n is a positive constant which is independent of u. Such inequalities with a Hardy remaining term have been extensively studied by many authors (see e.g. [6, 8, 9, 10, 11, 12, 19, 20, 34, 44, 47, 52] and the references therein).
It is known that the upper half space can be regarded as a hyperbolic space. Then the Hardy-Sobolev-Maz'ya inequality on the upper half space is equivalent to the corresponding inequality on the hyperbolic ball. To be more precise, we now recall the ball model as a hyperbolic space. The unit ball
equipped with the usual Poincaré metric x j ∂ ∂x j .
The hyperbolic volume is dV = 2 1−|x| 2 n dx.
Then the GJMS operators on B
n is defined as follows (see [23] , [21] , [33] ) (1.4) P k = P 1 (P 1 + 2) · · · · · (P 1 + k(k − 1)), k ∈ N,
where
is the conformal Laplacian on B n and
is the well-known Paneitz operator (see [48] ). The GJMS operator P k on B n can also be written as
Hebey proved in [25] (see also [26] ) the following theorem: , where S 3,1 is the best first order Sobolev constant.
From the above Theorem 1.2, we can see that the best constant C n in (1.3) is the same as the best sharp Sobolev constant for the first order Sobolev inequality when n = 3. When n ≥ 4, Theorem 1.1 shows that the sharp constant C n in (1.3) is strictly less than the Sobolev constant S n,1 . On upper half space, The authors of [52] subsequently offered another proof of C n < S n,1 when n ≥ 4. Furthermore, they established the existence of an extremal function for the sharp constant C n .
The sharp Sobolev inequalities on hyperbolic ball B n read as follows (see Hebey [25] for k = 1 and Liu [40] for 2 ≤ k < n 2 ):
where S n,k is the best k-th order Sobolev constant. We remark that the above sharp Sobolev inequality on hyperbolic spaces (1.5) can also follow from the Sharp Sobolev inequality on spheres due to Beckner [5] . An alternative proof of (1.5) has been given in [43] (see Section 7 there).
The following higher order Hardy-Sobolev-Maz'ya inequalities have been recently established by the authors in [43] using Fourier analysis techniques on hyperbolic spaces.
This improves substantially the Poincaré-Sobolev inequalities (1.5) for higher order derivatives on the hyperbolic spaces B n by subtracting a Hardy term on the left hand side. If
, then by (1.5), the sharp constant in (1.6) is less than or equal to the best k-th order Sobolev constant S n,k .
As an application of Theorem 1.3, we have the following Hardy-Sobolev-Maz'ya inequalities for higher order derivatives (see [43] ):
. There exists a positive constant C such that for each u ∈ C
In terms of the Poincaré ball model B n , inequality (1.6) can be written as follows:
Though it was not known in general yet whether the constant C on the right hand sides of the inequalities (1.6), (1.7) and (1.8) in Theorems 1.3 and 1.4 respectively is the same as the best Sobolev constant S n,k , we have established in [43] in the case of n = 5 and k = 2 that the best constant for the Hardy-Sobolev-Maz'ya inequality in (1.6), (1.7) and (1.8) coincides with the best Sobolev constant S 5,2 . In fact, the following has been proved in [43] .
(1.9)
.
In terms of the Poincaré ball model B 5 and the Poincaré half space model H 5 , respectively, inequality (1.9 ) is equivalent to the following:
We also illustrated in [43] that the best constant for the Hardy-Sobolev-Maz'ya inequality does not coincide with the best Sobolev constant for n = 6 and k = 2 (see Remark 8.3 and Lemma 8.4 there). More recently, Hong has shown in [29] that the sharp constant of Poincaré-Sobolev inequality and the Hardy-Sobolev-Maz'ya inequality for n = 7 and k = 3 is also the same as the Sobolev constant S 7,3 , by adapting the argument as done in [43] for the case n = 5 and k = 2.
We further conjectured in [43] that the sharp constant of Poincaré-Sobolev inequality and the Hardy-Sobolev-Maz'ya inequality for n ≥ 9 and odd and k = n−1 2 also coincides with the Sobolev constant S n, n−1 2 . One of the our main results in this paper is to confirm this conjecture and give a unified proof for k = n−1 2 and all n ≥ 5 odd.
In terms of the Poincaré ball model and the Poincaré half space model respectively, the inequality above is equivalent to the following:
Our second main result is:
. Suppose that there exists λ ∈ R such that for any
where S n,k is the best k-th order Sobolev constant. Then we have the following:
Remark 1.8. By Theorem 1.7, we have shown that if n ≥ 4k, then the sharp constant of 2k-th order Hardy-Sobolev-Maz'ya inequality is strictly less than S n,k . In some cases of 2k + 2 ≤ n < 4k, we can also show that the sharp constant of 2k-th order Hardy-SobolevMaz'ya inequality is also strictly less than S n,k . For instance, if n = 2k + 2, we can compute the right hand of inequality (1.10) is equal to
, which is strictly greater than
. Similar results hold in the rest of the cases n, i. e. 2k + 2 < n < 4k. We leave it to the reader. and n is odd, as shown in Theorem 1.6, the sharp constants for the Sobolev inequality and the Hardy-Sobolev-Maz'ya inequality are the same. When n is even, and k = n 2 , this is the borderline case, the Hardy-Adams inequalities hold as shown in [35] , [36] , [42] (see also [41] , [53] for the Hardy-Trudinger-Moser inequality).
Our next main results in this paper are the estimates of Green's functions of the Paneitz and GJMS operators on hyperbolic spaces which are of independent interests. It is well known that Green's function of the second order operator P 1
, where γ n (α) is defined by
and ρ = log 1+|x| 1−|x| is the hyperbolic distance from x ∈ B n to the origin. We will establish the following precise expressions of the Green functions for the Paneitz operator P 2 and higher order GJMS operators P k , which are of independent interest. Theorem 1.10. Let 1 < k < n/2. The Green's function of P k satisfies:
• if n = 2m, then
• if n = 2m − 1, then
Furthermore, we have
The organization of this paper is as follows. In Section 2, we will review some Fourier analysis on hyperbolic spaces that will be needed in the subsequent sections. Section 3 gives a precise expression of the Green function of the operator (− − ∆ H ) −1 on hyperbolic spaces using the Legendre function of second type Q µ ν (z). In Section 4, when n is odd and n = 2m + 1 or when and 0 ≤ k ≤ m − 1, we give precise expressions for the Green functions of the operators (k
for l ∈ {1, 2, · · · , m} and k ∈ {0, 1, · · · , m − l}. The proof of Theorem 1.6 is then given using these Green's functions and Fourier analysis on hyperbolic spaces. Section 5 gives the proof of Theorem 1.7. In Section 6, we provide the precise expressions of Green functions of the Paneitz and GJMS operators P k on hyperbolic spaces and offer an optimal pointwise bound of the Green functions. The proof of Theorem 1.10 is given in this section.
Notations and preliminaries
We begin by quoting some preliminary facts on Fourier analysis on hyperbolic spaces which will be needed in the sequel and refer to [1, 2, 3, 13, 15, 27, 28, 30, 31, 32, 39, 49, 51, 54] for more information about this subject.
The half space model
equipped with the Riemannian metric
. The induced Riemannian measure can be written as dV =
, where dx is the Lebesgue measure on R n . The hyperbolic gradient is ∇ H = x 1 ∇ and the Laplace-Beltrami operator on H n is given by
is the Laplace operator on R n .
2.2.
The ball model B n . Recall that it is given by the unit ball
equipped with the usual Poincaré metric
The hyperbolic gradient is
∇ and the Laplace-Beltrami operator is given by
Furthermore, the half space model H n and the ball model B n are equivalent.
Möbius transformations.
For each a ∈ B n , we define the Möbius transformations T a by (see e.g. [1, 30] )
where x · a = x 1 a 1 + x 2 a 2 + · · · + x n a n denotes the scalar product in R n . It is known that the measure on B n is invariant with respect to the Möbius transformations. Using the Möbius transformations, we can define the distance from x to y in B n as follows
Also using the Möbius transformations, we can define the convolution of measurable functions f and g on B n by
provided this integral exists. It is easy to check that
Furthermore, if g is radial, i.e. g = g(ρ), then
2.4. The Fourier transform on hyperbolic spaces. In term of the ball model, we define the Fourier transform on hyperbolic spaces as follows. Set
The Fourier transform of a function f on B n can be defined as
Moreover, the following inversion formula holds for f ∈ C ∞ 0 (B n ):
where D n = 1 2 3−n π|S n−1 | and c(λ) is the Harish-Chandra c-function given by
) .
Similarly, there holds the Plancherel formula:
Since e λ,ζ (x) is an eigenfunction of ∆ H with eigenvalue
, it is easy to check that,
Therefore, in analogy with the Euclidean setting, we define the fractional Laplacian on hyperbolic space as follows:
3. Precise expression and estimate for Green's function of (−
In this section, we give a precise expression and estimate of the kernel of Green's function of the operator (−(n − 1)
is the spectral gap of the Laplacian −∆ H on the hyperbolic ball B n . We will need some facts about the Legendre function of second type Q µ ν (z), which is defined by (see [18] )
It is known that (see [18] )
and (see [22] )
Setting z = cosh ρ and using (3.1), we have
Setting u = cosh ρ and using (3.3), we have
Let n ≥ 2. From now on, we will denote by e t∆ H the heat kernel on B n . It is well known that e t∆ H depends only on t and ρ(x, y). In fact, e t∆ H is given explicitly by the following formulas (see e.g. [16, 24] ):
dr; (3.6)
• If n = 2m + 1, then
is given by (see [45] for λ ≥ 0 and [37] 
We shall show that (3.8) is also valid for λ = − . Firstly, we prove the following Lemma:
Lemma 3.1. Let m be a positive integer. Then we have
Proof. We shall prove it by induction. It is easy to check (3.10) is valid for m = 1 and m = 2. Assume (3.10) is valid for m = k ≥ 2. Then for m = k + 1, we have
To finish the proof, it is enough to show
In fact,
This completes the proof of Lemma 3.1.
Now we show that (3.8) is valid for
There holds, for n ≥ 3 and ρ > 0,
Proof. If n = 2m + 1, then by (3.7), (3.10) and (3.4), we have
If n = 2m, then by (3.6), (3.10), (3.4) and (3.5), we have
The proof of Lemma 3.2 is thereby completed.
Therefore, for n ≥ 3 and λ = ν 2 − (n − 1) 2 /4 with ν ≥ 0, we have, by Lemma 3.2 and (3.4), In this section, when n = 2m+1 and 0 ≤ k ≤ m−1, we will give precise expressions for the Green functions of the operators (k 2 −(n−1)
for l ∈ {1, 2, · · · , m} and k ∈ {0, 1, · · · , m − l}. These estimates play an important role in our proof of Theorem 1.6. 
Proof. If n = 2m + 1 and 0 ≤ k ≤ m − 1, then by (3.12) and binomial theorem, we have
Notice that, for p > − and q > −1,
We have, by (4.2)-(4.4),
In general, we have the following: Lemma 4.2. Let n = 2m + 1 and l ∈ {1, 2, · · · , m}. We have, for k ∈ {0, 1, · · · , m − l} and ρ > 0,
Proof. We prove it by induction. By Lemma 4.1, (4.6) is valid for l = 1. Assume (4.6) is valid for l > 1. Then for l + 1, we have
We compute
Therefore, combining (4.7) and (4.8) yields
The desired result follows.
Before the proof of the next lemma, we recall the Hardy-Littlewood-Sobolev inequality on hyperbolic space which was first proved by Beckner [7] on upper half spaces (see also another proof in [43] for the equivalent form on hyperbolic balls). 
is the best constant for the classical Hardy-Littlewood-Sobolev constant on R n . Furthermore, the constant C n,λ is sharp for the inequality (4.10) 
and there is no nonzero extremal function for the inequality (4.10).
We are now ready to prove the following Lemma 4.4. Let n ≥ 5 be odd. There holds, for each u ∈ C ∞ 0 (B n ),
Proof. It is sufficient to show the following inequality:
Choosing k = 0 and l = m in Lemma 4.2, we have
Therefore, by Theorem 4.3, we have
This proves inequality (4.12). The proof of Lemma 4.4 is thus completed.
Proof of Theorem 1.6. By Lemma 4.4, it is enough to show
(4.14)
By Plancherel's formula, we have
(4.16)
we get, by (4.15) and (4.16),
This proves the inequality (4.14). The proof of Theorem 1.6 is thereby completed.
Estimate of a lower bound for the coefficient of the Hardy term in the
Hardy-Sobolev-Maz'ya inequality: Proof of Theorem 1.7
In this section, we will establish a lower bound for the coefficient λ of the Hardy term in the higher order Hardy-Sobolev-Maz'ya inequality.
In what follows, a = O(b) will stand for a ≤ Cb and a ∼ b will stand for C −1 b ≤ a ≤ Cb with a positive constant C. Set
Let 0 < δ < 1. For |x| < δ, we have, by the Taylor series of
It is known that
where ω n is the surface area of S n and S n,k = Γ(
is the best Sobolev constant.
Using the following identity (see [40] , Theorem 2.3):
we have, for |x| < δ,
The proof of Theorem 1.7 is divided into two parts.
5.1.
Case I: n ≥ 4k.
Lemma 5.1. For ε > 0 small enough, we have
Proof. Set B δ = {x ∈ B n : |x| < δ}. We have, by (5.3) and (5.6),
Next we prove the second inequality. Using the inequality
Easy computations lead to
Therefore, we have
Finally, we prove the third inequality. We compute
Simple calculations lead to
Therefore, we have, by (5.9),
where S n,k is the best k-th order Sobolev constant. Then λ ≥ 0.
Proof. By Lemma 5.1, if n > 4k, then for ε > 0 small enough, we have, for some C 1 > 0,
2 ).
(5.11)
To get the last equality, we use the fact
Since (5.10) implies
we have, by (5.11), λ ≥ 0. Similarly, in the case n = 4k, we have, for some C 2 > 0,
2
Therefore, we must also have λ ≥ 0.
5.2.
Case II: 2k + 2 ≤ n < 4k. We choose δ = 1 in (5.2) and set
(5.14)
Easy calculations lead to
Proof. We have, for ε > 0 small enough,
An easy computation leads to
Therefore, we have, by (5.16),
where S n,k is the best k-th order Sobolev constant. Then
Proof. We have, by Lemma 5.3,
. Therefore, we must have
This completes the proof of Lemma 5.4.
Proof of Theorem 1.7 Combining Lemma 5.2 and 5.4, Theorem 1.7 follows.
6. Precise expression and optimal bound for Green's function of Paneitz and GJMS operators: Proof of Theorems 1.10
In this section, we will provide a proof of Theorems 1.10. Namely, we will provide a precise expression and optimal bound for Green's function of Paneitz and GJMS operators P k .
The proofs are divided into two parts.
6.1. Case 1: n is even.
Lemma 6.1. If n = 2m and 0 ≤ k ≤ m − 1, then
Proof. If n = 2m and 0 ≤ k ≤ m − 2, then by (3.12) and the binomial theorem, we have
We have, by (6.2) and (4.4),
In general, we have the following:
Proof. We prove it by induction. By Lemma 6.1, (6.4) is valid for l = 1. Assume (6.4) is valid for l > 1. Then for l + 1, we have
Therefore, combining (6.5) and (6.6) yields The desired result follows. This completes the proof of Lemma 6.3.
6.2. Case 2: n is odd. The proof depends on the following facts: if we denote by h n (t, ρ) the heat kernel of n-dimension hyperbolic space, then (see [17] , page 178) (6.11) h n (t, ρ) = √ 2e
2n−1 4 t ∞ ρ sinh r √ cosh r − cosh ρ h n+1 (t, r)dr.
Therefore, if we denote by G n (ρ, λ)(λ ≥ − (n−1) 2 4
) be the Green's function of λ − ∆ H of dimension n, then by (6.11), G n (ρ, λ) = 
