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La notion de coefficient binomial de mots est classique en COW.




nombre de fois ou` x apparaˆıt comme sous-mot de w
i.e., x apparaˆıt comme sous-suite de w
On compte les applications
ϕ : {1, . . . , |x |} → {1, . . . , |w |} telles que
ϕ(1) < · · · < ϕ(|x |)





















= |w |a , a ∈ A









= 0, if |w | < |x |















coeff[u_, v_] := coeff[u, v] =
If[Length[v] == 0, 1,
If[Length[u] < Length[v], 0,
coeff[Drop[u, -1], v]
+ ((Last[u] == Last[v]) /. {True -> 1, False -> 0})
coeff[Drop[u, -1], Drop[v, -1]]
]
]





































ε 1 10 11 100 101 110 111
ε 1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0
10 1 1 1 0 0 0 0 0
11 1 2 0 1 0 0 0 0
100 1 1 2 0 1 0 0 0
101 1 2 1 1 0 1 0 0
110 1 2 2 1 0 0 1 0
111 1 3 0 3 0 0 0 1
Triangle de Pascal (modulo 2) ge´ne´ralise´ a` 1{0, 1}∗
J. Leroy, M. R., M. Stipulanti, Generalized Pascal triangle for binomial
























c homothe´tie de centre (0, 0) et rapport 1/2 ; h : (x , y) 7→ (x , 2y).
Definition
Soit k ≥ 1. Deux mots u, v sont k -binomialement e´quivalents









∀x ∈ A≤k .
Remarque : e´quivalence 1-binomiale = e´quivalence abe´lienne.
On trouve aussi la notion de k -spectre d’un mot u.









Deux mots u, v sont k -binomialement e´quivalents SSI ils ont le
meˆme k -spectre.  information comple`te.
Exemple
Le 2-spectre du mot u = abbab est
Specu,2 = 1ε+ 2a + 3b + aa + 4ab + 2ba + 3bb.
Le 3-spectre de ce mot est
Specu,3 = Specu,2 + aab + 2aba + 3abb + 2bab + bba + bbb.




 croissance exponentielle en k .















ababbba, abbabab, baabbab, babaabb sont 2-binomialement
e´quivalents









































M. Dudik, L. J. Schulman 2003
Si |u| ≥ k ≥ |x |, alors on a
(
|u| − |x |





























∀x ∈ A≤k .
Corollaire










pour tout mot t de
longueur k .
En COW, il existe un zoologie de relations d’e´quivalence :
◮ e´quivalence abe´lienne (depuis Erdo˝s en 1961)
abbacba ∼ab cababba
◮ e´quivalence k -abe´lienne (Karhuma¨ki, Saarela, Zamboni 2013)
|u|x = |v |x ∀x ∈ A
≤k
◮ e´quivalence cyclique ou en termes de sous-groupes de
permutations (Cassaigne 2014, Charlier, Puzynina, Zamboni 2015)
◮ e´quivalence k -binomiale
◮ (Parikh) matrix equivalence (Salomaa et al. 2000)
◮ congruence de Simon (1975, Karandikar, Schnoebelen 2015)
Supp(Specu,k ) = Supp(Specv ,k)
applications aux“piecewise testable languages”
Liens avec les matrices de Parikh.
A = {a1, . . . , ak}. Le “Parikh matrix mapping”
ψk : A
∗ → N(k+1)×(k+1)
est le morphisme de´fini par la condition :
si ψk (aq ) = (mi ,j )1≤i ,j≤k+1, alors pour tout i ∈ {1, . . . , k + 1},
mi ,i = 1, mq ,q+1 = 1,
tous les autres e´le´ments de la matrice ψk (aq) e´tant 0.
de´finition
Deux mots sont M -e´quivalents, ou matrice-e´quivalents,
s’ils posse`dent la meˆme matrice de Parikh.
Exemple, #A = 2
Conside´rons A = {a, b}. On a
ψ2(a) =

1 1 00 1 0
0 0 1

 , ψ2(b) =






ψ2(abbab) = ψ2(a)ψ2(b)ψ2(b)ψ2(a)ψ2(b) =





Les matrices de Parikh, pour un alphabet de taille k , encodent
k(k + 1)/2
coefficients binomiaux d’un mot w pour les sous-mots de longueur
≤ k .
The´ore`me (A. Mateescu, A. Salomaa, K. Salomaa, S. Yu 2001)
Soit A = {a1, . . . , ak} un alphabet ordonne´.





ai · · · aj
)
pour tous i , j tels que 1 ≤ i ≤ j ≤ k .
 information partielle : O(k2) vs. Ω((#A)k )































































1 0 0 0
0 1 1 0
0 0 1 0

















Aussi, les matrices de Parikh ge´ne´ralise´es ψu a` tout mot u ∈ A
∗,
Soit u = u1 · · · uℓ.
Si ψu(a) = (mi ,j )1≤i ,j≤ℓ+1,
alors pour tout i ∈ {1, . . . , ℓ+ 1}, mi ,i = 1,
et pour tout i ∈ {1, . . . , ℓ},
mi ,i+1 = δa,ui ,
les autres e´le´ments de la matrice ψu(a) e´tant nuls.
Remarque
On retrouve les matrices de Parikh ’classiques’ avec
u = a1a2 · · · ak





1 1 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0 0 1

 , ψabba(b) =


1 0 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 0
0 0 0 0 1

 .
Ge´ne´ralisation naturelle du the´ore`me de Mateescu et al.
The´ore`me (S¸erba˘nut¸a˘ 2004)
Soient u = u1 · · · uℓ et w un mot. Soit ψu(w) = (mi ,j )1≤i ,j≤ℓ+1.




ui · · · uj
)
.
En particulier, la premie`re ligne de ψu(w) contient les coefficients

























De meˆme, la dernie`re colonne de ψu(w) contient les coefficients






























































0 0 0 0 1


Lien entre l’e´quivalence k -binomiale et la M -e´quivalence
Proposition
Pour un alphabet binaire, deux mots sont 2-binomialement






















































Malheureusement, on n’a pas mieux.
Deux mots sur {a, b, c},
u = abcbabcbabcbab and v = bacabbcabbcbba











◮ MAIS meˆme matrice de Parikh ψ3(u) = ψ3(v).
Note : ils n’ont pas la meˆme matrice de Parikh ge´ne´ralise´e
ψabb(u) 6= ψabb(v).
En effac¸ant les c’s, on obtient deux mots sur {a, b}
u ′ = abbabbabbab et v ′ = baabbabbbba











◮ MAIS meˆme matrice de Parikh




En effet, l’e´quivalence 3-binomiale est un rafinement de
l’e´quivalence 2-binomiale.
Enfin, deux mots sur {a, b, c}
u = bccaa et v = cacab











◮ MAIS avec la meˆme matrice de Parikh ψ3(u) = ψ3(v).

1 2 0 0
0 1 1 2
0 0 1 2
0 0 0 1


The´ore`me (A. Salomaa 2010)
Sur un alphabet binaire A, deux mots ont la meˆme matrice de
Parikh SSI l’un s’obtient a` partir de l’autre par une suite finie de
transformations de la forme
xabybaz → xbayabz
ou` a, b ∈ A et x , y , z ∈ A∗.
Valide aussi pour l’e´quivalence 2-binomiale.
1011001001011 ≡2 1101001000111 ≡2 1100110000111
#[0 · · · 01 · · · 1]≡2 = 1
#({a, b}n/≡2) =
n3 + 5n + 6
6
Remarque
Si x ≡k−1 y , alors
pxqyr ≡k pyqxr
Cependant, il n’est pas clair que le re´sultat pre´ce´dent puisse eˆtre
ge´ne´ralise´
Sur 3 lettres :
2100221 ≡2 0221102
mais 2100221 ne peut pas eˆtre factorise´ en pxqyr avec x ≡ab y .
Questions
La notion d’e´vitement est classique en COW (Thue de´but XXe).
◮ #A = 2, tout mot de longueur ≥ 4 contient un carre´ uu
◮ #A = 2, les cubes (et les chevauchements) peuvent eˆtre e´vite´s
abbabaabbaababbabaababbaabbabaab · · ·
◮ #A = 3, les carre´s peuvent eˆtre e´vite´s
(abb)(ab)(a)(abb)(a)(ab)(abb)(ab)(a)(ab)(abb)(a)(abb)(ab) · · ·
0 7→ 012, 1 7→ 02, 2 7→ 1
◮ #A = 3, les carre´s abe´liens sont ine´vitables
◮ #A = 4, les carre´s abe´liens peuvent eˆtre e´vite´s (V. Kera¨nen)
◮ #A = 3, les cubes abe´liens peuvent eˆtre e´vite´s
(F. M. Dekking)
Questions
On de´finit un carre´ 2-binomial uv ou` u ≡2 v
“carre´ abe´lien ≺ carre´ 2-binomial ≺ · · · ≺ carre´”
◮ les carre´s sont e´vitables sur 3 lettres
◮ les carre´s abe´liens sont e´vitables sur 4 lettres
 les carre´s 2-binomiaux sont-ils e´vitables sur 3 lettres ?
0 7→ 012, 1 7→ 02, 2 7→ 1
Remarque : les carre´s k -binomiaux sont e´vitables sur 3 lettres,
∀k ≥ 2.
Questions
On de´finit un carre´ 2-binomial uv ou` u ≡2 v
“carre´ abe´lien ≺ carre´ 2-binomial ≺ · · · ≺ carre´”
◮ les carre´s sont e´vitables sur 3 lettres
◮ les carre´s abe´liens sont e´vitables sur 4 lettres
 les carre´s 2-binomiaux sont-ils e´vitables sur 3 lettres ?
0 7→ 012, 1 7→ 02, 2 7→ 1
Remarque : les carre´s k -binomiaux sont e´vitables sur 3 lettres,
∀k ≥ 2.
Questions
On de´finit un cube 2-binomial uvw ou` u ≡2 v , v ≡2 w
abbabaabbaab
“cube abe´lien ≺ cube 2-binomial ≺ · · · ≺ cube”
◮ les cubes sont e´vitables sur 2 lettres
◮ les cubes abe´liens sont e´vitables sur 3 lettres
 les cubes 2-binomiaux sont-ils e´vitables sur 2 lettres ?
0 7→ 001, 1 7→ 011
M. Rao, M. R., P. Salimov, Avoiding 2-binomial squares and cubes,
Theoret. Comput. Sci. 572 (2015), 83–91.
Questions
On de´finit un cube 2-binomial uvw ou` u ≡2 v , v ≡2 w
abbabaabbaab
“cube abe´lien ≺ cube 2-binomial ≺ · · · ≺ cube”
◮ les cubes sont e´vitables sur 2 lettres
◮ les cubes abe´liens sont e´vitables sur 3 lettres
 les cubes 2-binomiaux sont-ils e´vitables sur 2 lettres ?
0 7→ 001, 1 7→ 011
M. Rao, M. R., P. Salimov, Avoiding 2-binomial squares and cubes,
Theoret. Comput. Sci. 572 (2015), 83–91.
Questions
Sakarovitch et Simon demandaient de´ja` d’avoir une meilleure
connaissance de #(An/ ∼k ) ou` ∼k est la congruence de Simon.
◮ Etant donne´s k ≥ 1 et deux mots u, v de longueur n
decider, en temps polynomial en n, k , si u ≡k v .
◮ Etant donne´s k ≥ 1 et deux mots w , x
trouver, en temps polynomial, toutes les occurrences des
facteurs de w qui sont k -binomialement e´quivalents a` x .
◮ Etant donne´s deux mots u, v de longueur n,
trouver le plus grand k tel que u ≡k v .
cf. aussi k -abelian pattern matching, T. Ehlers, F. Manea,
R. Mercas, D. Nowotka, DLT 2014. (en temps line´aire)
Ide´es principales du papier
’Testing k -binomial equivalence’
arXiv:1509.00622
D. Freydenberger et al.
On conside´rera uniquement la premie`re question.
Premie`re re´ponse, e´tant donne´s un mot w de longueur n et un
entier k











◮ tous les e´tats sont finals,
◮ accepte exactement les sous-mots de w de longueur ≤ k
























Deux automates sont e´quivalents s’ils
acceptent le meˆme langage avec les meˆmes multiplicitie´s.
Etant donne´s deux mots u, v
◮ construire Au,k et Av ,k
◮ u ≡k v se re´duit a` ’Au,k et Av ,k sont-ils e´quivalents ?’
W. Tzeng, SIAM J. Computing 1992
 algorithme polynomial, au moins en n3. . .
Du re´sume´ du papier de Tzeng :
Two probabilistic automata are equivalent if
for any string x , the two automata accept x
with equal probability. This paper presents an
O((n1 + n2)
4) algorithm for determining whe-
ther two probabilistic automata U1 and U2 are
equivalent, where n1 and n2 are the number of
states in U1 and U2, respectively.
• S. Kiefer, A. S. Murawski, et al. On the complexity of the
equivalence problem for probabilistic automata, LNCS 7213
(2012), 467–481.
• M.-P. Schu¨tzenberger, On the definition of a family of automata,
Inf. and Control, 245–270, 1961. (minimisation d’automates
ponde´re´s)
Seconde re´ponse, un algorithme probabiliste
De´finition
Soient un mot w ∈ {0, 1}∗ de longueur n et un entier k ,








Q0010,2(X ) = X + 3X
2 + X 3 + 3X 4 + X 5 + X 6
Comme le k -spectre, contient l’information comple`te.
Exemple
















Q01101,2(X ) = X + 2X
2 + 3X 3 +X 4 + 4X 5 + 2X 6 + 3X 7.
Remarque
Qw ,k est de degre´
val(1 1 · · · 1︸ ︷︷ ︸
k fois
) = 2k+1 − 1
 croˆıt exponentiellement avec k .
Remarque
Deux mots u, v sont k -binomialement e´quivalents SSI
Qu,k (X ) = Qv ,k(X ).
A premie`re vue, il est ne´cessaire de calculer tous les coefficients !
(au moins la moitie´ d’entre eux)
Soit p un grand nombre premier (bien choisi),
Qu,k (X ) et Qv ,k(X ) sont vus comme des polynoˆmes de Fp [X ].
Si u 6≡k v , alors Qu,k (X )−Qv ,k(X ) est un polynoˆme non nul de
degre´ d ayant au plus d ze´ros. Si on choisit α ∈ Fp ale´atoirement,
P((Qu,k −Qv ,k)(α) = 0) ≤ d/p.
Si u ≡k v , alors Qu,k (X )−Qv ,k(X ) = 0.
Pour tout α ∈ Fp , Qu,k −Qv ,k(α) = 0
Remarque
Deux mots u, v sont k -binomialement e´quivalents SSI
Qu,k (X ) = Qv ,k(X ).
A premie`re vue, il est ne´cessaire de calculer tous les coefficients !
(au moins la moitie´ d’entre eux)
Soit p un grand nombre premier (bien choisi),
Qu,k (X ) et Qv ,k(X ) sont vus comme des polynoˆmes de Fp [X ].
Si u 6≡k v , alors Qu,k (X )−Qv ,k(X ) est un polynoˆme non nul de
degre´ d ayant au plus d ze´ros. Si on choisit α ∈ Fp ale´atoirement,
P((Qu,k −Qv ,k)(α) = 0) ≤ d/p.
Si u ≡k v , alors Qu,k (X )−Qv ,k(X ) = 0.
Pour tout α ∈ Fp , Qu,k −Qv ,k(α) = 0
Un algorithme probabiliste
En supposant que d/p est ’petit’, on choisit ale´atoirement
α ∈ Fp [X ].
En supposant que l’on calcule ’facilement’ Qu,k (α) et Qv ,k(α).
◮ Si Qu,k (α) 6= Qv ,k(α), alors u 6≡k v .
 L’algorithme renvoie u 6≡k v .
◮ Si Qu,k (α) = Qv ,k(α), alors presque suˆrement u ≡k v .
 L’algorithme renvoie u ≡k v .
On a Qu,k (α) = Qv ,k(α) et u 6≡k v , uniquement si on a tire´ un
ze´ro du polynoˆme non nul (Qu,k −Qv ,k)(X ).
 On obtient une conclusion errone´e u ≡k v alors que u 6≡k v ,
avec une probabilite´ d’au plus d/p.
Choix de p ?
Les coefficients in Qw ,k ∈ Fp [X ] sont infe´rieurs a` n











n(n − 1) · · · (n − k + 1)
k !
< nk
Choisir un nombre premier
p ∈ [nk , 2nk ]
Ce n’est pas un proble`me pour obtenir un algorithme polynomial :
◮ AKS est polynomial en log(n)
◮ test probabiliste de Miller–Rabin,
de´terministe si hypothe`se de Riemann OK.
Qw ,k (X ) est de degre´ 2









Pour des mots suffisamment longs u, v , on croira volontiers
l’algorithme quand il renvoie ’u ≡k v ’.
Re´sultat principal
Soit w un mot de longueur n. Soit α ∈ Fp .
La valeur Qw ,k (α) peut eˆtre calcule´e en O(k
2n) ope´rations.

























 Il faut de´terminer Rw ,ℓ(α) pour tout ℓ ∈ {1, . . . , k}
w = w1 · · ·wn w [i ,n] = wi · · ·wn
On utilise la programmation dynamique pour la table k × n et les
valeurs
Rw [i ,n],t(α), i ∈ {1, . . . ,n}, t ∈ {1, . . . , k}
Rw,k Rw[2,n],k Rw[3,n],k · · · · · · Rw[n,n],k 0
Rw,k−1 Rw[2,n],k−1 Rw[3,n],k−1 · · · · · · Rw[n,n],k−1 0

































Rw,1 Rw[2,n],1 Rw[3,n],1 · · · · · · Rw[n,n],1 0
1 1 1 · · · · · · 1 1
Rw [n + 1,n]︸ ︷︷ ︸
=ε
,t
= 0 si t > 0 ; Rw [i ,n],0 = 1 pour tout 1 ≤ i ≤ n + 1
Rw [i ,n],t , i ≤ n, t ≥ 1,
de´pend uniquement de Rw [i+1,n],t and Rw [i+1,n],t−1
Soient i ≤ n, t ≥ 1, on a
Rw [i ,n],t(X ) = Rw [i+1,n],t(X ) +Rw [i+1,n],t−1(X ), si wi = 0
Rw [i ,n],t(X ) = Rw [i+1,n],t(X ) + X
2tRw [i+1,n],t−1(X ), si wi = 1
On se souvient que








Rw [i ,n],t(X )︸ ︷︷ ︸
↓












































Rw[i+1,n],t−1(X )︷ ︸︸ ︷∑
|u|=t−1
(






















◮ Calculer un e´le´ment Rw [i ,n],t(α) de la table
est une addition dans Fp et p ∼ n
k .
Cela ne´cessite O(log p) = O(k log n) — arithme´tique des corps finis
◮ On doit calculer k × n e´le´ments de ce type
 O(k2n log n)
◮ Enfin, on calcule






k produits, chacun ne´cessitant O(log2 p) = O(k2 log2 n)
 O(k3 log2 n)
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