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Abstract
The aim of this paper is to investigate the recurrence relations obtained for some polynomials associated with natural
exponential families, via their variance functions. In the case of polynomial variance functions of the K th degree we
obtain a recurrence relation with K terms. A few examples are indicated and the orthogonality of such polynomials is
characterized (this characterization is due to Pommeret (Test 5 (1996) 77–111)). Moreover, some of the recent results
related to Lie algebras, L3evy processes and Martingales, are reviewed in a more general setting. c© 2001 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Natural exponential families (NEFs) are very close to the theory of orthogonal polynomials.
For instance, more than 60 years ago, Meixner [19] characterized the class of measures on R with
orthogonal polynomials having exponential generating functions. This class of measures corresponds
to the so-called Morris class (see [20]) of NEFs. One characterization of this class is due to [4]
and uses orthogonal polynomials. We also refer to the important work of [14], who considered a
class of distributions on R2 satisfying a bi-orthogonality condition involving orthogonal polynomials
with respect to their marginal laws. More recently, Koudou [11] extended this work considering
∗ Correspondence address: CREST (LSM) ENITIAA, Lab. de Statistique, Rue de la Geraudiere, 44322 Nantes, Cedex 03,
France. Tel.: +33-02-51-78-54-51; fax: +33-02-51-78-54-38.
E-mail address: pommeret@ensai.fr (D. Pommeret).
0377-0427/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(00)00676-2
556 D. Pommeret / Journal of Computational and Applied Mathematics 133 (2001) 555–565
bi-orthogonal polynomials with respect to measures in NEFs (see also [12]). In particular, he stud-
ied Brownian motions, Poisson processes and Beta distributions with associated Hermite, Charlier
and Jacobi polynomials, respectively. This work can be related to those of [18] who considered
such orthogonal polynomials associated with diHusion semi-groups (see also [28]). Following [5,7],
Pommeret [22] related NEFs to Lie algebras via their orthogonal polynomials. In terms of L3evy
processes, Schoutens [27] derived a martingale property of this polynomials to obtain some par-
ticular identities. The aim of this paper is to bring together NEFs and polynomials, restricting our
attention to the NEFs with polynomials variance functions. For each polynomial variance function
of the K th degree (K ∈ N) we associate a polynomial sequence with a K terms recurrence relation.
We indicate how this result may be related to Lie algebras, L3evy processes and martingales. In
Section 2 we set up notation and terminology, and we associate polynomials for each NEF on Rd.
In Section 3 we derive their recurrence relations. Section 4 is devoted to the study of Lie algebras
associated with NEFs via polynomials, and Section 5 deals with the case of L3evy processes and
martingales.
2. Polynomials associated to a NEF
The problem of the construction of orthogonal polynomials on Rd is far from being conclusive.
For instance, the unicity of the orthogonal polynomials family on R is not preserved on Rd and
diHerent families may be obtained from independent calculus (see for instance [21, pp. 106–107]).
However, within the frame of NEFs, [23] provided an intrinsic construction of multidimensional
polynomials. We Irst recall a few notations and deInitions. We will denote by (e1; : : : ; ed) and 〈; 〉
the canonical basis of Rd and the canonical scalar product, respectively. For x = (x1; : : : ; xd) ∈ Rd
and n= (n1; : : : ; nd) ∈ Nd, write
xn = xn11 : : : x
nd
d ; n! = n1! : : : nd!:
The order of n is, by deInition, the integer |n|= n1 + · · ·+ nd. A polynomial in x ∈ Rd, say Pn, is
of the |n|th degree if it can be written as
Pn(x) =
∑
q∈Nd; |q|6|n|
qxq;
where at least one of the reals q is nonzero when |q|= |n|. If  is a positive measure on Rd, not
concentrated on an aLne hyperplan, we denote
L() =
∫
Rd
exp(〈; x〉)(dx);
its Laplace transform and the logarithm of L will be denoted by k. Let F=F() denote the family
of probabilities deIned by
P(; )(dx) =
exp(〈; x〉)
L()
(dx);
where  = (1; : : : ; d) belongs to the interior of the domain of L, say . The family F is called
the NEF generated by  (see [2,16] for more details). The mean m=(m1; : : : ; md) of P(; ) is given
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by the gradient of k, namely
m= k ′() =
∫
Rd
xP(; )(dx); (1)
and the map k ′ : → MF ;  → m is one to one. One writes P(; ) = P(m; F), where
P(m; F)(dx) =f(x; m)(dx)
= exp{〈 (m); x〉 − k( (m))}(dx); (2)
and one considers the variance VF of P(; ) as a function of m,
VF(m) =
∫
Rd
(x − m)t(x − m)f(x; m)(dx):
The natural exponential family F is said to be quadratic if the entries of the matrix VF are
second-order polynomials in m, and simple quadratic if the term of second order of the (i; j) entry is
of the form amimj, where a is a real constant independent of (i; j). The class of quadratic NEFs on R
has been described in [20]. Casalis [3] has extended this classiIcation on Rd and has split the simple
quadratic NEFs into 2d+4 types: The d+1 Poisson–Gaussian types (see also [15]), the d+1 nega-
tive multinomial gamma types, the hyperbolic type, and the classical multinomial type. Each type is
composed of one NEF of the same name and its aLnities and convolution powers, i.e., two families
F(1) and F(2) are said to be of the same type if there exist an aLnity h :Rd → Rd; x → Ax+ B,
and a positive real number  such that 1 = h(∗2 ), where ∗ denotes the convolution product. On R,
the NEFs with cubic variance function, including the inverse Gaussian distributions, were studied in
[17]. There is no classiIcation for NEFs with variance functions of the K th degree, when K ¿ 3.
However, many authors (see, e.g., [9]) considered positive stable distributions with such variance
functions. We are here interested in Inding the relation between the degree of a variance function
and the recurrence relation of a particular polynomial sequence that we introduce now. Let F be
a NEF on Rd. We associate a family of polynomials in d variables constructed from the Taylor
expansion of the function f(x; m) given in (2). For all n ∈ Nd we deIne on Rd ×MF
Qn(x; m) = f(n) (x; m)=f(x; m); (3)
where
f(n) (x; m) =
@n1
@mn11
· · · @
nd
@mndd
(f)(x; m):
By induction on |n| it is easy to check that Qn is a polynomial in x of degree |n| and the (Qn)n∈Nd
form a basis of R[x1; : : : ; xd]. Here are some elementary properties of these polynomials.
Lemma 1. Given m ∈ MF; there exists a neighborhood of m; say V; such that the following
assertions hold:
(i) For all m0 ∈V(m) and for all x ∈ Rd;∑
n∈Nd
(m− m0)n
n!
Qn(x; m0) = f(x; m)=f(x; m0);
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(ii) For all m0 ∈V(m); the series∑
n∈Nd
(m− m0)n
n!
Qn(x; m0)
converges in L2(P(m0; F)).
The proof follows [23].
Remark. The series
∑
((m − m0)n=n!)Qn(x; m0) is called the generating function of the
polynomials Qn.
3. K terms recurrence relations
We can now formulate our main results.
Theorem 2. Let P(m; F) be a probability in F such that all entries Vij(m) of the variance function
VF(m) are polynomials of the Kth order (K ∈ N); namely
Vij(m) =
∑
q∈Nd ; |q|6K
ij(q)(m− m0)q;
where ij(0) = Vij(m0). Then we have the following recurrence relations:
xiQn(x; m0) =
d∑
j=1
{ij(0)Qn+ej(x; m0) +
∑
0¡|q|6K
ij(q)
n!
(n− q)!Qn+ej−q(x; m0)}
+ niQn−ei(x; m0) + m0iQn(x; m0); (4)
with the convention n!=(n− q)! = 0 if n− q ∈ Nd.
Proof. From Lemma 1, there exists a neighborhood V(m) such that; for all (x; m) ∈ Rd ×V(m);∑
n∈Nd
(m− m0)n
n!
Qn(x; m0) = exp{〈 (m); x〉 − k( (m))}=f(x; m0):
Substituting  for  (m) and using (1), this may be written as
exp〈; x〉=f(x; m0) =

∑
n∈Nd
(k ′()− m0)n
n!
Qn(x; m0)

 exp{k()}:
DiHerentiating with respect to i gives
xi exp〈; x〉=f(x; m0) =
∑
n∈Nd
Qn(x; m0)
n!

 d∑
s=1
ns(m− m0)n−es @
2k()
@i@s
+(m− m0)n @k@i ()

 exp(k()):
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Since @2k()=@ 2 = VF(m), it follows that
∑
n∈Nd
(m− m0)n
n!
xiQn(x; m0) =
∑
n∈Nd
Qn(x; m0)
n!


d∑
s=1
∑
|q|6K
nsis(q)(m− m0)n−es+q
+(m− m0)n+ei + (m0)i(m− m0)n


and identifying the coeLcients of (m− m0)n, yields the result.
Remark. The coeLcients ij(q) are symmetric in i and j.
It is of interest to know whether the orthogonality of the polynomials occurs, implying a classical
3 terms recurrence relation. Following [21], we generalize the previous construction of polynomials
to obtain the basis of orthogonal polynomials when the degree of the variance function is less than
or equal to 2. Let GL(Rd) denote the set of invertible d × d matrices. For all n ∈ Nd and for all
A ∈ GL(Rd) we deIne on Rd ×MF
QA;n(x; m) = f(n) (x; m)(Ae1; : : : ; Aed)=f(x; m); (5)
where f(n) (x; m)(Ae1; : : : ; Aed) is the |n| = n1 + n2 + · · · + nd derivative of m → f(x; m) in the
|n| directions Ae1 (n1 times),..., Aed (nd times). Obviously, Qn = QI;n, where I denotes the identity
matrix. Let us mention an important relation between Qn and QA;n.
Lemma 3. Let A ∈ GL(Rd) and let us denote by A−1 the image measure of  by the a9nity
x → A−1x. Let (Jn)n∈Nd be a sequence of polynomials de:ned by
Jn(x) =
f(n)A−1(x; A
−1m)(e1; : : : ; ed)
fA−1(x; A−1m)
:
Then;
(i) QA;n(x; m) = Jn(A−1x):
(ii) The (Jn)n∈Nd are P(m; F(A−1)) orthogonal if and only if the (QA;n)n∈Nd are P(m; F())
orthogonal; where F(A−1) = A−1(F) is the NEF generated by A−1.
The proof follows [21].
We may rephrase Lemma 1 as follows: For all m0 ∈V(m) and for all x ∈ Rd,
∑
n∈Nd
{A−1(m− m0)}n
n!
QA;n(x; m0) = f(x; m)=f(x; m0):
The orthogonality of these polynomials is established by our next theorem.
Theorem 4. Let F be a simple quadratic NEF on Rd and let A = (aij) be in GL(Rd) such
that A−1VF(m)tA−1 = diag(v1; : : : ; vd). If F if simple quadratic then the polynomials (QA;n)n∈Nd
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are P(m; F)-orthogonal and there exist real numbers a; (vs)s=1; :::; d and (blts)(t; s; l)∈{1; :::; d}3 such that
xiQA;n(x; m0) =
d∑
s=1
ais

 vsQA;n+es(x; m0) +
d∑
t; l=1
nlbltsQA;n+et−el(x; m0)
+ns(1 + a(|n| − 1))QA;n−es(x; m0) + (A−1m0)sQA;n(x; m0)

 ; (6)
where for all m ∈ MF
VF(m) = a(m− m0)t(m− m0) + B(m− m0) + VF(m0)
and (A−1B(Am)tA−1)ij =
∑d
k=1 b
k
ijmk .
The proof is in the same spirit as Theorem 2, using Lemma 3.
Example. From now on, we follow the notations of [10].
(i) The inverse Gaussian distribution. Consider the NEF on R with variance function given by
VF(m) = m3 = (m− m0)3 + 3m0(m− m0)2 + 3m0(m− m0) + m30:
The distributions in F are inverse Gaussian and we obtain the following recurrence relation of Qn:
xQn(x; m0) = m30Qn+1(x; m0) + 4m0Qn(x; m0) + 3m0Qn−1(xm0) + Qn−2(x; m0):
Similar results yield for strictly stable distributions when the degree K is greater than or equal to 3.
(ii) The Poisson–Gaussian distribution. We consider the family of Poisson–Gaussian distributions
deIned on Rd by [15] (see also [3]) by the following variance function:
VF(m) = diag(m1; : : : ; mk ; 1; : : : ; 1);
corresponding to the distribution of d independent variables X1; : : : ; Xd, where X1; : : : ; Xk have Poisson
distribution and Xk+1; : : : ; Xd are Gaussian variables with variance 1. We obtain two cases:
If i6k then
xiQn(x) = m0iQn+ei(x) + (ni + m0i)Qn(x) + niQn−ei(x):
If i¿ k then
xiQn(x) = Qn+ei(x) + m0iQn(x) + niQn−ei(x):
It follows that
Qn(x) =
k∏
i=1
d∏
j=k+1
(−1)niC1ni(xi − m0i)(
√
2)njHnj(
√
2xj − m0j =2):
Clearly, these polynomials are P(m0; F)-orthogonal.
For k = 0, the polynomials associated to the multivariate Gaussian distribution are product of
Hermite polynomials and form a particular case of Appell polynomials (for more details see [25]).
Hermite polynomials play an important part in some asymptotic results (they appear in the Edgeworth
expansion based on the central limit theorem) and, more generally, Appell polynomials are often
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used to obtain (noncentral) limit theorems (see, e.g., [1,8]). One of their characterization is given
by the following relation:
P′n(x) = nPn−1(x); P0(x) = 1;
and their construction can be written in terms of Lemma 1, say∑
n¿0
 nPn(X )=n! = exp(X )=E(exp(X ))
= exp(X )=L()
=f(X; );
where  is the distribution of the random variable X . The Hermite case corresponds to the Gaussian
distribution. Appell polynomials can also be constructed via the wick products. This construction
yields to a multinomial-type expansion of Pn(X ) (see [1]).
(iii) The Wishart distribution. Let z1; : : : ; zn be n-independent random vectors on Rd with Gaussian
distribution N (0; 1). Let Z=(z1; : : : ; zn) be a random matrix. Then the d×d random matrix W =t ZZ
has a Wishart distribution and its variance function is given by
VF(m)x = m× m;
where x is a d×d positive-deInite symmetric matrix. For d=2, we can write x in the form (x1; x2; x3)
with respect to a suitable basis, and we obtain the following recurrence relations:
x1Qn(x) = n1(n1 + n2)Qn−e1 (x) +
1
2n2(n2 − 1)Qn−e3+2e2 (x)
+ (n1 + n2 + 1)Qn(x) + Qn+e1 (x);
x2Qn(x) = n2(n1 + 12n2 + n3 + 1=2)Qn−e2 (x) + n1n3Qn+e2−e1−e3 (x)
+Qn+e2 (x) + n2Qn+e1−e2 (x) + n1Qn+e2−e1 (x)
+ n3Qn+e2−e3 (x) + n2Qn+e3−e2 (x);
x3Qn(x) = n3(n3 + n2)Qn−e3 (x) +
1
2n2(n2 − 1)Qn−e1+2e2 (x)
+ (n3 + n2 + 1)Qn(x) + Qn+e3 (x):
The family of Wishart distributions is quadratic but not simple quadratic, and the polynomials Qn
are not orthogonal.
(iv) The Morris class. In [20], all orthogonal polynomials for the quadratic NEFs on R are
described. These are, respectively, for the Gaussian, Poisson, binomial, negative binomial, gamma and
hyperbolic families: Hermite, Charlier, Krawchouk, Meixner, Laguerre, and Pollaczek polynomials.
(v) Gamma–Gaussian distribution. Let (X1; : : : ; Xd) denote a random vector on Rd such that X1
is gamma distributed with shape parameter 1 and X2|X1; : : : ; Xd|X1 are real independent Gaussian
variables with variance X1. Fix m = (1=a; 0; : : : ; 0), then we have VF(m) = 1=aI , where I denotes
the identity matrix. We obtain (see [24]) the following mixed Laguerre–Hermite P(m; F)-orthogonal
polynomials:
QA;n(x; m) = (−a)n1 (n1)!Ln1 (x1)
d∏
i=2
(a
√
x1=
√
2)niHni
(
xi√
2x1
)
;
where = n2 + · · ·+ nd − 1 + 1=a.
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(vi) Negative multinomial-Gamma distribution. Let (X1; : : : ; Xd) denote a random vector such that
(X1; : : : ; Xk) has a negative multinomial distribution and Xk+1|(X1; : : : ; Xk) is gamma with shape param-
eter
∑k
i=1 Xi+1, where k ∈ {d−1; d}. The density of X belongs to the negative multinomial-gamma
family F and the polynomials
Qn(A−1x) = (−axd)|n|nd!Lnd(xd)
d−1∏
i=1
Cxdni (xi)
are P(m; F)-orthogonal (see [24]), where m= (1=a; : : : ; 1=a) and
A=


1 0 · · · 0 1
0 1
. . .
... 1
...
. . . . . . 0 1
...
. . . . . .
0 · · · · · · 0 1


:
4. Lie algebras
We relate the above results to the theory of Lie algebras, following [5] and [22] (see also [7]).
Using the notation of Theorem 2, the polynomials Qn(x; m) form a P(m; F) basis of the space
R[x1; : : : ; xd]. We will consider the endomorphisms Ri and Vi deIned as follows:
RiQn = Qn + ei; ViQn =
{
niQn − ei if ni ¿ 0;
0 if ni = 0:
For i = 1; : : : ; d, we will denote by Xi the multiplication operator on R[x1; : : : ; xd] such that, for all
polynomials P,
XiP(x) = xiP(x):
Proposition 5. Let F be a NEF on Rd and let (Qn)n∈Nd be the basis of R[x1 : : : ; xd] given by (3).
If Xi; i = 1; : : : ; d; are multiplication operators then we have
Xi =
d∑
j=1

ij(0)Rj +
∑
0¡|q|6K
ij(q)RjV q

+ Vim0iI;
where V q = V q11 : : : V
qd
d .
Proof. Applying (4) yields the result.
From Proposition 5, we see that the operators Xi belong to inInite Lie algebras, except for
particular cases.
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Corollary 6. Using the above notations; if F is simple quadratic and if (QA;n)n∈Nd is the orthogonal
basis of R[x1; : : : ; xd] given by (5) then
(i) If F is Gaussian; then Xi belongs to the Heisenberg–Weyl (HW(d)) algebra generated by
{Ri; Vj : i; j = 1; : : : ; d}.
(ii) If F is Poisson–Gaussian; then Xi belongs to the Oscillator (Osc(2d+ 1)) algebra generated
by {Ri; Vj; RiVj : i; j = 1; : : : ; d}.
(iii) If F is multinomial or negative multinomial-gamma Gaussian or hyperbolic; then Xi belongs
to the S1=a(2d) algebra of dimension (d + 1)2 generated by the operators {Ri; 6j; RiVj; i; j =
1; : : : ; d}, where 6j = (1=aI +∑di=1 RiVi)Vj.
Remark. (i) Conversely, by the Bochner theorem, to each self-adjoint operator X = (X1; : : : ; Xd) in
one of the three previous algebras (HW(d); Osc(2d + 1) or S(2d)) corresponds one measure in
a simple quadratic NEF (see [22]). For the Wishart distribution, the associated Lie algebras is the
Sp(2d) algebra (for instance, see [6]).
(ii) In [18], the algebraic structure of semi-groups appears in the equation of the generator L. We
can write
L= (Ax2 + Bx + C)
@2
@x2
+ (ax + b)
@
@x
:
This operator can be rewritten in terms of the endomorphisms R and V and it is easily seen that
Heisenberg–Weyl and Oscillator algebras coincide with Brownian motion and Poisson process.
5. L'evy process and martingale property
Let F be a natural exponential family on Rd and let X denote a random vector with density
 = P(m; F) ∈ F . For all t ¿ 0, we will consider the random vector, say Xt , with distribution t
deIned as follows.
t = ()∗t ;
where ∗ denotes the convolution product. Then (Xt)t¿0 is a L3evy process and we have the following
standard result (see [16]):
t = P(mt; Ft);
where mt = tm and VFt (mt) = tVF(mt=t). We generalize the construction of the polynomials Qn and
QA;n with the following deInitions:
QA;n; t(x; m) = t|n|f(n)t (x; m)(Ae1; : : : ; Aed)=ft (x; m);
Qn; t(x; m) = QI;n; t(x; m);
where I denotes the identity. From Lemma 1, the polynomials QA;n; t satisfy the following property:
∑
n∈Nd
{A−1(m− m0)}n
n!
QA;n; t(x; m0) = exp(〈 (m); x〉){L( (m))}−t =ft (x; tm0);
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where m;m0 ∈ MFt = tMF . It follows that the polynomials (QA;n; t)n∈Nd form a (multidimensional)
L3evy–SheHer system (see [26]). By the martingale property of the variable ft (Xt; m) (see [13] or
[27]) we have for all s¡ t
E(QA;n; t(Xt)|Xs) = QA;n; s(Xs):
This equality may be applied to the polynomials described in Section 4. Moreover, we can rephrase
Theorem 4.
Theorem 7. If F is simple quadratic and if A = (aij) ∈ GL(Rd) is such that A−1VF(m)tA−1 =
diag(v1; : : : ; vd); then; for all t ¿ 0; the polynomials (QA;n; t)n∈Nd are P(mt; Ft)-orthogonal and their
recurrence relations are given by (6) replacing the two coe9cients ns(1+a(|n|−1)) and (A−1m0)s;
by ns(t + a(|n| − 1)) and (tA−1m0)s; respectively.
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