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If a 1 >“‘> a, are mutually commuting bounded linear operators on 
a Banach space X, then the joint spectrum of (al ,..., a,) can be 
defined in terms of the ideal theory of any commutative Banach 
algebra of operators A containing a, ,..., a, . Unfortunately, the 
spectrum so defined depends very strongly on the choice of A. In 
this paper we propose a notion of joint spectrum which is defined 
purely in terms of the action of the operators a, ,..., a, on X and does 
not involve the ideal theory of any algebra of operators. 
If A is a commutative Banach algebra with identity I and 
al ,..., a,n E A, then the tuple a = (al ,..., a,) is said to be non- 
singular if the equation a,b, + .*a + a& = I has a solution for 
b 1 ,.“, b, E A; in other words, a is nonsingular if a, ,..., a, are not 
all contained in some proper maximal ideal of A. If z = (zi ,..., zn) E P 
then we say x E Sp(a) if the tuple (zr - a, ,..., z, - a,) is singular. This 
ideal theoretic notion of joint spectrum has several important proper- 
ties which will be retained in some form by our new notion of spectrum 
(cf. [7] Chap. 3, or [l]): 
1. 2$(a) is compact and nonempty. 
2. If a, ,..., a,, anil E A, a = (a, ,..., a,), and a’ = (al ,..., a, , a,,,), 
then +(a) = vr(Sp(a’)), where n: @+l --f @ is the projection 
on the first n coordinates. 
3. If ‘U(Sp(a)) is th e a lg b e ra of functions analytic in a neighborhood 
of Q(a), then there is a homomorphism f -ff(a) of ‘%(Sp(a)) 
into A such that 1 + I and xi -+ a, for i = 1, 2 ,..., n. 
Now let a, ,..., a, be mutually commuting operators on a Banach 
space X. We denote by 9(X, X) the algebra of all bounded linear 
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operators on X, by (a) the closed subalgebra of 9(X, X) generated 
by a, ,..., a, , by (a)’ th e a e lg b ra of all operators in 9(X, X) that 
commute with each ai, and by (a)” the algebra of all operators in 
$?(X, X) that commute with each element of (a)‘. Note that 
(u) c (a)” c (a)’ c 9(X, X) and that (a) and (a)” are commutative 
Banach algebras. 
We can define.the spectrum of the tuple a = (ui ,..., a,) once we 
have a notion of nonsingularity for such a tuple. By analogy with 
commutative Banach algebra theory, we could say that a is non- 
singular if 
4 + ... + anb, = I (1) 
has a solution for b, ,..., b, E .9(X, X). However, this is too general 
if we expect to preserve properties 1, 2, and 3. We could insist that 
(1) have a solution for b, ,..., 6, in (u) or (a)” or some other com- 
mutative Banach algebra containing a1 ,..., a, . Of course, the resulting 
definition of nonsingularity and spectrum would depend strongly on 
which algebra we choose. We could insist that (1) be solvable in (a)‘. 
Since (a)’ is not in general commutative, it is not immediately clear 
that properties 1, 2, and 3 would be satisfied by such a definition-it 
turns out that they are, but this follows from the theory we will 
present here. Actually, the notions of nonsingularity and spectrum 
that we will discuss are not defined in terms of the solvability of an 
operator equation like (I). Instead, they are defined in terms of the 
exactness of a certain differential complex (the Koszul complex) 
determined by a, ,..., a, . To illustrate what is involved, we discuss 
below the case of a pair of operators. 
Let a1 and u2 be commuting elements of 9(X, X). Consider the 
sequence 
61 o-x- X@X-LX-0, (2) 
where 6,(x) = (-uex, ulx) and 6,(x, , x2) = urxr + usxa . Clearly, 
uluz = u2u1 implies 6,o 6, = 0 so that (2) is a chain complex. To say 
that (2) is exact means three things. Exactness at the first stage means 
that (ker ui) n (ker u2) = 0; exactness at the second stage means 
that every pair (x1 , x2) E X @ X, for which +x1 + u2x2 = 0, has the 
form, (x1 , x2) = (-uzx, a,~), for some x E X; exactness at the third 
stage means that the sum of the images of a, and a2 is X. Taken 
together, these statements mean that the existence and uniqueness 
questions for the two systems, 




have all the right answers. Hence, it is reasonable to say that (ai , +) 
is nonsingular if (2) is exact. We can then define ,!+(a, , a,) to be all 
(x1 , ~a) E f? for which (or - a, , xa - aa) is singular. 
It turns out that the spectrum of a = (ui , ua), as defined above, is 
contained in any set that is a reasonable candidate for the spectrum 
of a. In fact, if a,b, + a.$, = I for some b, ,6, E (a)‘, then the complex 
(2) is exact. Clearly 6, is onto and 6, is one to one in this case; and if 
dlxl + uaxa = 6,(x, , x2) = 0, then (xi , ~a) = 6,(x) = (-aax, a,~), 
where x = b,x, - bax, . 
We begin our development of the spectrum of an n-tuple (a, ,..., a,) 
in Section 1 with a discussion of the Koszul complex in our setting. 
The results of this section will be familiar to algebraists, but are 
probably worth restating for the benefit of analysts. We use the 
Koszul complex to define the spectrum of a = (ur ,..., a,), which we 
denote @(a, X). 
To verify that properties 1, 2, and 3 hold for @(a, X) requires 
information about the exactness of complexes of analytic vector valued 
functions. In Section 2 we extend some techniques of Gleason [5] 
to obtain this information. 
In Section 3 we verify properties 1 and 2. The fact that property 2 
holds allows us to prove the following: If A is a commutative Banach 
algebra with identity I and maximal ideal space d(A), and if X is a 
Banach A module, then there is a compact set d(A, X) C d(A) such 
that if a, ,..., a, E A then (ai ,..., a,) acts nonsingularly on X if, and 
only if, a”, ,..., ci, do not have a common zero, on d(A, X). We also 
prove that if 0 + X --t Y 4 2 -+ 0 is a short exact sequence of 
A modules, then the union of any two of d(A, X), d(A, Y), and 
d(A, 2) contains the third. We are then able to compute d(A, X) in 
several important cases. 
The question arises as to whether our notion of spectrum does not 
in fact reduce to one involving solvability of the operator equation (1) 
in one of the spaces (a), (a)‘, or (a)“. If A is an algebra of operators 
with a, ,..., a, in its center, we denote by @,(a) the spectrum of 
a = (Ul ,..., a,) as defined in terms of solvability of Eq. (1) in A. We 
have Sp(u, X) C Spta)(u) C S&,-(u) C S&,)(u). The first containment 
is Lemma 1.1. In Section 4 we give an example to show that this first 
containment can actually be proper. 
To show that an anologue of property 3 holds for Sp(a, X) is quite 
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complicated. We defer this project to another paper, [lo]. The result 
is this: If ‘%(@(a, X)) is th e a lg b e ra of functions analytic in a neighbor- 
hood of +~(a, X), then there is a homomorphism f +f(a) of 
a(Sp(a, X)) into (a)’ such that 1 -+ I and zi --t ui for i = l,..., n. 
This allows us to obtain a geometric relationship between @(a, X) 
and ~Pd4 
1. THE KOSZUL COMPLEX 
The appropriate generalization to several commuting operators of 
the notion of an operator being both one to one and onto is supplied 
by the Koszul complex. In this section we undertake to describe this 
complex in the setting that we shall use it. The Koszul complex was 
introduced by Koszul [8] in a study of Lie algebras. A more recent 
exposition occurs in [2]. All of the results of this section are adaptations 
of well known properties of the Koszul complex. 
Let En denote the exterior algebra on n generators over the complex 
field fZ’ (cf. [9], p. 183). Th us, En is the complex algebra with identity 
e generated by indeterminates e, ,..., e, satisfying the relations 
ei A ej = -ej A ei , where (K, 1”) -+ k A e denotes multiplication in Em. 
The algebra En is graded; En = C,“=, @ Epn with Epn A Epn C Ez+p . 
The elements eil A *** A ej, with 1 <j, < **a <j, < n form a 
basis for Epn if p > 0, while Eon = fZ’ consists of multiples of the 
identity. Note that E,” % f? has the single basis element e, A *+a A e, , 
while Epn = (0) forp > n. 
Let A be a complex algebra and X a left A module. We set 
Epn(X) = X& Epn. We consider E,“(X) as a left A module. 
Note that each element of E,“(X) for p > 0 is a unique sum of 
elements of the form xeil A ej, A *a. A ej, with x E X, where we have 
written xk for x @ k, k E En, x E X. Also Eon(X) w X. For con- 
venience, we set Epn(X) = (0) forp < 0. 
Let a = (al ,..., a,) be an n-tuple of elements in the center of A. 
If k = xejl A -a* A ej, E E,,“(X) (P > 0), we set 
6,k = i (-l)“-lUiX ejl A ... A ejii A .*- A ejp E E;-:_,(X). 
i=l 
We set 6, = 0 for p < 0. This defines for each p an A-module 
homomorphism S, : Epn(X) --t E;-,(X). A simple computation 
using the mutual commutativity of a, ,..., a, shows that S, 0 a,+, = 0. 
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Hence, {E,,“(X), 6,) in a chain complex, (cf. [9], Chap. 2). This is 
the Koszul complex for a = (ui ,..., a,) on X; we denote it by E(X, a). 
Except when the dependence of 6, on p must be exhibited, we shall 
write 6 for each boundary operator a,, . 
We will be primarily interested in the case where X is a Banach 
space or topological vector space, a an n-tuple of mutually commuting 
continuous linear operators on X, and A some algebra of operators 
with a, ,..., u,~ in its center. In this case, each E$“(X) is a Banach space 
(resp. topological vector space) also, and 6, is a continuous linear 
map. Note that the formal properties of the complex 23(X, u) depend 
only on X and a and not on the choice of A. 
DEFINITION 1.1. Let a = (al ,..., a,) be elements of the center 
of some complex algebra A and let X be a left A module. We shall 
say that a is nonsingular if the Koszul complex E(X, a) is exact. 
If z = (xi ,..., zn) E @, then we say u” is in the spectrum of a on 
X (Sp(a, X)) if the tuple z - u = (xi - a, ,..., x, - a,) is singular; 
otherwise, we shall say that u” is in the resolvent set of a. 
Note that the above definition does not involve the algebra A. 
Whether or not a tuple (al ,..., a,) is singular depends only on the 
relationships between the kernels and images of various combinations 
of the operators ai . 
If the tuple a is singular, then at least one of the homology modules 
H,,(E(X, a)) = Ker{G : EpR(X) -+ E&(X))$m{G : E:+,(X) -+ E,“(X)) 
is nonzero. Each nonzero element of H,(E(X, a)) represents a singu- 
larity of a certain type for the tuple a. For example, a nonzero element 
of fL(.qX, a)) is an element k = xe, A ... A e,% E E,“(X) such that 
Sk = c (-l)i-l up e, A ..* A gi A ... A e, = 0. 
z 
This implies that six = 0 for i = l,..., n; hence, x is in the inter- 
section of the kernels of a, ,..., a, . If k = xlel + *** + x,e, E Elm(X), 
then 
Sk = alxl + -.. + a,x, E E,“(X) = x. 
Hence H,,(E(X, u)) = X \c aiX an d a nonzero element of H,(E(X, u)) 
is determined by an element of X which is not in the sum of the images 
of the q’s. In the introduction we gave a discussion of the meaning 
of each homology module in the case of a pair (a, , u2). 
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If a is a I-tuple a E A, then the Koszul complex is just 
0 + X A X -+ 0, where 8 is the action of a on X. We have 
H,(E(X, a)) = Ker a and H,,(E(X, a)) = X/Im(a) in this case. Hence, 
a is nonsingular if, and only if, it is one to one and onto. Thus, 
Sp(a, X) for a single operator a agrees with the classical notion of 
spectrum. 
LEMMA 1.1. Let a and X be as in Definition 1.1. If c E A is in the 
ideal generated by aI ,..., a,, then cH,(E(X, u)) = 0 for each p. 
Hence, if a,b, + **. + anbn = Ifor some b, ,..., b, E A, then the tuple a 
is nonsingular (cf. [2], Prop. 1.5). 
Proof. If a,b, + a.. + anbn = c and K = xejl A ... A ej, E E,“(X), 
set 
b A h = i (bp) ei A ejl A ‘.. A ejp . 
i=l 
Note that this defines, for each p, a complex linear transformation 
k --f b A k : Epn(X) + E;+,(x) such that S(b A k) = ck - b A (6k). 
If Sk = 0 then 6(b A K) = ck. Hence, cH,(E(X, a)) = 0 for each p. 
If c = I, then a is nonsingular. 
In Section 4 we give an example which shows that the converse 
of the above lemma is false even if X is a Banach space and each ai 
a bounded linear operator. 
The next lemma shows how nonsingularity and spectrum are 
effected by a change of space. This result is one of the advantages of 
our notion of spectrum over those involving solvability of an operator 
equation. 
LEMMA 1.2. Let A be a complex algebra with a, ,..., a, in its center. 
If O+XZY 5 Z -+ 0 is a short exact sequence of A modules, 
then there is a long exact sequence of A modules 
... - H,(E(X, a)) -z H,(E( Y, u)) 2 H,(E(Z, u)) -% H,-,(E(X, u)) ... . 
Hence, if a is nonsingular on any two of the spaces X, Y, 2, then it is 
nonsingular on the third. The sets Sp(a, X), Sp(a, Y), and Sp(a; 2) have 
the property that the union of any two of them contains the third. 
Proof. Since each Epn(X) is just E,” Be X, it is clear that 
0 + X -% Y % 2 ---t 0 induces a short exact sequence 
0 - E(X, a) d E(Y,a) B l E(Z,a)-0 
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of complexes. This, in turn, induces the long exact sequence of the 
lemma (cf. [9], II. 4.1). Th e remaining assertions of the lemma follow 
from inspection of this sequence. 
We now turn to the study of how E(X, u) and S$(a, X) depend on a. 
We are particularly interested in what happens if a is modified by 
adjoining another element of the center of A. 
Hence, let a = (ai ,..., a,) and a’ = (a, ,..., a,, a,,,) with 
a1 ,*a*, a,,, in the center of A. Denote the boundary operator on 
E(X, a) by 6 and that on E(X, a’) by 6’. There is a short exact sequence 
0 -+ E,n(X) -1; E:+‘(X) L E,“(X) + 0 of graded A-module homo- 
morphisms with deg p = 0 and deg v = - 1. The map p carries 
Epn(X) onto the submodule of Eg+l(X) consisting of elements not 
involving e,,, . The map v is defined by v(xejl A *.a A ej,) = 0 if 
ip f n t I and 
v(x ejl A ‘.’ A ejp) = (-I)“-lx ejl A *.* A ejnml if jZ,=n+l, 
where 1 <jr < *a* < j, < n + 1. Clearly, 6’~ = 11.6 and 6v = ~8’; 
hence, we have a short exact sequence of complexes if the grading in 
the third term is modified by increasing the degree of each EPIL(X) 
by one. It follows that there is a long exact sequence 
... - H,(E(X, a)) --L H,(E(X, a’)) y* ff,-1wx 4 
-fL H,JE(X, a)) - . ‘. . 
The connecting homomorphism 6,’ is induced by the additive 
relation K -+ 8 : E&(X) + ,Q(X), where k -+ L’ iff 612 = 0, 
k = urn, and 6’m = pip for some m E Ez+l(X). If 
k = C Xjl...j,,-l ejl A “’ A ejpml , 6k = 0, 
we can choose 
m = 1 xil...j,-l %+I A ..’ A ejrel ; 
then S’m = a n+l~k + F l)%Sk A em+, = p(u,+,k). Hence, we can 
choose / = un+lk. It follows that 6,’ is simply the action of an+1 on 
the A module HP-,(E(X, u)). 
We summarize the above in the next lemma. Another discussion 
of this situation can be found in [2]. 
LEMMA 1.3. Let X be an A module with a, ,..., a,,, in the center 
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of A. If a = (al ,..., a,) and a’ = (al ,..., a,, a,,,), then there is 
an exact sequence 
... - H,(E(X, a)) l.r, H&9(X, a’)) YI H,-,(E(X, a)) 
a,+l El,-,(E(X, a)) ------+ --. a 
COROLLARY. Let a and a’ be us in Lemma 1.3. If a is nonsingular, 
so is a’. If rr : $++l -+ @ is the projection on the first n coordinates, 
then ~(Sp(u’, X)) C Sp(u, X). 
The next lemma is a special case of one of the results of [2] and is an 
exercise in MacLane (cf. [9], p. 218). It gives a sufficient condition 
for the tuple a = (ur ,..., a,) to be nonsingular. 
LEMMA 1.4. With a and X us above, let X, = a,X + --a + upX 
for n > p > 0 and X0 = (0). If X, = X and up has zero kernel 
acting on X/X,-, for p = 1 ,..., n, then a is nonsingular on X. 
Proof. We use Lemma 1.3 and induction on n to prove that if 
up is one to one on X/X,-, for p = I,..., n, then H,(E(X, u)) = 0 
for p > 0. If X = X, then it also follows that H,,(E(X, a)) = 0. 
2. PARAMETERIZED CHAIN COMPLEXES 
If X is a Banach space and a = (ur ,..., a,) is a commuting tuple 
of bounded linear operators on X, then the Koszul complex 
E(X, z - a) (z E @) is a chain complex {EPn(X), 6,(x)} in which 
each &“(X) is a Banach space and, for each, x E @, the boundary 
operator 6,(z) is a bounded linear map from E,“(X) -+ E,“-,(X). 
Furthermore, it is easily seen that S,(Z) depends analytically on the 
parameter Z. Detailed information about such parumeterixed chain 
complexes is essential to later sections of this paper and also to the 
sequel [IO]. 
If X and Y are Banach spaces, we shall denote by 2(X, Y) the 
space of all bounded linear maps from X to Y. We give A?(X, Y) the 
usual operator norm. 
DEFINITION 2.1. Let A be a topological space. Forp = &I, &2,... 
let YP be a Banach space and (A -+ or,(h)) : A -+ -Ep(YP , Y,-,) a 
continuous map. If Y(X) = {Y, , OL,(~)} is a chain complex for each 
h E A (Im tiPfl(h) C Ker al,(h) for each p), then we shall say that 
h -+ Y(h) is a parameterized chain complex of Banach spaces on A. 
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If A -+ Y(h) is a parameterized complex of Banach spaces, we define 
a new chain complex C(A, Y) = [C(,‘l, Y7,,), al,:, where C(A, Yp) 
is the space of continuous Y,-valued functions on A and 
a,, : C(A, Y,) - C(A, Y& is defined by (a,f)(h) = ol,,(h)f(h). 
The results of this section on parameterized chain complexes were 
suggested by some results of Gleason concerning surjective bounded 
linear maps (cf. [5], Section 1). 
If X --+ Y(A) is a parameterized complex of Banach spaces and 
H,(Y(X,)) = 0 for some A,, E A, then Im ol,+,(h,) = Ker CYJA,). Since 
yp and y,+1 are Banach spaces and ol,+,(h,) and CXJA,,) are bounded 
linear maps, the bounded inverse theorem implies that 
OL;:~(~,,) : Ker a,(&) F Y,+JKer ~p+l(4d 
is also a bounded linear map. Let A,(&) denote its norm. Note, 
k,(h,) = sup{inf{/I x j/ : OlpL1 (43) x = Y> : II Y II e 19 5Al) Y = 01. 
LEMMA 2.1. Let X -+ Y(h)(h E A) be a parameterixed complex 
of Banach spaces. If A, E A and Y(h,) is exact, then for each p there is 
a neighborhood UP of h, such that H,( Y(A)) = 0 and k,(X) is bounded for 
h E u,, . 
Proof. We choose positive numbers r and 6 such that k,(h,) < r, 
k,-,(A,) i Y, ~6 < 9. Let UP be a neighborhood of A, such that 
II 44 - 4tJ < 6 and II yjfl(4 - ~,j+l(M < S for X E U, . 
We shall show that if h E UP and y E Ker a,(h), then there exists 
XlE y,+17 Yl E Ker a#) such thaty = y1 + a,+d4 x1 a llyl II < illv II, 
and II x1 II G 27 II Y Il. If we can show this, then by induction we can 
construct sequences (~~}lrj , (y,}? with y = yn. + CT CX,.+~(X) xk , 
II Yn llaGI; 1;” II Y IO and /I x,~ 11 < ri2n-2 l\y //, From this, it follows that 
Y= where x=gx, 
H,(Y(h)) 2’0 and k,(h) < 4r. 
and /I x 11 < 4r (I y (1; that is 
To construct xi and yr as above, we proceed as follows: 
We have II ol,(&) Y II = II 4+J Y - 5,V) Y II G 6 II Y II. Since 
aP(X,) y E Ker ~~~-i(h,,), there is a y’ E Y, such that cur, y’ = %,(A,) y 
and II Y' II < ~6 II Y Il. H ence, y - y’ E Ker ol,(h,) and I( y - y’ /I < 
(1 + r8)ll y !j < 2 // y /I. We may now choose x1 E Y,+r such that 
Q+~(&) XI = y - y’ and II x1 11 < 2~ I/y II. If we set y1 = y - ~l~+~(h) x1 , 
then 
IIYIII = IIY - %+1(b) x1 + %+1&) Xl - %+1(4 Xl// 
= IIY' + %+&) Xl - %+1@) Xl/l 
G IIY' II + il %+1&) - 01 .+&9 II II x1 II G 6 II Y It + 2~s II Y il < B II Y II. 
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Hence, x1 and y1 have the required properties and the proof 
is complete. 
THEOREM 2.1. (u) If X -+ Y(X)@ E A) is a parameterized complex 
of Banach spaces of jinite length, then {A E A : Y(X) is exact} is an 
open set. 
(b) If, in addition, A is locally compact and Y(h) is exact for every 
h E A, then the complex C(A, Y) is also exact. 
Proof. Part (u) follows immediately from Lemma 2.1. To prove 
part (b), we first assume that A is compact. Note that Lemma 2.1 
implies that K,(h) is bounded on A in this case. Let M > k,(h) be 
such a bound. 
If f E ker{oi, : C(A, Yp) -+ C(A, Y33-1)}, we choose a finite 
open cover { Ui} of A and points {Ai E Ui} such that (1 f(X) -f (Q < l/2 
for h E Ui . Since k,(h) < M, we may choose xi E Y,,.r such that 
cu,+,(hJ xi = f (Ai) and // xi 11 < M sup,+ /I f(h)jl. We let {vi} be a partition 
of unity in C(A) subordinate to the open cover { UJ and set 
Sl(4 = c %%(4, fi =f - %+lgl. 
We then have 
llf,@)ll = Mf - %+1 i5)(4ll = II c (f(h) - %+,N 4 %@)ll 
and 11 gi(h)lI < x 1) xi I/ vi(h) < M supA II f @)I/. It now follows, as in the 
proof of Lemma 2.1, that we can construct an infinite series Ci”, gi 
converging in sup norm on A to an element g E C(A, Yp+J, such that 
%+lg -  f. 
If A is locally compact but not compact, we may cover it with com- 
pact neighborhoods, apply the above result on each such neigh- 
borhood, and use another partition of unity argument to obtain a 
global solution to the equation ~lp+~g = f. This completes the proof. 
We shall be interested in parameterized complexes of Banach spaces 
h -+ Y(X) in which the space A has additional structure and X -+ al,(h) 
preserves this structure. In particular, if A is a domain in f3 and 
h -+ a,(X) is an analytic map of A into Z( Yp , Y,-J for each p, then 
we shall say that h -+ Y(h) is an analytically parameterized complex 
of Banach spaces. For such a complex, we can define a new complex 
58016/2-2 
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nqll, I;) = ((xpl, YJ, a,,;, where %(A, Y,,) is the space of analytic 
I’,,-valued functions on A and (tlJ)(h) = a,(X)f(h). We shall require 
a result similar to Theorem 2.1 with C(A, Y) replaced by ?I(A, Y). 
We are using the term analytic X-valued function in the following 
sense: a functionf : A + X is analytic if it has absolutely convergent 
local power series expansions (with coefficients in X) at each point 
of A C @. In [4], Gleason shows that this is equivalent to several, 
formally, weaker, definitions of analyticity. 
LEMMA 2.2. Let X, Y, and Z be Banach spaces and U an open 
subset of @. Let 01 E 2I( U, _f;p( X, Y)), /3 E 2l( U, 9( Y, 2)) be such 
that /3(z) 0 (Y(Z) = 0 f or each z E U. If z0 E U and ker fl(z,) = Im a(~,,), 
then there is a neighborhood V of x0 such that if (af )(x) = a(z) f (z) and 
(I%)(4 = I+) g(4for f E WK 4, g E fl(v, J’), then 
Im(cu : %( V’, X) -+ 2l( I/, Y)) = Ker{/I : 2l( V, Y) ---f 2I( V, 2). 
Proof. Without loss of generality, we may assume z,, = 0. If 
/3 = 0 then th e 1 emma is just Lemma 1.7 of [5]. Gleason’s proof of 
this lemma proceeds as follows: 
1. Let V be the sphere centered at zero of radius 6, where 6 > 0 
is chosen in terms of the coefficients in the power series expansion of 
a at zero. 
2. If g E 2I( V, Y) then the equation oI(x) f (x) = g(x) determines a 
recursive relation among the power series coefficients for a, f, and g 
that can be used to choose coefficients for a solution f. 
3. Show that the coefficients for f can be chosen so that the resulting 
power series converges absolutely in V. 
The only part of the above argument that is different in our situation 
is Part 2. We shall do this part and let the reader refer to Gleason for 
the remainder of the argument. 
Let g E: %(V, Y) with /3(z)g(z) = 0 for z E V. Suppose a K-th 
degree polynomial Pk in z = (zi ,..., an), with coefficients in X, has 
been chosen so that g(z) - a(z) Pk( z mvolves only terms of degree ) . 
k + 1 or higher in a. Let 
g(z) - c+) P&z) = c y# + 4(4, 
lil=k+l 
where Q involves only terms of degree at least K + 2. Since 
p(x)[g(z) - a(z) P&s)] = &)g(z) - B(z) 0 a(z) P&) = 0, it follows 
that /j(O) yi = 0 for each j. Since Im a(0) = Ker /3(O), we can choose 
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xj E X such that a(0) 3~~ = yj for eachj. Let Pk+r(z) = Pk(z) + C xjzj. 
Then g(z) - (Y(Z) Pk+r(x) will involve only terms of degree at least 
k + 2. By induction on k, we can choose a formal power series f in z 
with coefficients in X, such that a(z)f(z) = g(z) holds as an equation 
among formal power series. The coefficients xj for f can be chosen 
so that Gleason’s norm estimates remain the same and we conclude 
that f converges absolutely in F’. Hence, f E 2l( V, X), and 
44f 64 = &4 h o Id s as an equation among analytic vector valued 
functions. 
Note that the above result implies that if x --t Y(x)(z E U C @) is 
an analytically parameterized chain complex of finite length, and Y(z,) 
is exact, then %( V, Y) is exact for some neighborhood V of z,, . This 
is a purely local result; however, we can obtain global results of the 
same nature by using elementary sheaf theory. Let 0( U, Y) denote 
the sheaf of germs of analytic Y-valued functions on U, where U is 
an open set in @ and Y is any Banach space. Note that %( U, Y) is 
the space of global sections of this sheaf. If 
0 __f Yk 2 Y&l - a,(.4 . ..- Yl--+ Y,-0 
is an exact sequence of Banach spaces for each x E U, where 
aP E a( U, 9( YP , Y,-,)) for p = l,..., k, then Lemma 2.2 implies 
that 
o-U(U, Y&.)L a-- - U(U, YJ A qu, YLl) -0 
is an exact sequence of sheaves. If each of the sheaves O( U, Yp) is 
acyclic (has trivial cohomology), then it follows that the corresponding 
sequence of global sections, 
0---+2qu, Yk)-JL . ‘. - 9I( u, Yl) al TJ, YrJ - 0, 
is also exact (cf. [3], II. 4.3). 
LEMMA 2.3. If U = U, x * * * x U, is a polydomain in e(” and 
Y is any Banach space, then the sheaf O( U, Y) is acyclic. 
Proof. If V is a domain in @, let FP( V, Y) denote the space of 
differential forms f = xi,... j, fji..ej9d%j, A *-* A d%j, , of bidegree 
(0, p), with coefficients fjl,..i, which are C”, Y-valued functions. If 
V is a polydomain, it can be shown that the sequence 
o-2I(V, Y)--+ ( Fyv, Y) a ----+ ... --LP(V, Y)- 0 (2.1) 
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is exact. In fact, if V is an open polydisc and Y = $?, then this is 
I.D.5 of [6]; h owever, the integration and approximation techniques 
that are used to prove this apply equally well in the vector valued 
case and for polydomains rather than polydiscs. 
The correspondence I’ --) Fl’( V, Y) defines a presheaf. The 
corresponding sheaf of germs on U we denote by gp( U, Y). It has 
Fp( U, Y) as its space of global sections. Note that, just as in the case 
Y = P’, sq u, Y) is a fine sheaf. Since (2.1) is exact for polydomains 
V, the sequence 
0-w qu, Y)&L p(u, Y) a __f . . . -5 5”(U, Y)-0 
is a fine resolution of cO(U, Y) (cf. [6], Chap. VI, or [3]). The corre- 
sponding sequence of global sections is just (2.1) with V = U. 
Hence, if U is a polydomain, then this sequence is exact and O( U, Y) 
is acyclic (cf. [6], Chapt. VI, or [3]). 
Combining Lemma 2.3 with the remarks preceding it yields: 
THEOREM 2.2. Let U be a polydomain in C”, and z -+ Y(z) an 
analytically parameterized chain complex of Banach spaces on U. If the 
complex Y(z) is exact for each x E U, then the complex %( Ii, Y) is 
also exact. 
To complete the machinery that will be needed in Section 3, we 
require one more lemma. This is a special application of Liouville’s 
Theorem and will be used to prove that Sp(a, X) is nonempty. 
Let z + Y(z) = (Y, , Q(x)}(z E @) be an analytically parame- 
terized complex of Banach spaces. We say that Y(z) is exact at 00 
if&(<> = i@/S) h as a continuous extension to 5 = 0 for p = Al,... 
and the complex {Y, , p,(c)) is exact for < = 0. 
LEMMA 2.4. Let “Jx) = up + zbp with up , bp E 5?(Y, , Y,-,) 
fOY p = I,..., k. If the complex Y(z) = (Yp , a,(z)) is exact for each 
z E e( and exact at 00, then whenever a constant yD E Y, satis$es 
aJ,z) yD s 0, there is a constant ypfl E Y,+l such that ap+l(z) yp+l E yp . 
Proof. By hypothesis, the complex Y(z) = (YP , uJ.z)} is exact 
for each z E e( and the complex { YP , /3,( <)> is exact for each 5 E @. 
If yP E Ej and a,(z) yP G 0, then /3,(c) yP = 0 also. It follows from 
Theorem 2.2 that there exist fr , f2 E a(@, Y,+J such that 
~p+lWfiW = yp = Pp+1KJfi(5). Hence, 
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on C' \ (0). Ag ain by Lemma 2.3, there exists g E ‘%(@ \ {0}, YP+.J 
such that (II P+2(.a)g(x) = fi(a) - (l/x)fi(l/x). Using the Laurent 
expansion of g(z), we can write g(z) = gi(z) - ga(x), where g, is 
analytic on fZ’ and g, is analytic on c \ (0) and has a zero at infinity. 
Since o++a has degree one, aP+2 (a) gz(z) is still analytic at infinity. 
Thus, we have f&d - BP+&) g&4 = U/4 f2W4 - ~p+2(4 g&4 
on $7’ \ {0}, where the expression on the left is analytic on Q while 
that on the right is analytic on $Z’\ (0) U co. It follows that 
flW - %+z (z)gr(a) is analytic on the entire sphere and, hence, 
constant by Liouville’s Theorem. We let yP+i be this constant and 
note that a,(z) yP+i = yP . This completes the proof. 
3. PROPERTIES OF THE SPECTRUM 
We are now in a position to prove some of the basic properties of 
Sp(a, X). In this section, A will be a Banach algebra containing 
a, ,..., a, in its center and X will be a left Banach A module (i.e., 
a Banach space on which the elements of A act as bounded linear 
operators with 11 ax // < 1) a /I 11 x 11). If a = (a, ,..., a,) then g(u) will 
denote the tuple (~(a,),..., ~(a,)), where o(q) = lim, 11 ain llljn is the 
spectral norm of ui . 
THEOREM 3.1. The spectrum, +(a, X), is a compact subset of the 
closed polydisc, DO(,) , of multiradius u(u). 
Proof. If x = (zl )...) an) $6 D,(,) , then ~(a,) < 1 xq / for some i, 
and xi - ui is invertible. It follows from Lemma 1.1 that x 4 Sp(u, X). 
That Sp(u, X) is closed-hence, compact-follows from Theorem 2.1. 
LEMMA 3.1. Let a, ,.., a,, a,,, be in the center of A and set 
a = (a, )...) a,) and a’ = (a, ,..., a,,,). If T : @+I ---t (3 is the 
projection on the first n-coordinates, then ?~(Sp(u’, X)) = Sp(u, X). 
Proof. We have r(Sp(u’, X)) C +(a, X) by the corollary to 
Lemma 1.3. 
Suppose z = (a1 ,..., zn) $ rr(Sp(u’, X)). We then have, for each 
5 E !Z, a’ = (zl ,..., z, , c) $ @(a’, X). For each value of 5, let S’(5) 
be the boundary operator for the Koszul complex E(X, x’ - a’). 
‘Note that Em,,, @‘(l/c) is the boundary for the Koszul complex of the 
nonsingular tuple (O,..., 0, I). Thus, the complex {E:+‘(X), S’(5)) = 
E(X, z’ - a’) is exact for all 5 E @’ and exact at infinity. 
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By Lemma 1.3, we have for each 5 an exact sequence 
... - H,+,(E(X, 2’ - a’)) - ff,(&T 2 - 4) 
i-a,,+A H,(E(X, z - u)) --+ H,(E(X, x’ - a’)) - ... . 
Since H,(E(X, z’ - a’)) = 0 for each p, we have that 5 - a,,, 
acts as an isomorphism on H,(E(X, x - a)) for each 5 E fZ’. This 
would force H,(E(X, z - a)) = 0, by standard spectral theory, if 
we knew that H,(E(X, x - u)) was a Banach space; however, it 
may not be, since S : E:+l(X) --t Epn(X) may not have closed range. 
Fortunately, we are able to prove that H,(E(X, z - a)) = 0 by 
another method. 
By the proof of Lemma 1.3, the action of 5 - anil on 
H,(E(X, z - u)) is determined by the additive relation K --+ lp, where 
K + kfor k, ICE E,“(X) if and only if Sk = 0, K = urn, and 8’(<)m = & 
for some m E E:::(X). N ow the complex {E:+‘(X), S’(c)} satisfies 
the hypotheses of Lemma 2.4. Hence, if CE Epn(X) and 68 = 0, 
then S’(c) & = PSF = 0 for all 5 and Lemma 2.4 implies that there 
exists m E E,“::(X) such that S’(<)m = & for all 5. If k = urn, then 
the equivalence class [A] E HP(E(X, z - a)), determined by K, will 
satisfy (5 - u,+,)[k] = [8j for all 5. However, this implies 
[K] = [q = 0, since [ can be arbitrarily large. It follows that 
H,(E(X, z - u)) = 0 for all p and x $ Sp(a, X). This completes the 
proof. 
THEOREM 3.2. Let s : {l,..., k} + (I,..., n} be a one to one 
map of integers. If a = (a, ,..., a,), s*u = (a,(,) ,..., a,(,)), and 
s*(xl )...) &J = (Ql) ,“., zsck)), then Sp(s*a, X) = s*Sp(u, X). 
Proof. If s(i) = i for i = I,..., k, then the result follows by 
induction using Lemma 3.2. If s : { 1,. . , , n} -+ { 1,. . ., n> is a permutation 
of (I,..., n}, then s induces an isomorphism between E(X, x - u) 
and E(X, s*z - s*a), which proves the theorem in this case. The 
general case follows from combining these two results. 
COROLLARY. If X is a nonzero Banuch space, then @(a, X) # s 
for each tuple a = (aI ,..., a,) of elements of the center of A. 
Proof. Ordinary spectral theory implies that Sp((u,), X) # m 
for each i. Theorem 3.2 with k = 1, s(i) = i shows that 
s*Sp(a, X) = Sp((u& X). Hence, Sp(u, X) # 0. 
Theorem 3.2 makes possible the next construction. Let A be a 
commutative Banach algebra with identity and let X be a Banach 
JOINT SPECTRUM FOR COMMUTING OPERATORS 187 
A module. We denote the maximal ideal space of A by d(A). If 
a = (a1 )...) a,) is a tuple of elements of A, let B : d(A) + Q”” be the 
map determined by the tuple (&r ,..., d,), where Bi : d(A) -+ $Z’ is 
the Gelfand transform of a, . We set A,(A, X) = a”-l(Sp(a, X)), 
and d(A, X) = 0, d,(A, X). 
LEMMA 3.2. If a = (a, ,..., a,) and b = (b, ,..., 6,) are tuples of 
elements of A, then Sp(a, X) C a”(d,(A, X)) and Sp(a, X) = a*(A(A, X)). 
Proof. Let c = (ci ,..., cn+& where ci = ai for i < n and ci = bi-n 
for i > n. If s : (I,..., n} + (I,..., n + m> is defined by s(i) = i and 
t : {l,..., m} -+ {l,..., nfm) by t(i)=n+i, then S*C=Q and 
t*c = b. The diagram 
44 
is commutative, and Theorem 3.2 implies that s*(Sp(c, X)) = Sp(a, X) 
and t*(Sp(c, X)) = Sp(b, X). Th e image of c^ contains Sp(c, X), since 
w $ c”(d(A)) implies that the ideal generated by zr - cr ,..., .z~+~ - c,+, 
in A is A, which implies (xi - ci ,..., z,+, - c,+~) is nonsingular by 
Lemma 1.1. 
If z E Sp(a, X) then z = s*w for some w E Sp(c, X), which in 
turn is #z for some h E d(A). Since t*?h = 6h E Sp(b, X), we 
have h E &(A, X). However, Bh = s*& = z. Hence, .z E a”(d,(A, X)) 
and we have proved that @(a, X) C a”(A,(A, X)). 
Since @(a, X) 3 a”(d,(A, X)), it follows that 
@(a, X) = (I &&,(A, X)). 
b 
The sets A&A, X) are compact and nested downward under inclusion, 
from which it follows that +(a, X) = &(& d&A, X)) = a”(d(A, X)). 
THEOREM 3.3. If X is a Banach A module, where A is a commutative 
Banach algebra with identity, then there is a compact, nonempty set, 
d(A, X) Cd(A), h h w ic is unique with respect to the following property: 
(*) ;f a = (a1 ,...) a,), with each ai E A, then a is nonsingular on X sf, 
and only if, the functions a”, ,..., ci, do not vanish simultaneously at any 
point of d(A, X). 
Proof. That d(A, X) is compact is obvious. That it is nonempty 
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and satisfies (*) follows from Lemma 3.2. The fact that (ci : a E A] 
separates points in d(A) implies that d(A, X) is unique with respect 
to (*). 
The set d(A, X) contains information about the action of A on X 
that cannot be deduced from the internal structure of A alone. As 
an example, let D be the closed unit disc in the plane, A the algebra of 
functions continuous on D and analytic on int D, and X the space of 
continuous functions on 8D. We let A act on X via pointwise multi- 
plication. We then have d(A) = D, while d(A, X) = 8D (this 
follows from the corollary to Theorem 3.5). 
We now investigate how A(A, X) . is affected by transformations 
of A and X. 
THEOREM 3.4. If0 -+ X 4 Y -+ Z + 0 is a short exact sequence 
of Banach modules over A, then the union of any two of A(A, X), 
A(A, Y), and A(A, Z) contains the third. 
Proof. This is a direct consequence of Lemma 1.2 and 
Theorem 3.3. 
If A 5 B is a homomorphism of commutative Banach algebras, 
and X is a B module, then X may also be considered an A module, 
with the action of A on X given by ax = ol(a)x. Also, the map 
01 : A -+ B induces a continuous map 01* : A(B) + A(A), charac- 
terized by ol(a)^(h) = a”(Lu*(h)). 
THEOREM 3.5. IfA St B is a homomorphism of commutative Banach 
algebras, and X is a Banach B module, then A(A, X) = ol*(A(B, X)). 
Proof. The set cu*(A(B, X)) is compact in A(A). By the uniqueness 
of A(A, X), it suffices to show that ol*(A(B, X)) satisfies property (*) 
of Theorem 3.3. 
If a = (al ,..., a,) with each ai E A, then clearly a is nonsingular 
on X if, and only if, a(a) = (da,),..., or(a,)) is nonsingular on X. 
By Theorem 3.3, this happens if, and only if, ol(a,)^,..., a(a,)^ have 
no common zero on A(B, X); however, this is equivalent to alA,..., an6 
having no common zero on ol*(A(B, X)). Hence, a*(A(B, X)) satisfies 
(*) relative to A, and the proof is complete. 
If A is a commutative Banach algebra, then we may consider A to 
be a Banach A module under the left regular representation. Clearly, 
Lemma 1.1 implies that A(A, A) = A(A). In view of this, we have the 
following corollary to Theorem 3.5: 
COROLLARY. If A G B is a homomorphism of commutative Banach 
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algebras, and B is considered to be a Banach A module, then 
d(A, B) = CL*@(B)). 
If I C A is a closed ideal, then 0 -+ I --f A + A/I -+ 0 is a short 
exact sequence of A-modules. It follows from Theorem 3.4 and the 
above corollary that d(A) \ int(hull(Z)) C d(A, I), where 
hull(Z) = {h E d(A) : 6(h) = 0 for all a E Z}. 
An interesting problem is whether or not this containment is always 
an equality. We do not know the answer. 
If X is a Banach A module and X* is the Banach space dual of X, 
then X* is also a Banach A module with the action of A given by 
af(x) = f(ax) for a E A, x E X, f~ X*. 
THEOREM 3.6. With A, X, and X* as above, we have 
d(A, X) = d(A, X*). 
Proof. Let a = (a, ,..., a,) be a tuple of elements of A and let 6, 
and 6, be the boundary operators in the Koszul complexes E(X, a) 
and E(X*, a), respectively. If Epn(X)* denotes the Banach space dual 
of E,“(X) for each p, and a,* the adjoint map of 6, , then we have a 
complex 
aI* 0 - Eon(X)* - El”(x)* 611 61’ ... ___f E,“(X)* - 0. 
This complex is exact if, and only if, E(X, a) is. However, there is a 
natural isomorphism of E,“(X*) onto E,“-,(X)* for each p, which 
transforms the action of 6, to that of S,*. Hence, E(X, a) is exact if, and 
only if, E(X*, a) is exact; i.e., a acts nonsingularly on X if, and only 
if, it acts nonsingularly on X *. It follows that d(A, X) = d(A, X*). 
4. AN EXAMPLE 
Let a, ,..., a, be mutually commuting operators on a Banach 
space X. If S is any set of operators on X, let S’ be the set of all 
operators on X that commute with each element of S. Obviously, 
S’ is always a closed subalgebra of 2(X, X). If (a) is the closed 
subalgebra of 9(X, X) generated by the tuple a = (al ,..., a,), then 
(a), (a)‘, and (a)” are all closed subalgebras of 2(X, X) containing 
a, ,..., arr . Since the a,‘s commute with each other, (a) and (a)” are 
commutative and (a) C (a)” C (a)‘. 
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For any algebra A of operators on X, with a, ,..., a, in its center, 
we define Sp,(a) to be the set of z E #n for which the equation, 
(Z1-ua,)b,+“‘+(an-ua,)b,=I, (4.1) 
cannot be solved for b, ,..., b, E A. It follows from Lemma 1.1 that 
,@(a, X) C ,5pt,l,(u) C Spt,,n(u) C Spt,,(u). There are simple examples 
to show that the last two containments can be proper. However, at 
this point, it is conceivable that the first containment could always 
be an equality. This would mean that our definition of Sp(u, X) was 
needlessly complicated. We now give an example that shows that the 
first containment can indeed be proper. 
Let D be a compact polydisc and U an open polydisc, with 
0 E D C U C g2. We set I/ = U ‘., D. Let C(r) be the space of 
continuous function on the closure Y of V’, and let Cl(V) be the space 
of continuous function on F whose first partial derivatives exist on I/ 
and have continuous extensions to 6. We give C(v) the sup norm. 
For f E C1( F) we define 11 f I/ to be the sum of the sup norms of f and 
its first partial derivatives. We then have that C(P) and Cl(V) are 
both Banach spaces. We set X = C’(Y) @ C(V). 
We define five operators on X as follows: 
Set adf, g) = kf, 3g), a2(f7 g> = (x2f7 z2d, 4fy d = (0, (Va%)fL 
u4(f, g) = (0, (aias2)f), and df, g) = @If 1. 
Note that (ui ,..., u5) is a commuting tuple of bounded linear operators 
on X. In fact, aiuj = 0 for i, j “ 2. 
THEOREM 4.1. The tuple a = (aI ,..., us) is nonsinguZur on X, but 
the equation 
4, + ..a + u,b, = I (4.2) 
cannot be solved for b, ,..., b, E (a)‘. 
Proof. The equation zf (x1, .x2) + z,g(x, , x2) = 1 can be solved 
for functions f, g E C1( B). S ince, C1( v) acts as an algebra of operators 
on X, it follows from Lemma 1.1 that the pair (ui , ua) is nonsingular 
on X. The corollary to Lemma 1.3 implies that (a, , a2 ,..., u5) is also 
nonsingular on X. 
There are two invariant subspaces X0 and Xi for a, ,..., a5 , defined 
by Xc, = ((0, g) : g E C(r)} and X1 = {(f,g) :fE C'(Y), gg C(V), 
f analytic on V>. Note that X, is exactly the intersection of the kernels 
of a3 and u4 , while X,, is the kernel of u5 . It follows that if an operator b 
commutes with ua, u4, and us it must leave X0 and X, invariant. 
Hence, we may consider Xi , X,, , and X,/X, to be (a)’ modules. 
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The space X,/X,, can be identified with the space of functions in 
C’(V) which are analytic on V. Every such function has an analytic 
extension to U(cf. [6], I.C.5). Now a3 , a4 , and a5 annihilate X,/X,, , 
so if (4.2) can be solved for b, ,..,, b, E (a)‘, then on X,/X,, the equation 
a$, + a,b, = I will be satisfied. However, since 0 E U and x1 and 
.z2 are both zero at 0, it follows that (a, , aa) is singular on X,/X, . 
Hence, the equation alb, + a,b, = I cannot be satisfied on X,/X, 
and (4.2) cannot be solved for b, ,..., 6, E (a)‘. This completes the 
proof. 
By the above theorem, 0 E S&)(a) but 0 $ Sp(u, X). Hence, it is 
possible for the containment @(a, X) C .+(,),(a) to be proper. 
It turns out that the geometry of the set V in the above example 
was critical. In [IO] we will give geometric conditions on the set 
@(a, X) which actually force @(a, X) = Sp(,,$a). In particular, 
this is so if Sp(a, X) has trivial cohomology with respect to the sheaf 
of germs of analytic functions. 
As a final note, we should point out the following: if A is a Banach 
algebra and a, ,..., a, are in the center of A, then Sp,(a) is a special 
case of the notion of spectrum we have defined here. In fact, if A is 
considered to be a left A module, then it follows from Lemma 1.1, 
that Sp,(a) = Sp(a, A). 
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