Abstract. This paper introduces a video compression system for very low bit-rate videoconferencing and tele-monitoring applications. The video codec first performs a three-dimensional subband decomposition on a group of video frames, and then encode the subbands with different quantization methods. By using a cubic spline wavelet, the spatial filter bank acts as a multiscale edge detector. This property is used for efficient selection and coding of high frequency subbands with geometric vector quantization. For lowest tempo-spatial subband, a DPCM coding with an entropy coder was used. Results at several low bit rates (16, 32, 64, 128 Kbps) are reported and compared with H.263, the standard for low bit rate video coding.
INTRODUCTION
There are different types of video compression systems based on their design and application. This paper explains results on developing a video compression system with low and variable bit-rate using three-dimensional subband coding techniques. In three-dimensional subband coding both temporal and spatial redundancy are reducing using the similar method [1] [2] . The major challenge in subband coding is proper selection of filter banks for decorrelating information among subbands and encoding each subband based on its statistical properties. The major contribution of this paper is using an efficient selection and coding of edge information in subband transform domain for compression of high temporal subbands while maintaining their perceptual information.
The rest of this paper is organized as follows. Section 2 discusses the first stage of proposed video coder which is a three dimensional filter bank, section 3 explains different encoding methods used for different subbands, and in section 4, the rate control mechanisms are explained. Section 5 provide a rough approximation of coder complexity and finally section 6 provides the practical results and section 7 concludes the paper. 1 Faculty of Engineering, Azad University of Iran, Majlesi Branch, Esfahan, Islamic Republic of Iran. E-mail: mohsena@ieee.org 2,3&4 Faculty of Electrical Engineering, Universiti Teknologi Malaysia, 81310 Skudai, Johor Darul Ta'zim, Malaysia. E-mail: zul@suria.fke.utm.my
THREE DIMENSIONAL FILTER BANK
In three-dimensional subband filtering the digital video signal is filtered and subsampled in all three dimensions (temporally, horizontally and vertically) to yield the subbands, from which the input signal can be losslessly reconstructed in the absence of coding loss. The diagram in Figure 1 illustrates the specific filter bank structure chosen for the results presented here, which consists of 11 spatio-temporal frequency bands. This contains two temporal subbands and several spatial subbands in each temporal band. The terms HP and LP refer to high-pass filtering and low-pass filtering, where the subscripts t, h, and v refer to temporal, horizontal, and vertical filtering respectively. The image frames are filtered temporally using the two-tap Haar basis functions, which are basically the difference and average between frames, producing a high-pass and low-pass temporal frequency band [3] . Temporal decomposition is followed by horizontal spatial filtering and vertical spatial filtering. In proposed system, a cubic spline wavelet coefficient filters is used for spatial filtering in both high temporal and low temporal frequency bands in order to do a multiscale edge detection process over subbands. The basic idea behind using wavelet for multiscale edge detection is choosing the corresponding wavelet (that related to HP and LP filter) to be first derivative of a smooth function [4] [5] [6] . Table 1 shows the analysis and synthesis filter related to this wavelet transform [7] .
ENCODING OF VIDEO SUBBANDS
The basic idea of subband coding is to decompose the full-band input signals into a number of frequency subbands and then code each subband separately. The following section explain different types of quantization methods used for different subbands.
Lowest Tempo-Spatial Subband
The lowest tempo-spatial frequency subband (Band 1 in Fig. 1 ) is very important in image and video coding. Its distribution is highly image dependent and cannot be modeled as Gaussian or Laplacian, so an optimized Lloyd-Max quantizer cannot be use directly for its quantization.
In proposed system, a DPCM coding with addition of an entropy coder is used for compression of this band [2, 8] . The proposed DPCM coder was a seven order predictor, (Equation 2) which use dependencies of pixels in time and space for coding prediction error (Equation 1). 
where e 1 to e 7 are prediction coefficients, and could be changed adaptively or be fixed. In implemented system, in order to have low complexity, fixed coefficient as below were used e 1 = e 2 = e 5 = e 6 = 1/2; e 4 = 1; (3) e 3 = e 7 = 1/4;
In order to further increase the coding efficiency of this band an entropy coder was added to the output of DPCM coding of system. Table 2 shows the operation of this entropy coder. 
High Frequency Subbands
In general coding efficiency of hybrid video coders which uses motion estimation method is better than 3-D subband coding schemes [9] . In a hybrid coder motion estimation-compensation module selects the blocks of frames that has motion and only sends information for refreshing these blocks in its inter-frame mode. This classification of frame blocks and motion estimation-compensation, makes the encoder complex, and its output bit-stream very sensitive to noise, but on the other hand improves the coding efficiency of system. The main approach in the developed coder in this section, to improve coding efficiency of 3-D subband coder, was devising a mechanism for subbands block classification. Since at low bit-rate, human visual system is more sensitive to distortion of edge rather than texture and background in scene [9] , selecting blocks of frames that contain more important edges and coding them properly should be on priority in process of coding. In order to achieve this goal, different approaches has been proposed. In [10] an edge detector was used for lowest frequency subband and in some other investigations a motion estimation method used jointly to 3-D subband scheme [11] [12] [13] .
The general problem in an edge detection scheme is difficulty in distinguishing sharp variation of signal resulted from real objects edge from changes resulting from noise, texture or generally less important variation in image. Since with proper selection of filter bank, subband coding (or wavelet transform) can do a multiscale edge detection, which could provide a simple and efficient mechanism for selecting the important edges of an image by considering their repetition along consecutive scales and their amplitude. This has been the major concept in the developed video coder in this section.
Coding higher frequency subbands is implemented in two stages. At first the blocks of subbands containing important edges are determined. This process is being done by calculating the amplitude of extreme (based on Equation 2) and comparison of extreme generated in the first scale of spatial decomposition (means band 1, 2, 3 and 4) with its second scale (bands 5, 6, 7). After selection, two different methods were followed for encoding information. In the first system ( Figure 2 ) the encoding of low temporal bands (band 2-7) has been done by direct scalar quantization and entropy coding of multiscale edge information (amplitude and position) and reconstructing the signal at the receiver [4] [5] , which is complex in decoding process. The second approach ( Figure 3 ) is encoding selected blocks in all high frequency bands using geometric vector quantization (GVQ). The motivation for using GVQ is its high efficiency and accuracy in coding edge information that would be explained later. Both systems were compared with a system similar to what developed in [10] and uses Canny edge detector for lowest band ( Figure 4 ). The systems are named with the following abbreviations for further references. 
Geometric Vector Quantization
Each spatio-temporal frequency subband has a geometrical characteristic structure associated with it. For example, subband 2 (in Figure 1 ), corresponding to highvertical/low-horizontal spatial frequency components consists of mostly horizontal edges or bars, whereas subband 3, corresponding to low-vertical/high-horizontal spatial frequency components, consists of mostly vertical edges or bars. Geometric Vector Quantization (GVQ) is a vector quantization method where the codevectors are inspired by these edge related features of the high-frequency subbands [10, 14] . Unlike traditional vector quantization, GVQ does not depend on a training set. The codevectors for two-level GVQ are composed of binary-valued blocks reflecting the basic shapes found in the upper subbands and two intensity values, which are also transmitted for each coded block. Figure 5 shows geometric codebook consisting of nine 3 × 3 binary codevectors chosen for representing subband Canny Edge Detection data. The codevector shapes are strips or strip combinations of various orientations and thickness. For a given input vector, an adaptive procedure finds the two intensities of each codevector to maximize the match to the input. This procedure is repeated for each codevector in the codebook, and the intensities with the best match are used to reproduce the input image block. The transmitted information includes the index of the chosen vector in the codebook and the two chosen output intensity levels for the areas indicated in black and white of the selected output (as shown in Figure 6 ), respectively, also an entropy coding is implemented on these information. To find the intensity values for a vector of length N, the input vector is divided into non-overlapping regions B and W, corresponding to the black and white parts 
The candidate codevector with these intensity values then compared with the input image vector, and a distance D k is determined as given by
For the example shown in Figure 6 , the calculation is as follow
= + + + + + = 
Similar calculation should be done for other candidate to find related distance (D k , k = 1, 2, 3, ... M) , where M is the size of the codebook (M = 9 in Figure 5 ). These parameters shown in Table 3 , which determines that the candidate vector shown in (Figure 6 ) is the best since D 7 the lowest one.
RATE CONTROL
In 3-D subband coding the frames are all encoded in similar way and there is no I, P and B frames like hybrid coding scheme. Each time two consecutive frames are analyzed and 11 subbands are created using them. Based on this fact, it is not possible to drop some frames in order to control output bit rate and the only tools for controlling output bit-rate are quantization schemes. The system can work in two modes of operation, open-loop and closed-loop. In open-loop mode the system works based on setting the number of quantization level for DPCM coder of lowest band and scalar quantizer for extreme amplitude (in the first system) and amplitude of intensities in GVQ (for second and third system). In closed mode of operation, based on operating bit, the bit-allocation module set these parameters based on allocated bit-rate for each one (assuming they follow a logarithmic distribution), later based on requested total output bit-rate, for every 2 subband decomposition (3 consecutive frames which means almost 400 ms) , the output bits are buffered and in case of overflow some high frequency bands could be eliminated.
COMPLEXITY OF SYSTEM
In this section a rough approximation of number of multiplication are provided as a major of system complexity. The complexity of a 3-D subband coder could be split to coding and filtering part. The size of spatial filters (Table 1 ) are all 4, and they have symmetric or anti-symmetric characteristic. Table 4 shows this calculation for each of analysis filter and input frame with QCIF format. Encoding high frequency subbands with GVQ is a process of calculation of Euclidian distance (based on Equation 13 ). Based on the size of codebook this means a total of 9 × (9 + 2) = 99 multiplication for each vector quantization. The third column in Table 4 shows this calculation for encoding subbands. As it shows totally the amount of multiplications (two filtering + encoding) for the two systems of SMEG and SCEG are roughly 1.5 Million floating operations. This amount of calculation for the first system is much higher due to its recursive analysis-synthesis process in its decoding process (that usually needs to be repeated for 2 or 3 times). This increase the number of filtering process to 4 × 456192 ≅ 1.8 or 6 × 456192 ≅ 2.8 million multiplications. (The other calculations are GVQ for higher subbands 8-11 and some few multi plications that could be roughly around 0.5 million multiplications).
PRACTICAL RESULTS AND COMPARISON OF SYSTEMS
The developed video coders were tested under different output bit-rates for all the three system and H. 263. Four bit-rates (128, 64, 32, 16 Kbps) were selected and results reported for five video sequences (Miss-America, Claire, Suzie, Salesman, Carphone), each one for the first 150 frames. Table 5 to 8 show average PSNR for different coders and H.263 standard. Also variation of PSNR for two sequences of Miss America and Suzie has been illustrated in Figure 7 and 8. In order to further compare the quality of systems, at first a pair comparison subjective test , based on ITU-T P.910, with three levels, (Better, The same, Worse), for comparing the SMER and H.263 at 16 Kbps were organized [15] . Table 9 shows these results. The average score is 0.15. In fact in most cases (65%), viewer preferred to choose "the same" option. This could be justified as similar performance of systems, however to have a more clear investigation some other objective evaluation methods were used. Based on this, three parameters of ANSI T1.801.3 defined measures that are mostly recommended for evaluation at low bit-rate were used [16] (Refer to appendix A. for more a brief information on this standard). These parameters are "maximum added motion energy" (T 1 ), and "maximum lost motion energy" (T 2 ), and "average edge energy difference" (S 3 ). Using the definition, mentioned in Tables 10 and 11 , these parameters at all four output bit-rates are calculated and provided in Tables 12 to 23 . It should be noted that for ANSI parameters, an absolute smaller value means less distortion or better performance for systems.
Discussion on Results
As it is expected at higher bit-rates (128 Kbps) the difference between different systems is negligible. At low bit-rate, with using entropy coder for lowest frequency subband, the results shows much better performance compared to previous reported experiments [10] [11] . In fact both system of SMER and SMEG have competitive result compared to H.263 system. Meanwhile clearly the performance of both systems is better than SCEG.
In terms of PSNR, the results show that, both two systems (SMER, SMEG) completely following H.263.The difference between the proposed coders (SMER and SMEG) and H.263 has been always less than 0.7 dB. This difference shows itself more in Salesman and Carphone video sequence with an average of 0.7 dB. pp: positive part, index t : operation is over whole frame The three ANSI parameters, provides an understanding of spatial and temporal distortion in reconstructed video sequence. In terms of temporal parameters (T 1 and T 2 ) the proposed systems show 10 to 20 percent lower values (that means better performance), but in terms of spatial parameter (S3), the developed system show 12 to 30 percent higher values (that means lower performance), this means that developed coder is creating more blurriness in spatial domain but on the other hand the bit-allocation module forces 3-D subband coder to lose its spatial coding performance to keep encoding high temporal subbands during fast motions, and make the encoder performance to be more stable. This fact also shows itself in Figure 7 and 8 by comparing the variation of PSNR in different systems. This variation for 3-D subband system has been lower compared to H.263 system (exact computation in this two cases, shows that the standard deviation of PSNR in SMER and SMEG is around 10%-15% lower than H.263).
In terms of complexity, the second proposed system (SMEG) is clearly outperforms the H.263 system, as it has only around 2 million multi plication and also it does not have any feedback structure and high storage because of small codebooks. As a measure of comparison, it should be mentioned that benchmark hybrid coders, need around 20-100 times more than this amount of operation, mainly because of motion estimation process [9] .
SUMMARY
A video-coding scheme based on three dimensional subband coding is described. The three proposed schemes have competitive results with traditional low bit-rate coding system like H263. Since the bit-stream contain information of edge of the video sequence the proposed system is suitable for application like tele-monitoring and where fast detection of motion of objects is crucial. The standard deviation of S r , named SI stdev , is the major statistical character for spatial information which used in calculation of ANSI spatial parameters. Table 10 shows the list parameters defined based on spatial information. For each parameter the feature related to source frame (at the time t) is mentioned by a in (t) and the one related to output video (compressed one) by a out (t). The four parameter S 1 , S 2 , and S 3 are directly calculated based on SI stdev . The term HV in S 4 , is the average of S r value over all pixels which belongs on an edge and are oriented within a predefined angle of vertical and horizontal; The HV is its complement, means S r values for pixels which are edges in other angles. For each parameter a physical interpretation is mentioned in Table 10 . Parameters based on spatial information can be interpreted as indicator for added or lost edges in the destination scene compared to the source scene. Added edges result from impairments such as tiling, error blocks, and noise. Lost edges can result from impairments like blurring [16] [17] [18] [19] . As Table 11 shows, the RMS (root mean square) value of TI(n) is main feature for calculating the 5 scalar parameters (T 1 to T 5 ). Quality parameters based on temporal information can be interpreted as indicating added or lost motion in the destination scene compared to the source scene. Added motion result from impairments such as jerkiness, error blocks, and noise. Frame repetition obviously introduces lost motion.
There are some facts that should be considered in using ANSI parameters, first is that as their definition shows, they are not independent from each other. The second thing is that depends on application and coding bit-rate, some of these parameters might be more important than others in evaluation and comparison of system. The experiments in [16] [17] [18] which are a combination of subjective tests and evaluation of ANSI parameters show that specially at low bit-rate, or lower resolution and quality, our visual system shows sensitivity more to average distortion in spatial domain (S 3 ) and worth distortion in temporal domain (T 1 ,T 2 ).
