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Seznam uporabljenih simbolov 
Oznaka Opis 
% Odstotek, enota za delež 
microSD Mikro Secure Digital 
mA Mili ampere, enota toka 
MHz Mega herc, enota frekvence 
kB Kilo bajt, enota za pomnilnik 
Hz Herc, enota frekvence 
° Stopinje, enota prostorskega kota 
μF Mikro farad, enota kapacitivnost 
μH Mikro henry, enota za induktivnost 
SMD  Ohišje za površinsko pritrditev 
k Kilo ohm, enota za upornost 
R Oznaka za upornost 
V Volt, enota za napetost 
mm Milimeter, enota dolžine 
GHz Giga herc, enota frekvence 
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m Meter, enota dolžine 
cm Centimeter, enota dolžine 
€ Evro, denarna enota 
kHz Kilo herc, enota za frekvenco 
SVM Support vector machine, algoritem 
strojnega učenja 
RSSI Received signal strenght indicator, 
indikator sprejetega radijskega signala v 
dBm 
dBm Decibel, logaritemska enota za moč 
normirana na 1 milivat moči 
BLE Bluetooth low energy, tehnologija 
brezžičnega radijskega prenosa  
PDM Pulse density modulation, pulzna 
gostotna modulacija 
IDE Integrated Developmen Enviorment, 
integrirano razvojno okolje za razvoj 
programov 
SDK Software development kit, skupek orodij 
za lažji razvoj programov in aplikacij 
UART Universal asynchronous receiver-
transmitter, način komunikacije med 
osebnim računalnikom in napravo 
SWD Serial wire debug, vmesnik za 
programiranje mikrokrmilnikov ARM 
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ESB Enhanced ShockBurst, radijski protokol 
za komunikacijo med napravami 
proizvajalca Nordic 
I2C Inter-Integrated circuit, protokol za 
komunikacijo med napravami 
GFSK Gaussian frequency-shift keying, vrsta 
modulacije signala 
SPI Serial peripheral cnterface bus, protokol 
za komunikacijo med napravami 
PCM Pulse-code modulation, digitalen zapis 
analognega signala 
WAV Waveform Audio File Format, oblika 
zapisa zvočnega posnetka 






Raziskave o človeški interakciji znotraj skupin so leta temeljile le na podatkih, 
ki so jih preko vprašalnikov prispevali opazovanci v študiji ali pa so jih iz ogleda 
posnetkov interakcij pripravili strokovnjaki na področju psihologije in pedagogike, ki 
so nato oblikovali končno oceno. Razvoj tehnologije in manjšanje senzorjev nam sedaj 
omogoča izdelavo merilnih naprav, s katerimi lahko samodejno merimo ter 
analiziramo človeške interakcije na neinvaziven način. 
Z namenom merjenja človeških interakcij sem razvil sistem imenovan Soci-
Emo. Z njim merimo interakcije znotraj skupine na podlagi  spremljanja 
pogovorov  med posamezniki in določanjem njihovega čustvenega stanja. Sistem je 
sestavljen iz dveh delov in sicer iz nosljivih merilnih značk in modela za razpoznavo 
čustvenega stanja iz govora. 
Merilne značke so sestavljene iz mikrokrmilnika nRF52811 na katerega so 
priklopljeni mikrofon, microSD kartica, merilnik pospeška, infrardeč sprejemnik in 
oddajnik. Ti senzorji mi omogočajo samodejno merjenje bližine, gibanja in snemanje 
govora. Na podlagi meritev senzorjev algoritem v znački ugotovi ali sta dve osebi v 
bližini in ali se pogovarjata. V tem primeru značka prične s shranjevanjem zvoka na 
microSD kartico. Izdelane značke omogočajo vsaj 3 ure neprekinjenega delovanja. 
Iz zajetega zvoka lahko nato razpoznamo čustveno stanje govorcev. Klasificirati 
sem želel 6 različnih čustev in sicer jezo, gnus, strah, veselje, nevtralnost in žalost. Za 
to uporabljam s pomočjo strojnega učenja razvit model za klasificiranje čustev v 
govoru.  Model sem razvil na podlagi 6 podatkovnih zbirk, ki vsebujejo posneti govor 
in podatke o klasifikaciji govora v čustveno stanje govorca. Uporabil sem 
zbirke CREMA-D, EMO-DB, GEMEP, MSP-IMPROV, RAVDESS in SAVEE. 
Model deluje na značilkah izračunanih iz govora z orodjem openSmile. Za gradnjo 
modela sem uporabil kombinacijo konvolucijskih in navadnih nevronskih mrež. 
Model izbrana čustva v govoru napoveduje z 62% pravilnostjo. 
Ključne besede: sociometer, strojno učenje, razpoznavanje čustev iz govora, 




For years social interaction research was based on data gathered from surveys 
among participants in the study, or through video analysis, where the experts in the 
field of psychology and pedagogics observed the interactions and reported their final 
assessment. With the progress in development of technology and smaller sensors we 
can now make devices that can autonomously detect and analyze social interactions in 
an noninvasive way. 
With intention of measuring human interactions I developed a system called 
Soci-Emo. With this system we can measure interactions within a group of people and 
determine their emotional state by  monitoring their conversations. The system consist 
of two parts. The first part are detection badges which are worn around a person’s 
neck, and the second part is emotion recognition model that works on speech.  
Detection badge consists of microcontroller nRF52811 connected to a 
microphone, microSD card, accelerometer, infrared sensor and infrared transmitter. 
This sensor enables me to autonomously measure proximity of other users within a 
group, their movement and also record their speech. With this sensor an autonomous 
algorithm determines if two users are in proximity and if they are talking. If that’s the 
case the badge starts recording sound and saving it to the microSD card. The badges 
can run continuously for at least three hours.  
Emotional state of the speaker can be determined from the recorded sound by a  
machine learning model, specially made for this project. I chose to classify six 
different emotions: anger, disgust, fear, happiness, neutral and sadness. The model was 
developed with the help of six different datasets, consisting of audio recordings of 
different emotions. I used CREMA-D, EMO-DB, GEMEP, MSP-IMPROV, 
RAVDESS in SAVEE datasets. Trained model works with features calculated from 
openSmile tool.  The model is built with the help of convolutional and dense neural 
networks and can classify emotions with 62% accuracy. 
Key words: sociometer, machine learning, speech emotion recognition, social 
interaction meter, nRF52811, openSmile. 
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1  Uvod 
Raziskave o človeški interakciji znotraj skupin so leta temeljile le na podatkih, 
ki so jih preko vprašalnikov prispevali opazovanci v študiji ali pa so jih iz ogleda 
posnetkov interakcij pripravili strokovnjaki na področju psihologije in pedagogike, ki 
so nato oblikovali končno oceno. Razvoj tehnologije in manjšanje senzorjev nam sedaj 
omogoča izdelavo merilnih naprav, s katerimi lahko samodejno merimo ter 
analiziramo človeške interakcije na neinvaziven način. To nam omogoča nov način 
izvajanja študij izven laboratorijskega okolja. 
1.1  Opis problema 
Raziskave o človeški interakciji v skupini imajo že dolgo brado, saj so že v 50. 
letih prejšnjega stoletja izvajali meritve v majhnih skupinah, ko je opazovalec štel 
oblike obnašanja in jim dodelil posamezne kode glede na specifične kriterije [1]. Z 
razvojem tehnologije smo pridobili možnost, da aktivno spremljamo navade 
opazovanih oseb, brez da bi pri tem potrebovali človeškega opazovalca [2] [3]. Slednje 
daje rezultatom večjo kredibilnost, saj so ljudje v svojem lastnem okolju bolj sproščeni 
in posledično redkeje odigrajo svoje vedenje. Dober primer je interakcija med 
nasprotnima spoloma. Študije namreč kažejo, da se nekateri posamezniki do 
nasprotnega spola obnašajo drugače, če je v prostoru prisoten opazovalec. [4]. 
Opaženo je bilo tudi, da se predvsem moški pred opazovalcem obnašajo bolj 
pokroviteljsko [4].  
Trenutna tehnologija nam omogoča, da lahko zbiramo najrazličnejše podatke. 
Od gibanja po prostoru, števila interakcij z drugimi opazovanci v študiji, njihove 
pogovore in še številne druge, ki pripomorejo k opazovanju socialnih vzorcev znotraj 
skupine. Avtonomno merjenje socialnih vzorcev je trenutno še vedno nekoliko v 
povojih, saj se predvsem pedagogi in psihologi raje poslužujejo klasičnih metod z 
opazovanjem in vprašalniki. Vseeno se vedno več raziskovalnih skupin trudi z 
meritvami socialnih interakcij in pri tem večinoma uporabljajo podobne sisteme za 
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merjenje. Raziskovalno se s pomočjo radijskih signalov meri bližina med ljudmi v 
skupini, medtem ko se mikrofon uporablja za spremljanje govora znotraj skupine. 
Največkrat se pri govoru spremlja število, kolikokrat se je oseba oglasila in koliko časa 
je takrat govorila[5] [6]. Raziskavo s takšnimi senzorji so naredili Jukka-Pekka Onnela 
et al. [6], kjer so preverjali stil interakcij in zgovornost glede na spol. Pri tem so 
ugotovili, da se ženske večkrat družijo med seboj kot z moškimi, hkrati pa so tudi bolj 
zgovorne. Še eno podobno raziskavo so naredili na MIT, Lederman et al. [5], kjer so 
merili interakcije in čas govora pri konferenčnih klicih preko spleta. Ista ekipa je merila 
tudi druženje ljudi iz različnih regij med predavanji in med odmori. Zanimivo je bilo, da 
so se med predavanji pomešali med seboj, medtem ko so se med odmori večinoma družili 
z ljudmi iz svoje regije. Zgoraj omenjeni skupini sta trenutno vodilni na področju izvajanja 
takih meritev. 
Z razvojem tehnologije na področju strojnega učenja se je pojavila možnost 
razvoja razpoznave socialnih signalov. Predvsem na področju razpoznave govora je 
bil narejen velik napredek. Skladno s tem pa tudi želja in potreba po tem, da se stroji 
naučijo tudi globljega pomena govora. Zato se v zadnjih letih precej raziskovalcev po 
vsem svetu trudi razviti s strojnim učenjem naučeni model, ki omogoča razpoznavanje 
čustev v človeškem govoru. To je pomembno predvsem za priporočilne sisteme, ki 
bodo, glede na trenutno čustveno stanje osebe, sposobni z dodatno informacijo še bolj 
natančno priporočiti pravilno izbiro uporabniku. V kombinaciji s podatki o socialni 
interakciji med osebami, nam podatek o čustvenem stanju govorca znotraj neke 
skupine lahko pove, v kakšnem odnosu so posamezne osebe in posledično lahko 
določimo, katere osebe se med seboj razumejo in katere ne. Ta način se lahko aplicira 
tako, da se lahko znotraj nekega kolektiva določi podskupine ljudi, ki glede na 
razumevanje med seboj, najbolj sodelujejo in na tak način dvignejo produktivnost 
znotraj ekipe. 
1.2  Trenutne rešitve 
Ob pregledu razpoložljive strokovne literature, sem ugotovil, da imajo izbrane 
raziskovalne skupine razvite svoje rešitve za zajem signalov znotraj skupine. Na žalost 
pa teh sistemov ne opisujejo preveč podrobno [6], oziroma jih celo skrivajo. Kljub 
temu vsi uporabljajo enak pristop in sicer zajemajo podatek o bližini in snemajo govor. 
Po nam znanih podatkih, trenutno obstajata dve odprtokodni in prosto dostopni rešitvi 
in sicer Rhythm značke (ang. Rhythm Badge) (Slika 1.2), ki so jih zasnovali 
raziskovalci na MIT (Massachusetts Institute of Technology) [5] in OpenBeacon 
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značke (ang. OpenBeacon badge) (Slika 1.1), ki jih je zasnovalo nemško podjetje 
Bitmanufaktur GmbH [7]. 
 
Slika 1.1:  OpenBeacon značka [7] 
Rhythm značke, poleg merjenja bližine, omogočajo tudi snemanje govora. 
OpenBeacon značke pa so namenjene predvsem merjenju bližine. Obe rešitvi sicer 
omogočata merjenje gibanja z vgrajenima merilnikoma pospeška. Obe temeljita na 
mikrokrmilniku proizvajalca Nordic Semiconductor z oznako nRF51822, ki ga 
podjetje na žalost ne izdeluje več in so ga zamenjali zmogljivejši modeli. Obe znački 
krasi še to, da sta majhni in lahki, ter dovolj varčni, da delujeta na gumbno baterijo. 
Na MIT so sicer pred že omenjenimi značkami razvili prototip sociometra, ki je bil 
bolj invaziven in manj natančen kot njihova trenutna rešitev, za merjenje bližine pa so 
uporabljali infrardeča oddajnik in sprejemnik [8]. 
 
Slika 1.2:  Rhythm značka [5] 
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Pri razpoznavi čustev v govoru pa je zadeva precej bolj obsežna. Prve analize so 
bile opravljene že leta 1972 [9], pravi razcvet pa se je začel v 90. letih, ko je bil fokus 
na avdiovizualni razpoznavi [10]. Nekaj let kasneje so se začele prve podrobnejše 
analize govora in uporaba le teh na algoritmih za strojno učenje za klasificiranje čustev 
[11] [12]. Raziskovalci so se večino časa odločali za razpoznavo s pomočjo nevronskih 
mrež, SVM (ang. Support Vector Machine) in skritih markovskih verig, ki pa v zadnjih 
letih niso več tako zelo popularne kot prvi dve možnosti [13]. Do leta 2017 so bili 
naučeni modeli delno uspešni pri razpoznavi čustev. Pri treniranju klasifikatorjev za 
le eno čustvo, lahko opazimo zelo dobre rezultate, kjer so bili sposobni razpoznavati 
posamezna čustva med 66 in 100 % [13]. Zaplete pa se pri modelih klasifikatorjev, ki 
bi bili sposobni razpoznave več različnih čustev. Tam se uspešnost giba nekje med 33 
in 66 % [13]. Z vedno večjo popularnostjo globokih nevronskih mrež je raziskovalcem 
uspelo močno preseči mejo 71 % [14] [15]. Pri tem pa je treba upoštevati, da se je 
večina raziskav izvajala le na eni do dveh zbirk podatkov, kar je za splošen model 
razpoznave bistveno premalo. Večina študij, ki so presegale 70%, je treniralo in 
testiralo le na bazi podatkov, ki so jo posneli na berlinski univerzi (EMO-DB [37]). 
Poleg te, se največkrat uporabljajo še baze Savee [41], Ravdess[40] in CREMA-D 
[36], ki pa nikakor niso edine, ki so trenutno dostopne [13]. Uporabljajo različne 
načine za izločanje značilk, najpopularnejša sta kratkočasni fourierjev transform (ang. 
Short Time Fourier Transform) in MFCC (ang. Mel-Frequency   Cepstrum   
Coefficients). 
1.3  Cilji 
Cilji te magistrske naloge so razviti merilno elektroniko za uporabo pri merjenju 
socialne interakcije in razviti čim bolj splošen model strojnega učenja za razpoznavo 
čustev iz govora. Glede na razmere, ko se svet bori z pandemijo Covid-19, bi to 
merilno elektroniko lahko uporabili tudi za merjenje socialne distance. Želim si, da bi 
ta merilna elektronika omogočala več funkcionalnosti od že obstoječih rešitev. 
Istočasno bi z novejšimi komponentami lahko poskrbeli za daljšo življenjsko dobo 
tega produkta, ki bi ga lahko ustrezno posodabljali glede na naše potrebe. Pri 
razpoznavi čustev želim ugotoviti ali je mogoče ustvariti dovolj dober  model strojnega 
učenja, če kot učno množico vzamem skupek več različnih zbirk podatkov. Izvedeti 
želim tudi kako na uspešnost vpliva število značilk, pridobljenih s pomočjo orodja 
openSmile [16], ter kolikšen vpliv na razpoznave čustev imata spol in jezik govorca. 
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V magistrskem delu predstavljam razvoj merilnika in merilnega sistema za 
merjenje socialne interakcije ter razpoznavanje čustev iz govora. Naloga je sestavljena 
iz dveh delov in sicer iz razvoja elektronike ter razvoja modela strojnega učenja za 
razpoznavo.  
V nalogi najprej predstavim potencialne scenarije za uporabo takšnega sistema. 
Na podlagi tega določim funkcionalne in tehnične zahteve. Nato opišem korake za 
razvoj merilnih vezij, izbor komponent ter senzorjev. Orišem tudi oblikovanje tiskanih 
vezij mikrokrmilnika z anteno ter oblikovanje celotnega merilnega vezja. V 
naslednjem delu predstavim programiranje vezja in razvoj algoritma, ki skrbi za zajem 
podatkov na merilnem vezju.  
Nadaljujem s poglavjem, kjer predstavim korake za razvoj modela za 
razpoznavo čustev s pomočjo strojnega učenja. Predstavim zbirke podatkov, ki sem 
jih uporabljal za učenje modela za razpoznavanje čustev iz govora. Podrobneje opišem 
izločanje značilk s pomočjo orodja openSmile in kratko predstavim algoritme, ki jih 
uporablja. Na teh značilkah sem nato preizkusil razvoj modela za razpoznavo s 
klasičnimi algoritmi strojnega učenja ter algoritmi globokega učenja. Pri tem sem 
preveril tudi kako na pravilnost modela vplivata normalizacija podatkov ter 
zmanjšanje dimenzij s pomočjo PCA. Preizkusil sem tudi vpliva jezika in spola na 
razpoznavo. 
V zadnjem delu naloge pregledam in ovrednotim zastavljene cilje. Poskusim 
pojasniti razloge za rezultate strojnega učenja in predstavim potencialne možnosti za 
izboljšavo merilnega vezja in modela strojnega učenja.  
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2  Primeri uporabe 
Predstavljajmo si, da vodimo ekipo nekaj deset ljudi v pisarni, morda celo nekaj 
sto. V tako številčni skupini je zelo težko podrobno spremljati obnašanje vseh ljudi, 
dinamiko znotraj skupine, še manj pa lahko spremljamo njihovo čustveno stanje. Ob 
tako veliki skupini tudi težko ocenimo katere osebe znotraj skupine imajo med sabo 
največ oziroma najmanj kontakta. Upravičeno je moč sklepati, da so ekipe, ki se med 
seboj dobro razumejo in veliko sodelujejo, tudi bolj produktivne. Morda si želimo 
videti tudi katere so tiste osebe, ki jim sodelavci najbolj zaupajo ali jih največkrat 
prosijo za nasvet, kar težko prosto opazimo. 
V službi imamo dva enako zahtevna projekta, kjer enega dodelimo večji skupini 
ljudi, drugega pa manjši. Težko ugotavljamo, brez opazovanja dinamike skupin, katera 
je bolj produktivna. Verjetno se ob neposrednem opazovanju, dinamika hitro 
spreminja in posledično ne zaznamo realnega stanja.  
Recimo, da smo sklicali sestanek ekipe, kjer debatiramo o aktualnih nalogah. 
Nekatere osebe so bolj zgovorne, druge manj in te težje opazimo. Včasih je potrebno 
take primerno spodbuditi, da povejo svoje mnenje o tematiki, a tega morda ne zmorejo, 
ker so preglašeni v skupini. 
S podobnimi situacijami se lahko soočamo tudi v družinskem življenju, ki je 
bistveno bolj skrito kot življenje v službi. Marsikatera družina se za zaprtimi vrati ne 
razume tako dobro, kot kaže navzven. Tako kot v službi, se nekateri družinski člani 
med seboj razumejo bolje. Nekateri večkrat izražajo svoja mnenja, drugi manj pogosto. 
V primeru, da v tako okolje vpeljemo zunanjega opazovalca, se lahko dinamika zelo 
hitro poruši in ne zaznamo realnega stanja. 
Obstaja še veliko drugih scenarijev, ki so vezani na odnose znotraj družbe, 
znotraj skupin. Narava in navade ljudi so nekaj, kar lahko posamezniki do določene 
mere skrivajo, ko zavestno vedo, da so opazovani. 
Trenutno, ko se svet bori s pandemijo Covid-19, bi bil takšen sistem uporaben 
tudi za merjenje socialne distance med uporabniki v zaprtem prostoru, kot alternativna 
mobilnim telefonom. 
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Zaradi takšnih in podobnih scenarijev, se pojavi potreba po neki obliki merilnega 
sistema, ki bi omogočal spremljanje dinamike znotraj skupine v realnem času in pri 
tem omogočal še merjenje čustvenih odzivov med posamezniki. Potrebujemo torej 
nekaj, kar lahko uporabniki nosijo s seboj in pri tem spremlja njihove navade. 
 
Slika 2.1:  Primer uporabe merilnega sistema za merjenje interakcij in čustev znotraj skupine 
Konkretnejši scenarij uporabe takšnega merilnega sistema je predstavljen na 
sliki 2.1. V pisarni se razdeli merilne inštrumente, ki si jih sodelujoči v meritvah 
pritrdijo na vidno mesto na obleki. Vsaka značka ima vgrajeno tudi unikatno 
identifikacijsko številko, s katero lahko uporabnike ločimo med seboj. Osebe nato 
začnejo normalno opravljati svoje vsakodnevne zadolžitve. Pri tem se večkrat tudi 
gibajo po prostoru in komunicirajo s svojimi sodelavci. Te lahko prosijo za pomoč ali 
pa z njimi le izmenjujejo mnenja. Takrat, ko merilne značke zaznajo bližino druge 
osebe in hkrati steče pogovor med njima se merilne značke vklopijo in začnejo snemati 
pogovor. Vsaka značka posname pogovor za svojega uporabnika in si pri tem tudi 
zabeleži kdo je bil sogovorec, oziroma si zabeleži identifikacijsko številko njegove 
naprave. Ob koncu delavnika vse značke posredujejo pridobljene podatke v skupno 
bazo. Tam jih nato sistem obdela in kot svoj rezultat vrne graf interakcij, ki za vsak 
par (gID) predstavi čustveni odziv, enega govorca do drugega, glede na čas njune 
interakcije in pogovora.  
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Potrebujemo torej sistem, ki bo sposoben beležiti kontakte med osebami, 
snemati pogovore med njimi in razpoznati čustva iz teh pogovorov. Zato sem se lotil 
izdelave lastnega merilnega sistema, ki sem ga poimenoval Soci-Emo. 
 
25 
3  Funkcionalne in tehnične zahteve sistema Soci-Emo 
Glede na scenarij opisan v prejšnjem poglavju, sem analiziral in identificiral 
potrebne komponente za izdelavo Soci-Emo merilnega sistema. Obstaja kar nekaj 
funkcionalnih in tehničnih zahtev, da je tak sistem lahko uporaben za merjenje skupin. 
Predvsem se je potrebno zavedanje o potencialnih scenarijih, v katerih bi lahko bil 
sistem uporabljen in temu primerno določiti njegove zahteve. 
3.1  Funkcionalne zahteve  
Na podlagi analize, lahko funkcionalne zahteve razdelimo na 2 sklopa in sicer 
na merilnike (značke) ter analizo podatkov, ki jih pridobimo z merilniki (Slika 3.1). 
Invazivnost: Merilniki morajo biti čim manj invazivni in lahki za nošnjo okoli 
vratu uporabnika.   
Avtonomija:  Zaradi načina uporabe, kjer vsak svoj merilnik nosi s seboj, mora 
omogočati čim daljšo avtonomijo naprave. Optimalno bi bilo, da značke neprestano 
delujejo vsaj 3 ure. 
Snemanje govora: Glede na to, da želim beležiti govor, potrebujem na 
merilnikih tudi snemalnik zvoka. Človeški govor ima razpon med 20 Hz in 8 kHz, si 
želim zvok vzorčiti z vzorčno frekvenco vsaj 16 kHz, ki je dvakrat večja od 
maksimalne frekvence v človeškem govoru. Zvok želim zajemati na enem kanalu 
(mono). 
Zaznavanje bližine: Značke morajo biti tudi sposobne zaznati, kdaj so v bližini 
druge osebe, da lahko zabeležijo kontakt. 
Razpoznava čustev: Na podlagi posnetkov želim določiti emocionalni izraz 
govorca. Želim prepoznati čustva: jeza, gnus, strah, veselje, nevtralnost in žalost. 
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Slika 3.1:  Zasnova sistema Soci-Emo, ki nam vrne čustveni odziv uporabnika 
3.2  Tehnične zahteve 
Glede na poznane funkcionalne zahteve, lahko podrobneje določim tudi tehnične 
zahteve posameznega dela Soci-Emo. Značke si lahko poenostavljeno predstavljamo 
kot strojno opremo s pripadajočo programsko opremo (Slika 3.1), zato najprej 
poglejmo njihove tehnične zahteve. 
Invazivnost: Značke morajo biti čim manjše. S poskušanjem sem ugotovil, da 
ne smejo presegati meje 10 x 10 centimetrov, saj bi bile drugače že nerodne za nošenje 
okoli vratu. Pomembna je tudi njihova teža, kjer sem s poskušanjem ugotovil, da ne 
smejo presegati teže  80 gramov, da uporabnik ne občuti prevelikega napora ob 
nošenju. 
Snemanje zvoka: Za snemanje zvoka potrebujem mikrofon in pomnilnik, na 
katerega bom shranjeval posneti zvok. Predvidevam, da bi zvok zajemal z vzorčno 
frekvenco 16 kHz, v 2. minutnih intervalih. 
Merjenje gibanja: Ugotavljati moram, kdaj se osebe gibajo, torej potrebujem 
tudi merilnik, ki bo to sposoben zaznavati. To sem naredil s pomočjo merilca pospeška, 
ki meri premikanje značk in posledično ljudi. 
Zaznavanje bližine: Zaznavati moramo kateri uporabniki so v bližini, za kar je 
najbolj primerna radijska tehnologija, infrardeči senzor ter oddajnik. Z radijsko 
tehnologijo bi lahko preko podatka RSSI (ang. Received signal strength indicator) 
določili približno oddaljenost med osebami. Ljudje se največkrat pogovarjajo na 
razdalji med 0,5 in 1,5 m. Torej bi lahko na tej razdalji postavili prag RSSI, ki bi 
določal bližino. Dovolj natančno bi bilo, če bi lahko bližino merili z vsaj 0,5 m 
natančnostjo. S pomočjo infrardečega senzorja in oddajnika pa bi lahko preverjali ali 
osebi gledata ena v drugo ali ne. 
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Avtonomija: Zaradi načina nošenja značk, kjer ima vsaka oseba svojo pritrjeno 
nekje na telesu, potrebujem baterijo za napajanje. Potrebujem tudi napetostni 
regulator, ki bo skrbel za neprekinjeno napajanje tudi takrat, ko bo bateriji že 
zmanjkovalo energije. Želim si, da bi značke zdržale vsaj 3 ure neprekinjenega 
delovanja. To pomeni tudi, da morajo imeti vse komponente čim manjšo porabo 
električne energije.  
Shranjevanje podatkov: Zvok, ki ga posnamemo z mikrofonom, moramo 
shraniti za kasnejšo obdelavo. Za to je v našem primeru, najbolj primerna spominska 
kartica microSD. Za reševanje problema bomo izbrali tako s kapaciteto 8 GB. V 
primeru, da se pokaže potreba, jo lahko zamenjamo s tako, ki ima večjo kapaciteto. 
Komunikacija: Želim si, da bi lahko značke med sabo izmenjavale podatke, kar 
bi bilo mogoče z uporabo tehnologije BLE (ang. Bluetooth Low Energy). To bi kasneje 
omogočalo tudi komunikacijo med osebnim računalnikom in značkami, s čimer bi 
lahko morda tudi prenašali shranjene zajete podatke. 
Krmiljenje značk: Na koncu potrebujem še mikrokrmilnik s prilagojeno 
programsko opremo, ki bo skrbel za nadzor in pravilno delovanje merilnih značk. 
 
Zaradi zmogljivostnih omejitev mikrokrmilnikov, zahtevnejših računskih 
procesov ne more izvajati na sami napravi, zato moram posebej definirati tudi tehnične 
zahteve za analizo podatkov, ki se bo praviloma izvajala na osebnem računalniku. 
Orodja za obdelavo podatkov: Potrebujem orodja, s katerimi bom obdelal 
pridobljene podatke v primerno obliko za uporabo pri nadaljnji analizi. Pri tem 
pričakujem, da bom moral podatke zvok na enakomerne intervale in iz njih odstraniti 
morebitne napake. 
Orodje za izračun značilk:  Za potrebe napovedovanja čustev bom pred 
izgradnjo modela potreboval orodje, ki bo govorni signal pretvorilo v pomembne 
značilke za uporabo. To orodje mora biti sposobno iz govora določiti take značilke, ki 
mi bodo omogočile čim višjo uspešnost klasifikacije čustev. 
Orodja za razvoj modela strojnega učenja: Potreboval bom orodje, ki bo 
omogočilo razvoj modela strojnega učenja za razpoznavo čustev iz govora. To orodje 
mora imeti tudi možnost uporabe naučenega modela na realnih podatkih, ki jih bom 
pridobil z meritvami. Želeli bi si, da končni naučeni model čustva razpoznava s čim 
višjo uspešnostjo. 
Povzeto torej, moram podatke, ki jih dobim na značkah, najprej shraniti na 
dovolj dober osebni računalnik. Te potem najprej obdelam, da bodo primerni za 
uporabo v modelu strojnega učenja, končni rezultat pa bo napovedano čustvo 
uporabnika (Slika 3.1). 
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4  Implementacija rešitve: Strojna oprema Soci-Emo značk 
V tem poglavju predstavljam korake pri načrtovanju in izdelavi merilnih značk 
Soci-Emo. Značke bodo skrbele za zajem podatkov uporabnikov, ki jih bodo imeli 
obešene okoli vratu. Načrtovanje Soci-Emo značk je potekalo tako, da sem najprej 
pregledal obstoječe rešitve. Pri tem sem se oprl na funkcionalne in tehnične zahteve, 
predstavljene v prejšnjem poglavju. Upošteval sem torej, da značke potrebujejo 
naslednje komponente: 
- mikrofon, ki bo skrbel za snemanje govora, 
- sistem za shranjevanje, kamor bom spravil pridobljene podatke  
- sistem za merjenje gibanja  
- sistem za ugotavljanje bližine  
- mikrokrmilnik, ki bo upravljal z vsemi zgoraj omenjeni sistemi 
- baterijo iz katere se bodo značke napajale 
Pri tem sem moral upoštevati, da izbrane komponente porabijo čim manj električne 
energije za čim daljšo avtonomijo, da značke niso večje od 10 x 10 centimetrov ter 
niso težje od 80 gramov. Diagram zahtevanih komponent značk je predstavljen na sliki 
4.1. 
Kot se je izkazalo iz pregleda obstoječih rešitev, sem bil primorani v razvoj 
lastnega merilnega vezja. Pri tem sem moral poiskati primerne komponente, ki so 
morale zadovoljiti vsem naštetim funkcionalnim in tehničnim zahtevam. Sledila je 
izdelava sheme celotnega vezja, na kateri sem med seboj povezal izbrane komponente. 
Iz sheme sem nato naredil načrt tiskanega vezja, kamor sem smiselno razporedil 
komponente. Tiskano vezje je bilo razdeljeno na dva dela in sicer na tiskanino s 
senzorji ter tiskanino z mikrokrmilnikom. Ta potreba se je pojavila zato, ker sem izbral 
mikrokrmilnik, ki omogoča radijsko komunikacijo in je bilo potrebno posebej 
načrtovati tudi primerno anteno. Končni rezultat je bila Soci-Emo merilna značka, ki 
je ustrezala vsem naštetim funkcionalnim in tehničnim zahtevam. 
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Slika 4.1:  Razširjen diagram strojne opreme Soci-Emo značk 
4.1  Načrtovanje strojne opreme značk 
Glede na funkcionalne in tehnične zahteve merilnih značk, sem naprej pregledal 
že obstoječe rešitve, predhodno predstavljene v uvodu. Izkazalo se je, da bi bila za 
naše potrebe še najbolj primerna Rhythm značka, ki so jo zasnovali na MIT, a sem pri 
tem naletel na težavo. Ključna komponenta omenjenih značk, modul BMD-200 [17], 
ni bil več dobavljiv, saj ga je podjetje uBlox prenehalo proizvajati. Modul BMD-200 
je sestavljen iz mikrokrmilnika nRF51822 proizvajalca Nordic Semiconductor, 
potrebnih podpornih komponent za njegovo pravilno delovanje in antene. Modul ima 
sicer naslednika z oznako BMD-300 [18], vendar se podnožji modulov BMD-200 in 
BMD-300 razlikujeta, zato bi bilo posledično potrebno popolnoma spremeniti 
tiskanino Rhythm značke. To je bil tudi glavni razlog, zakaj sem se na koncu odločil 
za povsem novo zasnovo tiskanine z dodatnimi senzorji in na tak način nadgradil 
prvotno idejo, ki so jo razvili raziskovalci na MIT. Rhythm značke so v grobem 
sestavljene iz mikrokrmilnika, antene za Bluetooth, mikrofona s filtrom in 
ojačevalnikom, baterije in zunanjega pomnilnika velikosti nekaj sto kilobajtov.  
Najprej je bilo treba razmišljati o nadgradnji mikrokrmilnika in s tem zagotoviti 
merilnemu inštrumentu večje zmogljivosti, zato sem izbral novejšega in 
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zmogljivejšega brata od mikrokrmilnika nRF51822, in sicer nRF52811. Zaradi potrebe 
določanja usmeritve ploščic, oziroma določanja smeri kam je oseba obrnjena, je bila 
izbrana kombinacija infrardečega senzorja in infrardeče svetilne diode. Ti hkrati 
delujeta kot dodaten identifikator posameznega nosilca merilnega inštrumenta in 
pomagata pri določanju bližine. Dodana je bila tudi pomnilniška microSD kartica za 
shranjevanje vseh podatkov, prav tako pa je bil za potrebe zaznavanja gibanja dodan 
merilec pospeška. Izbran je bil boljši mikrofon, dodano pa je bilo še posebno  
napajalno vezje, katerega srce je stikalni regulator. S tem sem podaljšal avtonomijo 
merilnega inštrumenta. 
Končna shema novega vezja je bila tako prilagojena vsem potrebam. V osrčju 
vezja se nahaja nov mikrokrmilnik. Celotna shema je vidna na sliki 4.2, vsi elementi 
pa so postavljeni tako, kot predvidevajo njihovi proizvajalci. 
 
Slika 4.2:  Shema merilnega vezja Soci-Emo značke 
4.1.1  Izbrane komponente vezja 
Mikrokrmilnik nrf52811: Glavno komponento merilnega inštrumenta 
predstavlja mikrokrmilnik proizvajalca Nordic Semiconductor z oznako nRF52811 
[19]. Izbira je temeljila na kombinaciji največje zmogljivosti z najnižjo porabo. Ker 
gre za napravo, s katero se izvaja radijska komunikacija in omogoča funkcionalnost 
merjenja bližine. Pri tem je potrebno vedeti, da radijska komunikacija predstavlja 
glavno porabo energije ravno ob sprejemanju in oddajanju signala Bluetooth, ki ga 
uporabljamo za komunikacijo. Proizvajalec tako zagotavlja, da naprava v tem času ne 
32 4  Implementacija rešitve: Strojna oprema Soci-Emo značk 
 
porabi več kot 5mA toka, kar predstavlja enega najbolj varčnih tovrstnih 
mikrokrmilnikov na trgu. Glavne lastnosti tega mikrokrmilnika so predstavljene v 
tabeli 4.1, kjer je predstavljena tudi primerjava med nRF52811 in nRF51822 [20], ki 
opravičuje izbor drugega mikrokrmilnika glede na zasnovo Rhythm značk. 
 
 nRF52811 [19] nRF51822 [20] 
Procesor ARM Cortex M4 – 64 
MHz 
ARM Cortex M0 – 16 
MHz 
Spomin 192 kB 128 kB 
Delovni pomnilnik 24 kB 16 kB 
Analogno digitalni 
pretvornik 
12-bitni 10 - bitni 
Tabela 4.1:  Lastnosti mikrokrmilnikov nRF52811 in nRF51822 [19] [20] 
Velja omeniti, da gre pri nRF52811 za dokaj nov mikrokrmilnik, ki se ga je v času 
izdelave predmetnega prototipa dalo dobiti le v obliki testnega orodja (ang. 
Development Board), zato je bilo potrebno zasnovati svojo tiskanino in nanjo umestiti 
vse potrebne komponente za pravilno delovanje. Celotna shema vezja je podana s 
strani proizvajalca, nato pa je le še potrebno pravilno zrisati tiskanino. Na težavo 
naletim pri zasnovi radijskega dela značke, saj moram anteno izdelati sam, kar je 
podrobneje opisano v naslednjem poglavju 4.1.2. 
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Slika 4.3:  Shema vezja mikrokrmilnika nRF52811 [19] 
Mikrofon: Za mikrofon sem izbral IM69D120 [21] proizvajalca Infineon. Gre 
za zelo kvaliteten neusmerjen mikrofon, ki se uporablja tudi v nekaterih mobilnih 
napravah nižjega cenovnega razreda. Odlikuje ga visoko razmerje med signalom in 
šumom (ang. Signal to Noise Ratio, SNR), frekvenčni razpon med 20 in 20.000 Hz, 
izhodni signal  moduliran v obliki gostote pulzov (ang. Pulse Density Modulation, 
PDM) in nizka poraba, ki znaša približno 0,8 mA. Mikrofon ima v sebi že vgrajeno 
nizkoprepustno sito ter analogno digitalni pretvornik, kar močno olajša zajem 
govornega signala. Pulzno moduliran izhod mikrofona je tako najprimernejši za moj 
mikrokrmilnik, saj ima v sebi že vgrajen demodulator tega signala. Istočasno pa lahko 
s pomočjo mikrokrmilnika tudi nadzorujem frekvenco vzorčenja v mikrofonu, ki je v 
našem primeru 16,125 kHz. 
Pomnilniška kartica microSD: Pomemben del celotnega merilnega 
inštrumenta je microSD kartica, ki omogoča shranjevanje posnetega zvoka za kasnejšo 
obdelavo in analizo. Potrebno je bilo tudi poiskati vtičnico za microSD kartico, ki  služi 
le kot fizični vmesnik oziroma adapter med kartico in našim mikrokrmilnikom. 
Pomnilniška kartica je tudi energijsko najbolj potraten element celotnega vezja, saj 
lahko takšne pomnilniške kartice porabljajo med 30 in 200 mA toka. Slednje seved 
zavisi od od proizvajalca.  
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Infrardeča oddajnik in sprejemnik: Izbral sem infrardeči sprejemnik z oznako 
TSOP6338TR [22] proizvajalca Vishay, medtem ko sem za oddajnik izbral navadno 
infrardečo svetlečo diodo [23], s prostorskim kotom oddajanja 120°. Sprejemnik 
zaznava pulze na frekvenci 38 kHz, ima nizko porabo in že vgrajeno pasovno 
prepustno sito ter demodulator sprejetega signala. Infrardeča svetleča dioda je 
krmiljena s pomočjo mikrokrmilnika, kjer sam moduliram oddajani signal. Zaradi 
tega, ker so lahko uporabniki, ki nosijo merilna vezja, različnih višin, je bila izbrana 
takšna svetleča dioda, ki ima dokaj širok prostorski kot oddajanja. Na ta način 
zmanjšam možnost, da signal ne bi prišel do sprejemnika na merilnem inštrumentu, ki 
ga nosi drug uporabnik. Oba služita za merjenje usmerjenost uporabnika glede na 
njegovega sogovorca in hkrati služita kot dodaten vir sporočanja unikatne 
identifikacije sogovornikom. Na žalost se je na koncu to izkazalo za nepotrebni 
komponenti, saj je bila zanesljivost zaznave pod načrtovanimi pričakovanji in se zato 
v končni verziji nista uporabili. 
Merilec pospeška: Za merjenje pospeška sem izbral merilec z oznako 
MPU6050 [24] proizvajalca InvenSense.  Gre za zelo razširjen merilnik, ki ga odlikuje 
nizka poraba električne energije, z njim pa lahko določamo pospešek in orientacijo 
naprave. V sebi ima že vgrajen 16 bitni analogno digitalni pretvornik, omogoča pa tudi 
nastavljanje frekvence števila meritev, s čimer lahko nadzorujem porabo električne 
energije. Na našem merilnem inštrumentu se bo predvsem uporabljal za merjenje 
premikanja uporabnika, za to pa bom uporabljal pospešek. Ta bo prispeval enega od 
pogojev, ki bo uporabljen pri avtomatskem zajemanju zvoka na merilniku socialne 
interakcije. 
Napajanje: Vezje se bo napajalo iz 3 V gumbne baterije z oznako CR2032. Ker 
imajo lahko baterije nekonsistentno izhodno napetost in ker ta s časom uporabe pada, 
sem jo stabiliziral s stikalnim regulatorjem MCP1623 [25] podjetja Microchip. Gre za 
regulator, ki poskrbi, da je napajalna napetost konstantna pri 3,3 V tudi, če napetost 
baterije pade pod nazivno vrednost. Na ta način omogočim daljšo življenjsko dobo 
napravi, hkrati pa preprečim morebitne nepričakovane težave pri delovanju zaradi 
neustrezne napajalne napetosti. Regulator je sposoben vezje konstantno napajati z 
minimalno 175 mA toka, ob tem pa sam za svoje delovanje ne potrebuje več kot 0,22 
mA. Za pravilno delovanje regulatorja je potrebno izbrati ustrezne pasivne elemente 
(Slika 4.4), ki poskrbijo, da na izhodu doseže željeno napetost. 
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Slika 4.4:  Shema napajalnega vezja 
Za izbor blokirnega kondenzatorja proizvajalec priporoča vrednost 4,7 μF. Za 
kondenzator na izhodu, proizvajalec predlaga vrednosti med 10 in 100 μF. Tudi za 
tuljavo sem izbral priporočeno vrednost, ki jo predlaga proizvajalec. Ta sicer omenja, 
da lahko uporabimo katerokoli tuljavo vrednosti med 2,2 in 10 μH, a je vrednost 4.7 
μF najboljša izbira med velikostjo SMD elementa in minimizacijo šuma napajalnika. 
Upore, ki sestavljajo napetostni delilnik poračunam s pomočjo posebne enačbe (4.1). 
Spodnji upor izberem po standardizirani lestvici, medtem ko zgornjega potem 
poračunam in dobljeno vrednost zaokrožim na najbližjo vrednost po standardizirani 
lestvici. 𝑉𝑂𝑈𝑇 predstavlja željeno izhodno napetost, ki v našem primeru znaša 3,3 V. 
𝑉𝐹𝐵  predstavlja povratno napetost (ang. Feedback Voltage), za katero proizvajalec 
pravi, da je po navadi 1,21 V. Pri izračunu sem za 𝑅𝐵𝑂𝑇 vzel vrednost 536 k in pri 
tem dobil vrednost 𝑅𝑇𝑂𝑃, ki znaša 309 k. 
 𝑅𝑇𝑂𝑃 = 𝑅𝐵𝑂𝑇 (
𝑉𝑂𝑈𝑇
𝑉𝐹𝐵
− 1) (4.1) 
4.2  Izvedba 
Po pripravljenem načrtu je bilo potrebno izbrane komponente smiselno umestiti 
na tiskano vezje. Oblikovanje tiskanega vezja je potekalo v dveh korakih. V prvem 
koraku sem izoblikoval tiskanino mikrokrmilnika in nato posebej še tiskanino 
končnega merilnega inštrumenta. Razlog za tako odločitev je predvsem zaradi 
radijskega dela mikrokrmilnika, saj sem želel anteno umakniti nekoliko stran od 
tiskanine in s tem preprečiti morebitne težave z dobitkom in sprejemom 2,4 GHz 
radijskega signala. To je narejeno, da antena deluje, da ne pokvarimo smernega 
diagrama in njene prilagoditve. Za oblikovanje vezja, sem uporabil programsko orodje 
Sprintlayout [26], ki slovi predvsem po svoji preprostosti za uporabo. Obe vezji sta 
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bili načrtovani v skladu s predpisanimi standardi, ki jih zahtevajo podjetja, ki 
izdelujejo tiskanine. 
Pri oblikovanju vezja sem moral upoštevati funkcionalno in tehnično zahtevo, 
da je velikost končne Soci-Emo značke manjša od 10 x 10 centimetrov. Želel sem, da 
je vezje razdeljeno na posamezne module, ki jih lahko po potrebi tudi odklopim z 
vezja. V ta namen sem posamezne module v vezju med sabo povezal z 0 upori. Kot 
dodaten pogoj sem si postavil tudi, da moram biti sposoben to vezje zaciniti v domači 
delavnici. Zaradi zadnjega pogoja in želje po čim manjši znački, so vsi izbrani pasivni 
gradniki veliki 1.5 x 0.8 milimetra (splošna oznaka 0603), saj so dovolj majhni in 
hkrati še vedno primerni za spajkanje z domačim spajkalnikom. 
4.2.1  Tiskano vezje mikrokrmilnika in oblika antene 
Zaradi zahteve po modularnosti, sem se najprej lotil izrisa tiskanega vezja 
mikrokrmilnika in njegove antene (Slika 4.5). Shema je bila podana s strani 
proizvajalca, zato je bilo potrebno vse komponente le še smiselno umestiti na tiskano 
vezje. V sredini ploščice se nahaja mikrokrmilnik, na katerega so po shemi povezane 
vse potrebne komponente, hkrati pa so narejene tudi izhodne povezave za možen 
priklop zunanjih naprav na mikrokrmilnik. Izhod za anteno je narejen po specifikaciji 
proizvajalca, saj le dosledno upoštevanje navodil zagotavlja, da je impedanca tega 
izhoda prilagojena na 50 . 
 
Slika 4.5:  Končna oblika mikrokrmilniškega tiskanega vezja in antene iz zgornje (levo) ter spodnje 
(desno) strani. 
Izdelava antene je bistveno bolj zahtevna, kot samo izrisovanje tiskanega vezja. 
Upoštevati je bilo potrebno, da želim čim manjšo ploščico in hkrati vzeti v obzir tudi 
uporabljeno vrsto laminata in njegovo debelino, ko bom to tiskano vezje tudi izdelal. 
Antena je morala biti del tiskanega vezja. Na koncu sem se odločil za uporabo 
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vijugaste antene v obliki invertirane črke F (ang. meandered inverted-F antenna). Gre 
za anteno, ki je izpeljanka bolj znane mikrotrakaste antene, le da zaseda manj prostora 
na tiskanem vezju. Debelina celotne linije antene je 0,5 milimetra, medtem ko je 
celotna antena velika nekaj več kot 7 x 11 milimetra. Podobno obliko najdemo tudi v 
priročniku podjetja Cypress [27], ki je bila navdih za obliko predmetne antene. 
Pri programiranju vezja sem naletel na težavo pri oddajanju in sprejemanju 
signala, na seznamu možnih krivcev pa se je znašla tudi antena. Ker se takšne antene 
uporablja tudi v drugih komercialnih produktih, kot je recimo NodeMCU, sem od 
začetka zaupal, da je to primerna antena za mikrokrmilnik. Med iskanjem napak sem 
tako simuliral to anteno s programom Altair Feko [28] ter jo tudi izmeril z vektorskim 
analizatorjem vezja. Simulacija je pokazala najboljšo prilagoditev antene pri 2,2 GHz 
(Slika 4.7), medtem ko je fizična meritev to prilagoditev pokazala pri 2,12 GHz. 
Anteno bi se dalo tudi popraviti in sicer, glede na testiranje in meritve, bi jo bilo 
potrebno skrajšati za približno en centimeter. Vseeno se je na koncu izkazalo, da je 
antena dovolj dobra za oddajanje v frekvenčnem pasu med 2,4 in 2,5 GHz, le dobitek 
je slabši zaradi neustrezne prilagoditve. 
 
Slika 4.6:  Simulacija antene: dobitek in frekvenčni odziv 
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Slika 4.7:  Simulacija antene: dobitek in frekvenčni odziv 
4.2.2  Tiskano vezje končne značke Soci-Emo 
Končna oblika značke Soci-Emo je vidna na sliki 4.8. Oglejmo si postavitev 
elementov na tiskanem vezju od zgoraj navzdol. Na sliki lahko vidimo, da sta na vrhu 
značke dve večji luknji, ki omogočata nošenje inštrumenta okoli vratu. Na vrhu 
ploščice se na levi in desni strani nahajata infrardeča sprejemnik in oddajnik. 
Postavljena sta tako da, ko dve osebi stojita obrnjeni ena proti drugi, infrardeča svetilna 
dioda na eni znački sveti naravnost v smeri nasproti ležečega infrardečega sprejemnika 
na drugi znački in obratno. Med njima leži mikrofon, ki je zacinjen na spodnji strani 
tiskanega vezja, zvok pa vanj prihaja skozi luknjo v laminatu ploščice. Levo od 
infrardeče diode, ob levi stranici, se nahajajo priklopi, ki omogočajo programiranje 
mikrokrmilnika. Na sredini, levo, je pripravljen prostor za mikrokrmilniško tiskano 
vezje, ki je nekoliko zamaknjeno. S tem poskrbim, da na končani znački antena 
mikrokrmilnika štrli čez stranico merilnika. Na desni strani se nahaja prostor za 
merilec pospeška. Uporabljen čip za merjenje pospeška je cenovno drag, zato sem zanj 
le pripravil podnožje. Lahko pa bistveno ceneje dobimo že narejen modul, zato sem 
tudi zanj pripravil ustrezno podnožje. Pod prostorom za merilec pospeška se nahaja 
nosilec za pomnilniško kartico. Spodnji del značke je rezerviran za napajalni del vezja. 
Levo spodaj se nahaja prostor za nosilec gumbne baterije. Desno od nje se nahajata 
prostor za stikalo, ki omogoča vklop in izklop značke ter stikalni regulator, s 
pripadajočimi podpornimi komponentami. Na vezju se tik pod prostorom za 
mikrokrmilnik nahajata tudi zelena svetilna dioda in še eno stikalo. Vse komponente 
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so povezane na mikrokrmilniško vezje po načrtu, ki je predhodno predstavljen na 
shemi (Slika 4.2.). 
 
Slika 4.8:  Oblika končne ploščice merilnega inštrumenta zgoraj (levo) in spodaj (desno) 
4.3  Rezultati 
Končni rezultat je predstavljen na slikah 4.9. Značke so velike približno 6 x 8 
centimetrov in tehtajo vsega 33 gramov. Poraba električne energije je sicer odvisna 
tudi od programa, ki se bo izvajal na mikrokrmilniku, a groba ocena porabe, glede na 
dokumentacijo posameznih čipov, znaša približno 15 miliamperov toka. Pri tem je 
potrebno posebej upoštevati še porabo pomnilniške kartice, ki v našem primeru porabi 
povprečno 95 miliamperov toka za svoje delovanje. Iz teh ocen lahko sklepam, da bi 
značke morale zdržati vsaj 3 ure neprekinjenega delovanja za primer, ko imamo 
baterijo kapacitete 350 miliamperskih ur. Na koncu lahko zaključim, da mi je uspelo 
realizirati vse funkcionalne in tehnične zahteve, ki sem jih predstavil na začetku. 
Značka je sicer le prototipni izdelek z namenom potrditve delovanja, ki pa ne ustreza 
vsem zahtevam za načrtovanje robustnega izdelka, ali za pridobitev ustreznih 
certifikatov (EMC, FCC, itd.). Uporaba merilnikov je dokaj preprosta, saj si jih je le 
potrebno obesiti okoli vratu in so takoj pripravljeni na izvajanje meritev (slika 4.9). 
Značke so tako pripravljene na naslednji korak, ko je potrebno za njihovo delovanje 
napisati program za mikrokrmilnik.  





Slika 4.9:  Izdelana značka Soci-Emo (zgoraj) in  mikrokrmilnik (sredina). Na spodnji dveh slikah pa 
sta predstavljena primera nošenja značk v realnem okolju.
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5  Implementacija rešitve: Programska oprema Soci-Emo 
značk 
Ob koncu zasnove merilnega vezja je bilo potrebno delovanje njegovih 
komponent povezati v logično celoto. Treba je bilo napisati program, ki bo na smiseln 
način, s pomočjo informacij s senzorjev, zajemal podatke, natančneje snemal zvok. 
Definirajmo torej predvidene funkcionalne zahteve programa: 
- vsaka značka mora znati zaznati bližino druge značke, 
- mora biti sposobna prepoznati gibanje osebe, ki značko nosi, 
- mora sama prepoznati kdaj vključiti mikrofon in kdaj ne, 
- koda mora biti enostavno spremenljiva, da lahko dokaj hitro prilagodimo 
delovanje značk za drugačne potrebe merjenja 
Pri tem moram upoštevati tudi tehnično zahtevo, da se celoten program lahko 
nemoteno izvaja na mikrokrmilniku nRF52811 in pri tem obdrži vsaj 3 ure 
neprekinjenega delovanja. 
Najprej sem tako moral poiskati primerna razvojna orodja za programiranje 
mikrokrmilnika. Zamisliti sem si moral tudi algoritem, ki bo izpolnjeval zgoraj naštete 
funkcionalne in tehnične zahteve. V ta namen sem programsko opremo razdelil na dva 
dela in sicer na radijski ter senzorski del. Radijski del se v trenutni različici uporablja 
zgolj za merjenje bližine med merilnimi ploščicami, oziroma med osebami, ki te 
ploščice nosijo. Preostali senzorji so namenjeni določanju pogojev za vklop mikrofona 
in posledično zajemanje pogovorov. Z merilcem pospeška, s pomočjo izračuna 
standardne deviacije zajetih meritev (več v poglavju 5.0.1), ugotavljamo gibanje 
osebe. V primeru, da oseba stoji pri miru in je v bližini druge osebe, se vklopi 
mikrofon, ki potem začne snemati zvok. Osnoven diagram delovanja je predstavljen 
na sliki 5.1. 
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Slika 5.1:  Osnoven diagram delovanja programske opreme na značkah Soci-Emo 
5.1  Načrtovanje programa 
Preden sem se lahko lotil programiranja Soci-Emo značk, sem moral najprej 
poiskati primerna razvojna orodja za programiranje mikrokrmilnika. Za programiranje 
mikrokrmilnikov nRF potrebujemo tri stvari: integrirano razvojno okolje (ang. 
Integrated Developmen Enviorment, IDE), programator za nalaganje kode na 
mikrokrmilnik in SDK, ki ga je pripravil proizvajalec mikrokrmilnikov Nordic. Po 
pridobitvi vseh potrebnih stvari, sem se lahko lotil načrtovanja algoritma, ki se bo 
izvajal na značkah. 
5.1.1  Orodja za razvoj programske opreme za čipe nRF 
Integrirano razvojno okolje: Proizvajalec mojega čipa za integrirano razvojno 
okolje priporoča dva programa in sicer uVision [29] proizvajalca Keil in Embedded 
Studio [30] proizvajalca Segger. Izbira integriranega razvojnega okolja ni bila lahka, 
saj imata oba svoje prednosti in slabosti. Oba sta za domače projekte do neke mere 
brezplačna. Embedded studio je na voljo brezplačno, če uporabljamo programator 
istega proizvajalca in ga uporabljamo v nekomercialne namene. Orodje proizvajalca 
Keil, uVision, omogoča brezplačno uporabo programa do 32 kB kode, kar se je v 
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mojem primeru izkazalo za nekoliko premalo. Na drugi strani je uVision precej bolj 
prijazen do uporabnika pri pisanju programske kode in omogoča lažje iskanje hroščev 
kot Embedded studio. Vendar pa zahteva bistveno več znanja o delovanju 
mikrokrmilnika, saj moram sam pravilno nastaviti vse naslove v spominu in delovnem 
pomnilniku za pravilno izvajanje kode. Embedded studio to naredi namesto nas, 
oziroma ima te nastavitve že vnesene s strani proizvajalca. Pri uporabi Embedded 
studia, ta omogoča tudi izpisovanje napak z vgrajenim orodjem prenosa v realnem času 
(ang: Real Time Transfer, RTT), vendar moram za to uporabljati tudi njihov 
programator. RTT deluje podobno kot UART (ang. Universal asynchronous receiver-
transmitter), le da komunikacija poteka preko priključkov (ang. pin) za programiranje, 
medtem ko bi moral pri UART za to posebej nameniti dva priključka mikrokrmilnika. 
V primeru hitrosti prevajanje kode je Embedded studio bistveno hitrejši od uVisiona. 
Izbira programatorja: Pri tem projektu sem preizkusil ST-Link/V2 [32] 
proizvajalca STMicroelectronics (slika 5.2) in J-link Edu Mini [31] proizvajalca 
Segger (slika 5.2). Na koncu je bil izbran J-link Edu Mini. Glavni razlog je v podpori, 
ki jo nudi proizvajalec Segger, ki je podjetje, ki se ukvarja le z razvojem orodij za 
programiranje mikrokrmilnikov. Tako poleg vrhunskega programatorja pridobim 
dostop tudi do vseh njihovih programov, ki bistveno pohitrijo programiranje in razvoj 
naprav. ST-Link/V2 ima to prednost, da je nekoliko cenejši od J-Link Edu Mini. Hkrati 
tudi nima omejitev, če želimo izdelati komercialni produkt, medtem ko Segger v tem 
primeru zahteva nakup komercialne različice programatorja, ki stane več kot 300€. 
Oba programatorja za nalaganje kode in iskanje hroščev uporabljata vmesnik SWD 
(ang. Serial wire debug). 
 
Slika 5.2:  J-Link Edu Mini (levo) in ST-Link/V2 (desno) [31] [32] 
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Knjižnice in gonilniki (SDK): Proizvajalec mikrokrmilnikov Nordic poskuša 
olajšati razvoj aplikacij s pomočjo SDK [33]. Gre za skupek knjižnic in gonilnikov za 
upravljanje s samim mikrokrmilnikom in za komunikacijo z zunanjimi napravami. 
SDK vsebuje tudi veliko število primerov, ki jih je za lajšanje razvoja pripravil 
proizvajalec. Na žalost je SDK hkrati tudi velika omejitev pri razvoju, saj proizvajalec 
ne podaja načina kako znotraj IDE začeti svoj lasten projekt, kot tudi ne katere 
knjižnice, gonilniki in nastavitve so pri tem nujno potrebni za začetek razvoja lastne 
aplikacije. Tako sem bil prisiljen začeti na že narejenem primeru in tega, z 
vključevanjem potrebnih knjižnic ter gonilnikov, nadgraditi za potrebe naše aplikacije. 
Toda tudi tukaj lahko hitro pride do težav, saj so primeri večinoma predvideni za 
določeno družino njihovih mikrokrmilnikov. Posledično je potrebno primere predelati 
za naš mikrokrmilnik, pri čemer je dokumentacija s strani proizvajalca precej skopa. 
Razvoj lahko tako začetniku povzroča precejšne težave pri programiranju in 
razumevanju delovanja mikrokrmilnika. 
5.1.2  Diagram poteka algoritma za zajem podatkov 
Prvotna ideja zajema podatkov je temeljila na samodejnem odločanju merilnega 
vezja, ki najprej odda svojo identifikacijsko številko in potem vklopi sprejemnik, ter 
preverja ali je v bližini kakšna naprava. Nato se odloči kdaj naj vklopi mikrofon in 
prične s snemanje. Za to odločitev sem predpostavil 3 glavne pogoje in sicer: 
 Da sta vsaj dve osebi znotraj nekega območja, torej sta si dovolj blizu 
 Da je gibanje osebe, ki nosi merilno vezje v mirujočem stanju 
 Da je presežena vnaprej določena glasnost zvoka, ki pomeni, da oseba, 
ki nosi merilno vezje dejansko govori 
Nato se vključi snemalnik zvoka, ki govor zapisuje na pomnilniško kartico. 
Pogovor snema 2 minuti, nato preveri ali je nivo glasnosti še vedno nad nastavljenim. 
Potem nadaljuje s snemanjem, sicer izklopi mikrofon in ponovno prične z oddajanjem 
lastne identifikacijske številke, ko se celoten cikel ponovi (slika 5.3). 
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Slika 5.3:  Prikaz poteka programa za zajem podatkov na merilnem vezju 
5.2  Izvedba 
Po izbranem razvojem okolju, programatorju in zasnovanem algoritmu sem se 
lahko lotil njegove implementacije. Najprej sem začel z implementacijo merjenja 
bližine med osebami in usmerjenosti značk. Sledila je implementacija meritev gibanja 
in na koncu še snemanje in shranjevanje govora. 
5.2.1  Radijsko oddajanje in merjenje bližine 
Prvotno sem načrtoval, da bom za meritve bližine uporabljal tehnologijo BLE 
(ang. Bluetooth Low Energy), vendar se je tekom razvoja pojavila omejitev na strojni 
opremi, ki je zahtevala spremembo tehnologije. Čipi proizvajalca Nordic namreč za 
delovanje BLE uporabljajo svojo knjižnico (imenujejo jo SoftDevice), ki se delno 
obnaša tudi kot operacijski sistem mikrokrmilnika. Ta v spominu zasede določen del 
pomnilnika in na našo žalost je verzija, ki bi omogočala tako svoje oglaševanje kot 
tudi iskanje drugih naprav v prostoru, enostavno prevelika in je zasedla približno 90 
% celotnega razpoložljivega spomina. Na srečo je podjetje Nordic razvilo svoj 
protokol, ki je primarno namenjen za komunikacijo med njihovimi novejšimi in 
starejšimi čipi. 
Protokol ESB [34] (ang. Enhanced ShockBurst) omogoča dvosmerno radijsko 
komunikacijo med napravami v frekvenčnem pasu med 2,4 in 2,5 GHz. Omogoča 
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potrjevanje prispelih paketov in ponovno pošiljanje v primeru napak. To je precej 
preprost protokol, ki omogoča pošiljanje paketkov dolžine od 1 do 252 bajtov. Oddani 
signal je moduliran z GFSK (ang. Gaussian frequency-shift keying). Protokol 
omogoča tudi določanje skupin, tako da se lahko znotraj nekega prostora pogovarja 
več različnih skupin naprav, ki se med seboj ne motijo. To doseže tako, da vsaki 
skupini določi svoj kanal znotraj frekvenčnega pasu. Njegova slabost je, da ne moremo 
vzpostaviti neposredne povezave z računalnikom, saj je bil protokol razvit za 
komunikacijo med čipi proizvajalca Nordic, kar pa mi tudi onemogoča obdelavo 
podatkov v realnem času. Hkrati se vršna vrednost toka pri uporabi tega protokola 
dvigne iz dobrega miliampera na 10 miliamperov. 
Radijska oddaja mi omogoča, da preko nje oglašujemo unikatno identifikacijsko 
številko posameznega merilnega vezja, ki mi ob kasnejši analizi omogoča določanje 
količine stikov med osebami. Z radiem pa določamo tudi bližino med osebami. Za to 
uporabljam podatek RSSI (ang. Received Signal Strength Indication), ki predstavlja 
izmerjeno moč sprejetega signala. Gre sicer za nezanesljivo meritev, saj lahko na moč 
sprejetega signala vpliva več dejavnikov, kot je recimo moč oddaje, ovire na poti med 
oddajno in sprejemno napravo in absorpcija signala v zraku. Glede na to, da nas ne 
zanima natančna oddaljenost med dvema napravama, je podatek RSSI dovolj dober 
pokazatelj bližine. Z meritvami razdalje med ljudmi, ko se ti pogovarjajo, sem 
ugotovil, da se to največkrat zgodi na razdalji med 0.5 in 1.5 metra. Nato sem s tem v 
mislih naredili še meritve RSSI, ki sem jih izvedel na razdalji 0 in 0.25 metra ter nato 
na vsakih 0.5 metra do oddaljenosti 3 metre. Z njihovo pomočjo sem ugotovil, da sta 
napravi med seboj oddaljeni med 0,5 in 1,5 metra, ko je podatek RSSI v območju med 
-63 in -75 dBm (slika 5.4). -75 dBm je tudi meja, ko lahko trdimo, da sta osebi v 
neposredni bližini in lahko začnemo s preverjanjem dodatnih pogojev za zajem 
podatkov in govora. 
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Slika 5.4:  Graf meritev RSSI v odvisnosti od razdalje 
5.2.2  Določanje usmerjenosti 
S pomočjo vgrajene infrardeče svetilne diode in sprejemnika je mogoče določati 
tudi usmerjenost merilnikov. Ob tem lahko določam ali sta osebi med kontaktom 
obrnjeni ena proti drugi ali ne. Infrardeča dioda oddaja signal moduliran z 38 kHz, 
preko katerega oglašujem identifikacijsko številko, ki jo na drugi strani zazna in 
demodulira infrardeči sprejemnik ter posreduje vlak bitov mikrokrmilniku. Ta nato 
omenjene bite pravilno pretvori v celo število, ki predstavlja identifikacijsko številko 
oddajne ploščice. V primeru, da se sprejeta identifikacijska številka ujema s to, ki jo 
sprejemamo tudi preko merilnika bližine, lahko trdimo, da sta osebi obrnjeni ena proti 
drugi. V nasprotnem temu ni tako. Ta sistem je primarno namenjen le dodatnemu 
preverjanju sogovornikov v pogovoru. 
5.2.3  Meritve gibanja 
Za meritev gibanja sem uporabljal modul MPU6050 proizvajalca InvenSense. 
Poraba je odvisna od količine aktivnih senzorjev znotraj modula. V želji po čim nižji 
porabi, sem za potrebe moje aplikacije uporabljal le tro-osni merilec pospeška. 
Komunikacija med modulom in mikrokrmilnikom lahko poteka preko I2C (ang. Inter-
Integrated Circuit) ali SPI (ang. Serial Peripheral Interface Bus) vodila. Proizvajalec 
mojega mikrokrmilnika je v SDK že pripravil gonilnik za komunikacijo s tem 
modulom, ta komunikacija pa poteka preko I2C protokola. Podatke sem zajemal s 
frekvenco 50 Hz, saj ne potrebujem večje natančnosti za določevanje ali se oseba giba 
ali ni. Pri tem sem uporabljal le podatek za X smer pospeška, saj mi preostali smeri ne 
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izboljšata končnega rezultata. Pri tem sem uporabil dinamično območje med – 2g in 
+2g, kjer g predstavlja gravitacijski pospešek Zemlje. Te podatke sem nato shranjeval 
v medpomnilnik dolžine 100. To pomeni, da sem shranjeval po 2 sekundi vzorcev, ter 
na njih izračunal standardni odklon (5.1). Uporabljal sem vrednosti v surovi obliki v 
dinamičnem območju med -32768 in 32767. V primeru, da je bil standardni odklon 
pod določeno mejo, v našem primeru je to 250, je pomenilo, da oseba miruje in lahko 
vklopimo mikrofon. Težava pri meritvah z merilci pospeška je tudi ta, da se lahko že 
najmanjši gibi močno poznajo na izračunu standardne deviacije. Zato sem se kasneje 






Situacija Standardna deviacija Povprečna vrednost 
Sedenje  Od 52 do 250 Od -2000 do -810 
Hoja Od 647 do 1900 Od 1557 do 4420 
Stanje na mestu Od 52 do 250 Od -2000 do -810 
Skakanje Od 683 do 1595 Od -2563 do 1468 
Tabela 5.1:  Interval standardna deviacija in povprečne vrednost izmerjenih podatkov za različne 
situacije. Vse napisane vrednosti so izmerjene za 2 sekundi in predstavljajo ekstremni vrednosti v 20 
sekundnem intervalu merjenja. Vse vrednosti so v surovem formatu. 
5.2.4  Snemanje in shranjevanje govora 
Ob potrditvi, da je oseba z merilnikom v bližini druge osebe in se ne premika, 
vklopim mikrofon in preverim amplitudo zvoka. Uporabljen mikrofon na svojem 
izhodu mikrokrmilniku posreduje moduliran signal s pulzno gostotno modulacijo (ang. 
Pulse Density Modulation, PDM). Mikrokrmilnik na svojem izhodu generira urin 
signal (angl. clock), s katerim poljubno nastavljam vzorčevalno frekvenco mikrofona. 
Demodulacija PDM signala je sila preprosta operacija, pri kateri prejeto zaporedje 
impulzov najprej peljem preko nizkoprepustnega sita in izvedem decimacijo oz. 
zmanjšanje vzorčevalne frekvence. Zmanjšanje vzorčevalne frekvence izvedem za 
faktor 64, posledično moram temu primerno prilagoditi uro, ki nadzoruje vzorčevalno 
frekvenco. Naš cilj je končna vzorčna frekvenca govornega signala 16.125 kHz, zato 
mora mikrokrmilnik mikrofonu pošiljati impulze s hitrostjo 1.032 MHz. Tako 
filtriranje z nizkoprepustnim sitom kot tudi decimacija, sta strojno že vgrajena v 
izbrani mikrokrmilnik. Primer moduliranega in demoduliranega PDM signala je viden 
na sliki 5.5. Končni signal se nato shrani v medpomnilnik (ang. buffer) v obliki 16-
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bitnega predznačenega celega števila (ang. 16-bit integer), ki je pripravljen na 
nadaljnje korake. Najprej se preveri amplituda signala, ki mora preseči mejo, ki se jo 
določi glede na predhodne meritve, saj lahko hrupno okolje spremeni mejo, ki je 
nastavljena za vklop snemanja. V primeru, da je amplituda presegla postavljeno mejo, 
se vklopi shranjevanje zvoka na pomnilniško kartico. 
 
Slika 5.5:  PDM moduliran sinusni signal in demoduliran sinusni signal 
Komunikacija s pomnilniško kartico poteka preko SPI (ang. Serial Peripheral 
Interface Bus), ki omogoča zapisovanje podatkov s hitrostjo do 8 MHz. Hitrost moram 
ustrezno prilagoditi glede na vrsto pomnilniške microSD kartice. V moji aplikaciji sem 
uporabljal kartice z oznako (ang. class) 10, ki omogočajo najhitrejše zapisovanje 
podatkov. S tem se posledično izognem zakasnitvam pri izvajanju programa, ki bi sicer 
povzročile izgubo podatkov. Le ti se na microSD kartico zapisujejo v obliki surovega 
formata s končnico PCM (ang. Pulse-code modulation), kar predstavlja digitalen zapis 
analognega signala. To je nekompresiran zvok, ki se na kartico zapiše kot serija bitov. 
Ime datoteke, v katero se podatki shranjujejo, je sestavljeno iz identifikacijske številke 
sogovorca in časovne oznake, s čimer lahko pri kasnejši obdelavi signala povežemo 
čustven odziv s pravilnim sogovornikom. V primeru, da v istem pogovoru sodeluje 
več oseb, se zabeležijo vse identifikacijske številke. Snemanje se po dveh minutah 
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5.3  Rezultati 
Z izjemo usmerjenosti celoten algoritem izpolnjuje predhodno začrtane 
funkcionalne in tehnične zahteve. Značke sicer zaradi pandemije Covid-19 nisem 
uspel obširneje testirati v večji skupini. Sem pa opravil teste na dveh osebah in so 
značke delovale kot je bilo zamišljeno. Pri tem moram poudariti, da niso bile testirane 
več kot 10 minut naenkrat. Več testiranj bo sledilo še v prihodnosti. Poraba ploščic se 
je zaradi uporabe ESB protokola nekoliko dvignila. Trenutno značke porabljajo v 
povprečju 15.8 miliampera toka, temu pa moram prišteti še 95 miliamperov porabe 
pomnilniške kartice. Teoretično še vedno lahko dosežem avtonomijo vsaj treh ur 
delovanja z baterijo kapacitete 350 miliamperskih ur. Celotna programska koda je 
spisana tudi tako, da lahko z manjšimi popravki na pomnilniško kartico shranjujem 
tudi preostale podatke iz senzorjev, kar pa za naše trenutne potrebe ni bilo nujno. 
Zaradi manjše napake v izboru komponent vezja, usmerjenosti ne uporabljam v 
končnem inštrumentu, saj bi bilo potrebno zamenjati svetlečo diodo s takšno, ki bi 
imela večjo svetilnost. Na žalost pri trenutni diodi, signal postane zelo nestabilen že 
pri približno enem metru razdalje med osebama, kar pa ni dovolj dobro za predvidene 
meritve, saj bi morala biti ta razdalja vsaj meter ali dva daljša, da bi bila uporabna. 
Pri zajemu zvoka sem opazil, da mikrofon potrebuje nekaj časa, preden začne 
zvok zajemati brez, da bi v ozadju slišali šum. Ob vklopu je opazen nekakšen prehodni 
pojav, ki se nato, zaradi načina filtriranja, prenese še nekaj sekund v posnetek, preden 
popolnoma izzveni (slika 5.6). Kvaliteta posnetega zvoka je dovolj dobra in razločna 
za predvidene potrebe. Zajeti zvok je potrebno sedaj analizirati in ga pripraviti za 
razpoznavo čustev v govoru. Več o tem pa v naslednjem poglavju. 
 
Slika 5.6:  Primer zajetega zvoka z Soci-Emo značko ter prikaz začetnega prehodnega pojava. 
Mikrofon vključimo ob času 1 sekunde, nakar se pri 1.5 sekunde pojavi prehodni pojav. Ta nato 
izzveni približno pri 8 sekundi. 
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napovedovanje čustev 
Sedaj, ko imam merilni inštrument za zajem podatkov, je treba pridobljene 
govorne signale obdelati in analizirati oziroma iz njih napovedati čustveno stanje 
govorca. V tem poglavju predstavljam nadaljnje korake, ki so potrebni, da izdelam 
lasten model strojnega učenja za potrebe klasifikacije čustev. Nato pa še potrebne 
korake, da lahko naučeni model uporabim na zajetem govoru. 
Pri izdelavi modela strojnega učenja gre za klasifikacijski problem, ki mora 
napovedovati čustva v govoru. Vsak dober model strojnega učenja za razpoznave ima 
kot osnovo dobro učno množico, ki jo predstavlja kvalitetna, številčna in raznolika 
zbirka podatkov. V ta namen sem moral najprej poiskati takšne zbirke podatkov, ki bi 
bile dobra osnova za učno množico. V mojem primeru sem na koncu uporabil 6 
različnih učnih množic. To množico podatkov je bilo potem potrebno obdelati, da je 
čim bolj podobna govornemu signalu, ki ga zajemam z značkami Soci-Emo. V mojem 
primeru je bilo potrebno izenačiti vzorčevalno frekvenco na tako, kot jo uporabljam v 
značkah. Iz obdelanih učnih množic sem moral nato ugotoviti način, kako iz njih 
izluščiti pomembne značilke (ang. Features), ki bodo uporabljene kot vhodni podatek 
v željenem modelu strojnega učenja. Po pripravi podatkov in izločenih značilkah je 
sledilo učenje modela strojnega učenja. Pri tem sem preizkusil različne algoritme, za 
najuspešnejšega pa se je izkazal algoritem globokega učenja (ang. Deep learning), 
katerega glavni sloji so bili sestavljeni iz 1-D konvolucijskih nevronskih mrež. 
Analiziral sem tudi vpliv spola in jezika na napovedovanje čustev. Na koncu sem 
naredil še potrebne korake za analizo posnetega govora s pomočjo modela strojnega 
učenja in na tak način preizkusil njegovo uspešnost napovedovanja oziroma 
razpoznave. Pri tem sem zajete posnetke razrezal na posamezne kose, da so bili 
podobni podatkom za trening in jih nato klasificiral s pomočjo modela strojnega učenja 
(slika 6.1). 
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Slika 6.1:  Diagram korakov analize govora 
6.1  Načrtovanje potrebnih korakov za izdelavo modela strojnega 
učenja 
Za izdelavo dobrega modela strojnega učenja je potrebno dobro poznati problem 
in se temu primerno lotiti izdelave načrta. Tako kot za vsak dober model najprej 
potrebujem dovolj obsežno in zanesljivo bazo podatkov, s pomočjo katere bom lahko 
treniral model strojnega učenja. Nato je bilo potrebno raziskati metode, kako lahko iz 
pridobljene zbirke izločim značilke za uporabo v modelu strojnega učenja. K temu 
spada tudi morebitna potrebna predobdelava podatkov. Izbrati je bilo potrebno še 
primerna orodja za izgradnjo modela strojnega učenja in njegovo testiranje. Orodja 
morajo omogočati implementacijo potrebnih algoritmov za potrebe strojnega učenja. 
Algoritme je bilo potrebno izbrati glede na naravo našega problema in sicer sem moral 
poiskati takšne, ki so sposobni reševati klasifikacijske probleme. Na koncu potrebujem 
še sistem, s katerim bom lahko naučeni model strojnega učenja apliciral na govorne 
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6.1.1  Zbirke podatkov za učenje modela 
Vsak dober model strojnega učenja za razpoznave ima kot osnovo dobro učno 
množico, ki jo predstavlja kvalitetna, številčna in raznolika zbirka podatkov. Pri 
mojem projektu sem uporabil šest različnih zbirk. Ena od zbirk je bila posneta v 
nemškem jeziku, druga je posneta v švicarski francoščini, preostale so v angleškem 
jeziku. Vse zbirke so bile posnete tako, da je različno število igralcev izgovorilo 
predpisane stavke in pri tem odigralo željeno čustvo. Skupna zbirka podatkov je tako 
vsebovala več kot 10600 različnih zvočnih posnetkov govora 151 različnih ljudi, ki so 
skupaj odigrali 21 različnih čustev. Kljub obsežnemu številu različno označenih 
čustev, sem v dejanskem modelu uporabil le 6 najbolj zanimivih za določanje socialne 
interakcije. Izbral sem jezo, gnus, strah, veselje, nevtralnost in žalost. Nekatera čustva 
so si bila med seboj podobna ali pa označena s podobno izpeljanko enake besede 
(primer: »sad« in »sadness«), zato sem jih premestil v ustrezno skupino. Na koncu  je 
ostalo 10026 vzorcev, porazdelitev razredov pa je vidna na sliki 6.2. 
 
Slika 6.2:  Porazdelitev prisotnih razredov v skupni zbirki podatkov 
CREMA-D: Crowd-sourced Emotional Mutimodal Actors Dataset (krajše 
CREMA-D) [36] je podatkovna zbirka, ki jo je posnela skupina ameriških 
raziskovalcev. V njej se nahaja 7442 različnih posnetkov, ki jih je posnelo 91 različnih 
igralcev in igralk, 48 moških in 43 ženskih v starostni skupini med 20 in 74 let, ki 
pripadajo različnim rasnim in etničnim skupinam (Afroameričani, Azijci, Belci in 
Latinoameričani). Igralci in igralke so izgovorili 12 različnih stavkov in pri tem 
odigrali šest različnih čustev: jeza, gnus, strah, sreča, nevtralno in žalostno. Posnetki 
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so bili nato ocenjeni in označeni s strani 2443 različnih ljudi, ki so ocenjevali pristnost 
čustev, oziroma so za vsak posnetek posebej označili katero čustvo slišijo. Te ocene 
so na koncu tudi uporabljene kot oznake za učenje modela. Posnetki so v formatu 
WAV (ang. Waveform Audio File Format) in so posneti z vzorčevalno frekvenco 
16000 Hz. 
EMO-DB: EMO-DB [37] je zbirka podatkov posneta s strani raziskovalcev na 
univerzi v Berlinu. Gre za 10 igralcev in igralk, 5 moških in 5 ženskih v starostni 
skupini med 21 in 35 let. V nemščini se je izgovorilo 10 različnih stavkov, v sedmih 
različnih čustvenih odzivih:  jeza, dolgočasje, gnus, strah, sreča, nevtralno in žalost. 
Ker niso vsi odigrali vseh čustev, zbirka podatkov vsebuje 535 avdio posnetkov 
različnih izgovorjav. Posnetki so v formatu WAV in so posneti z vzorčevalno 
frekvenco 16 kHz. 
GEMEP: GEneva Multimodal Emotion Portrayals (krajše GEMEP) [38], je 
zbirka čustvenih odzivov posneta s strani skupine raziskovalcev na univerzi v Ženevi. 
V posnetkih nastopa 10 igralcev, 5 moških in 5 ženskih, ki v švicarski francoščini 
odigra 17 različnih čustvenih odzivov: jeza, gnus, obup, ponos, tesnobo, zanimanje, 
veselje, prezir, živciranje, strah, užitek, olajšanje, presenečenje, žalost, zabavanje in 
nežnost. Skupaj to predstavlja 145 avdio posnetkov. Posnetki so v formatu mp3 in so 
posneti z vzorčevalno frekvenco 44.1 kHz. 
MSP-IMPROV: MSP-IMPROV [39] je zbirka čustvenih odzivov, posneta s 
strani raziskovalcev iz laboratorija za multimodalno obdelavo signalov z univerze v 
Dallasu. Gre za posnetke, kjer je 12 študentov iz igralske akademije, ki so v različnih 
čustvenih stanjih odigrali 20 predpisanih stavkov. V posnetkih so izražena čustva jeza, 
žalost, nevtralno in veselje. Skupaj so tako posneli 652 stavkov v WAV formatu z 
vzorčevalno frekvenco 44.1 kHz. 
RAVDESS: Ryerson Audio-Visual Database of Emotional Speech and Song 
(krajše RAVDESS) [40] je podatkovna zbirka posneta s strani raziskovalcev na 
univerzi Ryerson v Torontu. Zbirka vsebuje 1440 posnetkov s strani 24 profesionalnih 
igralcev, 12 moških in 12 ženskih, ki so odigrali vnaprej predpisane stavke v osmih 
čustvih: umirjenost, veselje, žalost, jeza, strah, presenečenost, nevtralnost in gnus. 
Vsak stavek je posnet dvakrat in sicer z normalno in močno intenzivnostjo tona glasu. 
Glasovni posnetki so shranjeni v formatu WAV z vzorčevalno frekvenco 48 kHz. 
SAVEE: Surrey Audio-Visual Expressed Emotion (krajše SAVEE) [41] je 
zbirka govornih signalov posnetih na univerzi Surrey v Veliki Britaniji. Posnetki so 
bili narejeni s pomočjo štirih moških govorcev, ki so odigrali 15 podanih stavkov s 
sedmini različnimi čustvi: jeza, gnus, strah, veselje, nevtralnost, žalost in presenečenje. 
Avdio datoteke so v WAV formatu, medtem ko je frekvenca vzorčenja 44.1 kHz. 
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6.1.2  Predobdelava podatkov 
V skupni podatkovni bazi podatkov so se nabrali posnetki iz različnih virov, ki 
so se razlikovali med seboj tako po formatu v katerem so bili shranjeni, kot tudi po 
vzorčni frekvenci. Zato je bilo nujno potrebno te podatke med seboj čim bolj izenačiti, 
da so si čim bolj podobni, hkrati pa upoštevati tudi lastnosti, ki jih bodo imeli zvočni 
posnetki posneti z našo merilno napravo. Najprej je bilo potrebno vse zvočne posnetke 
spremeniti v enak format in sicer 16-bitni WAV, ki ga bo uporabljala tudi narejena 
snemalna naprava, oziroma značka. Nato sem moral izenačiti vzorčevalno frekvenco 
vseh posnetkov s tisto, ki jo uporablja merilna naprava in sicer na 16,125 kHz. Izbor 
te frekvence temelji na dejstvu, da so za razumevanje človeškega govora zanimive 
frekvenčne komponente med 20 in 8.000 Hz. Po Nyquistovem pravilu mora biti tako 
vzorčevalna frekvenca najmanj 2x večja od najvišje prisotne frekvence, da lahko signal 
rekonstruiramo brez napak. Ker gre za teoretično mejo, je vzorčevalna frekvenca 
nekoliko višja, hkrati pa je to tudi meja, ki pri zajemu zvoka na izdelanem merilnem 
vezju, daje najboljše razmerje med kvaliteto posnetega zvoka in porabo električnega 
toka, ki v tem primeru znaša približno 0,6 mA. Celotna predobdelava podatkov je bila 
narejena s pomočjo odprtokodnega programa Sox, ki omogoča tako pretvorbo med 
shranjevalnim formatom, kot tudi prevzorčenje avdio signala s pomočjo interpolacije 
in decimacije. 
6.1.3  Določanje značilk 
Eden od pristopov razpoznave čustev iz govora bi lahko bil, da vzamem 
predobdelane podatke, ki so za računalnik le niz števil, in na njih poskusil naučiti 
poljuben model strojnega učenja. Kaj hitro bi verjetno naletel na težave, saj tak zvok 
vsebuje tudi ogromno količino nepomembne informacije, ki bi motila učni proces. 
Naši možgani so sposobni filtrirati pomembne informacije od nepomembnih, 
računalniku pa moramo pri tem pomagati. Zato smo iz posnetkov določili za zaznavo 
čustev relevantne značilke.  Eno od orodij, ki se uporablja za določanje značilk iz 
govornega signala za potrebe čustvene razpoznave, je openSMILE [16]. Gre za 
odprtokodno programsko rešitev, ki so jo razvili na tehnični univerzi v Münchenu in 
je ena najbolj razširjenih v raziskovalni sferi za potrebe analize zvočnega signala. 
Orodje deluje na principu izločanja akustičnih nizkonivojskih deskriptorjev v govoru, 
ki jih nato s pomočjo ekstrapolacije s funkcionali  predstavi v obliki vektorja. Ta vektor 
nato predstavlja vhodni podatek za algoritme strojnega učenja. OpenSMILE ima 
možnost izbire različnih konfiguracij za izločanje značilk, ki se med seboj razlikujejo 
po različnih tipih algoritmov, ki jih uporabljajo za izračun. Pri mojem delu sem 
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poskušal naučiti modele z uporabo dveh konfiguraciji in sicer »IS09_emotion« [16], 
ki vrne vektor dolžine 385 (torej 385 značilk) in trenutno najbolj razširjeno 
konfiguracijo »emobase2010« [16], ki vrne vektor z dolžino 1583. Poleg 
uporabljenega programa obstajajo tudi druge rešitve, ki pa v svojem jedru uporabljajo 
enake algoritme, vendar so do uporabnika manj prijazne. Algoritmi, ki se jih uporablja 
za določanje takšnih značilk, so dokaj težavni za implementacijo. S tem orodjem sem 
prihranil kar nekaj časa, ki bi ga sicer izgubil z implementacijo algoritmov. Za moj 
sistem pa je slabost tega pristopa v tem, da razpoznav ne more izvajati v realnem času. 
Nizkonivojski deskriptorji v programu openSmile 
Orodje za izračun značilk openSMILE deluje na principu izračuna 
nizkonivojskih opisovalnikov oziroma deskriptorjev, ki jih nato s pomočjo 
funkcionalov normaliziram skozi čas. V mojem primeru te deskriptorji predstavljajo 
tudi končne značilke, seveda pa bi lahko deskriptorje z nekim procesom še dodatno 
obdelali in na tam način dobili značilke za reševanje problema. Orodje uporabi celoten 
posnetek kot vzorec za izračun, zato je priporočljivo, da so uporabljeni posnetki kar se 
da kratki (pri nas 4 do 6 sekund). Opisovalnikov je sicer preveč, da bi opisal vse, bom 
pa predstavil nekaj najpomembnejših, ki smo jih uporabili za zaznavo čustev.  
Intenzivnost (ang. Intensity): Sem spadajo vse značilke, ki modelirajo glasnost 
oziroma energijo signala. Znano je, da človeško uho intenziteto zaznava logaritemsko, 
ter da na dojemanje intenzitete vpliva tudi frekvenca zvoka. Človek torej na neki točki 
povečanja intenzitete ne zazna več, oziroma je ta minimalna, hkrati pa lahko določene 
frekvence ob nižji glasnosti sliši enako ali bolj glasno, kot nekatere pri višji glasnosti. 
Intenziteta precej vpliva na zaznavo emocij in je eden bolj pomembnih deskriptorjev 
za razpoznavo čustev iz govora (recimo jezo po navadi spremlja višja intenziteta kot 
recimo žalost). Te značilke so nato izražene kot vektor glasnosti [35]. 
Višina tona (ang. Pitch): Podaja informacijo o napetosti in tresenju glasilk. 
Največkrat se izračunata dve značilki, ki sta povezani z višino tona in sicer frekvenca 
(F0), ki jo imenujemo tudi osnovna frekvenca fonema F0. Druga značilka je hitrost 
zvoka skozi glasilke, ki predstavlja hitrost zraka, ki prehaja skozi odprtino pri 
glasilkah. Višjo hitrost povezujemo s čustvi, kot so veselje ali presenečenje, medtem 
ko nižje povezujemo z jezo in gnusom. Večinoma se za izračun obeh uporablja 
algoritem ACF (ang. Autocorrelation of Center-clipped Frames), s katero izračunam 
frekvenco F0, maksimum avtokorelacije pa predstavlja hitrost zvoka skozi glasilke 
[35]. 
Formanti (ang. Formants): Predstavljajo frekvenčne karakteristike govornega 
trakta. Vsak formant je predstavljen s svojo centralno frekvenco in pasovno širino, ki 
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podajata informacijo o čustvenem stanju govorca. Na primer, ljudje, ki so pod stresom 
navadno besed ne izgovarjajo razločno, kar se odraža v spremenjeni obliki formantov. 
Spremeni se njihova pasovna širina, kot če jih na primer primerjamo z nevtralnim 
čustvom. Formante se po navadi izračuna s pomočjo linearne napovedne analize s 
pomočjo LPC koeficientov (»Linear Predictor Coefficients«) [35]. 
Spekter govora (ang. Speech spectrum): Vsi formanti skupaj predstavljajo 
spekter govora. Po določitvi spektralne ovojnice s pomočjo LPC, se lahko določijo 
dodatne spektralne značilke, kot je centralna frekvenca, spektralni upad in spektralno 
ravnost. S pomočjo hitrega Fourierjevega transforma (FFT), pa lahko določim tudi 
klasične značilnosti spektra, kot sta magnituda spektralnih komponent in pripadajoča 
faza govora. Število komponent v spektru je odvisno od posnetka do posnetka, vse pa 
se gibajo med 20 in 8000 Hz [35]. 
MFCC: Mel-frekvenčni kepstralni koeficienti (ang: »Mel-Frequency   Cepstrum   
Coefficients«) so rezultat transformacije govornega signala v kepstralni prostor, kjer 
lahko opazujemo časovno odvisno spektralno ovojnico. Kepstralni prostor je precej 
odporen na šum in je zato zelo primeren za analizo govora [35].  
LFPC: Nizkofrekvenčni močnostni koeficienti (ang: »Low-Frequency Power 
Coefficients«) se uporabljajo za pridobitev informacije o energiji posameznih 
frekvenčnih pasov. Po izkušnjah raziskovalcev, naj bi bili ti koeficienti boljši za 
določanje čustev v govoru, saj vsebujejo tudi informacijo o višini tona glasu. LFPC se 
pridobijo tako, da se govor razdeli na manjše kose in se na njem izračuna FFT, nato pa 
se rezultat filtrira z 12 pasovnimi filtri. Slednji so izdelani tako, da delujejo predvsem 
na frekvenčnem razponu človeškega govora med 20 in 8000 Hz [35]. 
PLP: PLP (ang. Perceptual   Linear   Predictive   Coefficients) so zelo podobni 
koeficienti MFCC, ki enako poizkušata prikazati približek človeškega ušesnega 
spektra, s pomočjo glajenja spektra. Glavna naloga PLP je modelirati avdio percepcijo 
človeka s pomočjo upoštevanja kritičnega pasu, krivulj enake glasnosti in zakona o 
intenziteti in glasnosti [35].  
Valčna analiza: Valčna analiza (ang: »Wavelets«) naj bi bila še močnejša 
metoda za analizo spektralnih komponent v govoru, saj podaja več informacij o moči 
in frekvencah govora [35]. 
Parametri kvalitete v govoru: Gre za parametre, ki so povezani z akustičnim 
modelom posameznega človeka in so povezane s fonemi, ki jih ljudje izgovarjamo. V 
to kategorijo spadajo razmerje signala proti motnji (ang: »Signal to noise ratio«), 
razmerje harmonika proti motnji (ang: »Harmonic to noise ratio«) in motnje zaradi 
tresljajev (ang: »Jitter noise«) [35]. 
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Nelingvistični parametri: Sem spadajo vsi parametri, ki niso govor vendar jih 
vseeno lahko slišimo. Sem spadajo smeh, dihanje, zehanje, …[35] 
Funkcionali v programu openSmile 
Poleg nizkonivojskih deskriptorjev, openSMILE uporablja tudi precej 
funkcionalov (ang. Functionals). Uporabljajo se na že izračunanih nizkonivojskih 
deskriptorjih, z njihovo pomočjo pa lahko število značilk povečam ali zmanjšam 
(odvisno od števila deskriptorjev). Največkrat srečamo statistične funkcionale, 
poznamo pa tudi take, ki poskušajo s približki modelirati signal. Predstavljeni so le 
najbolj pogosti, lahko pa se seveda uporabljajo tudi drugi. 
Momentna porazdelitev prvega reda (ang. First order moments): Sem 
spadajo vsem znane statistične metode kot so povprečje, standardna deviacija, 
ekstremi… [35] 
Kvantili (ang. Quantiles): Je točka, ki razdeli porazdelitveno funkcijo 
naključne spremenljivke na enake dele, kar se uporablja za izločanje značilk iz 
govornega signala. Kot najboljša rešitev so se pokazali kvartili, ki razdelijo 
deskriptorje na 4 enake skupine [35]. 
Število ničelnih prehodov (ang. Zero Crossing Rate): Predstavlja število 
kolikokrat gre govorni signal skozi ničlo [35]. 
Spektralni funkcionali (ang. Spectrum functionals): Sem spada predvsem 
diskretna kosinusna transformacija, ki je najboljša za določanje značilk za razpoznavo 
govora in posledično čustev [35]. 
6.1.4  Uporabljena orodja za strojno učenje in validacija modelov 
Za učenje modelov strojnega učenja sem uporabljal orodje RapidMiner [42], kot 
tudi programski jezik Python s knjižnicama Scikit learn [43] in Tensorflow [44] s 
pomočjo vgrajene knjižnice Keras [44]. 
RapidMiner studio je orodje, ki v sebi integrira pripravo podatkov in njihovo 
vizualizacijo, kot tudi najrazličnejše algoritme za strojno učenje. Je precej prijazen za 
uporabo in omogoča hitro izdelavo prototipov strojnega učenja. Njegova glavna težava 
je potreba po zmogljivejši strojni opremi, zaradi česar lahko nekateri procesi vzamejo 
bistveno več časa, kot recimo v Pythonu s knjižnico Scikit learn. Za primerjavo 
vzemimo učenje nevronskih mrež, z enakimi podatki. V Pythonu je celoten postopek 
potreboval dobrih 10 minut, medtem ko je RapidMiner za isto stvar porabil dobrih 5 
ur in pol. 
Knjižnici Scikit learn in Tensorflow sta v zadnjih letih postali glavni orodji za 
strojno učenje. Scikit learn ima v sebi implementirano ogromno število orodij za 
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pomoč pri obdelavi in pripravi podatkov, kot tudi večino klasičnih algoritmov 
strojnega učenja. Tensorflow na drugi strani, je trenutno glavni na področju izdelave 
algoritmov globokega učenja. S svojo hitrostjo in zmogljivostjo je prevzel primat na 
tem področju. S pomočjo visokonivojske knjižnice Keras je postal tudi bolj prijazen 
do manj zahtevnih uporabnikov in tako omogoča hitro izdelavo prototipov modelov 
globokega učenja. 
Validacijo sem izvedel s pomočjo metode »bootstraping«, ki deluje tako da 
celotno količino podatkov razdelili na dva dela in sicer sem 70% podatkov namenili 
učni množici in 30% množici za validacijo. To sem naredil na predhodno premešanih 
podatkih, nato pa sem ta postopek desetkrat ponovil, kar je rezultiralo v 10 različnih 
učnih množic in 10 različnih množic za validacijo oziroma testiranje. 
Uspešnost natreniranega modela sem meril v deležu pravilno razvrščenih testnih 
podatkov v željene razrede. Uporabljal bom metriki priklic (ang. recall), ki predstavlja 
delež pravilno najdenih in točnost (ang. precision), ki predstavlja delež pravilno 
razvrščenih razredov. Obe sta vezani na matriko razvrščanja (ang. Confusion matrix), 
ki predstavlja pravilno in nepravilno razvrščene razrede. Primer take matrike je 
predstavljen v tabeli 6.1. 
 
  Razredi 













50 0 0 1 
Napovedan 
razred 2 




0 3 46 
0.93 
 Priklic 1 0.94 0.92  
Tabela 6.1:  Primer matrike razvrščanja za poljubne podatke in njihove razrede 
Kot lahko vidimo iz primera matrike, je priklic vezan na pozitiven razred, medtem ko 
je točnost vezana na pozitivno napovedan razred. Priklic je definiran kot delež 
pozitivno napovedanih razredov, ki so resnično pozitivni, glede na skupek pozitivno 
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Točnost je definirana kot delež pozitivno napovedanih razredov, ki so resnično 






Končni cilj je torej, da model razporedi čim več napovedi v diagonalo matrike 
zamenjav, saj to dviguje vrednost točnosti in priklica. Namreč, višja kot je vrednost 
teh dveh metrik, boljši je model strojnega učenja. Posluževal se bom tudi splošne 
metrike uspešnosti, ki ji bomo rekli pravilnost (ang. accuracy) in sicer kolikšen delež 
od vseh testnih podatkov je model pravilno klasificiral (6.3). Priklic in točnost sta 
vezani na posamezni razred, medtem ko pravilnost upošteva vse razrede in njihove 
napovedi. 
 𝑃𝑟𝑎𝑣𝑖𝑙𝑛𝑜𝑠𝑡 =
Š𝑡𝑒𝑣𝑖𝑙𝑜 𝑣𝑠𝑒ℎ 𝑝𝑟𝑎𝑣𝑖𝑙𝑛𝑜 𝑟𝑎𝑧𝑣𝑟šč𝑒𝑛𝑖ℎ 𝑟𝑎𝑧𝑟𝑒𝑑𝑜𝑣
𝑆𝑘𝑢𝑝𝑛𝑜 š𝑡𝑒𝑣𝑖𝑙𝑜 𝑣𝑠𝑒ℎ 𝑟𝑎𝑧𝑟𝑒𝑑𝑜𝑣 𝑧𝑎 𝑡𝑒𝑠𝑡𝑖𝑟𝑎𝑛𝑗𝑒 
 (6.3) 
6.1.5  Uporabljeni algoritmi strojnega učenja 
Ker gre v našem primeru za klasifikacijski problem, kjer želim posamezen 
posnetek govora umestiti v eno od šestih skupin, sem moral poiskati temu primerne 
algoritme strojnega učenja. Na koncu sem poizkusil model zgraditi s pomočjo 
Naivnega Bayesa, Nevronske mreže, SVM, kNN, odločitvenega drevesa in s pomočjo 
konvolucijskih nevronskih mrež, ki so osnova globokega učenja. 
Naivni Bayes (ang. Naive Bayes): Je eden najpreprostejših klasifikacijskih 
algoritmov nadzorovanega učenja. Njegova osnova je Bayesov teorem (6.4). 
Algoritem izračuna verjetnosti, da vhodni podatek spada v enega od razredov. Tisti 
razred, ki doseže najvišjo verjetnost je razred, ki ga je napovedal Naivni Bayes. 
Algoritem vse značilke posameznega vhodnega podatka obravnava neodvisno ene od 
druge, vse skupaj pa prispevajo h končni verjetnost, v katero kategorijo spada vhodni 






Nevronske mreže (ang. Neural Networks): Nevronske mreže so algoritem, ki 
poskuša oponašati delovanje človeških možganov in se uporabljajo primarno za 
reševanje klasifikacijskih problemov. Tako kot pri človeških možganih je tudi pri 
nevronskih mrežah osnovni gradnik nevron. Nevron je matematična funkcija, ki zbira 
podatke in jih klasificira glede na specifično arhitekturo. Nevronska mreža je lahko 
več nivojska, kjer se vsi nevroni med seboj posredno ali neposredno povezani in si 
med seboj izmenjujejo informacije. Vsak nevron je lahko povezan z več drugimi, eni 
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mu posredujejo informacijo, drugim pa jo posreduje on. Vse informacije, ki pridejo v 
nevron se tam pomnožijo z utežjo in seštejejo. V primeru, da je seštevek nad nekim 
pragom, se nevron aktivira in posreduje informacijo naprej, v nasprotnem primeru pa 
se ugasne in se informacija izloči. Takšni seštevki se dogajajo skozi celotno nevronsko 
mrežo, dokler ne pridejo do izhodnega sloja, kjer napove eno od željenih kategorij. 
Med treningom se uteži in pragovi ves čas popravljajo, dokler nevronska mreža ne 
vrača podobnega rezultata za enake razrede [46]. 
SVM (ang. Support Vector Machine): Je algoritem, ki ga uporablja za 
klasifikacijske in regresivne probleme. Osnovni princip delovanja je tak, da poizkuša 
najti takšno hiperravnino, ki deli dva razreda tako, da je en razred na pozitivni, drug 
pa na negativni strani te ravnine. Ker obstaja več takih ravnin, algoritem stremi k temu, 
da poišče tako, ki predstavlja največjo razmaknjenost med razredoma. V primeru, da 
imamo več kategorij, se problem razbije na več binarnih klasifikacijskih problemov 
[47]. 
kNN (ang. k-nearest neighbors algorithm): Je algoritem, ki se uporablja za 
reševanje klasifikacijskih in regresivnih problemov. Osnovno delovanje algoritma je 
tako, da glas večine odloči kateremu razredu podatek pripada. Torej algoritem pogled 
K najbližjih sosedov in podatek umesti v tisti razred, katerih sosedov je največ [48]. 
Odločitveno drevo (ang. Decision tree): je algoritem za potrebe reševanja 
klasifikacijskih problemov. Ime je dobil po svoji obliki drevesa, kjer »listi« na koncu 
predstavljajo razrede. Princip delovanja je zelo preprost saj gre za serijo odločitev, ki 
na koncu pripeljejo do napovedanega razreda [49].  
Konvolucijske nevronske mreže (ang. Convolutional neural networks, 
CNN): so trenutno najbolj priljubljen algoritem strojnega učenja. Njihov princip 
delovanja je enak, kot pri navadnih nevronskih mrežah, le da je tukaj lahko vhodni 
podatek več dimenzionalen, vsak nevron pa predstavlja filter, v katerem je več uteži. 
S pomočjo tega filtra, nato naredi konvolucijo na vhodnem podatku. Enako kot pri 
navadnih nevronskih mrežah, tudi tukaj filtriran podatek primerjamo z nastavljenim 
pragom in tako podatek pošljemo naprej v naslednje nevrone ali pa ne. V sklopu 
globokega učenja uporabljamo kombinacijo CNN in navadnih nevronskih mrež. CNN 
se uporabljajo za izločanje značilk (ang. features), ki jih nato posredujejo navadno 
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6.2  Izvedba in razvoj modela strojnega učenja 
Razpoznavanje čustev v govoru je že skoraj dve desetletji stvar raziskav 
znanstvenikov po celem svetu. Najuspešnejši modeli se trenutno gibajo na okoli 71% 
pravilnosti napovedovanja le iz govora. Najdemo lahko tudi take, ki so okoli 80%, a 
so redki in v večini primerov trenirani le na bazi EMO-DB. Najdemo tudi modele, ki 
kot vhodni podatek poleg govora sprejmejo tudi obrazno mimiko, oziroma video 
posnetek. Ti so zmožni človeške emocije določati z dobrimi 80% pravilnosti. Moj cilj 
je bil tako razviti kar se le da učinkovit model razpoznave čustev iz govora, pri tem pa 
to doseči brez potrebe po večjem predprocesiranju podatkov. Preizkusil sem več 
različnih algoritmov strojnega in globokega učenja, hkrati pa sem poizkušal tudi 
ugotoviti, kako na razpoznave vplivata spol in jezik govorca.  
Predstavil sem korake, s katerimi predhodno obdelamo podatke. Izgradnje 
modela se lotimo tako, da najprej predprocesiram podatke iz vseh baz, izločim značilke 
in jih združim v eno veliko bazo. To bazo nato ločim na set za trening in set za 
testiranje, s pomočjo katerih nato treniram modele in preverjam njihovo uspešnost 
napovedovanja. To nato ponavljam tolikokrat, dokler niso preizkusili vseh modelov in 
pri tem dobili najboljšega.  Koraki za izgradnjo modela so predstavljeni na sliki 6.3. 
 
Slika 6.3:  Koraki za izgradnjo modela strojnega učenja 
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6.2.1  Trening, validacija in izbira končnega modela za razpoznavo čustev 
Po izboru algoritmov, ki jih želim preizkusiti, sem se lahko lotil njihovega 
treninga in testiranja. Naloga je torej, da naučim izbrane algoritme strojnega učenja 
klasificirati med 6 različnimi razredi (jeza, gnus, strah, veselje, nevtralno in žalost), s 
pomočjo značilk, ki jih so predstavljene kot vektor dolžine 1583, pridobljen s pomočjo 
orodja openSmile. Najprej sem preizkusil algoritme Naivni Bayes, Nevronske mreže, 
SVM, kNN in odločitveno drevo. Zaradi velikosti vhodnega podatka, ki ga predstavlja 
vektor dolžine 1583, je klasifikacijski problem vse prej kot preprost. To se je izkazalo 
tudi na končni uspešnosti teh modelov. Kot najbolj zanesljiv algoritem se je izkazal 
Naivni Bayes, ki je pravilno razvrstil 40% testnih podatkov v pravilne čustvene 
razrede. Preostali algoritmi so obstali na približno 20% pravilnih razvrstitev (tabela 
6.2), oziroma nekaj odstotnih točk bolje od naključnega razpoznavanja, ki bi pri šestih 
različnih razredih znašal približno 16 %. Preizkusil sem tudi uspešnost na manjšem 
vektorju dolžine 385, ki sem ga pridobil z drugačno nastavitvijo v orodju openSmile, 
a se rezultati niso bistveno izboljšali. V primeru Naivnega Bayesa se je uspešnost celo 




Naivni Bayes 40% 
Nevronske mreže 22,8% 
SVM 19,3% 
K-NN 18,1% 
Odločitveno drevo 23.9% 
Tabela 6.2:  Primerjava pravilnosti klasičnih algoritmov strojnega učenja za razpoznavo na naših 
podatkih. 
Zaradi oblike podatka, ki je v obliki enodimenzionalnega vektorja dolžine 1583, 
so za razvoj modela najbolj primerne enodimenzionalne konvolucijske nevronske 
mreže. Preizkusil sem več različnih oblik mreže, na koncu pa se je najbolje odrezal 
model, ki je bil sestavljen iz (slika 6.4): 
- dveh enodimenzionalnih konvolucijskih slojev, kjer sem v vsakem imel 128 
različnih filtrov velikosti 5,  
- sloja za izločanje maksimalne vrednosti (ang. Max Pooling) z velikostjo 
filtra 2, 
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- še ene konvolucijski sloj, enake velikosti kot prve dva, 
- navadne nevronske mreže, ki je naredila končno klasifikacijo 6 čustev. 
Vse konvolucijske nevronske mreže so za svojo aktivacijo uporabljale funkcijo ReLu 
(ang. Rectified Linear unit), medtem ko je zadnji sloj za aktivacijo uporabljal funkcijo 
Softmax. Pri učenju sem preizkusil kar nekaj različnih optimizatorjev, najbolje pa se 
je odrezal Adadelta [51], ki je v povprečju uspel ponuditi najnižjo ceno in hkrati 
najvišji odstotek napovedi čustev. Preizkušal sem tudi druge oblike mrež z različnimi 
parametri, a se je opisana kombinacija v vseh primerih izkazala za najboljšo ali pa ni 
bilo vidne občutnejše spremembe v naučenih modeli. Zaradi tega, sem v vseh 
nadaljnjih poizkusih uporabljal enako obliko modela. 
 
Slika 6.4:  Oblika mreže modela za učenje 
Osnovi poizkus, ki sem ga naredil, je bil brez posebnosti. Podatke iz orodja 
openSmile sem uporabil kot vhodni podatek in na njem poizkusili naučiti model 
strojnega učenja. Celotno učenje je potrebovalo 200 učnih ciklov, ki je za to 
potrebovalo dobrih 50 minut. Izkazalo se je, da se je pravilnost modela gibala med 
52% in 62%. Na splošno je bilo opazno, da ima model težave z učenjem, saj je bila 
pravilnost napovedi na učni množici le nekaj čez 68%. To pomeni, da mu kljub mojim 
prizadevanjem ni uspelo narediti prevelikega prileganja na učno množico, kar je bil 
prvi pokazatelj kako zahtevna naloga je klasificiranje čustev iz govora. Vseeno matrika 
razvrstitev pri najboljšem modelu prikazuje lep diagonalni trend, kar pomeni, da se je 
model deloma naučil razlikovati med čustvi, le da tega ne počne zelo dobro (slika 6.5). 
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Slika 6.5:  Matrika razvrstite za napovedana čustva za model globokega učenja s pravilnostjo 62% 
Nato sem poizkusil z pred procesom normaliziranja podatkov. To sem storil s 
pomočjo vgrajene funkcije v Scikit learn imenovane StandardScaler.  Funkcija iz 
trening podatkov izračuna povprečje u in  standardno deviacijo s, ter po formuli (6.5)  
normalizira vnesene podatke, kjer x predstavlja vhodni podatek. Enako enačbo 
uporabim tudi na učnih podatkih in tako sem ponovno pripravljen za testiranje modela. 
Izkaže se, da se rezultati bistveno niso izboljšali, pričakovano se je izboljšala le hitrost 
učenja. Prej je bilo potrebnih 200 učnih ciklov, da sem prišel do željenega rezultata, 
medtem ko jih sedaj zadostuje le 11. Posledično sem pohitril tudi hitrost izračuna 
napovedi, kar je uporabno pri končni aplikaciji. Vendar za to potrebujem, pred vnosom 






Posusil sem tudi vpliv zmanjševanja dimenzij s PCA analizo (ang. Principal 
Component Analysis). PCA je metoda, s katero lahko transformiram naše podatke na 
tak način, da zmanjšam njihovo dimenzijo in pri tem obdržim informacijo. To se stori 
tako, da se iz podatkov, ki jih imamo, poračuna kovariančna matrika, iz katere se 
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določi lastne vektorje njihove lastne vrednosti, ki predstavljajo nove komponente. 
Informacija se skoncentrira v prvih nekaj komponent, nato pa lahko selektivno izberem 
kolikšno količino informacije želim obdržati. To storim tako, da sam izberem število 
komponent in preverim koliko informacije vsebujejo ali pa določim količino 
informacije, ki jo želim obdržati in na ta način dobim komponente. Izbral sem tiste 
lastne vektorje v kombinaciji z njihovimi lastnimi vrednostmi, ki predstavljalo 95% 
celotne variance. V mojem primeru, mi je uspelo normaliziranim podatkom s 
StandardScaler zmanjšati dimenzijo iz 1583 na 434, kar predstavlja tudi nov vhodni 
podatek v model, oziroma nove značilke. Končni rezultat napovedovanja se ni 
izboljšal, opazili pa sem, da se je izboljšala ponovljivost učenja. To pomeni da, ko sem 
zaporedoma učil model za potrebe validacije s pomočjo mešanja in deljenja podatkov 
na trening in testni set, se je pravilnost napovedi gibala med 58% in 61%, napram 
učenju na neobdelanih značilkah, ko se je le ta gibala med  52% in 62% (slika 6.6). 
Enako sem poizkusil tudi s surovimi podatki, torej ne normaliziranimi. V tem primeru, 
se dimenzija zmanjša iz 1583 na 2, ki predstavljata 95% celotne variance. Tukaj na 
žalost, za potrebe strojnega učenja, izgubimo preveč informacije, da bi bila stvar 
uporabna, je pa uporabna za vizualizacijo podatkov. 
 
Slika 6.6:  Primerjava pravilnosti validacije metod za razvoj modela za razpoznavanje čustev 
Analiziral sem tudi kako spol in jezik vplivata na razpoznavo. Najprej sem 
preizkusil spol tako, da sem treniral na moških glasovih in nato validacijo naredil na 
ženskih. Izkaže se, da spol pričakovano vpliva na razpoznavo, saj so ženski glasovi 
glede na ton in barvo glasu drugačni od moških. Med več iteracijami se je uspešnost 
napovedovanja ženskega glasu, ko sem učil na moških glasovih, gibala nekje med 43% 
6.3  Apliciranje modela strojnega učenja na značke Soci-Emo 67 
 
in 46%, kar je bistveno slabše, kot je bila uspešnost splošnega modela, ki smo ga 
naredili na začetku (slika 6.7). Zato sem v naše podatke dodal še eno značilko in sicer 
binarno vrednost za moški ali ženski glas. Rezultat tega preizkusa ni izboljšal 
uspešnosti modela. Izboljšal pa je ponovljivost, saj se je pravilnost napovedovanja iz 
prvotnega razpona med 52% in 62%, sedaj gibalo med 58% in 61.5%. 
 
Slika 6.7:  Primerjava pravilnosti validacije osnovnega modela ter preizkusov vpliva spola in jezika na 
napovedovanje 
Enako sem naredil tudi s preizkušanjem jezika. Za validacijo sem si izbral 
nemški jezik, ki ga najdemo v zbirki podatkov EMO-DB. Model sem treniral desetkrat 
in izkazalo se je, da tudi jezik vpliva na razpoznavo čustev. Namreč pravilnost 
napovedi na tujem jeziku, od tistega na katerem sem treniral, se je gibala med 27% in 
39%, kar je še slabše od vpliva spola na razpoznavanje čustev (slika 6.7).  Potrebno bi 
bilo sicer narediti tudi obratni preizkus, a imam na žalost za to premalo podatkov. 
Vseeno lahko do neke mere trdim, da bo uspešnost modela na slovenskem jeziku dokaj 
nizka, a na žalost glede na moje poznavanje, v tem trenutku ne obstaja dosegljiva 
zbirka podatkov, ki bi vsebovala slovenski govor. 
6.3  Apliciranje modela strojnega učenja na značke Soci-Emo 
Tako narejen model strojnega učenja lahko sedaj uporabim na govoru zajetem s 
pomočjo Soci-Emo značk. Zajetim posnetkom najprej odstranim prvih 8 sekund, da 
odrežem morebiten začeten šum. Preostali del posnetka nato razrežem na 4 sekundne 
odseke, da so podobni tistim posnetkom, ki sem jih uporabil za treniranje modela. Na 
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odsekih uporabim orodje openSmile, ki nam preračuna značilke. Te značilke nato 
uporabim v naučenem modelu, ki za vsak odsek posebej napove čustveno stanje 
govorca. Napovedi shranim v vektor, na katerem izvedem filtriranje z median filtrom, 
ki vrne čustveno stanje celotnega posnetka. Median filter  je sposoben odstraniti tiste 
ocene, ki močno odstopajo od večine napovedi. Metoda deluje dovolj dobro, da lahko 
dobim verodostojno napoved čustev, pri čemer pa moramo še vedno upoštevati, da 
model strojnega učenja ni optimalen in lahko prihaja do dodatnih napak. Postopek na 
žalost zahteva veliko ročnega dela, a je v tej fazi razvoja takšnega merilnega 
inštrumenta to nekaj normalnega. 
6.4  Rezultati 
Preizkusil sem tudi druge algoritme strojnega učenja, ki pa mi niso dali tako zelo 
dobrih rezultatov kot konvolucijske nevronske mreže. Razlog verjetno tiči v 
zahtevnosti naloge. Osnovno delovanje konvolucijskih nevronskih mrež jim omogoča, 
da do neke mere same poiščejo pomembne značilke za končno razpoznavo, nekaj kar 
klasični algoritmi strojnega učenja niso zmožni narediti. Tukaj se tudi skriva razlog za 
nižjo uspešnost preostalih algoritmov (tabela 6.3). Njihovo uspešnost bi lahko izboljšal 
tako, da bi ročno poiskali tiste značilke iz orodja openSmile, ki so najpomembnejše za 
razpoznavo. Pri tem bi verjetno porabil precej več časa, kot sem ga porabil za 
izboljševanje pravilnosti algoritma globokega učenja.  
 
Algoritem Pravilnost 
Naivni Bayes 40% 
Nevronske mreže 22,8% 
SVM 19,3% 
K-NN 18,1% 
Odločitveno drevo 23.9% 
Naivni Bayes 40% 
Globoko učenje  62% 
Tabela 6.3:  Primerjava pravilnosti vse uporabljenih algoritmov strojnega učenja 
S pomočjo algoritmov globokega učenja mi je uspelo razviti model za 
razpoznavo čustev iz govora, ki napoveduje z do 62% pravilnostjo. Model je tako 
primerljiv z modeli ostalih raziskovalcev po svetu (tabela 6.4). Treba je poudariti, da 
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so ostali raziskovalci večinoma uporabljali le eno ali dve zbirki podatkov za učenje, 
medtem ko sem jih sam uporabil 6. Razlogov za nižjo uspešnost je več in bom o njih 
več povedal v naslednjem poglavju. Model strojnega učenja je bil preizkušen tudi na 
zvoku zajetem s Soci-Emo značkami in je v nekaterih primerih deloval solidno. Treba 
je poudariti, da sem lahko preizkusil le nekaj čustev, ki smo jih znali zaigrati, hkrati 
pa je bilo teh poizkusov premalo za bolj realno oceno delovanja.  
 
Avtor Št. uporabljenih baz za učenje 
in testiranje 
Pravilnost 
Lim, Jang, Lee [52] 1 (EMO-DB) 78% 
Gluge et al. [53] 1 (EMO-DB) 71% 
Bertero, Fung [54] 1 (TED) 66.1% 
Feraru, Zbancioc [55] 1 (SROL) 65-67% 
Naš model 6 62% 
Le, Provost [56] 2 (Fau-Aibo, EMO-DB) 46.36% 





7  Razprava 
V mojem magistrskem delu sem izdelal merilno elektroniko za merjenje socialne 
interakcije in zajem govora, jo opremil s primerno programsko opremo in razvil model 
strojnega učenja za razpoznavo čustev iz govora. Zaradi pandemije Covid-19, mi na 
žalost ni uspelo narediti celovitega testa celotnega sistema ampak mi je uspelo 
preizkusiti posamezne module. Oceno mojega produkta sem razdelil na dva dela in 
sicer na merilni del, oziroma Soci-Emo značke, ter na model strojnega učenja. 
7.1  Ocena merilnega vezja 
Merilno vezje v glavnini deluje kot sem si zamislil, vendar je bilo testirano le na 
majhnem številu uporabnikov. Nekatere funkcionalnosti trenutno ne delujejo tako 
stabilno kot sem si želel, a to je predmet prihodnjih nadgradenj.  
Zaradi spremembe načina določanja bližine, merilna vezja porabijo več 
električne energije, kot sem si prvotno zadal. To je bila sicer nepredvidena težava, ki 
se je pokazala tekom razvoja in je terjala spremembo prvotnega načrta uporabe 
tehnologije. Kljub slabši anteni, ki je uporabljena za radijsko komunikacijo, le ta deluje 
dovolj dobro in opravlja svoje delo tako, kot je bilo mišljeno, čeprav bi verjetno lahko 
z boljšo anteno povečali domet naprave.  
Zaradi položaja mikrofona na tiskanem vezju je možno občasno zaznati motnje 
pri zajemu, saj zaradi drgnjenja merilnega vezja ob oblačila prihaja do vibracij, ki jih 
posname tudi mikrofon.  
Nekaj težav je tudi s pravilnim delovanjem infrardečega senzorja. Specifično je 
težava v infrardeči svetilni diodi, katere svetilnost na žalost ni dovolj velika. 
Posledično je na dobrem metru razdalje med merilnima značkama infrardeči 
sprejemnik ne zazna.  
Toda kljub tem manjšim težavam, merilnik deluje dobro in je pripravljen na 
nadaljnje testiranje in preizkušanje v realnem okolju, hkrati pa je tudi pripravljen na 
morebitne nadgradnje in dodelave, če bi se te kasneje izkazale kot potrebne. 
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7.2  Ocena modela strojnega učenja 
Kljub zahtevni nalogi, mi je uspelo naučiti model, ki je sposoben napovedovati 
čustva z dobrimi 62% pravilnosti. Kar nekaj razlogov obstaja, zakaj rezultat ni 
bistveno boljši in zakaj tudi drugi raziskovalci bistveno ne presežejo meje 70% (tabela 
7.1). Bil sem eden redkih, ki je za treniranje uporabil več kot le eno ali dve zbirki 
podatkov, s čimer je ta rezultat še toliko bolj zadovoljiv. Kljub testiranju drugačnih 
možnosti, kot je uporaba PCA analize za predprocesiranje, sem ugotovil, da vse skupaj 
bistveno ni vplivalo na končni rezultat, temveč je le izboljšalo ponovljivost. Zaznal 
sem tudi, da spol avtorja vpliva na njegovo razpoznavo, saj so bili rezultati, ko sem 
treniral na govoru enega spola in potem testiral na govoru drugega, za približno 15% 
slabši. Verjetno lahko pri tem tudi trdimo, da bi na razpoznavo vplivala tudi 
demografija in bi imel model težave, če bi ga recimo preizkusil na otrocih, ki imajo 
povsem drugačno barvo glasu kot odrasli. 
 
Avtor Št. uporabljenih baz za učenje 
in testiranje 
Pravilnost 
Lim, Jang, Lee [52] 1 (EMO-DB) 78% 
Gluge et al. [53] 1 (EMO-DB) 71% 
Bertero, Fung [54] 1 (TED) 66.1% 
Feraru, Zbancioc [55] 1 (SROL) 65-67% 
Naš model 6 62% 
Le, Provost [56] 2 (Fau-Aibo, EMO-DB) 46.36% 
Tabela 7.1:  Primerjava našega modela z modeli nekaterih drugih raziskovalcev 
Obstaja kar nekaj razlogov, zakaj rezultat s težavo preseže več kot dobrih 60% 
uspešnosti napovedi. Treba je upoštevati, da so vsi podatki, ki sem jih uporabil, 
odigrani s strani igralcev, zato se pod vprašaj postavlja pristnost izraženih čustev. 
Glede na to, da sem imel v zbirki podatkov več kot 10000 različnih posnetkov, mi na 
žalost ne preostane drugega, kot da o pristnosti verjamem njihovim avtorjem. Drugi 
razlog se skriva v subjektivni interpretaciji čustev, saj smo si ljudje različni in 
posledično lahko na primer nekdo nek govor prepozna kot nevtralno čustvo, medtem 
ko bi ga nekdo drug označil kot, da v njem sliši žalost. Upoštevati je potrebno tudi, da 
je zaznavanje čustev močno povezano tudi z negovorno komunikacijo. Modeli, ki so 
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jih raziskovalci razvijali s kombinacijo govora in videa dosegajo bistveno boljše 
rezultate, kot recimo, če vzamemo le govor. Gre za zelo kompleksen problem, ki več 
kot očitno nima preproste rešitve in bodo raziskovalci še dolgo časa iskali možnosti za 
njegovo rešitev. 
Vseeno sem lahko s končnim rezultatom zadovoljen, saj se je model solidno 
približal trenutno najboljšim modelom, ki se gibljejo do 71% pravilnosti 
napovedovanja. To sem dosegel kljub temu, da nisem uporabil dodatnih tehnik 
predprocesiranja podatkov. Hkrati je model tudi bistveno boljši od naključnih 
napovedi, ki bi uspešnost kazale pri 16%. Težavo predstavlja odvisnost modela od 
jezika, kar se je pokazalo v enem od poizkusov. Posledično lahko skoraj z gotovostjo 
trdimo, da model za slovenski jezik ne bi deloval najbolje. Model je bil sicer 
preizkušen na realnem glasu in tam deloval kar dobro, tudi za slovenski jezik, vendar 
je preizkusil le nekaj čustev, ki smo jih bili sposobni odigrati. Treba je poudariti, da je 
bilo teh posnetkov bistveno premalo za realno oceno delovanja. Za kaj več bi 
potrebovali obsežnejše testiranje na realnih podatkih, kjer bi vzporedno ocene podajale 
tudi za to usposobljene osebe. To bi poleg preizkusa modela, dodalo tudi nove podatke 
za učenje, ki bi jim lahko bistveno bolj zaupali kot tem, ki sem jih uporabili sedaj. 
Vzporedno pa bi tako pridobili podatke za učenje z mislijo za uporabo v okolju, kjer 
se govori slovenski jezik. 
Dolgoročno se bo verjetno prepoznavanje čustev razvijalo z roko v roki z 
razpoznavanjem govora, saj lahko nekatere besede, kot recimo kletvice, dodajo 
dodatno informacijo, ki jo potrebujemo za določanje čustvenega stanja človeka. 
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8  Zaključek in možnosti za nadaljnje delo 
Pred začetkom izdelave zaključnega dela sem si zadal dva cilja. Eden je bil 
izdelava prototipa merilnega inštrumenta za merjenje socialne interakcij in drugi, da 
razvijem model strojnega učenja za napovedovanje čustev. Raziskal sem tudi vpliv 
spola in jezika govorca na razpoznavo čustev. 
Na koncu lahko rečem, da mi je uspelo razviti uporaben prototip, ki omogoča 
več funkcionalnosti od že obstoječih rešitev. Merilnik tako pri svojem delovanju 
uporablja radijsko komunikacijo za potrebe določanja bližine, merilnik pospeška za 
zaznavanje gibanja, mikrofon in pomnilniško kartico za zajem govora in infrardečo 
svetilno diodo in sprejemnik za določanje usmerjenosti. Kljub spremembi načina 
določanja bližine, zaradi česar merilnik porablja več toka, je avtonomija še vedno 
zadovoljiva. Vsi sistemi, glede na preizkuse, delujejo dobro, vprašanje pa je kakšne 
težave se bodo pokazale, ko bom merilni sistem preizkusil na večjem številu ljudi 
naenkrat. Na žalost mi je pandemija virusa Covid-19 preprečila obsežnejše testiranje 
merilnika in s tem merilnega sistema. Kljub temu lahko trdim, da je osnova merilnega 
sistema dovolj dobra in prilagodljiva, da se bo lahko uporabljala v meritvah socialnih 
interakcij. Pri načrtovanju in izdelavi takšnega merilnega inštrumenta se tudi veliko 
naučimo, saj je bilo reševanje težav, ki so nastajale na poti, vse prej kot enostavno. 
Pri merilniku obstaja še veliko prostora za napredek. Predvsem je potrebno 
razmisliti o boljšem mikrokrmilniku, saj se je ta na koncu, zaradi nekaterih 
nepredvidenih omejitev, pokazal kot solidna, a ne najboljša izbira. Lahko bi tudi 
dodatno optimiziral porabo merilnikov in s tem podaljšal njihovo avtonomijo. Zaradi 
narave mikrokrmilnikov nRF, bi lahko izdelal tudi nadgradnjo merilnega sistema, ki 
bi kot centralno napravo uporabljal osebni računalnik. Tako bi se lahko vsi merilniki 
v sistemu povezali v centralno enoto, kjer bi lahko v realnem času spremljali obnašanje 
skupine. S prihodom novih standardov za Bluetooth, bo kmalu mogoče tudi 
učinkoviteje prenašati zvok, kar pomeni, da bi lahko v realnem času delali tudi analizo 
vzorcev v govoru, ki niso nujno čustva. Potrebno bi bilo tudi razmisliti o potencialnih 
dodatnih senzorjih, ki bi lahko bili uporabni pri izboljšanju funkcionalnosti merilnega 
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inštrumenta. Ker je pri ljudeh velika količina komunikacije neverbalne, bi bilo 
zanimivo razmisliti tudi o morebitni kameri na merilnikih. Z uporabo manjših pasivnih 
elementov, bi lahko tudi zmanjšali velikost merilnikov in jih tako naredili še bolj 
prijetne in neopazne za uporabo.  
Pri modelu strojnega učenja sem lahko zadovoljen, da model na koncu ne 
odstopa bistveno od najboljših modelov, ki so jih do sedaj predstavili raziskovalci na 
tem področju. Z uporabo večjega števila zbirk podatkov je model, kljub slabši 
uspešnosti, trenutno med bolj robustnimi, a ima svoje težave. Opazil sem lahko, da je 
razpoznavanje čustev iz govora zelo zahtevna naloga, ki nima trivialne rešitve. Na 
razpoznavo vplivajo spol kot tudi jezik govorca, kar še toliko bolj vpliva na delovanje 
modela. Bo model uporaben za slovenščino? Verjetno ne. Kljub temu, je manjši 
poizkus pokazal potencial, a je bila verjetno to bolj sreča kot pravilo. Ugotovil sem 
tudi, da je openSmile izjemno močno orodje za izločanje značilk iz govora, ki prihrani 
čas pri lastni implementaciji zahtevnih algoritmov digitalne obdelave signalov. 
Pri nadgradnji modela strojnega učenja lahko naredim napredek pri predobdelavi 
podatkov. Iz zvoka v učni množici bi lahko odstranil tiste dele, ki ne dajejo nobene 
informacije, kot je recimo tišina na začetku in koncu posnetka. S filtriranjem bi lahko 
iz posnetka izločil šum in na tak način še izboljšal kvaliteto posnetka. Na ta način bi 
poskrbel, da se pri izločanju značilk uporablja resnično le tisti del govora, ki nam 
podaja neko informacijo. Potrebno bi bilo tudi konkretneje raziskati, katere značilke 
so resnično pomembne za razpoznavo govora. Potrebno bi bilo tudi posneti lastno 
zbirko podatkov, jo primerno oceniti s strani strokovnjakov in na ta način model 
strojnega učenja prilagoditi za slovenski jezik. Zbirke, ki sem jih imel na voljo, so bile 
pridobljene na različne načine in lahko le zaupam avtorjem, da so pravilno označene. 
Verjetno bi bilo tudi to dobro preveriti in sam še enkrat oceniti ali so čustva, ki so 
zabeležena v posameznih posnetkih, prava ali je prišlo do napake. Pri tem je seveda 
potrebno upoštevati tudi subjektivnost posameznika pri razpoznavanju čustev. Ker 
sem lahko opazil vpliv spola in jezika na razpoznave, bi bil naslednji korak izdelava 
modelov za posamezen spol in jezik, ki bi verjetno izboljšala uspešnost 
napovedovanja.  
Stvar, ki je v magistrski nalogi ne omenjam, a se je še kako zavedam, je problem 
zasebnosti in varstva osebnih podatkov. S snemanjem pogovorov in tudi merjenjem 
interakcij, oziroma kontaktov, močno posegam v zasebnost posameznika. Predvsem je 
problematično snemanje pogovorov, ki so lahko tudi osebne narave, zato bi bilo 
dolgoročno dobro razmisliti o nadgradnji sistema, ki bi čustvene razpoznave delal že 
na značkah samih. S tem bi se izognili težavam z zasebnostjo, a na žalost, glede na 
moje poznavanje področja, v tem trenutku tehnologija še ni razvita do te mere, da bi 
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omogočala tako funkcionalnost ob enakih tehničnih zahtevah. Obstaja sicer že več 
rešitev za poganjanje modelov strojnega učenja na sami napravi, a so te trenutno še 
vedno energijsko preveč potratne, da bi bile primerne za moj sistem. 
Prostora za napredek pri projektu je ogromno, predvsem pa se bo več pokazalo 
po dejanskih testiranjih na večji skupini ljudi, ko bom lahko še bolj kvalitetno ocenil 
delovanje merilnega sistema. Posledično bom imel tudi bolj jasno sliko, kaj je potrebno 
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