ABSTRACT The study of crowd movement has recently become a popular research topic due to the increasing frequency of public safety issues. Compared with human evacuation experiments and drills, which may have personal safety risks and require a large number of volunteers, a simple and convenient computer simulation has become the mainstream research method. The computer simulation first needs to characterize small groups in the crowd to model the motion state of crowds for more accurate crowd modeling. In this paper, a top-bottom hierarchical clustering algorithm based on off-line crowd trajectories is proposed to provide small group information for crowd motion simulation. First, an unmanned aerial vehicle and a tracking technology are used to capture the pedestrian flow and extract the pedestrian trajectory. Second, a top-bottom hierarchical clustering strategy is proposed to divide the crowd into groups, which solves the problem of the difficulty of ascertaining small groups. This method solves the problem of automatically determining cluster centers by using the improved density peak clustering algorithm combined with a greedy algorithm. One factor of distinguishing small groups is improved by replacing the angle of the direction of motion with the distance difference, thus reducing the computational complexity. Specifically, the mean distance between trajectories based on the Euclidean distance is used for the top-level coarsegrained clustering; then, the improved Hausdorff mean distance is determined in the bottom-level finegrained clustering. Third, the proposed algorithm is validated by classifying the groups of pedestrians in real videos. The experiments show that the proposed method is applicable and effective.
I. INTRODUCTION
People's personal safety during evacuation has attracted considerable attention due to the increasing frequency of public safety issues [1] . Walking is still an indispensable and irreplaceable mode of travel in many cases, accounting for 10%-20% [2] of the total travel proportion, despite the diversification of people's current travel modes. It is common for pedestrian crowds to be very dense, especially in public places, such as squares, stations, and shopping malls. The denser the crowd is, the more likely it is to lead to trampling and public security incidents in the absence of timely and effective guidance or management [1] . In a large-scale crowd,
The associate editor coordinating the review of this manuscript and approving it for publication was Congduan Li. small-scale groups are also everywhere, and if the number of small groups is large, it will affect the movement of the overall crowd. Therefore, identifying the small groups in the crowd will not only affect the modeling of the movement state of the crowd, but will also affect the accuracy of the final model. Therefore, how to distinguish between small groups in crowds to model the motion state of crowds for more accuracy is a significant challenge.
Crowd movement is a very complicated process, and the cost of using volunteers in experiments is usually high [3] . Therefore, the computer simulation of crowd movement has become the mainstream research method, which studies pedestrian movement, evacuation and other situations [4] . Many researchers have also improved and have even revolutionized the mainstream crowd movement simulation models, such as the social force model [5] - [7] . However, the focus of these models is mainly on the analysis of the characteristics of human flow and how these characteristics guide the movement of human flow to improve the speed of human flow and pedestrian safety [8] - [12] . Most of the studies on crowd behavior only consider the interaction between isolated individuals, but it has been proven that up to 70% of the people in a crowd are actually part of a small group, such as friends, couples or families [13] . The individuals in small groups often move together and are closer to each other than others.
Researchers have begun to focus on the movement characteristics of small groups. They have improved their sports models in a variety of ways, including applying a two-layer planning mechanism, joining leaders, introducing interpersonal relationships, and adding cohesion to small groups [14] - [21] . There is also another way to study these models; emotional factors are introduced, combined with the psychological model of emotional contagion to improve the motor model [22] , [23] . These improved models are effective, but a secure and reliable wireless communication network is needed.
Mobile communication technologies are the basis for public safety networks [24] . The security considerations are vital due to the sensitive and real-time need for information exchange; in the spatial context of chaotic emergency and crisis situations [25] . It has been increasingly recognized that effective communications are key to the successful management of emergency and disaster situations [26] . Communications in crowd evacuation management depend on wireless communication networks, which are particularly important in the process of real-time communication between leaders and control center. Leaders need to obtain evacuation dynamics in real time from the evacuation control center, which needs a reliable, easily configurable, robust and secure wireless communication network. The rapid development of mobile communication technology in the field of public network security ensures safe and smooth communication [27] , [28] .
In a secure communication environment, those improved models can be effectively implemented; they not only simulate the process of crowd movement; but also simulate the movement of small groups. However, verifying those models is difficult because small group information in a crowd cannot be obtained directly from the trajectory data from real videos and it has to be determined manually in advance.
This paper proposes a top-bottom hierarchical clustering method to identify small groups in crowds. The main work includes the following aspects: (1) Using UAVs to shoot crowd videos and video tracking technology to extract crowd location information including each person's trajectory. (2) Inspired by the sociological model [29] , the difference measurement between trajectories is improved so that the difference information between similar trajectories can be effectively calculated; this method is universal to other trajectory-based analysis methods. (3) A top-bottom hierarchical clustering method to identify small groups is proposed, in which the trajectory data is divided twice by the top-level coarse-grained and bottom-level fine-grained clusters in turn, and the results are basically consistent with those of human perception.
II. RELATED RESEARCH
With the development of crowd behavior research, the study of small groups has undergone a dynamic process of evolution, including changes in research fields, research methods, and quantitative standards. The theoretical basis, research progress, existing problems and solutions regarding small groups are introduced in detail below.
The theoretical basis of small groups began in the humanities and social sciences field, and then extended to the field of science and engineering [13] . Campbell [30] logically analyzed the characteristics and inevitability of the existence of small groups as a whole. John [31] started with an example (1979 concert trampling in Cincinnati, USA), and explored the important influence of the existence of small groups on group events from an empirical point of view. Hare [32] comprehensively analyzed the cause of small groups in theory. Mcphail and Wohlstein [29] , whose research of identifying the small groups in a crowd was based on real experimental data, recorded the movement of the crowd earlier by using film. Real experimental data can be used to qualitatively and quantitatively analyze the behavior characteristics of the members of small groups and Mcphail and Wohlstein [29] provide an empirical basis for judging the small groups, which later became the theoretical basis for the study of small groups.
Quantitative analysis supported by empirical research on crowd behavior was relatively rare in the late last century and was mainly in the field of sociology [33] . With the beginning of the study of crowd behavior in the field of natural science, research methods have changed from theoretical and logical deduction to trajectory analysis and experimental verification and have made considerable progress. Moussaïd [13] counted the proportion of small groups, the shape of groups (e.g., side by side or straight line) and the movement mode from the experimental data, and discussed the influence of these factors on the overall movement of the population. Ge et al. [34] , [35] applied computer vision to detect and track pedestrians directly on video in real time, and then identify small groups according to the basis provided by Mcphail and Wohlstein [29] and by using a bottom-up clustering method. Although the computational complexity is slightly higher and the accuracy needs to be improved, it inspires our research idea.
The study of identifying small groups is rare, although there are many studies focusing on trajectory analysis and comparison. These studies have inspired us to analyze the differences in trajectories. Although, from the perspective of computer vision, there are many trajectory analyses and comparisons, the study of small group recognition is rare. For example, Li et al. [36] combined the DBSCAN clustering algorithm for trajectory analysis and focused on identifying trajectories rather than small groups. Abdelpakey et al. [37] introduced a method to more accurately track targets rather than trajectory analysis. Fu et al. [38] and Zhang et al. [39] used the method of measuring the similarity of trajectory distance or trajectory structure to compare and analyze trajectories. The former uses feature learning based on dynamic time planning and a space-time collaboration algorithm to analyze the orbit, focusing on detecting abnormal trajectories; the latter uses a clustering algorithm to divide the trajectories, but focuses on predicting the potential location of the crowd. Another method divides the trajectories by using a clustering algorithm but focuses on predicting the potential location of the crowd. In addition, much of the inspiration for this study has been given to us from the study of trajectory similarity in the field of moving flock analysis and geographic information science (GIScience) [40] . Buchin et al. [40] discussed the measurement method of trajectory similarity in detail, in which the idea mentioned of improving the Fréchet distance [41] , [42] benefited greatly.
Compared with the previous research work, this study does not focus on video coding operations, but on the analysis and comparison of off-line trajectories to achieve the partition of small groups. Our method makes full use of time and location information in which the three characteristics of distance, distance difference and velocity difference are calculated to represent the differences of trajectory points, and then these differences are accumulated to measure the differences between trajectories. Based on this measurement method, we first use the density peak clustering method [43] combined with the greedy algorithm to carry out the top-level coarse-grained partition, and then introduce the improved Hausdorff distance [44] to execute the bottom-level finegrained clustering algorithm.
III. IDENTIFYING SMALL GROUPS A. THREE BASIC FEATURES OF THE DIFFERENCE BETWEEN TRAJECTORY POINTS
Mcphail and Wohlstein [29] considerers that pedestrians in small groups should possess the following three features: 1) the distance between any two neighbors should not exceed 7 feet (2.1336 meters); 2) the velocity difference between any two neighbors should be within 0.5 feet/sec (0.1524 meters/sec); 3) the angle difference of the motion direction between any two neighbors should be within 3 degrees. In other words, only by meeting these three requirements can two walkers be in the same small group.
Obviously, one of the difficulties in studying small groups is mainly due to the high computational complexity. For example, many calculations are required to represent the three basic features of the differences between trajectory points, especially for the third feature, as the calculation is not only heavy but also complicated. Ge et al. [34] , [35] was inspired by Mcphail's research [29] but only used the first two features, perhaps because of the high computational complexity.
Therefore, the third feature is modified to require fewer calculations in our study, except for directly using the former two features. The angle between the moving directions of any two adjacent pedestrians can be mapped to the increment of the distance per unit of time between them (the sum of the sinusoidal value of half of the angle and the product of their respective velocities), according to the trigonometric function equation.
As shown in Fig. 1 , the angle between two adjacent pedestrians i and j is represented by the increment of the distance per unit of time between them. The maximum angle between pedestrian i and j is 3 degrees, half of which is not more than 1.5 degrees (approximately 0.0261799 radians). Therefore, the maximum sinusoidal value is less than 0.0262, and when it is doubled, it is less than 0.0525.The maximum increment of distance per unit time can be calculated as less than 5.25% of the maximum velocity. The increment of distance per unit of time between two pedestrians is actually the distance difference between them at adjacent times. Moreover, the distance difference can be calculated more easily than the angle in the direction of motion. Therefore, the distance difference replaces the angle in the direction of motion and becomes the third feature.
Two walkers can be in the same small group only by meeting the following three features:
1) The distance between any two neighbors should not exceed the distance threshold.
2) The velocity difference between any two neighbors should be within the velocity threshold.
3) The distance difference between any two neighbors at adjacent times should be less than the distance difference threshold.
B. TRAJECTORY DESCRIPTION AND MEASUREMENT OF THE DIFFERENCE BETWEEN TRAJECTORIES
Although there are many common geometric properties of a trajectory, such as location, velocity, curvature, and segmentation, the basic data of a trajectory usually includes only two items, i.e., time and location [45] . It requires careful consideration to make full use of the two pieces of information to accurately measure the difference between trajectories.
Trajectories must be accurately described before measuring differences. If in chronological order, one record is a one-dimensional vector made of one moment and a series of pedestrian locations, i.e., x coordinates and y coordinates, assuming that there are n pedestrians, the one-dimensional vector representing one record can be formally described as s, which is a triple {t, x t i , y t i |i = 1, 2, 3, . . . . . . , n}. Then, the distance d t ij between the trajectory points of pedestrian i and j at t is shown in the following equation (1):
Let us assume those pedestrians' trajectory points are extracted once every interval time in the time period T . The interval time which is fixed can be set as t. Therefore, the total number of records is m, which is equal to T divided by t. Then, in the period of T , all records can be expressed as a two-dimensional matrix S with m rows and 2 × n + 1 columns, in which the first column contains m moments, and the rest are pairs of X coordinates and y coordinates. The trajectory of a pedestrian i is also a triple {t k , x i , y i |k = 1, 2, 3, . . . . . . , m}, but it is a two-dimensional vector with m rows and 3 columns in which the first column is m moments, and the others are x coordinates and y coordinates.
Then, the distance difference d
between the trajectory points of pedestrian i and j at adjacent moments (t k and t k+1 ) and the distance d t k t k+1 i i walks during the interval time ( t k+1 − t k ) are shown in the following equation (2) - (3):
Similarly, the velocity v t k i of pedestrian i and the velocity difference v t k t k+1 ij between pedestrian i and pedestrian j can be expressed by the following equations (4) - (5):
In the analysis and measurement of similarity or difference between trajectories (referred to as difference), there are usually two methods of global comparison and sectional comparison [44] . There are some limitations in using any one of the two alone. For example, it is easy to ignore local features in the global comparison, which results in inaccurate results [46] . There have been many studies based on sectional comparisons in recent years, but the sectional and integration methods have a direct impact on the final results [45] . The computational factor that stores the number of valid records is introduced to integrate the global and local features. As long as the Euclidean distance is guaranteed to be very close from beginning to end, the trajectory structure difference will be very small [47] . The obvious reason is that the closer the two pedestrians are to each other, the more similar their trajectory structures are. However, the traditional method of calculating the average distance is not sufficiently accurate. It is easy to ignore the local features in the process by accumulating the sum of all recorded distances and dividing the sum by the total number of records. In this paper, the principle of averaging is adopted, but its calculation method is modified by adding the validity evaluation of the average operator. The evaluation process sets the threshold conditions in advance and filters the average operator as the divisor, which is defined as valid only if it meets the conditions. The global mean obtained by efficient operators also reflects the local data characteristics, which is also inspired by the Fréchet distance [41] , [42] .
As far as the trajectory data of small groups are concerned, the number of valid trajectory records is the average operator, and the three features of small groups given in the preceding section are the presupposition conditions. Only records satisfying those three characteristics are valid records. The pair of pedestrians i and j are taken as an example for both of which the equations (6) - (7) and are used to calculate the number m ij of valid records at t moment as follows:
The three thresholds τ i d , τ i v and τ i dd in equation (6) are automatically determined, which are the thresholds of the three eigenvalues of a small group of individuals mentioned in the previous section. The distance threshold τ i d is taken as the distance from the trajectory points of the first 10% the nearest to oneself. The velocity difference threshold τ i v takes 10% of average velocity, and the distance difference threshold τ i dd is 6% of the average velocity of the entire crowd at moment t. m ij is the number of effective time points between the pair of pedestrians i and j in time period T . M is an n-order square matrix composed of m ij , which stores the number of valid records between each pair of individuals. The formal definition of M is as follows: M = {m ij |i = 1, 2, 3, . . . , n; j = 1, 2, 3, . . . , n; i = j}. M is regarded as a valid averaging operator, which imitates the idea of the discrete Fréchet distance [42] , [48] .
The Fréchet distance can measure the distance between curves more accurately, because it not only considers the location relationship but also adds the temporal information. However, the complexity of the Fréchet distance algorithm is too high; the later improved the discrete Fréchet distance algorithm greatly reduces the complexity. We are inspired by the idea of the discrete Fréchet distance and introduce the valid record number as an average operator [41] , [42] . m ij , the number of valid records represents the total number of time points within the whole statistical period T from any pair of trajectories i and j close enough to satisfy the three characteristics of small groups, i.e. the sum of time points with sufficiently small distances and similar speeds. The bigger m ij is, the more likely that i and j belong to a small group. Groups occur when a large set of moving entities moves sufficiently closely for a sufficiently long time [48] , [49] .
The average distance d ij (see equation (8)) obtained by dividing the sum of all recorded distances by the total number of effective time points can represent the difference between trajectories, which can reflect both the overall difference of trajectories and the local difference of trajectories.
Within the time period T , T t d t ij (see equation (1)) calculates the total distance sum of pedestrians i and j, and m ij (see equation (7)) stores the total amount of effective time points. Then, the number of effective time points between each pair of individuals in n pedestrians can construct the effective number square matrix M with n-order. Similarly, the mean distance d ij between each pair of pedestrians also constructs the mean distance n-order square matrix D and the distance sum n-order square matrix D is also obtained.
The purpose of screening the averaging operators is to count the number of time points that meets the three criteria (see equation (6)) which ensures that the distance between a pair of trajectory points is sufficiently close. The larger the average operator is, the more qualified the time points are, the longer the time for two pedestrians to walk together, and the greater the probability that they belong to the same small group. Consistently, the smaller the average calculated distance, the smaller the difference between the two trajectories will naturally be. Therefore, the global results obtained by using the filtered effective averaging operator can reflect the details of the process. Moreover, this method is universal and can be applied to both the Euler and Hausdorff distances.
C. TOP-BOTTOM HIERARCHICAL CLUSTERING FOR IDENTIFYING SMALL GROUPS
A top-bottom hierarchical clustering method for identifying small groups is adopted in this paper, which starts with one large group and gradually divides it into several small groups with the strongest cohesion and some groups with only one individual. The partition is executed twice by the top-level coarse-grained and bottom-level fine-grained clusters in turn. Alternatively, a bottom-up clustering approach can also be used, which begins with individuals and gradually constructs small groups by merging pairs of individuals one by one be based on the same measure. The top-bottom method is chosen because up to 70% of the people in the crowd are actually in small groups [13] .
1) THE TOP-LEVEL CLUSTERING
Compared with some classic clustering algorithms such as spectral [50] , [51] , K-means [52] , [53] , K-medoids [54] , [55] , and fuzzy c-means [56] , [57] , the top-level clustering method does not need to specify the number of groups in advance. Meanwhile, the characteristic of crowd clustering is that it does not know the social relationship in the population beforehand. Therefore, the clustering algorithm based on the density peak [43] and greedy strategy are combined to execute the top-level clustering, which does not need to input the number of groups and can also automatically search the cluster centers.
The process of determining cluster centers [43] is as follows. First, the density ρ i (see equation (9)) of pedestrian i is calculated (the number of individuals in the neighborhood radius is replaced by the Gauss kernel density), and then the data points are arranged in descending order of density. Then, the relative distances (see equation (10)) of each data point are calculated in turn. The calculation rule is that the maximum density point should be the distance from its farthest point, while the other points should be the distance from its nearest point. Finally, the data points are arranged in descending order according to the product of density and distance, and the large data points are manually taken as the cluster centers.
Actually, selecting the cluster centers is the core operation of the clustering method based on the density peak. Cluster centers usually have the following two main characteristics [43] :
1) A high density, which means that the number of individuals in its neighborhood radius is large and the density of these individuals is lower than that of itself.
2) A long relative distance, which means that it is far away from other cluster centers and is usually longer than its own neighborhood radius.
Therefore, the candidates for cluster centers require both higher densities and longer relative distances. First, the density ρ i of the individual can be calculated according to the neighborhood radius dc. Moreover, the Gauss kernel function method is more accurate, as shown in equation (9):
In equation (9), d ij (see equation (8)) is the mean distance between pedestrians i and other pedestrians j in the time period T . I is the neighbor set of individual i, referring to the individual sequence set within the neighborhood radius dc. dc is taken from the distance value of the front x (where x = 0.03) arranged in ascending order of mean distances. Therefore, the meaning of ρ i is the cumulative Gauss nuclear density of individual i in the time period T .
Regarding the relative distance υ i (as shown in equation (10)), the value of the mean distance should be selected according to the density. If the density is the highest, the value of the mean distance from the furthest individual is chosen; otherwise, the mean distance of the nearest and higher density than the current individual is selected.
In equation 10, I i p is a set of individuals whose density is higher than i. VOLUME 7, 2019 A simple way to satisfy both high density and long relative distance is to calculate the product ρυ i of them (as shown in equation (11) . However, the candidates for cluster centers can be obtained by normalizing (as shown in equation 12) to unify the order of magnitude of the two factors, and then arranging the sequences in descending order. Thus, ρυ i is also called the decision factor.
Since the sizes of small groups are generally small, most of them are in groups of two or three and usually no more than five, therefore, in many cases, two individuals become the centers of each other. In addition, the overall crowd density is usually large, and the distance difference between small groups is not obvious. Therefore, the sequence ρυ i should be regarded as the candidate sequence of a cluster center, group member or isolated individual at the same time, but the probability of choosing the former as the cluster center is relatively high. The method in [43] is modified and combines the greedy strategy, which gradually searches for the cluster centers. Moreover, the cluster centers in this paper are automatically determined rather than manually selected as in [43] .
This paper completes the top-level clustering process in the following four steps:
1) The effective number square matrix M is solved. Traversing the trajectory matrix S, we first use equations (1) -(5) to obtain three eigenvalues of all pedestrians in the period T : distance, speed difference, and distance difference. Then, we obtain the threshold of three eigenvalues and the Euclidean distance sum matrix: τ i d , τ i v , τ i dd and D. Finally, the effective amount matrix M and mean distance matrix D are obtained by equations (6)- (8) .
2) The individual density ρ i (Gauss kernel density) is calculated by using equation (9) . Then, all individuals are arranged in descending order according to the density.
3) The relative distance υ i is calculated by using equation (10) . In addition, the relative distances of individuals are calculated according to the density in turn.
4) The decision factor ρυ i is calculated by using equation (11) . In addition, all individuals are arranged in descending order according to the values of the decision factors. The individuals in the front of the sequence are selected as clustering centers in turn and clustered with the radius that is 10 times that of dc until each individual in the sequence is visited once (one isolated individual is one group).
In step 4, there is no strict segmentation between the cluster centers and group members. The whole sequence is a candidate for the cluster center. Except for the first individual, the other individuals are candidates for group members at the same time. Only the individuals in the front rank are more likely to become cluster centers. In this way, the anterior former individuals are selected as cluster centers for clustering. Individuals who are not grouped continue to be clustered, either as cluster centers or as group members.
2) THE BOTTOM-LEVEL CLUSTERING
Although the top-level clustering process also considers the trajectory structure factors, such as the velocity difference and distance difference, it is mainly in accordance with the Euclidean distance, so the division is relatively rough. It is easy to calculate the Hausdorff mean distance between the clusters for all trajectories that are extracted in the same time period T , so that the members of the group can be further refined by comparing the trajectory structure.
The previous clustering algorithm is mainly based on the Euclidean distance, but for analyzing trajectories, not only the distance but also the structures of the trajectories need to be compared, so every group of individuals needs to be further divided by the Hausdorff mean distance. The mean Hausdorff distance is used here, as shown in the following equations (13) - (15):
Here, I is the set of all trajectory points of pedestrian i, and J is the same. D (i, J ) (see equation (15)) is the mean distance from point i in set I to all points in set J , which is obtained by equation (8) . h (I , J ) (see equation (14) ) is the original Hausdorff distance from trajectory I to J , which is based on the mean distance. In addition, then the improved Hausdorff distance H (I , J ) (see equation (13) ) is calculated by dividing the Hausdorff mean distance between trajectory I and J by the effective average operator m ij (see equation (7)). H is also the Hausdorff distance matrix which is a square matrix.
For the results of the previous clustering, if the number of members is more than two, fine-grained partition based on the improved Hausdorff distance is executed. The principle of subdivision is that the most similar trajectory structures are grouped into one group. The most similar means the Hausdorff distance is the minimum. The method of subdivision is briefly introduced as follows:
First, one small group in the top-level clustering results is seen as the current group gr. Then, the Hausdorff distance mean of gris solved as the threshold hc (see equation (16)) for subdivision. Then, a pair of trajectories I and J with the most similar structure in gr are found and form a new group ngr, and the remainder is the old group ogr, and the mean Hausdorff distance oh (see equation (17)) of ogr is calculated. Then, a trajectory K , which is taken out from ogr, is added to ngr, and the mean Hausdorff distance nh (see equation (18)) of ngr that just added K is calculated. If nh < hc and nh < oh, K is merged into ngr, otherwise, K remains in ogr. After ogr is traversed, it becomes the new gr. The previous process is repeated if the number of remaining members in ogr is more than two; otherwise, the next group in the top-level clustering results is subdivided. 
size(x) is a function that can obtain the number of members in x.
The simple process of bottom-level clustering is shown in the following three steps:
1) The Hausdorff distance H (I , J ) is solved. Traversing trajectories in the current group gr, we first use equation (13) - (15) to obtain the Hausdorff distance between any pair of trajectories of gr if the number m gr (see equation (19) ) of trajectories in gr is more than two; otherwise, the next group is subdivided. Then, the sum of the Hausdorff distance of gr is calculated. hc equals the sum divided by the number.
2) The current group gr is divided by fine-grain partitioning. The front most pair of trajectories is removed to build ngr from gr. First oh (see equation (17)) of ogr is obtained in a process similar to that of solving hc (see equation (16)). Then, a trajectory K , which is taken out from ogr, is added to ngr. Then, nh (see equation (18)) of ngr is also obtained in a process similar to that of solving hc. Then, where K will be replace and the follow-up process are determined according to the rules mentioned above.
3) All groups in the top-level clustering's results are performed by the operations in step2.
D. TOP-BOTTOM CLUSTERING ALGORITHM AND ANALYSIS 1) THE PSEUDOCODE
The pseudocode of the main body algorithm is given in this section. The main pseudocode is divided into four parts, including the variables/functions descriptions and three processes.
The pseudocode of Process 1 mainly shows the brief process of solving the valid record matrix M , which will be treated as the average operator and one input to Process 2.
The pseudocode of Process 2 mainly shows the brief process of the top-level clustering based on the decision variables, whose results will be the input to Process 3.
The pseudocode of Process 3 mainly shows the brief process of the bottom-level clustering based on the greedy strategy, whose grouping grss is the final result of clustering, including small groups and isolated individuals.
Algorithm 1 Variables description:
Trajectory data set S = {t k , x i , y i |k = 1, 2, 3, . . . , m; i = 1, 2, 3, . . . , n} which is a matrix with m rows and 2 × n + 1 columns, includes locations at m time points of n pedestrians. ths is a one-dimensional array to store those thresholds. ρυ i is a decision variable sequence in descending order. DC is a one-dimensional array to store neighborhood radius. grs is an n-order square matrix to store the top-level clustering's results. gr is a one-dimensional array to store one small group of grs. ngr is a one-dimensional array to store the temporary group in the partition process. ogr is a one-dimensional array to store the rest of gr. grss is a matrix to store the bottom-level clustering's results. (1) - (5). //Valid record operator M is calculated by equations (6)- (7). for t = 1 to m //m is the total number of records
Functions description: getths(S) is a function to obtain ths. getpv(S, M ) is a function to obtain ρυ i . getDC(S, M ) is a function to obtain DC. getgr (i, DC) is a partition function with i as the center and DC as the radius, which returns gr from ρυ i . gethd(gr) is a function to obtain H (one square matrix) of gr. size(gr) is a function to obtain the number m gr of members of gr. getmh(gr) is a function to obtain the mean improved Hausdorff distance hc (one variable) of gr. [ngr, ogr] = subpartition(gr, hc) is a function to obtain ngr and ogr with hc as the yardstick in gr.

Process 1 Solving the Valid Record Operator
2) TIME COMPLEXITY ANALYSIS Our program consists of three processes, which are executed sequentially. Although process 1 has the highest time complexity, it is a data preparation process rather than a clustering process. Therefore, processes 2 and 3 are the focus of the analysis.
Process 2 has more operations than process 3, including the ordering of decision variables and the grouping with , where n is the number of individuals in the whole crowd.
The processing of the grouping is slightly simpler than the previous process, the time complexity mainly depends on m, where m is the number of groups divided. Even if each noncore individual is compared with m clusters once, it is only compared (n − m) × m times. Therefore the worst-case time complexity is O ((n − m) × m).
The time complexity of process 3 is never higher than process 2, whose operation is much simpler than process 2. In addition, the bottom clustering is a fine-grained partition within each group, the worst case is that there is only one large group, and its operation process is similar to that of the top-level clustering, so its maximum time complexity is also O ((n − m) × m) . The best case is that the number of groups is n and its time complexity is O (n) accordingly, which is the worst case of the bottom clustering.
In summary, the time complexity of our algorithm is O n×(n-1) 2
The time complexity of both bottom-up clustering in [34] and [35] and the clustering based on the FD in [58] is not less than O n 2 , our algorithm is similar to them overall.
IV. ANALYSIS AND COMPARISON OF EXPERIMENTAL RESULTS
The following three experimental tests are carried out for verifying the method proposed in this paper. 
A. EXPERIMENTAL ENVIRONMENT SETTING
With advanced hardware technologies, such as UAVs and HD cameras, real video is easier to obtain than ever before. Moreover, video extraction technologies such as target tracking are very mature [14] - [16] , [18] , [59] - [62] . The video of this experiment was taken by UAV at the intersection near the school canteen. As shown in Fig. 2 (a frame shot in the tracking process), the experimental scene is a campus road approximately 40 meters long and 25 meters wide, which is near the canteen. In the video, 67 pedestrians were selected and tracked (the trajectories of 12 pedestrians are too short, which have no analytical value), 55 of whom had trajectories that could be used. The interval between the extracted adjacent frames is 0.05 seconds. The head of the pedestrian was taken as the tracking target point. The red line in the picture was the tracing generated trajectory line. Fig. 3 is a sketch of the initial position of the pedestrians, which is based on the trajectory information recorded from VOLUME 7, 2019 Figs. 4 and 5 are two-dimensional trajectory diagrams, in which the pedestrians' locations are seen as particles. Fig. 4 shows all the trajectories of the whole crowd in a time period. Although these trajectories are different in length and direction, they all start at the same time and end at the same time, so they are the sequence of the locations in the same time period. The starting position of the trajectory marks the serial number of the corresponding individuals, which are also shown in Fig. 3 . Fig. 5 shows the trajectories of different small groups with different colors, while the isolated individuals are marked with black. These trajectories are classified according to the statistics of the original video observed by five observers. The statistical principle is that when more than half of the observations are consistent, they are the final results (as shown in Table 1 ). For example, from the trajectories distribution, it can be clearly seen that (54, 55) , (4, 18) , (25, 21) , (26, 44) , (19, 13) , etc. are small groups.
As shown in Table 1 , each row contains the group number and the trajectory number in the group, and head of the row is the group number (The individual trajectory number in the group corresponds to the trajectory number in Figs. 4-5.) . 
B. EXPERIMENTAL TEST 1: TOP-LEVEL CLUSTERING BASED ON THE DENSITY PEAK
In this experiment, the coarse-grained partitioning results of the top-level clustering algorithm based on the density peak are tested. As is shown in Table 2 , each row is a group, the head of the row is the group number, and the data in the group is the pedestrian trajectory number (corresponding to the trajectory number in Figs. 4-5) , of which the first number usually represents the cluster center. By regarding the pedestrians' locations as particles, and then considering the local density of each individual as an x coordinate and the relative distance as a y coordinate, we can obtain the density peak figure, as shown in Fig. 6 -(a) .
In Fig. 6 , the number of individuals with larger density and distance values is basically the same as the number of the first element of each group (also the cluster center of each group). Fig. 6 -(b) is a cluster center decision diagram used as a reference schematic diagram, which is used in [34] to strictly distinguish cluster centers from group members. Table 2 ), it can be clearly seen that the cluster centers of the first three groups are more accurate, and the cluster centers in Table 2 are all trajectory numbers with larger Y values on the cluster center decision-making graph, while the rest are not as consistent. This is because the characteristics of small groups are small scale, close to each other, and some members are scattered and some members are crossed. It is difficult to strictly distinguish the cluster centers from the members on the decision diagram. Therefore, the greedy strategy adopted in this paper is a wise choice, according to the results (shown in Tables 2) and the evaluation results (shown in Table 3 ). Fig. 7 shows the grouping effect of the top-level clustering using different color trajectories. In most cases, the same color is used for the same group trajectory, but because the number of colors is limited and the colors need to be recycled, some distant groups also use the same color. In addition, isolated trajectories (one person in a group) are marked by black, and are represented by discontinuous black lines where isolated trajectories intertwine with each other. The silhouette coefficient evaluation method (silhouette for short, hereafter) is used to evaluate the results of the top-level coarse-grained partitioning; its accuracy is shown in Table 3 , (each row contains three items of individual information, i. e., the trajectory number, evaluation value and group number). On the left is the individual trajectory number (corresponding to the trajectory number in Figs. [4] [5] , in the middle is the silhouette value, and on the right is the group number of the trajectory. It can be concluded that the evaluation values are below 0.8 and are mostly in a large group containing multiple groups, such as group 1(see Table 2 ). The total average value is 0.8378. The consistency with Table 1 (correct number of individuals as a percentage of total individuals) is approximately 80%. Our algorithm has proven to be effective.
Compared with the top-level clustering results (see
C. EXPERIMENTAL TEST 2: BOTTOM-LEVEL CLUSTERING ALGORITHM
In this experiment, the results of the fine-grained partitioning of the bottom clustering algorithm based on a greedy strategy are obtained, as shown in Table 4 . Similar to Table 2 , each row is a group with a group number at the beginning and an individual trajectory number within the group (corresponding to the trajectory number in Figs. 4-5) . Fig. 8 (similar to Fig. 7 ) also shows the group effect of the bottom clustering using different color trajectories. In most VOLUME 7, 2019 cases, the same color is used for the same group trajectory, while some distant groups also use the same color. In addition, isolated trajectories (one person in groups) are marked in black, and the trajectory numbers are marked at the starting positions.
The silhouette method is used to evaluate the results of the bottom fine-grained partitioning, and the accuracy is shown in Table 5 . Similar to Table 3 , each row contains an individual number, evaluation value and group number. It can be seen that the evaluation values are generally above 0.85 and the individuals with values less than 0.85 are mostly in the groups whose distance between trajectories are large, the trajectory structure is not very similar, and there are differences in manual observation, such as group 7(see TABLE 4 ).
The total average value of the evaluation is 0.9250, there are 7 groups more than the top-level clustering. The total number of groups is similar to the manual groups. There are only slight differences between groups 2-4 and 7. The consistency rate (the ratio of the number of individuals correctly grouped) is over 90%, i. e., approximately 93%.
D. EXPERIMENTAL COMPARISON: BOTTOM-UP CLUSTERING AND CLUSTERING BASED ON THE FUNDAMENTAL DIAGRAM
In this experiment, we use the same trajectory data as the previous experiment, and use the algorithms in [34] , [35] , and [58] to identify the small groups and then analyze and evaluate the results. The experimental results of the bottomup clustering algorithm in [34] and [35] and clustering based on the Fundamental Diagram algorithm in [58] are as follows. Table 6 (similar to Table 2 ) shows the result of the groups, there are a total of 32 groups, two more than the manual result. (The individual trajectory number in the group corresponds to the trajectory number in Fig. 9.) . The clustering result is shown in Fig. 9 , whose legend is similar to Fig. 8 .
1) THE RESULT OF BOTTOM-UP CLUSTERING
The silhouette method was used to evaluate the results of the bottom-up partition. The value of the silhouette method, shown in Table 7 , is similar to Table 3 . Each row includes an individual number, evaluation value and group number. It can be seen that the evaluation values are generally above 0.8, which is reasonable overall. The total number of groups is similar to the manual result, and only a few groups are different, so the total average value of the evaluation (0. 8728) is slightly worse than that of the bottom fine-grained partition in this paper but is better than that of the top coarse-grained partition; the consistency rate is approximately 84%. Table 8 (similar to Table 2 ) shows the result of the groups. There are a total of 33 groups, three more than the manual result. (The individual trajectory number in the group corresponds to the trajectory number in Fig. 10.) . The clustering result is shown in Fig. 10 , whose legend is similar to Fig. 8 .
2) THE RESULT OF CLUSTERING BASED ON THE FUNDAMENTAL DIAGRAM
The silhouette method was used to evaluate the results of the clustering based on the FD. The value of silhouette method, shown in Table 9 , is similar to Table 3 . Each row includes an individual number, evaluation value and group number. The evaluation values are generally above 0.9, which is reasonable overall. However, some individuals are wrongly classified as isolated ones, and their evaluation values are usually less than 0.15; therefore the overall average (0.8676) is slightly lower than the that of the bottom-up clustering algorithm in [34] and [35] , and the consistency rate with the manual observation is approximately 83.6%, which is similar to the result of the clustering algorithm in [34] and [35] .
3) COMPREHENSIVE COMPARISONS AMONG THE THREE METHODS Fig. 11 shows the comparison of the results of the three methods used in this paper, in [34] , [35] , and [58] with the silhouette method. The comparison of each individual silhouette (see Tables 5 and 7 respectively. From the fluctuations of the magnitude of the three curves, it can be clearly concluded that the magenta curve is more relatively stable overall, as the fluctuation range is smaller and the overall effect is better than those of the others.
The comparison of the three methods in the front is only under one scale and density. The following comparisons of different scales and densities will be shown. method is superior to the other two methods overall. Furthermore, it is seen that the performance of the three methods is mainly affected by the crowd density rather than the crowd size. Let us see Fig. 12 . Fig. 12 shows the trend of the evaluation values of the three clustering results with increasing density (see Table 10 ). The abscissa is the sequence of crowd densities and the ordinate is the sequence of silhouette mean values. Similar to Fig. 11 , the magenta, blue and black curves represent the evaluation value of the results of the top-bottom, the bottom-up and the FD methods respectively. Obviously, the evaluation values of the clustering results of the three methods show a downward trend as a whole with the increase of density. Our method performs slightly better and is the most stable among the three methods, although the decline rate is also very large when the density exceeds approximately 1 person/m 2 .
V. CONCLUSION
This paper proposed a top-bottom hierarchical clustering algorithm for identifying small groups based on trajectories. Compared with the algorithms in [34] , [35] , and [58] , the proposed method shows more accuracy. The main conclusions, which have been verified by the experiments, are as follows:
1) The improved third feature is effective. Regarding the improved feature, the distance difference is used to replace the angle in the direction of motion. The experimental results show that this method is not only is effective but also simplifies the calculation process. 2) In this paper, the clustering algorithm based on the density peak is modified to make it suitable for the characteristics of the small groups' partition in cluster centers selection; and is applied to the top-level clustering process of the coarse-grained small groups' partitions. Compared with the original density peak clustering algorithm ( Fig. 6 -(b) and Table 2 ), the improved density peak top-level clustering algorithm can obtain more accurate results, which can better adapt to the characteristics of small groups. 3) A bottom-level clustering algorithm based on a greedy strategy for fine-grained partitioning is proposed. On the basis of the top-level coarse-grained partition, each group is divided into more fine-grained groups according to a greedy strategy. The experimental results show that the partition accuracy is improved by approximately 10% compared with the top-level clustering results and is basically consistent with the results of manual perception. Although the algorithm in this paper divides small groups accurately, some parameters still need to be manually adjusted, such as the neighborhood radius. When the density exceeds a certain value (approximately 1 person/m 2 ), as the density of the crowd increases, the accuracy of the results will decrease. Because the velocity difference, distance difference and Hausdorff distance are all based on distance, when the density is too high and the distance is too close, the discernibility decreases; in addition, narrow channels will make the trajectory structure similar and reduce the accuracy. Next, our team will focus on the movement of larger crowds, and different scenarios will be selected, such as the interiors of buildings or narrow passages.
