Cooperative Caching based on File Popularity Ranking in Delay Tolerant
  Networks by Wang, Tiance et al.
Cooperative Caching based on File Popularity Ranking in
Delay Tolerant Networks
Tiance Wang
Princeton University
Dept. of Electrical Engineering
Princeton, New Jersey 08540
tiancew@princeton.edu
Pan Hui
Deutsche Telekom Laboratories
Ernst-Reuter-Platz 7
10587 Berlin, Germany
pan.hui@telekom.de
Sanjeev R. Kulkarni
Princeton University
Dept. of Electrical Engineering
Princeton, New Jersey 08540
kulkarni@princeton.edu
Paul Cuff
Princeton University
Dept. of Electrical Engineering
Princeton, New Jersey 08540
cuff@princeton.edu
ABSTRACT
Increasing storage sizes and WiFi/Bluetooth capabilities of
mobile devices have made them a good platform for oppor-
tunistic content sharing. In this work we propose a network
model to study this in a setting with two characteristics: 1.
delay tolerant; 2. lack of infrastructure. Mobile users gen-
erate requests and opportunistically download from other
users they meet, via Bluetooth or WiFi. The difference in
popularity of different web content induces a non-uniform re-
quest distribution, which is usually a Zipf’s law distribution.
We evaluate the performance of different caching schemes
and derive the optimal scheme using convex optimization
techniques. The optimal solution is found efficiently using
a binary search method. It is shown that as the network
mobility increases, the performance of the optimal scheme
far exceeds the traditional caching scheme. To the best of
our knowledge, our work is the first to consider popularity
ranking in performance evaluation.
Keywords
Cooperative Caching, Delay Tolerant Networks, Ranking,
Mobile data offloading
1. INTRODUCTION
Mobile devices have seen significant growth in their stor-
age and wireless connection capabilities. Due to the develop-
ment of web-based services, caching replacement strategies
for web proxies has been an active area of research. As a
result, proxy caching is used to reduce network bandwidth
usage, user delays and load on the origin servers. However,
traditional caching strategies are not ideal for a mobile envi-
ronment. Cooperative caching has been proposed as an ef-
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fective means of exploiting the huge potential in the storage
and connection capabilities of the large number of mobile de-
vices [11] [12] [8]. In this work, we consider a delay-tolerant
content sharing network built over a network of mobile users
and wireless access points, where the users download content
opportunistically from each other via short-range communi-
cations (e.g. Bluetooth or WiFi). If the requested content is
not found within the prescribed time, the users will down-
load it through the more expensive 3G network.
Considerable attention has been paid to such content shar-
ing systems [8][11] [12]. However, to the best of our knowl-
edge, no work has considered the popularity difference of dif-
ferent network content. It is well known that the popularity
distribution of the network contents approximately follows
Zipf’s law (including YouTube, the famous video sharing
website [1] [2]). According to Zipf’s law, if among all files,
a file is the kth most likely to be requested, then the proba-
bility of request, pk, approximately follows pk ∝ k−α, where
0 < α < 1. Intuitively, more popular files should be cached
more frequently (i.e. have more replicas). We do not restrict
the file popularity distribution to any particular type, but
will focus on the Zipf-like distribution.
To illustrate the need for opportunistic downloading, we
can conceive a scenario where many users with similar inter-
est are geographically located in an area for a relatively long
duration of time, such as an arena or a tourist destination.
We assume users have mobile devices with limited storage
sizes. The requested content is delay tolerant in nature.
In this paper, we establish a mathematical model of mo-
bile content sharing network based on file popularity distri-
bution, user mobility and delay tolerance. We derive the
optimal cache allocation and devise a strategy to achieve
the optimal allocation. The rest of the paper is organized as
follows. In Section 2 we will review related work in the area
of cooperative caching. The model is established in Section
3.1. In Section 3.2, we formulate the problem of finding the
optimal cache allocation as a convex program and provide
a binary search algorithm to find the optimal solution. We
then extend our model to include contact duration limita-
tion in Section 3.3. Section 4 contains simulation results
that evaluate the performance of several caching strategies
using miss rate as the metric. A simple pushing strategy is
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used to achieve a near-optimal cache allocation. It is shown
that as the network mobility increases, the performance of
the optimal caching strategy and the pushing strategy be-
comes indistinguishable. We discuss possible extensions of
our methods and results in Section 5, before concluding in
Section 6.
2. RELATEDWORKS
Cooperative caching for mobile networks has been studied
widely in recent years [11] [12] [8]. [11] considers the scenario
where due to user mobility, the requested data may be too
large to be transmitted within a single contact with a user
who has the data in its local storage. Therefore a large file is
divided into small packets. However, in our work we main-
tain the assumption that each file can be transmitted with
a single contact since (1) peer-to-peer connection through
WiFi is much faster than 3G network, and (2) a file divided
into packets could be treated as several requests and each
packet may have some value to the user. [8] studies cooper-
ative caching for mobile networks. It applies a distributed
caching replacement based on users’ computed policy in the
absence of a central authority and uses a voting mechanism
for nodes to decide which content should be placed. In their
model, the mobile users are divided into classes, so as to het-
erogenize users in terms of storage capacities, mobility, and
interest in content. A user encounters another user with
a Poisson rate determined by the classes these two users
belong to. Also, a user encounters an access point with a
certain Poisson rate. The merit of their model is that each
user has its own rate of request on webpages and the algo-
rithm is fully distributed, meaning that the action each user
takes is based on its own knowledge only.
The strategy to migrate traffic from the cellular networks
to the free and fast device-to-device networks, so as to mit-
igate the overloaded cellular network is referred to as mo-
bile data offloading [9][6]. [9] formulated the problem of
offloading data with various sizes and delay tolerances as a
submodular function maximization problem. Our work is
along the same lines in the sense that users try to rely on
device-to-device transmission and avoid generating cellular
network traffic as much as possible, thereby achieving data
offloading.
It is helpful to find a unified mathematical model to cap-
ture the fundamental natures of node mobility. [10] summa-
rized several common methods of mobility modelling. The
most widely used and studied model is the random waypoint
model. A host randomly chooses a destination (waypoint)
and moves toward the destination in a straight line, with
a constant speed randomly selected in [vmin, vmax]. After
reaching the destination, a host pauses for a random period
before moving to the next destination. A recent investiga-
tion on the pattern of individual mobility [5] reveals that in-
dividual mobility patterns are largly indistinguishable after
correcting for differences in travel distances and the inherent
anisotropy of each trajectory.
3. MODEL
It is validated experimentally in [4][3] that the time be-
tween two consecutive contacts of a pair of users (inter-
contact time) follows an exponential distribution. We there-
fore model the contacts between nodes as a Poisson process.
The contact pattern between users and wireless access points
is also modelled as a Poisson process. Moreover, the follow-
ing factors affect the performance of the caching strategy
and are therefore addressed in our model:
1. Cache capacity. When the cache capacity is unlim-
ited, all contents on the network could be stored in
the cache. However, this is unrealistic as the cache
of a single user usually has very limited storage. The
whole network has much more content than a single
mobile device could store. We set the cache capacity
as a parameter in our model.
2. User mobility. There are many models attempting to
simulate realistic human or vehicle behaviors [7] [5].
However, in our problem it is only of interest to know
the encounter rate, or the frequency that users contact
each other and the access points. The actually path
along which a mobile user moves is irrelevant. This
simplifies our model since we do not need to consider
the difference in mobility patterns.
3. Density of access points. This is captured by the en-
counter rate λap of the users and the access points.
The inter-contact time between a user and access points
is different from the inter-contact time between mo-
bile users. It follows an exponential distribution with
a mean of λap.
4. Distribution of requests. The distribution of requests
directly affects the caching strategy. Intuitively, a more
popular file should be made more accessible, and hence
should be pushed into the network more frequently.
Previous research indicates that web file requests fol-
lows a Zipf-like distribution [1] or truncated Zipf-like
distribution, in which the request rate decays exponen-
tially below a certain popularity level.
5. Contact duration. The contact duration also exhibits
a Zipf-like distribution. If the contact duration is too
short, a complete file could not be transmitted during
a contact. For simplicity, we first assume that it only
takes a single contact to complete the transmission. As
a second step, we will consider the case where a single
contact is not enough to complete the transmission.
3.1 First Model: No Contact Duration Limit
We assume all users are statistically identical, which means
they have the same cache capacity, mobility and request dis-
tribution. Considering the above factors, we now provide a
formal problem statement.
Problem statement: The content distribution network
hosts N files, numbered 1, 2, . . . , N . The requests follow the
distribution P = {p1, . . . , pN} with p1 + p2 + · · · + pN = 1,
i.e. when a request occurs, the probability that the request
is for file i equals pi. Suppose the files are sorted by popular-
ity. That is, pi > pj for i < j. Each user generates requests
independent of other users, and independent of previous re-
quests. If the request results in a miss, then the mobile user
downloads the file through the 3G network, which is slower
and more expensive. Given a certain node mobility model
and the location of wireless access points, we want to de-
sign a process of selecting and storing files in each mobile
user’s cache to maximize the probability that a user finds
the requested file from a nearby user’s cache (the hit rate).
To simplify the analysis, we make the following assump-
tions:
1. All files are of equal size, and all users can store K files
in their cache.
2. User encounters are modelled as independent Poisson
processes with rate λ. User encounters with the wire-
less access points are also Poisson processes with rate
λap. In a purely peer-to-peer environment, λap = 0.
3. User requests follows a Zipf-like distribution with pa-
rameter α:
pi =
Ω
nα
(1)
where Ω =
∑
n−α. We will also generalize the result
to arbitrary distribution of requests.
4. After generating a request, the user will wait for a
fixed time T , called the patience time. If within
time T , the user enters the transmission range of a
wireless accessing point, or encounters another user
that happens to have the requested file in its cache,
then the request is a hit. Otherwise, the user needs to
download the file through the 3G network and a miss
is recorded. However, a long patience time is only
permissible for delay tolerant networks (DTN). Even
for DTN, a user is not willing to wait infinitely long.
Therefore we set a hard limit on the maximal waiting
time.
Symbol Meaning
N Number of files in the network
K Number of files a user can cache
λ Contact rate between two mobile
users
λap Contact rate between a mobile user
and an access point
pn Probability of request for file n
T Patience time
qn Probability that a mobile user has
file n
Pushing strategies
We evaluate the effect of different pushing strategies for
the same network. The first simple strategy is to randomly
select and push files into the network, ignoring the non-
uniformity of the request distribution. When a mobile user
enters the transmission range of a wireless access point, the
access point chooses one out of N files with equal probabil-
ity and transmits it to the cache of the mobile user until its
cache is full. After a while, the caches of all mobile nodes
become saturated and the hit rate of any file can be calcu-
lated. Therefore P (user has file n in her cache)= K/N , for
all n.
Let En be the probability that the request result for file n
is a miss, then
En
=P (file n is not in the user’s cache)P (No encounter
with AP or user storing file #n within time T )
=(1− K
N
)P (no access point encounter within time T )
· P (no encounter with user caching file n)
=(1− K
N
)e−λapT
∞∑
k=0
P (k encounters)
P (none of the k users has file n|k encounters)
=(1− K
N
)e−λapT
∞∑
k=0
e−λT (λT )k
k!
(1− K
N
)k
=(1− K
N
) exp{−T [λap + λK/N ]} (2)
For the third equality to hold, we need to assume two
users encounter at most once. For a network with a very
large number of users this is a realistic assumption. Since
the miss rate is the same for all files, the expected miss rate
for the random pushing strategy Xrandom is
E[Xrandom] = En = (1− K
N
) exp{−T [λap + λK/N ]} (3)
The observations from the above analysis are:
1. The miss ratio decreases exponentially with the pa-
tience time. Indeed, the longer a user can wait, the
more likely she is to receive the requested file from
either an access point or another user.
2. When
λap
λ
> K
N
, the wireless access points play the
major role in file delivery. When
λap
λ
< K
N
, Peer-to-
Peer transmission takes up the majority of the task.
In fact, when a user generates a request for file n, only
encounters with file n holders matter to her, effectively
changing the encounter rate to λK/N .
We now aim to improve the hit rate by considering dif-
ferent proactive caching strategies. With the random select
and pushing strategy, we did not exploit the non-uniformity
of request distribution. The overall hit rate is the average
hit rate of every file, weighted by the request probability.
Therefore, more efforts should be made to guarantee the de-
livery of the more popular files. By storing more copies of
the popular files and less copies of the unpopular files, the
overall hit rate could possibly improve. Suppose by strate-
gically changing the probability of pushing each file to the
mobile users, Let qn be the probability that file n is stored
in the cache of an arbitrary user. Then
N∑
n=1
qn = K (4)
0 ≤ qn ≤ 1, n = 1, . . . , N (5)
Another interpretation of qn is the expected number of copies
of file n in a user’s cache. Since a user can store K files, the
qn’s sum up to K. The miss rate of request for file n is then
E ′n
=P (request for file n is a miss)
=P (file n is not stored in the user’s cache)
P (No encounter with AP or with user
storing file n within time T )
=(1− qn)e−λapT
∞∑
k=0
P (k encounters)
P (none of the k users has file n|k encounters)
=(1− qn)e−λapT
∞∑
k=0
e−λT (λT )k
k!
(1− qn)k
=(1− qn) exp{−T (λap + λqn)} (6)
The expected miss rate for the selective pushing strat-
egy is
E[Xselect] =
N∑
n=1
pnE ′n
=pn(1− qn) exp{−T (λap + λqn)}
=e−λapT
N∑
n=1
pn(1− qn)e−λTqn (7)
3.2 Optimizing the Selective Pushing Strategy
The impact of the wireless access points in (3) and (7) is
just a multiplicative factor. Therefore we ignore the effect of
access points in the analyses and simulation results below.
Since the sum is a convex function of (q1, . . . , qn), the min-
imization problem is a convex optimization. We now cast
the convex program.
Minimize f(q1, . . . , qn) =
N∑
n=1
pn(1− qn)e−λTqn
subject to qn − 1 ≤0, n = 1, . . . , N
−qn ≤0, n = 1, . . . , N
N∑
n=1
qn −K =0 (8)
By the Karush-Kuhn-Tucker (KKT) conditions, the opti-
mal solution q∗ to (8) satisfies
µn − µN+n + η = pne−λTqn(1 + λT − λTqn)
for n = 1, . . . , N (Stationarity)
0 ≤ qn ≤ 1, n = 1, . . . , N
N∑
n=1
qn = K (Primal feasibility)
µn ≥ 0, n = 1, . . . , 2N (Dual feasibility)
µn(qn − 1) = 0,
µN+n · qn = 0
for n = 1, . . . , N (Complementary Slackness) (9)
It remains to fix the values of q = (q1, . . . , qN ), µ =
(µ1, . . . , µ2N ) and η. Observe that if i < j, then qi ≥ qj .
Otherwise since pi > pj , f(q1, . . . , qn) could be decreased by
exchanging the values of qi and qj . Therefore the index set
of the optimal solution q∗ can be divided into three parts:
qn = 1 for n = 1, . . . , N1 − 1
qn ∈ (0, 1) for n = N1, . . . , N2
qn = 0 for n = N2 + 1, . . . , N (10)
The following table provides the optimal solution to (8),
except that η is not determined:
n 1, . . . , N1 − 1 N1, . . . , N2 N2 + 1, . . . , N
µn pne
−λT − η 0 0
µN+n 0 0 −pn(1+λT )+
η
qn 1 1 +
1
λT
−
1
λT
W ( ηe
1+λT
pn
)
0
By the stationarity condition, η > 0. Here W (x) is the
Lambert W function, the inverse function of f(x) = xex.
It is single-valued and monotonically increasing on (0,+∞).
Therefore qn monotonically decreases as η increases. We
propose a binary search algorithm for finding η and {qn}.
Notice that∑
n
qn = K ⇒ N1 ≤ K ⇒ η ≥ pKe−λT∑
n
qn = K, qn decreasing ⇒ qK > 0⇒ η < pK(1 + λT )
(11)
Therefore, we set the boundary of search to be
[pKe
−λT , pK(1 + λT )]
Algorithm for optimal file distribution
qn ← 0 for all n
ηupper ← pK(1 + λT )
ηlower ← pKe−λT
while |∑ qn −K| >  do
η ← (ηupper + ηlower)/2
for n = 1 to N do
qn = ((1 +
1
λT
− 1
λT
W ( ηe
1+λT
pn
)) ∨ 0) ∧ 1
end for
if
∑
qn > K then
ηlower ← η
else
ηupper ← η
end if
end while
3.3 Second Model: Contact Duration-Aware
Traditional caching schemes assume that all data requested
can be transmitted within a single connection. This as-
sumption is not likely to hold for mobile networks, where
the amount data retrieved from a single contact is restricted
by limited contact duration. In this scenario, a mobile user
requesting a relatively large file can choose one of two strate-
gies: (1) stop and wait when it encounters an access point or
another user who happens to own the file until the transmis-
sion is complete, and (2) move on even if it can only receive
a fraction of the file within the contact duration, and es-
tablish connection with other users until the transmission
is complete. The analysis of the last section applies to the
first strategy. In this section, we explore the performance of
cooperative caching with a contact duration limitation. Due
to the complexity, we only give an expression for the miss
rate without solving the minimization problem.
As in [4][8], the inter-contact time between two mobile
users follows an exponential distribution. Let Nn be the
number of contacts between a user and other users caching
file n within patience time T , then Nn follows a Poisson
distribution with rate λTqn. Let T1, . . . , TNn represent the
contact duration of each contact. They are iid random vari-
ables following the Pareto distribution (with y-axis shifted
such that each time variable starts from 0):
P [Ti ≤ t] = FTi(t) = 1− (
1
t+ 1
)α for t ≥ 0 (12)
The total contact time with users caching file n can be rep-
resented as:
Ttotal,n = T1 + · · ·+ TNn (13)
where Ttotal,n follows a compound Poisson distribution.
Let ϕT (t) be the characteristic function of Ti as defined in
(12), then The characteristic function of Ttotal,n is
ϕTtotal,n(u) = ENn [(ϕT (u))
Nn ]
=
∞∑
k=0
(λTqnϕT (u))
ke−λTqn
k!
= eλTqn(1−ϕT (u)) (14)
from which the cumulative distribution function of Ttotal,n
can be obtained. Given the file distribution {qn} and that
each file requires a total transmission time of t0, the miss
rate could be calculated as follows:
Et =
N∑
n=1
pnP [Ttotal,n > t0]
=
N∑
n=1
pn
∫ t0
0
1
2pi
∫ ∞
−∞
e−ituϕTtotal,n(u)du (15)
4. SIMULATION RESULTS
It is difficult to precisely achieve the optimal cache alloca-
tion in practice. Wireless access points can decide on what
to transmit to the users, but have no control over which
user it is going to meet. We use the following selective
pushing algorithm to achieve a near-optimal cache allo-
cation: When a wireless access point discovers a mobile user
in its transmission range, it selects file n with probability
qn
K
and pushes it to the mobile user, unless the user already
has the file or her cache is full. This process is repeated
until all users’ caches are filled. When N  K, simulation
results shows that actual file distribution is very close to
(q1, . . . , qN ). Figure 1 shows the case with file requests dis-
tributed according to pn = βn
−1 (where β is a normalizing
constant), N = 10000, K = 100 and 10000 mobile users.
Figure 2 shows the miss ratio of the three schemes versus
λT , which is the average number of encounters with other
mobile users within the patience time. The value of λT
reflects both the network mobility and the degree of delay
tolerance. For comparison, we also include the traditional
Figure 1: Comparison between the optimal caching
scheme and the result of the pushing algorithm
Figure 2: Miss Ratio vs λT for four caching schemes
caching strategy, referred to as “K-most popular strategy”
here, which completely ignores the opportunity of download-
ing files from peers and simply caches the K most frequently
requested files. The four curves are briefly explained:
• Random Pushing: Each mobile device randomly
stores K files in their cache.
• K-most Popular: The K files with highest probabil-
ity of request are cached.
• Optimal: Files are distributed according to the solu-
tion to (8).
• Pushing Algorithm: Files are distributed as a result
of the above selective pushing algorithm.
The optimal caching scheme constantly outperforms other
schemes at different values of λT . The scheme using the
above pushing algorithm performs almost identically to the
optimal scheme for λT > 5, but the gap widens as λT de-
crease. When the network mobility or the delay tolerance is
low, which is characterized by a small λT , the K-most pop-
ular caching scheme performs very closely to the optimal
caching scheme. But it is not suitable for a more dynamic
or delay tolerant network.
5. CONCLUSIONS AND FUTUREWORK
In this work, we studied the effect of cooperative caching
schemes on a delay tolerant mobile network, where content
requests are generated subject to a probability distribution.
Our main contribution is to identify the optimal file alloca-
tion to each mobile user’s cache in a homogeneous environ-
ment where all users share the same mobility or centrality
statistic. We showed that in a network with higher user
mobility or delay tolerance, the performance of our scehme
shows significant improvement than the traditional caching
scheme. We proposed a simple algorithm to achieve the
near-optimal file allocation. Our work is the first to take
the content popularity into consideration.
The current work has the potential to be extended in a
number of ways. A model based on social network, where
each user has different mobility and centrality characteristics
may be of interest. In such a model some users would have
a higher encounter rate with other users and hence play
a more important role in peer-to-peer transmission. If we
drop the assumption of homogeniety, i.e. allow mobile users
to have different caching capacity, it may be interesting to
study whether the optimal caching strategy is essentially the
same. It may also be interesting to consider dynamic content
evolution, where popularity of a content is a function of time,
rather than static. This would require us to design a scheme
to replace or reshuffle users’ cache content over time.
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