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 E1. Introduction 
  To a non-negative Borel measure dm(x) on an interval with 
suitable boundary conditions on the end points, we can associate 
a generalized differential operator A = 
dm(x) dxand 
a strong Markov process X on the support of dm generated 
by the operator A . The measure dm is often called a string 
and the process X a generalized diffusion, also a quasi-diffusion 
or a gap diffusion, with the speed measure dm(x), cf. [9] for 
details. 
    Let 0 2 Al > A2 2 •••• ••• be the eigenvalues of 
 A dm(x) dxand let p(t,x,y) be the transition 
probability density of X with respect to dm(x) . 
It was shown by M.G.Krein [10] and H.P.Mckean - D.B.Ray [12] that 
- A1-2  (1.1)n.4~ -----------2n=nf0~dx(x) dx 
                            n• 
Also it was shown by S.Watanabe ([9],Appendix 2) that 
                                                    2Y --------- 
 (1.2) lim (It)log p(t,x,y) =jx.—(x) dx 
t-0• 
Here in (1 1) and (1.2), Am(x)  denotes the Radon- Nikodym dx 
density of the absolutely continuous part of the measure dm(x) .
In the case when dm(x) is singular, therefore, (1.1) implies 
only that -  A
n grows faster than n2 and (1.2) implies only 
that - log p(t,x,y) grows slower thant-1as t  -0 0 . Thus 
one is naturally lead, in this case, to a problem of finding more 
exact growth orders of - A
n and - log p(t,x,y) . 
   In the previous paper [3] , we obtained an estimate for the growth 
order of eigenvalues for generalized differential operators 
associated with certain self-similar measures dm(x) . Here we 
follow Hutchinson [5] for relevant notions on the self-similarity : 
He defined the self-similarity of sets and measures by a family of 
contraction affine maps and succeeded in giving a solid foundation of 
the fractal theory of B.B.Mandelbrot [11] . Such self-similar 
measures include, even in the one-dimensional case, many interesting 
examples of singular measure like the Cantor measure and the de Rham 
measure. 
   The main purpose of this paper is to obtain an exact estimates for 
    log p(t,x,y) in the case of self-similar measures dm(x) 
As an application of our result, we can give an example of some 
generalized diffusion processes which do not have Barlow-Perkins type 
estimates (see [1]) . Furthermore, in the last part of i3, we can 
2
have some supplementary remarks on our previous paper  [3] which 
give some relations between the spectral dimension, the entropy and 
the Kolmogoroff dimension. 
   The author expresses his heartfelt gratitude to Prof. S.Watanabe 
and Prof. S.Kotani for their valuable suggestions.
 i2 Preliminaries 
   Before proceeding, we have to recall some basic facts on Krein's 
spectral theory of strings (cf  [9] for details ) . 
   Take a non-negative Borel measure dm(x) on [0, al (0 < a S +oc) 
such that its restriction to [0. b) , b < a , is a Radon measure 
  Let 0( x, A ) and *( x, x ) be continuous solutions of 
x 0( x, A) = 1+ A ( x - y )0( x, A ) dm(y) 
                          0 
x 
and '( x, A ) = x + A ( x - y )*( x, A ) dm(y) 
                           0 
for 0 S x < a . 
           a dx*( x ,A )  
Set h(x)_= lim 0( x,) jO 0(x, A)2ea, 
h(i) is called the characterestic funcition of dm and the 
one-to-one correspondence h E--; m is called Krein's 
correspondence. Then, following results are well known (see [9]) : 
 (Comparison theorem) Let ml, m2 be two measures and hl, h2 
be the corresponding characterestic functions of ml, m2 
respectively If ml(x) S m2(x) for all x > o , 
  then h1(X) Z h2(x) holds 
 (Kac's inequality) 
`t.-
If h  is the characterestic function of m , 
 11 
(2.1)----------------------------- s h(x) s x + -------------- 
m((0,x)) + 1A m([0,x)) 
forA > 0 , x > 0 . 
(A corollary to Kac's inequality) Letu(x) be the inverse 
function of x m([0,x)) . Then 
 (2.2) 2u( I)sh(x)s2u f)forA 0 . 
                5
 R3. Self-similar sets, self-similar measures and eigenvalue problems 
   Self-similar sets and self-similar measures are introduced by 
Hutchinson [51 . In this section, we first give a brief review of 
Hutchinson's setting that is essentially required to our theory. For 
simplicity, we state his theory in the one dimensional case. 
Let Si ( i=1,...N ) be contraction affine maps from [0,1] to [0,1] 




   A compact set K ( c [0,1] ) is called the self-similar set with 
respect to S = { S1,....,SN } ( or simply the S-self similar set ) 
N 
 if K = U S.K . 
i=1              i
Definition 
  Suppose p =(p1,. .,pN) where p1,...,pN E (0.1) andE pi = 1 . 
i=1 
A measure m is called the self-similar measure with respect to 
S andp ( or simply the (S,p) self-similar measure ) if 
                        N 
                m ( A ) = E pi m ( Si-1( A ) ) for any Borel set A 
                             i=1
(  c  [0.1] ). 
Then, by Hutchinson [5], it is known that there exists uniquely the 
S-self-similar set which we denote by K(S) , and the (S,p) 
self-similar measure which we denote by g(S,p) and that the 
topological support of g(S,p) coincides with K(S) . 
Definition 
 Given S and p as above, the unique number s ( 0 < s s 1 ) 
N s 
uch that E (piri)1+s = 1 is called the similarity 
i=1 
dimension of g(S,p) . 
This s is introduced in [3] and describes the asymptotic order 
of eigenvalues for generalized second order differential operator 
associated with m = g(S,p) . Namely we obtained the following 
results. 
   For 0 5 a, (3 5n, 0 S a< b 5 1 , consider the following 
.,igenvalue problems of L = dm dxon [0. 1] 
 (3.1)Lf = xf in (0.1) 
f(0) cos a - dx f(0) sin a = 0 
                f(1) cos 8 + dx f(1) sin 8 = 0 
  Theorem 3.1.( [3] )
Let S =  (  S1,....,SN ) and p = ( p1, ...,pN ) satisfying that 
Silo, 1] n Si[0, 1] = (one point, or 0 for i * j 
Consider the eigenval,ue problem (3.1) and let ~n be 
eigenvalues such that
u,;x1> x22 x3 
                                                                                                                                                                                    • Then there exists positive constans C1, C2 and n0such that 
      1+s1+s 
           C1 n s < - An < C2 n  for any n 2 n0. 
 where s is the similarity dimension of µ(S,p) . 
                    log -A 
       If lim -----------------n( = t ) exists, this theorem suggests that 
n-° log n 
we may call d = til E[0, 1] the spectral dimension of the measure 
m . Theorem 3.1. asserts that d = s . 
Example ( Cantor function ) 
  If we take N = 2 , S1(x) =, S2(x) =x32, S = (S1,S2), 
P =(11 ) 
 then K(S) = the triadic Cantor set 
 and g(S,p) = the Cantor measure ( a probability measure 
 corresponding to Cantor function) 
log 2  ( = the Hausdorff dimension of K(S) ) . 
 In this case, s =log 3 
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Theorem  3.1, implies that 
          log6log 6  
C1 n1og2< - A
n < C2 nl0g 2 as n —0 co 
  where Cl, C2 are positive constants ( see [3], [4], [12] ). 
Similarly, taking f1(x) = rx + b
1, ...... , fN(x) = rx + bN such that 
 (*) holds i.e. 0<b1< r + b1 <b2< r+ b
2< •••<r + bN-1< bN <r+bN < 1 
 and p = ( 1 ..... , N ) , 
then K(S) = a generalized Cantor set 
andp(S,p) = a generalized Cantor measure 
                log N  
In this case s =so we see that                       log r 
logNNN 
                C1nl0g r < - A
n < C2 nlOg r as n—^ co 
 where C1 and C2 are positive constants 
Example ( de Rham function [13] or Bernoulli trial for unfair 
coin ) 
If we take N = 2 , S1(x) = 2 , S2(x) = x21 , S = (S1, S2 ), 
 p = (p, q) ( p+q = 1 , p > 0 ,q > 0, p x q ) 
thenK(S) = [0. 1] 
andu(S,p) = the de Rham measure (a probability measure 
corresponding to the de Rham function F i.e. 
                 9
                         X  (co)         F(x) = P(coIn1n-------sx ) where Xn : (0, 1) valued i i.d 
                       2 random variables such that P( X
n = 1 ) = p , P ( Xn = 0 ) = q 
In this case, if a is the unique number such that ( 2)a+(2)a= 1 
11 
then, s =1aaandC1 n< - x
n < C2 nas n---0 co 
 for some positive constants C1and C2 
In the rest of this section, we consider the following problem as a 
supplement to our previous paper [3] : We want to estimate the 
spectral dimension of dm by other fractional dimensions from upper 
and lower sides. First, we consider a lower estimate. In the de 
Rham measure case, we obtained that ( [3] ) 
 (3.2) s - p log2p - q log2 q = the entropy of B(p,q) 
where B(p,q) is the (p,q)- Bernoulli shift. We can prove that 
 (3.2) holds in a more general situation. 
  Proposition 3.2. 
  Let Xi (i=1,2,.. ) be a discrete time Markov chain with a 
finite number of states 0,1,.. ..., M - 1 and consider the random 
variableX = 2 XiM-'with distribution F : 
                   i=1 
  F([0,x]) = P( X s x ) .Then, it holds that 
       the entropy of F s the spectral dimension of F . 
IC
 Proof. 
  As a version of Shannon-McMillan theorem, J.R.Kinney [8] showed 
the following There exists a set E c [0.1] such that 
(1) F(E) = 1 (2) the Haussdorff dimension of E = a 
(3)If x E E and 6> 0, then 
(3.3) limF(x-h,x+h)= 0 limF(x-h,x+h)=+ 
    h10 ha-6h10 ha+6 
where a is the entropy of F ( = - E p.p. log pig),pigthe 
transition probability and pi the stationary probability. 
When x E E , consider 
     m+(6) = F((x, x+E)), mX(6) = F((x-6, x)) and take 
corresponding characterestic functions h+(i) , hx(x) respectively 
in Krein's correspondence. Then, applying (2.2), 
2 +(A)s h+«> s 2 U+(X 
(3.4) 
2 ux(1) s hx(n) s 2 UX(1) 
( 3 . 5 )U+ ( 1 )m+ (u()) = 1 and Ux (1)mx (ux()) 1 . 
By (3.3) and (3.5) , we have for every positive 8 ,
 0  = limm+kU+lAJJ X-ox U+( 1 )(1-5 
                     1 
  = lim ---------------------- 
          x~m x Ux( )1hiX_ 
                                Then,l 
                      1 
(3.6) lim1-----------------------= 0 
x1+a-8 U+x1) 
 . In the same way, we have 
                    1 
(3.7) lim1-----------------------= 0 x-m= x1+a-8 Ux( 1 ) 
Let gx(x,x) be the Green kernel of—IT dx with suitable 
fr 
boundary conditions, i.e. gx(x, y) = p(t,x,y) dt 
0 
where p(t,x,y) is the transition probability density with respect 
to F of the corresponding diffusion. Then, it is well known that 
                            1 
(3.8) gx(x,x) = -------------------------------11  
                 h+ (A) hx(A) 
By (3.4) and (3.7), we see that 
                                         1(3.9) Eg1(x,x)dF(x) z2IE1-----------------------1-dF(x)                           U+C1)ux(1 
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Seeing (3.6), (3.7) and (3.9) , we have for every positive  S , 
 11  
lim A1-E+a-S1+a-Sg~(x,x)dF(x)22lim A111dF(x) ,aE 
u+(1)ux(1  
                                      1 >1lim -------------------------------------------------------dF(x) 2 
E x->x 1 -+ 1                             1
Al+a-a U+() Al--------+a-b ux (1) 
= + 
On the other hand, the definition of the spectral dimension d 
and Tauberian theorem show that 
 (3.11)-1--------+1d= limloglog gA(x,x)dF(x) 
        11-)co E. 
Then (3.10) and (3.11) imply that for every positive S , 
               1  _  1  0 
            1+a-5 1+d . 
So we have d z a - b for every positive b . 
Thus the proof of this proposition is complete.Q.E.D-
  Next, we consider an upper estimate.
Let K be a compact metric space. We denote by h(K) the upper 
Kolmogoroff dimension of K i.e. 
                 log N6 




6 = the infimum of the number of 6-cover of K 
  Proposition 3.3. 
 We take dm = dg(S, p) as in Theorem 3.1 Then it holds that 
the spectral dimension of dm 5 h ( K(S)) . 
Proof. 
 By (3.8) and Kac's inequality, we have for every positive E , 
   11 
g(x,x) = -----------------------------11 5 1  1  
   x+x++             1 +1           h(A) h(X) E
m[x, x+E)EAmix-E, x) 
S 26 + 1                                                      A m(x -E , x+E) 
Then we have that 
    r11 
g(x,x)dm(x)5 26 +1  dm(x)  
   JO0 m(x-E, x+E) 
1 
 Define a(m ) = lim ------------11logm(xmEX)xE) E10 logE-J      0+ 
For every positve 6 , there exists EO such that 
14
   fl                                  a(m) + b 
    Jom(x-6,-----------------------  5  (g)for all 0< E < EO . 
          1 a(m) + b 
Then,gx(x,x)dm(x) 5 2E +- (
E) JO• 
Taking1 = 2 E1 + a(m) + b 
11-------------------- 
gx(x,x)dm(x) S 4 (Z-) 
1 + a(m) + b 
      0 
1 
Then, limloglog0gx(x,x)dm(x) s-1 + a(m) + b 
~4~. 
Since b is aribitrary positive, it holds that 
(3.12)-1+ds1 +1a(m)i.e. d 5 a(m) 
where d is the spectral dimension of dm . 
On the other hand, we take U.( i=1,...,N) as a4- cover of K(S) . 
 Then we have that 
      dm(x) s
idm(x)  Km(x-E,x+E)i=1 Um(x-E, x+E) 
15
                              dm(x) 
= N 
                                         m( U.)                 1=1  U 
because x E Ui implies Ui c ( x-E, x+E ) . 
Then a(m) = lim ------------11log
m(dm(x)x-----------------------+E)                e40log
E 
                       the infimum of the number of4 - cover of K 
S lim1 
Et0logE 
             = h( K ) . 
Therefore, combining this with (3.12) , we have the assertion. 
                                                                                     Q.E.D.
  Remark 
  In the Cantor measure case, a = d = s = h . 
But, in the de Rham measure case, a < d = s < h . 
16
 R4. Asymptotic estimates of transition probability densities 
  In this section, we discuss some asymptotic estimates of 
tansition densities. First, using Kac's inequality, we prepare some 
basic lemmas. 
  Take positive numbers a, b. Let dm(x) be a bounded measure 
on (-a,b) and let L bedm(x) dx• We denote by EX( ) the 
expectation with respect to the L-generalized diffusion processes on 
[0, b) starting from x ( 0 5 x < b ) with boundary conditions 
  f(0) cos a - f'(0) sin a = 0 for some a E ( 0, 2 ] and f(b) = 0 
  We also denote by EX( ) the expectation with respect to the 
L-generalized diffusion processes on (-a, b) starting from x 
 (-a 5 x < b ) with boundary conditions f(-a) cos a'- f'(-a) sin a' 
=0 for some a'E ( 0, 2 ] and f(b) = 0 . 
  Lemma 4.1. 
  Let tc = inf ( t>0 1 Xt = c ) for 0 < c < b . 
Then 
      10etc 
(4.1)5 
        1a' -            1+ cot a ( b + Am([0, b) ) E0etc 
Eq
 S 1 +b+m((-a,0)+ 1 +  .m((-a
,0)                   a m((0. b) Xam([0, b) 
for every positive x . 
  Proof. 
  First, we prove the first inequality of (4.1) . 
Let m1(x) = m1([0, x)) for x < b 
           m2(x) = m2((-x, 0) for x < a 
and h1 , h2 be the corresponding characterestic functions 
respectively. 
x 
Let cpi(x) = 1 + (x-y) cpi(y) dm.(y) 
                                                    1 0
x 
          *i(x) = x +(x-y) *.(y) dm.(y) 
0 
cpl (x, A)for 0 S x < b 
and cp(x, A) = 
(p2(-x, A)for -a < x < 0 
                      (yl( x, A) for 0 S x < b 
Ic(x, A) = 
- *
2(-x, A) for -a < x < 0 
Then it is well known (see [6])that, there exists some constants 
18
 C1  , C2 such that 
       Ea'e_  X tc-Clcp(x, A) + C2(~(x, x)      xC
lcp(c, A) + C2fr(c, A)for x < c 
Considering the boundary condition at -a , we have 
0 =(C1(p(-a,A) + C2*(-a,A))cos a'-{C
1(p' (-a, A) + C2*' (-a, i)}sin a' 
={C
1cp2(a, X) - C21(a, x)}cos a'- (-C1(49'2(a,A) + C2*' (a, A)}sin a' 
          C2 (p2(a, x) cos a'+ cp2(a, x)sin a' 
Then = C1*2(a,X) cos a'+ *2(a, A)sin a' 
So we have that 
-1 (4.2) Eoe it = --------------------------------------------------------------------------------------- (p2(a, A) cos a'+ cp2(a, x)sin a' 
              (f)(c,x) + *
2(a, A) cos a'+ *2(a, x)sin---------------------------------------------------------a,*l(c, A) 
-1 (4.3)oe~~c = ------------------------------------------------ 
                    (I)1(c,A) + cot a *1(c, A) 
By (4.2), (4.3) and Kac's inequality, we obtain that 
(I)2(a, x) cos a'+ (p2(a, x)sin a' 
    0e- ETC(/)1(C, A)Ir2(a, A) cos a'+ *'(a, A)sin a'1(c, A) 
 E0e- etccp1^r                                 (c A) + cot a1(c,i) 
                          1 
2 ------------------------------------- 
                             '1(c, A) 
                   1 + cot a (p
l(c, A)
The proof of the first inequality of (4.1) is complete. 
In the same way, we have 
 EO e- ATc  = 1  0 
1                      (I)(c
,  A)+ h (x) *1(C' A) 
2 
   _~_1 andE~eETC = ---------------- 
                           (p1(c, A) 
n 
       EaeATCE2eATc   0 Q
Then 
Eae- ATCE0eATc  00 
1*(c, A)           = 1 + ---------                              h
2(X)1(c, A) 
s 1 + h
2(J) h1 (A) 
Applying Kac's inequality(2.1) again we obtain the second 
,inequality of (4.1).Q.E.D. 
We also need the following : 
  Lemma 4.2. 
If m([0. b)) = 0 , 
20
then 1  2  Eco( e ETC 2 -----------------------------1 
b for 0 s c < b                                  1 + Abm((-a ,0)) +                                                            a 
  Proof. 
  The first inequality is trivial. As for the second, 
    E0e-.1Tc 2 E0 e- ATc 
                          1 1(C' A) + hl (A)IP1 (c, A)                             2 
    11 
c  2 b  
I + h2(X) 1 + h2(A) 
By Kac's inequality(2.1) we obtain our lemma. 
  Take m = g(S,p)where S = ( S1,...,SN) P = (p1, +PN) 
such that Si(x) =rix+ c.,-1 < r.< 1 for 1 s i s N 
Putting Si([0. 1]) = (ai, b.] , we assume Os als bls•• •s aNs bNsl. 
Let us consider L = dm(x) dxgeneralized diffusion process Xt 
 )n CO, 1] with boundary conditions 
f(0) cos a - f'(0) sin a = 0 and f(1) cos 6 + f'(1) sin 8 = 0 for 
0 < a , B <  . 
2I
  Let p(t,x,y) be the transition probability density of X
t 
with respect to dm 
  Theorem 4.3. 
  Take x, y such that 0  < x < y < 1 and m((x,y)) > 0 . 
Then, there exists positive constants C4
.1 , C4.2 which depend on 
x, y such that 
C4
.1 t-s S- log p(t,x,y) S C4.2 t-s as t 4 0 
  Proof. 
  We denote by E(q'a) the expectation with respect to Xt on 
(q, 1) starting from p (q S p < 1) with boundary conditions at q 
   f(q) cos a - f'(q) sin a = 0 for 0 < a < n and f(1) = 0 at 1 . 
By the strong Markov property, 
         (0,a) - At (0,a) - Xt(O,a)-At(0,a) - At (4
.6) EO e c = EO ea1EaeblEb ea2•• 
        11 
... E(0,a)e-.ltbE(0,a) e- it1             •
aNN bN 
    N (a .,a) - it(0,a)- At(0,a)- XtN-1(0,u)                                                                              At  = U EtebiEeOa1EbeInEbeai+1 
i=1 Ea.Ni=1i 
                    (0 ,a)e- Atb
i     N Ea. 
  xTt1--------------------------------- 
              i=1 E(ai,a) e- Atb. 
ai 1 
                    ~2
Here we note that 
                                   N 
  the topological support of dm c iUlSi([0. 1]) 
                                   N 
                                        = U [a.,b.] 
                                            i=1 
i.e. (4.7) m((bi, ai+1)) = 0for 1s i s N-1 and 
m([0. a1)) = m((bN, 17) = 0 . 
Combining (4.6) and (4.7) with Lemma 4.1 and Lemma 4.2, we deduce 
that there exists nonnegative constants Di,E., F., G., Hi,I.,J. 
(1s i sN) such that, for all x > 0 , 
          N 
(4.8) n {I.+J1) nN E(ai,a)e- Atb. E(0'a) e- AT1        T-a
i1 Z 0    i=11i=1 
nE(a. a)e-Atb 1 Nnl 
          i=1ai11=1D.+~E .+Fi i=1 Gi+AHi                        1 1 A 
                   N J. 
 Put f(~) = E(0 a)e- XT1f1(.l) =n{ji+_1} and 
                                                  1=1 
        N 1N+1 1
f2(x) = n -----------------------TT 
i=1D .+,tE.+F.i=1 Gi+ AHi                    11 .l 
 Noting the self-similarity of dm and that [ai, bi] = Si[0, 1] , 
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we can conclude from (4.8) that 
 NN 
     f2(A) U f(pir.x)  S f(.) S fl(A) n f(p
iriA)   i=1i =1 . 
Settingg(A) = - log f(x), gl(x) = -log fl(A), g
2(A) = -log f2(A), 
we obtain that 
 NN 
(4.9)g2(X) + 2 g(pir.x) 2 g(x) 2 gl(A) + 2 g(piriA) 
     1i=1i=1 
Take the unique number u (0 < u < 2 ) such that 
        N 2 (piri)u = 1 
  i=1. 
      Nu 
Then clearly, 2 (piri)2> 1 and noting the form of f1(A)and 
                    i=1 
f2(X) , we can easily deduce that 
uu  NN 
(4.10) ( 2 (piri)2- 1 ) A2+ 2 g(p.r.A) 2 g(A) 
    i=1i=1 
                                       N 
2 - K1+ 2 g(piriA) 
                                               i=1 
for all A 2 A0 where K1and A0 (>1) are suitably chosen 
positive constants. 
Putting k(A) = g(A) ,we set 
Au 
24
 C4  3 =min k(1) 
         A E [min p
iri, 1] , 1SiSN 
                                                  uC4.4 =max ( k(A) + x_2 ) 
XE [min p
iri, 1] 1SisN 
From the first inequality of (4.10), 
NNu - u 
k(A) = g(X) S
12 (piri)u k(pir.A) + (12 (piri)2 - 1 ) A2 
_ u 
Let kl(A) = k(A) + A2Then, for all A2A0 ( >1 ) , 
                  N 
(4.11) k1(A)s 2 (piri)u kl(pir.A) s max kl(p.r.x) 
1i=11SiSN. 
Applying (4.11)successively, 
  k(A) S k(p. rp. r. ) 
       11i11M1M 
for some i1 , ..... ,iM E (1,..,N) such that 
min p.r. S p. r.p. r.x S 1 . 
  15iSN 1 111111M1M 
This proves k1(A)S C4.4 for all A 2 A0 . 
Similarly, we can prove that 
k(A) 2 C 4.3for all A 2 10 . 
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Therefore, we obtain the following estimate 
(4.12)  C4.3 Xu s - log E(00'a) eAt1 s C4.4Au for all A A
O 
where C4.5 is another positive constant. 
Seeing the condition m([x,y]) > 0 , 
there exists i (ls i s N) such that x<ai<y<bior ai<x<bi<y holds. 
In the case that x<ai<y<bi , there exists n1 such that 
               S1° ........ °S1°Si[0, 1] c [x, y] . 
              l-n 
1 times —) 
In the case that a <x(b <yi , there exists n2 such that 
              SN° .........SN°SiCO. 1] c [x, y] . 
               `--n
2 times —J 
In both cases, there exist some Si, ....... ,Sisuch that 
       1m 
(4.13) Si ° ...........Si (CO, 1]) c Cx, y] c CO, 1] . 
  1m 
Combining (4.12) and (4.13) with Lemma 4.1 , we deduce that 
C4.6 Au s - log EXO,a)e-A Ty s C44Aufor all A z AO 
where C4
.6 is another positive constant. 
Using de Brujin's exponential Tauberian theorem (see[2]), 




 C4.1 t1-u 5-log Px[ tyS t ] S C4.2 t1-u 
for all small t > 0 i.e. because of the definition of s , 
C4.1t s 5 - log Px~ty5 t ] 5C4.2  ts for all small t>0. 
                        t Noting that p(t,x,y) = p(t-s ,y,y) Px( ryE ds )and 
                        0 
 A : = min p(t-s,y,y) > 0 , we see that p(t,x,y) 2 A P
x[ ty5 t 05s5t 
and hence 
lim - is log p(t,x,y) 5 lim - is log Px[ tyS t 1 S C42   t$0t$0 
On the other hand, taking c E K(S) (x<c<y), then 
 M : = max p(t-s,c,y) < + co . 
05s5t 
t 
Hence, p(t,x,y) = p(t-s,c,y) Px( tcE ds ) 5 M Px[ tc5t] 
0 i.e. lim - is log p(t,x,y) 2 lim - is log Px[tcS t 12C4.1 
t$0t$0 
This completes the proof .Q.E.D. 
  If we assume some additional conditions on S and p , we can 
obtain a better estimate about p(t,x,y) : It seems an interesting 
generalization of S.Watanabe's estimate stated in R1 because of the
appearance of the term like a singular Riemannian metric  f'(x, y) . 
  We start with some analysis lemma. 
  Lemma 4.4. 
   Let T be a bounded continuous function from (0, +a) to (0, +m) 
satisfying the following functional equation : 
T(X) = p1T(g1X) + •.........+ p
nT(gnX) 
where pi> 0 , qi>0 such that p1+.......+p
n= 1 and there exists i 
                            log q. and j such that qi q. 
---------- 4 Then T is a constant function. 
  Proof. 
  Putting U(X) = T( ex ) ( XE R ) , we have 
(4.14) U(X) = p1U( log q1+ X) + .........+ pnU( log qn + X ) . 
Applying the Fourier transform to (4.14) for a slowly increasing 
distribution U(X) , we obtain that 
Q(t) = pl eitlog qlA(t) + ..........+ pneitlog qnA(t) 
 where~(t) = eltxU(X)dX . 
R Then 1 = picas (tiog ql) + .........+ pncos (tiog qn ) on the 
support of Q(t) . combining this with the condition on Pi , 
2R
we have that cos  (tlog (1
1) = ••••• • ••• = cos (tlog qn) = 1 
on the support of Q(t) . By the assumption on q
i , we can deduce 
that the support of Q(t) = ( 0 ) 
Since U is bounded, U(x) must be a constant function. Q.E.D. 
  Theorem 4.5. 
 Assume that there exist piriand p.rjsuch that 
  log piri 
  log p~r4Q. Then, if we take x and y as in Theorem 4.3 , 
we have that 
                                                   1+ s 
    - lim is L(t) log p(t,x,y) = ( ([x, y) ) 
tl0 
where L(t) is a positive bounded slowly varying function and 
f is the ( S, p') - self-similar measure with 
  ss 
p. = ( (p1r1)l+s, ......(PNrN)l+s ) . 
  Proof. 
  Let g(i) be defined as in the proof of Theorem 4 3 . 
Putting Gc(A) =gg(c)for positive number c ( c > c0where c0is 
a positive constant ) , Gc(X) is a positive continuous function. 
Seeing the proof of Theorem 4.3 , we can easily conclude 
7q
there exists a positive constant  C
4.7 such that 
                   aa 
1 Gc(A)I sC4'4 cas C4.7 for all A E I for any 
                         4.3 c 
bounded closed interval I . Then applying Helly's theorem, there 
exists cn ( c
n t +Q) such that Gc (A) converges to an increasing 
                                         n 
function G(A) at every continuity point of G(A) . 
From (4.9) and Theorem 4.3 , we can deduce that G(A) satisfies 
the following functional equation. 
      G(A) = G(p1r1A) + ••• • • ••• + G(pnrnA) 
s 
that is,G(A)=l+s G(plr1A) + ............       s(p1r1)s s 
             Al+s(p r )l+s 1+s                          1 1 
                            + (Pr)l+s G(PNrNA ) 
            NNs s 
                                              (PNrN)l+sA1+s 
From Lemma 4.4 and G(1) = 1, we can conclude 
s 
G(.) = Al+s 
This shows that every limit point of Gc(A) ( c 4 +a ) is the unique 
s 
function A , that is , 
3c
 S  
 limg(cA)_ Al+s 
c-+ +aqg(c) 
s 
Then we see that g(x)= x 1"L(A) where L(A) is a positive 
bounded slowly varying function. 
                                            (0,a) -At 
ConsiderE(x) := lim- logEOe x 
+Q - log E(0,u) e-A t1 
0 
= ((0,a) e-A tx TT; - log E 
x-+ +oc 
                                     A1+s L(A) 
If we take x (a15 x 5 b1) , we can deduce that by Lemma 4.1 , 
Lemma 4.2 and the self-similarity of dm , 
                                     log E(0,a)e - plrl1 tx-bl 0r
l     E(x) = lim --------------------------------------------------------------- 
A-+ +ac 
                                  A1+sL(A) 
                - log E(0,a) e- p1r1xrx-b1l+s 




(p1r1x) 1+sL(plrIX)Al+s L(A) 
s 
_x-b        = (plrl)1+sE( ---------r11) 
In the case of ai 5 x 5 bi , we have similarly a functional equation 
for E(x) and hence deduce that E(x) satisfies the functional 
31
equation corresponding to  (S , p'} - self-similar measure. Because of 
the uniqueness of the solution of such functional equation , E(x) 
coincides with P'([0. x]) where P' is the (S, p'}- self-similar 
measure. In the same manner, 
                log Ee                                      (O,a)-AT                     x E(x):= lim 0 
satisfies the same 
)-~ +ca - log E(O,a)e-A T1 
                            0 
functional equation. Therefore, we obtain that 
                     _  s  
lim-1-------- 1+slog E
x(0,a) e-A Ty =([x, y]) A~ +co L(A) 
By de Brujin's exponential Tauberian theorem (see [2]) , 
                                                                      1+s
we have that lim - is L1(t) log Px[ Tys t ] =((x,y])                t10 
where L1(t) is an another positive bounded slowly varying function. 
Then by the same argument as in the proof of Theorem 4.3 we complete 
the proof.Q.E.D. 
Remark 
  In the case of de Rham measure, the condition of Theorem 4.5 is 
                 log 
satisfied if2----------4 Q 
                 log 2 
22
  Using the same method, we can also have a better estimate about 
an asymptotic order of eigenvalues of L  . 
   For 0  S a, 8 5 2, 0 S a < b S 1 , consider the following 
eigenvalue problems of L = —A -A- on [a, b] . dm dx 
Lf = Af in (a,b) 
                 f(a) cos a + dxf(a) sin a = 0 
                f(b) cos 8 - dX f(b) sin 8 = 0 
We denote the number of eigenvalues not exceeding A by 
Na
,B( A, [a,b] ) . 
We put N0
~0= N,Nn n=N. 
                                  2, 2
Then the following are well known : 
(1) 0 S N( A, [a,b] ) - N( A , [a,b] ) S 2 . 
(2) N( A, [a,b] ) S Na
,B( A, [a,bl ) S N( A, (a,bl ) 
(3) For a < c < b , 
N( A, [a,b] ) S N( A, (a,c) ) + N( A, [c,b] ) 
           N( A, Ca,b] ) Z N( A, [a,c] ) + N( A, [c,b] ) . 
  Corollary 4.6 
  Let S = { S1,....,SN } and p = ( p1,....,PN ) satisfying that 
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 S.[0, 1] n S[0. 1] _ {one point) or 0 for i x j and we assume 
                                                              log p.r. 
that there exist Piriand pjrjsuch thatl
og pjrjg Q 
Constder the eigenvalue problem (3.1) and let { An ) be 
eigenvalues such that 0 Z x1> A2k A3' •" ' • 
                  1+s 
Then - A
n = n  an where s is the similarity dimension of 
m = p(S, p) and an is a positive bounded slowly varying sequence. 
  Proof. 
  Noting the self-similarity of dm and that 
NN 
the topological support of dm c .Ui Si([0. 1]) =U [ai, b.] 
                                                              i=1 
N( A, [0.1] ) s N( A, [a1,b1] ) + .. • •••• + N( A, [aN,bN] ) 
                     = N( piri1, [0,1] )+ ........+ N(PNrNA, [0,1] ) 
    N( A, [a,b] ) 2 N( pirix, [0,1] )+ ..... + N(pNrNA, [0,1] ) 
Putting N(X) = Na
,8(A, [0,1]) , these show that 
NN 
  C1+ E N( Pir.x) s N(x) s C2+EN( p.rx) 
  i=1i=1 
where C1and C2 are some constants.
Replacingg(c))byN(c))in the proof of Theorem 4.5  , 
 s  we can deduce thatN(A) = A1+s L(x) where L(1) is a positive 
bounded slowly varying function Hence we can conclude that 
            1+s 
  - A
n = ns an where an is a positive bounded slowly varying 
sequence.Q .E.D. 
  As an application of our theorem, we can make some following 
remarks. Let dm(x) be the de Rham measure. Let us consider 
  dmd(x) dx-diffusion processes X. with suitable boundary 
conditions at 0 and 1. Let gx(x, y) be the Green kernel: 
                   a 
       gX(x, y) = e-At p(t,x,y) dt Theorem 3 1 tells us that 
                  0 
 there exist some positive constants C4
.8 and C4.9 such that 
    _ 1 1_ 1  
(4.15) C4
.8 X1+sS gA(x,x )dm(x) S C4.9 X1+s                           0 




        (2)+ (1) = 1 . 
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Although there exists an estimate like (4.15) , we can prove that at 
every binary rational point x (i.e. there exists a natural number N 
                N x. 
such that x =1                             x. = 0 or 1 ), the asymptotic order of 
                i=1 2i 
 gx(x,x) is different from-1+ s 
  Proposition 4.7. 
  For every binary rational x , there exist some positive constants 
C4
.10 ' C4.11such that 
   _ 1_ 1 
C4
.1011+as gx(x,x) s C4.1111+a 
where a = min ( log2P, log2q ) . 
  Proof. 
  Let us assume p > q and we put a= log2P, a- = log2q 
Without loss of generality, we may take x =1. 
"C
onsideringm+(6) = m([1                ,1+ C)) and m_(6) = m([1- C,2 ]) 
we take h+(x) and h_(x) which are characterestic functions to 
m+ , m- respectively in Krein's correspondence. By (3.8) , 
                                      1 
(4.16)g1(1 
                       , 
                          1 ) = 
                  1
h+(x) + h(x) 
                 36
On the other hand, by the definition of de Rham measure
, we see that 
 log  q
_   log q  
        q Elog 2s m4.(6) s 6log 2, 
log P log P  
PClog 2sm (E) S glog 2 
_ 1 
Since c x1+ais the characterestic function corresponding to 
  dm(x) = d(xa ) ( 0< a < +co ) , we see that from the comparison 
theorem in §2 , there exist some positive constants C4.12 , C4.13 ' 
C4.14 ' C4.15such that 
_ 1_ 1 
(4.17) C4.12 X1+a+ s h+(X)sC4.13 X1+a+ 
_ 1_ 1 
(4.18) C4.14 X1+a_ s h_(x) s C4.15 x1+a_ 
So, (4.16), (4.17) and (4.18) completes the proof. Q.E.D. 
   Barlow and Perkins [1] proved that there exists some positive 
constants C4.16 ' C4.17 , C4.18 and C4.19 such that 
27
  dsdw 
 04.16 t2exp ( - 04.17lx-dldl-1)sp(t,x,y) 
                                   tw 
      ddw                                              s 
- 2I
x-Y1dw-1 04 .18 t exp { C4.19 dw-1 
where p(t,x,y) is the transition probability density of the 
Brownian motion on the Sierpinskii Gasket and ds=log9  log5' 
 d =log 5 We can show that any diffusion corresponding to a  w log 2 
de Rham measure with some boundary conditions does not satisfy an 
estimate of this type. Namely, we have : 
   Proposition 4.8. 
   Let p(t,x,y) be the transition probability density of the de 
Rham diffusion process (i.e. dm(x) dx- diffusion process with 
dm = the de Rham measure(0<p<1, p-) with some boundary conditions.) 
Then, p(t,x,y) can not have an estimate of the following type : 
for every t0 > 0 , there exist some positive constants C4.20 ' 
04 .21 04.22and C4.23 such that
for every (x,y) E  [0, 1]x[0, 1] and every t E (0, t0) , 
(4.19) C4
.20 t B exp ( - C4.21 p(x,y)b ) S p(t,x,y)                                      ty 
- BP(x
, Y)b  C
4.22 t exp ( - C4.23 t 
where B , y , b are some positive constants and p(x,y) is some 
metric on (0. 1] . 
  Proof. 
 Assume that (4.19) holds. 
Then, substituting x=y in (4.19) and integrating by e-Atdt 
S-1B-1 
 (4.20) C4
.20 A s gx(x,x ) s C 4.22A for all x . 
Integrating this by dm , we have that 
    8-1 18-1 
C4
.20 A s gx(x,x ) dm(x) S C 4.22 A•                         0 
Comparing this with Theorem 3.1 , we can conclude that 
  8 must be equal to s  1+s. 
On the other hand, if x is a binary rational, Proposition 4.7 
shows that there exist some positive constants C4.24 and C4.25
 _  1 _ 1 
(4.21) C4
.24 Al+aS gA(x,x) s C4.25A1+a 
where a = max ( log2P,log2q) . 
(4.20) and (4.21) lead a contradiction.Q.E.D. 
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