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MULTIVARIABLE MANIFOLD CALCULUS OF FUNCTORS
BRIAN A. MUNSON AND ISMAR VOLIC´
Abstract. Manifold calculus of functors, due to M. Weiss, studies contravariant functors
from the poset of open subsets of a smooth manifold to topological spaces. We introduce
“multivariable” manifold calculus of functors which is a generalization of this theory to
functors whose domain is a product of categories of open sets. We construct multivariable
Taylor approximations to such functors, classify multivariable homogeneous functors, ap-
ply this classification to compute the derivatives of a functor, and show what this gives for
the space of link maps. We also relate Taylor approximations in single variable calculus
to our multivariable ones.
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1. Introduction
The main purpose of this paper is to generalize the theory of manifold calculus of functors
developed by Weiss [26] and Goodwillie-Weiss [9] (see also [25, 7]) which seeks to approxi-
mate, in a suitable sense, a contravariant functor F : O(M)→ Spaces whereM is a smooth
compact manifold and O(M) the poset of open subsets of M . The main feature of the
theory is that one can associate to F another functor, called the kth Taylor approximation
of F or the kth stage of the Taylor tower of F , given by
TkF (U) = holim
V ∈Ok(U)
F (V ).
Here Ok(U) is the subcategory of O(U) consisting of open sets diffeomorphic to at most
k disjoint open balls of U . One then has natural transformations F → TkF and TkF →
Tk−1F , k ≥ 0, which combine into a Taylor tower of F . The homotopy fiber of the map
TkF → Tk−1F , denoted by LkF , is called the k
th homogeneous layer of F and is of special
importance since such functors admit a classification.
The work in this paper owes an enormous debt to Weiss’ original work [26] where he develops
what we will in this paper call single variable manifold calculus. We will often refer the
reader to that paper for details or even entire results. Although statements and proofs here
are usually combinatorially more complex, many definitions and techniques used in [26]
carry over nicely to our multivariable setting. Manifold calculus has had many applications
in the past decade [1, 14, 17, 16, 22, 21, 24]. With an eye toward extending some of them,
we wish to generalize this theory to the setting where M breaks up as a disjoint union
of manifolds, say M =
∐m
i=1 Pi. The first observation is that there is an equivalence of
categories
(1) O
(
m∐
i=1
Pi
)
∼=
m∏
i=1
O(Pi)
and we may thus view an open set U in M as both a disjoint union U1
∐
· · ·
∐
Um and an
m-tuple (U1, . . . , Um). Single variable manifold calculus is already good enough to study
functors F : O(
∐m
i=1 Pi)→ Spaces, but it is useful to think of F :
∏m
i=1O(Pi)→ Spaces as
a functor of several variables as well, and try to do calculus one variable at a time.
The stages of the Taylor tower TkF mimic k
th degree Taylor polynomials of an ordinary
smooth function f : R → R and LkF corresponds to the homogeneous degree k part of its
Taylor series. Further, LkF contains information about the analog of the k
th derivative
of f . A natural place to begin our generalization of manifold calculus to more than one
variable might then be to look at the generalization of the calculus of smooth functions
f : R→ R to smooth functions f : Rm → R. A function is differentiable at ~a ∈ Rm if there
is a linear transformation L : Rm → R such that
lim
~h→~0
f(~a+ ~h)− f(~a)− L(~h)
|~h|
= 0.
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One immediately is led to wondering how to find such a linear transformation L. It would be
nice, for example, to describe L as a 1×m matrix. This leads to a desire to use coordinates
on Rm itself, and the discovery of partial derivatives. Indeed, using the usual basis {ei}
for Rm, we can write ~x = x1e1 + · · · + xmem, and it is also useful to write this as a tuple
~x = (x1, . . . , xm). One advantage of partial derivatives is that they are computed by fixing
all but one of the variables:
∂f
∂xi
(a1, . . . , am) = lim
h→0
f(a1, . . . , ai + h, . . . , am)− f(a1, . . . , am)
h
.
Another nice thing about partial derivatives is that they represent the linear transformation
L in the form of the desired matrix. The notions of the derivative as a linear transformation
and the derivative as a matrix both have their uses.
Thus one way to think about this paper is that it introduces coordinates to the study of
contravariant functors F : M → Spaces where M =
∐m
i=1 Pi. That is, view O(
∐m
i=1 Pi) as
the analog of Rm, and view the equivalence of categories from (1) as the analog of writing
R
m = R× · · · ×R. We will analogously set up a theory of calculus which allows us to treat
each of the variable inputs Ui ∈ O(Pi) separately, and eventually obtain a good notion of
mixed partial derivatives.
Although the importance of derivatives cannot be overstated, the philosophy of calculus
of functors is centered around finding polynomial approximations and Taylor series for a
given functor. It is from a good definition of polynomial that we obtain an object which
deserves the name “derivative”. This is where we differ from ordinary calculus, where one
can motivate the idea of Taylor polynomials of a function f by the obvious generalization
of linearization. In other words, one seeks a polynomial of a certain degree whose values
and the values of whose derivatives up to a certain degree agree with those of f at some
point. Of course, the derivatives of f determine the coefficients of the polynomial.
We will therefore begin by building polynomial approximations and obtain from them the
notion of derivatives. Just as one can read off the derivatives of a function at a point
by looking at the coefficients of the Taylor series, we will use the “coefficients” of our
Taylor series to define derivatives. This having been said, it is nevertheless fairly easy to
immediately give an analog of the derivative of a functor in our setting which is at least
plausible. Let us consider the first and second derivatives for concreteness. The analog of
difference for us is homotopy fiber, and so the analog of of f(x+h)− f(x) is the following:
If U and V are disjoint open balls, then hofiber(F (U ∪ V ) → F (U)) is the first derivative
of F at U . Now consider the following unorthodox formula for the second derivative of a
function f : R→ R:
f ′′(x) = lim
h1→0
lim
h2→0
f(x+ h1 + h2)− f(x+ h1)− f(x+ h2) + f(x)
h1h2
.
We draw the reader’s attention to the numerator of the above expression when considering
the next formula. Let U, V1, V2 be disjoint open balls. Then
hofiber(hofiber(F (U ∪ V1 ∪ V2)→ F (U ∪ V1))→ hofiber(F (U ∪ V2)→ F (U)))
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is the second derivative of F . The last expression can be rewritten in a way more amenable
to generalization as the so-called total homotopy fiber of the commutative square (or a
2-cubical diagram)
F (U ∪ V1 ∪ V2) //

F (U ∪ V1)

F (U ∪ V2) // F (U)
As a direct generalization of this, there is an analogous formula for the nth derivative given
by the total homotopy fiber of a certain n-cubical diagram of spaces.
There are two main motivations and uses for the work developed in this paper. One is to
better understand the space of link maps Link(P1, . . . , Pm;N), which is the space of smooth
maps f =
∐
i fi :
∐
i Pi → N such that fi(Pi)∩fj(Pj) = ∅ for all i 6= j. We can think of this
as a functor of O(
∐
i Pi) =
∏
iO(Pi) → Spaces, and so it is a functor of several variables.
This space has been studied by many [3, 10, 11, 12, 15, 19, 20, 23] and the first author
has in fact already applied Weiss’ manifold calculus to it in [17] (see also [8]). Exploring
the connection further may in particular lead to a new (and more conceptual) proof of the
Habegger-Lin classification of homotopy string links [10] and provide a new framework for
Koschorke’s generalizations of Milnor invariants [12].
The other motivation is the study of embeddings and link maps of
∐
iR in R
n, n ≥ 3, i.e. the
study of (long) links and homotopy links. Manifold calculus was used very effectively in
the study of embeddings of R in Rn and the idea is to generalize many of the results
obtained in that case using multivariable calculus. For example, it was shown in [24] that
the single variable Taylor tower for long knots in R3 classifies finite type knot invariants.
This relied on a construction of a cosimplicial model arising from the Taylor tower [22] and
the associated spectral sequences. In [18], we give multi-cosimplicial analogs for links and
link maps and deduce an analogous results, namely that the multivariable Taylor tower
contains all finite type invariants of links and homotopy links. This is in turn expected to
lead to a way of recognizing classical Milnor invariants in the multivariable Taylor tower.
The crucial ingredient in [18] is the finite model for the multivariable Taylor tower from
Section 7.
1.1. Organization of the paper. This paper is organized as follows:
• In Section 2, we set some notational conventions and state the definitions used throughout
the paper.
• In Section 3, we survey some of the main results of [26], with an emphasis on the re-
sults we desire to generalize to the multivariable setting. We include a few examples in
Section 3.1 and introduce the language of cubical diagrams in Section 3.2. We review the
main definitions and results about polynomial functors and the stages TkF of the Taylor
tower in Section 3.3. The convergence of the Taylor tower for the embedding functor (Theo-
rem 3.24), which is the main example in the theory, is recalled in Section 3.4. Homogeneous
functors and their classification (Theorem 3.27) are reviewed in Section 3.5. Finally, we
discuss some technicalities regarding the passage to manifolds with boundary in Section 3.6
in the cases we ultimately care most about, namely embeddings and link maps.
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• In Section 4, we develop the analogs of the results discussed in Section 3.3 and The-
orem 3.24. We begin by discussing the equivalence of categories from equation (1) in
Section 4.1. In Section 4.2, we define the notion of a polynomial functor of multidegree
~ = (j1, ..., jm) (Definition 4.3), give some examples, define the multivariable Taylor ap-
proximations to a functor (Definition 4.12) and its Taylor multi-tower, and show the ap-
proximations satisfy certain properties. Theorem 4.14 gives criteria for checking when two
polynomials of the same multidegree are equivalent functors; this has applications in Sec-
tion 5. We then give a multivariable analog of Theorem 3.24 in Section 4.3.
• In Section 5, which is the analog of Section 3.5, we classify multivariable homogeneous
functors. In Section 5.1, we discuss what one can deduce from Theorem 3.27 which classifies
homogeneous functors in single variable calculus. This is the content of Proposition 5.2.
We then use this to motivate our definition of homogeneous multivariable polynomials
(Definition 5.6). The goal then is to prove a classification theorem for such polynomials in
Section 5.3 (Theorem 5.19), but to do so we need to complete some preliminary work on
homogeneous functors that look like spaces of sections of some fibration in Section 5.2. It is
precisely the fibers of this fibration which deserve to be called the mixed partial derivatives
of a functor. Finally, in Section 5.4 we work out the fibers of the classifying fibration from
Theorem 5.19.
• In Section 6, we compare the single variable and multivariable Taylor towers and their
stages. Theorem 6.1 essentally tells us how to put the Taylor approximations in the multi-
variable setting together to obtain the Taylor approximations in the single variable setting.
The latter theorem uses the classification of homogeneous multivariable functors (Theo-
rem 5.19).
• In Section 7, we give a non-functorial finite model for the Taylor approximations in the
case where F is the embedding or link maps functor and M =
∐
i I is a disjoint union of
intervals (so F is the space of string links or homotopy string links respectively). These are
precisely the functors which will be studied in greater detail in [18].
1.2. Acknowledgements. The authors would like to thank Tom Goodwillie and Victor
Turchin for helpful conversations, and the referee for a thorough report.
2. Conventions
Throughout the paper, we will assume the reader is familiar with homotopy limits and
colimits. Following Weiss [26], our spaces will be fibrant simplicial sets. Our examples are
all in one way or another related to the space of maps Map(X,Y ), which has a simplicial
structure as follows: a k-simplex is a fiber-preserving map fk : X × ∆
k → Y × ∆k; that
is, fk(x, s) = (y, s). If X and Y are smooth manifolds, then fk should be smooth. Other
conventions are as follows.
Sets:
• For a nonnegative integer k, let [k] denote the ordered set {0, 1, . . . , k}, and let k denote
the set {1, 2, . . . , k}.
• For a finite set S, we let |S| stand for its cardinality.
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• Let P(S) stand for the poset of all subsets of S, and P0(S) the subposet of all non-empty
subsets of S. For a tuple ~S = (S1, . . . , Sm) of finite sets, let P(~S) =
∏m
i=1 P(Si). Let
P0([~]) = P0([j1])× · · · × P0([jm]) be the full subposet of those ~S = (S1, . . . , Sm) such that
Si 6= ∅ for all i.
• For tuples ~ = (j1, j2, . . . , jm) and ~
′ = (j′1, j
′
2, . . . , j
′
m) of integers, we say ~ ≤ ~
′ if ji ≤ j
′
i
for all 1 ≤ i ≤ m, and ~ < ~′ if ~ ≤ ~′ and there exists i such that ji < j
′
i.
• Let |~| =
∑
i |ji|, and |~−
~k| =
∑
i |ji − ki|.
• Let Zm denote the poset whose objects are m-tuples ~ = (j1, . . . , jm) of non-negative
integers, and with ~k ≤ ~ if ki ≤ ji for all i. Let Z
m
≤~ (respectively Z
m
<~) denote the subcat-
egory of all ~k which satisfy ~k ≤ ~ (respectively ~k < ~). Let Zm≤k (respectively Z
m
<k) denote
the subcategory of all ~ which satisfy |~| ≤ k (respectively |~| < k).
Spaces:
• For a space X and a nonnegative integer k, let C(k,X) be the configuration space of k
points in X, in other words
C(k,X) = Xk −∆fat(X
k),
where
∆fat(X
k) = {(x1, x2, . . . , xk)|xi = xj for some i 6= j}
is the fat diagonal. When X and k are understood, the fat diagonal will be denoted simply
by ∆fat.
• Let spkX = X
k/Σk denote the kth symmetric product of X.
• Let
(
X
k
)
= C(k,X)/Σk be the quotient of C(k,X) by the free action of the symmetric
group Σk which permutes the coordinates. This is the space of unordered configurations of
k points in X. It is the complement of the image of the fat diagonal in spkX. We will also
denote the image of ∆fat in spkX by ∆fat, which should cause no confusion since it will
always be clear from context what we mean.
• For ~X = (X1, . . . ,Xm) and a tuple of nonnegative integers ~ = (j1 . . . , jm), let sp~ ~X =∏
i spjiXi
• For an m-tuple of spaces ~X = (X1, . . . ,Xm) and an m-tuple of nonnegative integers
~ = (j1, . . . , jm), let
∆ ~fat(
~X~) = {~x = (x1, . . . , xm) |xi ∈ X
ji
i and there exists i with xi ∈ ∆fat(X
ji
i )}.
Again, when ~X and ~ are understood, we will denote this simply by ∆ ~fat. Let
∆fati(
~X~) = Xj11 × · · · ×X
ji−1
i−1 ×∆fat(X
ji
i )×X
ji+1
i+1 × · · · ×X
jm
m .
Thus we have
∆ ~fat(
~X~) = ∪mi=1∆fati(
~X~).
• Let
( ~X
~
)
denote the product
∏
i
(
Xi
ji
)
, and let sp~ ~X =
∏
i spjiXi.
Categories and functors:
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• We let Spaces denote the category of fibrant simplicial sets, and Spaces∗ the category of
based fibrant simplicial sets.
• When we say “functor”, we will mean either a covariant or a contravariant one. When
it is not clear from the context or useful to point out, we will specify the variance.
3. Review of the single variable manifold calculus of functors
We begin with a survey of the main results of manifold calculus. Details can be found in
[26, 9]. We will generalize many of these results to the multivariable setting in Section 4.
3.1. Setup and examples. Let M be a smooth compact manifold, and O(M) the poset
of open subsets ofM with inclusions as morphisms. Manifold calculus studies contravariant
functors
F : O(M) −→ C,
where C is usually the category of spaces or spectra. For us, C will always be Spaces or
Spaces∗.
Definition 3.1. Let M be as above, and let U, V ∈ O(M) with U ⊂ V . The inclusion
i : U →֒ V is an isotopy equivalence if there exists an embedding e : V → U with the
property that i ◦ e and e ◦ i are isotopic to 1V and 1U respectively.
One may think of an isotopy equivalence U →֒ V as a “thickening” of U . The functors we
study are required to satisfy the following two axioms.
Definition 3.2. A contravariant functor F : O(M) −→ Spaces is good if
(1) It takes isotopy equivalences to homotopy equivalences, and
(2) For any nested sequence {Ui} of open subsets of M , the map
F (∪Ui) −→ holim
i
F (Ui)
is a weak equivalence.
The second part of this definition says that the values of a good functor are determined by
their values on the interiors of compact codimension zero submanifolds of M . Since one
typically is only interested in the values on such open sets, one could start with functors
defined on the category of open sets in M which are the interiors of compact codimension
zero submanifolds, with inclusion maps as the morphisms, and extend along the inclusion of
this category into O(M). In this sense, the second axiom is optional. The reader may freely
choose either according to her tastes. Here are some examples of good functors, where the
open set U ⊂M is the variable.
Definition/Example 3.3. Let X be any space, M and N be smooth manifolds with M
compact, and let U ∈ O(M).
• Map(U,X), the space of maps from U to X;
• Map
((
U
k
)
,X
)
;
• Imm(U,N), the space of immersions of U into N ;
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• Emb(U,N), the space of embeddings of U into N ;
• Emb(U,N) = hofiber(Emb(U,N) →֒ Imm(U,N));
• Link(U1, U2, ..., Um;N), the space of link maps from
∐n
i=1 Ui to N (i.e. smooth
maps such that the images of the Ui are disjoint). Here M =
∐m
i=1 Pi, the Pi are of
dimension pi, and Ui ∈ O(Pi).
All of these are contravariant functors since an inclusion of open subsets of M gives rise
to a restriction map. The last two functors are of most concern to us, specifically in the
case where M is one-dimensional [18]. Before we continue, it will be useful to survey some
definitions and basic results about cubical diagrams, a useful organizational tool central to
calculus of functors.
Remark 3.4. A word about basepoints is in order. We will assume all of our functors
are based in the sense that, using the setup as above, F (M) has a preferred basepoint,
which then bases F (U) for all U via the map F (M) → F (U). In particular examples
this may or may not be possible. For instance, one might be interested in the functor
F (U) = Emb(U,N), where U is an open subset of M , and hope to build an element of
F (M) from elements of F (U) for various U . It is possible for F (M) to be empty even
if F (U) are non-empty for many choices of U . For instance, consider the functor U 7→
Emb(U,R2) for U ⊂ S2. Unfortunately, the most useful machinery, namely the classification
of homogeneous functors, requires a choice of basepoint in F (M) to work smoothly, and
while one can still achieve partial results with weaker hypotheses, it streamlines the theory
a great deal to assume a basepoint exists. Similar comments apply to the multivariable
functors which we consider in this paper.
3.2. Cubical diagrams and homotopy limits. The purpose of this section is to remind
the reader of some relevant definitions and a few useful results. Details about cubical
diagrams can be found in [5, Section 1].
Definition 3.5. Let T be a finite set. A |T |-cube of spaces is a covariant functor
X : P(T ) −→ Spaces .
Definition 3.6. A |T |-cube of spaces is k-cartesian if the map
X (∅) −→ holim
S 6=∅
X (S)
is k-connected. In case k =∞, i.e. if the map is a weak equivalence, we say the cube X is
homotopy cartesian. Dually, it is k-cocartesian if the map
hocolim
S 6=T
X (S) −→ X (T )
is k-connected, and homotopy cocartesian if k =∞.
Remark 3.7. When |T | = 2, the notions of homotopy cartesian (resp. homotopy cocartesian)
square and homotopy pullback (resp. homotopy pushout) square agree.
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Definition 3.8. The total homotopy fiber, or total fiber, of a |T |-cube X of based spaces,
denoted tfiber(S 7→ X (S)) or tfiber(X ), is the homotopy fiber of the map
X (∅) −→ holim
S 6=∅
X (S).
The total fiber can also be thought of as an iterated homotopy fiber. That is, view a |T |-
cube X as a map (i.e. a natural transformation) of (|T | − 1)-cubes Y → Z. In this case,
tfiber(X ) = hofiber(tfiber(Y)→ tfiber(Z)). More precisely, we have
Proposition 3.9. Suppose X is a |T |-cube of based spaces, and let t ∈ T . Then there is
an equivalence
tfiber(X ) ≃ hofiber(tfiber(S 7→ X (S)) −→ tfiber(S 7→ X (S ∪ {t})),
where S ranges through subsets of T − {t}.
Proposition 3.10. Let X and Y be k-cartesian |T |-cubes of based spaces, and suppose that,
for some t ∈ T , X (S ∪ {t}) = Y(S) for all S ⊂ T − {t}. Then the |T |-cube Z defined by
Z(S) = X (S) and Z(S ∪ {t}) = Y(S ∪ {t} for S ⊂ T − {t}) is also k-cartesian.
Proof. View X and Y as 1-cubes of (|T | − 1)-cubes (S 7→ X (S)) → (S 7→ X (S ∪ {t}))
and(S 7→ Y(S)) → (S 7→ Y(S ∪ {t})) respectively, where S ⊂ T − {t}. By hypothesis, the
maps
tfiber(S 7→ X (S))→ tfiber(S 7→ X (S ∪ {t}))
and
tfiber(S 7→ Y(S))→ tfiber(S 7→ Y(S ∪ {t})
are k-connected, and hence, since (S 7→ X (S ∪ {t})) = (S 7→ Y(S)), the composed map
tfiber(S 7→ X (S))→ tfiber(S 7→ Y(S ∪ {t})
is k-connected, and therefore Z is k-cartesian. 
We end with a result which is not about cubical diagrams, but which is useful for studying
functors of more than one variable. It can be found in [2, Ch. XI, Example 4.3]. The
statement clearly generalizes to the product of more than two categories.
Proposition 3.11. If F : C1×C2 → Spaces is a bifunctor, then there are homeomorphisms
holim
C2
holim
C1
F ∼= holim
C1×C2
F ∼= holim
C1
holim
C2
F.
3.3. Polynomial functors and Taylor tower. Manifold calculus seeks to approximate
a good functor F by a sequence of functors TkF which are “polynomial of degree ≤ k”, and
are the analogs of the kth degree Taylor approximations to a function in ordinary calculus.
Definition 3.12. A good functor F : O(M) → Spaces is said to be polynomial of degree
≤ k if for all U ∈ O(M) and for all pairwise disjoint non-empty closed subsets A0, A1, . . . Ak
of U , the map
F (U) −→ holim
S 6=∅
F (US),
where US = U − ∪i∈SAi, is a homotopy equivalence.
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An ordinary polynomial of degree k in a single variable is, of course, determined by its
values on k + 1 distinct points, which is what this definition is attempting to mimic.
Example 3.13. The functor U 7→ Map(U,X) is polynomial of degree ≤ 1 for any space
X, as is U 7→ Imm(U,N). The functor U 7→ Map
((
U
k
)
,X
)
is polynomial of degree ≤ k.
See [26, Examples 2.3 and 2.4].
Definition 3.14. For k ≥ 0, let Ok(M) denote the full subcategory of open sets diffeomor-
phic to at most k disjoint open balls.
Now we can define the kth degree polynomial functors TkF .
Definition 3.15. Define the kth degree Taylor approximation of F to be
TkF (U) = holim
Ok(U)
F.
The TkF themselves are good functors. Note that T0F ≃ F (∅).
Also note that if U ∈ Ok(M), then U is a final object in Ok(U) and so (since F is con-
travariant) the natural map F (U) → TkF (U) is an equivalence. Hence F and TkF agree
when the input is at most k open balls.
It is clear that there are canonical maps F → TkF and TkF → Tk−1F for all k ≥ 1, and
that they are all compatible in the sense that the obvious diagrams commute. Thus we can
make the following definition.
Definition 3.16. The Taylor tower of F is the sequence of functors
F −→ (T0F ← T1F ← · · · ← TkF ← · · · ← T∞F )
(pictured with the canonical map from F ) where
T∞F = holim
k
TkF.
Polynomial approximation TkF will also be called the k
th stage of the Taylor tower of F .
In our subsequent work [18], we will work with certain “smaller” models for stages TkF in
some special cases. These will be defined in Section 7.
It is somewhat tedious to show that TkF is polynomial of degree ≤ k (stated below with
a couple of other facts as Theorem 3.21). The basic idea is to modify the definition of
Ok(M) with respect to some open cover of M so that each component of an element
U ∈ Ok(M) is contained in some set in the open cover. One shows that the homotopy limit
in Definition 3.15 is equivalent to a homotopy limit over the category of open balls whose
components are contained in a set in an open cover of M , and when the pairwise disjoint
closed sets A0, . . . , Ak are chosen, selects an open cover such that none of the open sets in
the cover meet more than one Ai. Then the pigeonhole principle implies that each U of at
most k open balls must miss some Ai. Finally one applies the following technical lemma,
which we will require in Proposition 5.23 and Theorem 6.1, to finish the proof.
Definition 3.17. An ideal in a poset Q is a subset R of Q such that for all b ∈ R, a ∈ Q
with a ≤ b implies a ∈ R.
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Lemma 3.18 ([26], Lemma 4.2). Suppose the poset Q is a union of ideals Qi with i ∈ T ,
where T is some finite set. For a finite nonempty subset S ⊂ T , let QS = ∩i∈SQi. Let E
be a contravariant functor from Q to Spaces. Then the canonical map
holim
Q
E −→ holim
S 6=∅
holim
QS
E
is an equivalence.
The following important statement, which characterizes polynomials, is Theorem 5.1 in
[26].
Theorem 3.19. Let k be a nonnegative integer, and let F → G be a natural transformation
between polynomials of degree ≤ k. If F (U)→ G(U) is an equivalence for all U ∈ Ok(M),
then it is an equivalence for all U ∈ O(M).
Here is an easy but useful corollary, which can be used to prove part (2) of Theorem 3.21.
Corollary 3.20. A good functor F is polynomial of degree ≤ k if and only if the canonical
map F (U)→ TkF (U) is an equivalence for all U ∈ O(M).
Proof. If F is polynomial of degree ≤ k, then by remarks following Definition 3.15, whenever
U ∈ O(M) is a disjoint union of at most k open balls, the map F → TkF is an equivalence.
It follows from Theorem 3.19 that F (V ) → TkF (V ) is an equivalence for all V ∈ O(M).
If F → TkF is an equivalence, then since TkF is polynomial of degree ≤ k, so must F be,
since homotopy limits preserve equivalences. 
The first two parts of the following are Theorem 6.1 in [26]. The third follows immediately
from the definition of a polynomial functor and standard facts about cubical diagrams
which can be found in [5, Section 1].
Theorem 3.21. Let k be a nonnegative integer.
(1) TkF is polynomial of degree ≤ k.
(2) If F is polynomial of degree ≤ k, then F → TkF is an equivalence.
(3) If F is polynomial of degree ≤ k, then it is polynomial of degree ≤ l for all k ≤ l.
The following proposition establishes a universal property of the functors TkF .
Proposition 3.22. Let F,G : O(M)→ Spaces be good functors. Suppose G is polynomial
of degree ≤ k. Then a natural transformation F → G factors through TkF .
Proof. The transformation F → G induces a map TkF → TkG, and since G → TkG is an
equivalence, we can use a homotopy inverse to this to obtain a transformation TkF → G. 
One other fact which is useful is the following
Proposition 3.23. TjTkF ≃ Tmin{j,k}F ≃ TkTjF
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Proof. Without loss of generality assume j ≤ k.
For U ∈ O(M), we have
TjTkF (U) = holim
V ∈Oj(U)
TkF (V ).
Of course, TkF (V ) = holimW∈Ok(V ) F (W ), and since j ≤ k, then V ∈ Ok(V ) is a final
object, and hence TkF (V ) ≃ F (V ), and hence TjTkF ≃ TjF . To show that TjTkF ≃
TkTjF , note that they are both polynomials of degree ≤ k. By Theorem 3.19, it is enough
to verify they have the same values for U ∈ Ok. On the one hand, since U is final in Ok(U),
we have TjTkF (U) ≃ TjF (U). On the other hand, TkTjF (U) = Tk(TjF )(U) ≃ TjF (U) for
the same reason. 
3.4. Convergence of the Taylor tower for the embedding functor. An impor-
tant example in manifold calculus is the functor U 7→ Emb(U,N) and its approximations
Tk Emb(U,N). In fact, manifold calculus is often referred to in the literature as embedding
calculus. In this case, we have the following result of Goodwillie and Klein.
Theorem 3.24 ([6]). Let M and N be smooth manifolds of dimensions m and n respec-
tively. Then the map Emb(M,N) → Tk Emb(M,N) is (k(n −m− 2) + 1−m)-connected.
In particular, if n−m > 2, the map
Emb(M,N) −→ T∞ Emb(M,N)
is an equivalence.
We can refine this slightly: If M is replaced by the interior U of a codimension 0 sub-
manifold L which has a handlebody decomposition with handles of index at most l, then
Emb(U,N) → Tk Emb(U,N) is (k(n − l − 2) + 1 − l)-connected. Among other things, the
proof of this theorem involves an induction on the handle index of such submanifolds.
3.5. Homogeneous functors. Of special interest are homogeneous functors, for they ad-
mit a classification theorem (Theorem 3.27 below). For a good functor F , choose a basepoint
in F (M), assuming one exists. This endows F (U) with a basepoint for all U ∈ O(M).
Definition 3.25. A good functor F : O(M) → Spaces is homogeneous of degree k if it is
polynomial of degree ≤ k and Tk−1F (U) is contractible for all U ∈ O(M).
Definition 3.26. Let F be a good functor, and choose a basepoint in F (M). Define the
kth layer of the Taylor tower of F to be
LkF = hofiber(TkF −→ Tk−1F ).
Theorem 3.27 ([26], Theorem 8.5).
• The kth layer LkF is homogeneous of degree k.
• Let E be homogeneous of degree k. Then there is an equivalence, natural in U ,
E(U) −→ Γc
((
U
k
)
, Z; p
)
,
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where Γc denotes the space of sections supported away from the diagonal (i.e. equal to
a given section in some neighborhood of the fat diagonal) of a fibration p : Z →
(
U
k
)
.
The fiber over S of the fibration p are the total homotopy fiber of a k-cube of spaces made
up of the values of E on a tubular neighborhood of S. With Section 5 in mind, it is useful
to be a bit more explicit about the meaning of “compactly supported sections”. Define
Γ
(
∂
(
U
k
)
, Z; p
)
= hocolim
Q∈N
Γ
((
U
k
)
∩Q,Z; p
)
,
where N is the category whose objects are neighborhoods Q of ∆fat in spkU , and whose
morphisms are the inclusion maps. Then we define
(2) Γc
((
U
k
)
, Z; p
)
= hofiber
(
Γ
((
U
k
)
, Z; p
)
→ Γ
(
∂
(
U
k
)
, Z; p
))
.
3.6. Manifolds with boundary. Everything said so far can be extended to the case
where M has boundary. Here we wish to focus on the two functors we care about most,
the space of embeddings and the space of link maps, which we will return to in Section 7.
Suppose M is a smooth compact manifold (possibly with many components, with possibly
varying dimensions), with boundary ∂M and let O(M) denote the poset of open subsets
of M which contain ∂M . Further suppose that M is a neat submanifold of a manifold N
with boundary; in other words, M meets ∂N transversely and ∂M =M ∩ ∂N (for details,
see, for example, Definition 2.2 in [13]).
Definition 3.28.
• For U in O(M), let Emb∂(U,N) be the space of smooth embeddings of U in N
which agree with the inclusion M →֒ N near ∂M .
• If M =
∐
i Pi is a disjoint union, for U ∈ O(M) let Ui = U ∩ Pi. We define
Link∂(U1, . . . , Un;N) to be the space of link maps of
∐
i Ui → N which agree with
the inclusion M →֒ N near ∂M .
Both of these functors are good. Of most interest to us is the case where Pi = I for all i
and N = Rn−1 × I, which will be studied carefully in [18].
4. Multivariable manifold calculus of functors
We now generalize the definition of the Taylor tower and several results from the previous
section to the setting where M is a disjoint union of manifolds by developing a calculus
which allows us to treat each of the variables separately.
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4.1. Categories of open sets. Let P1, . . . , Pm be smooth compact manifolds, and consider
the poset O(
∐
i Pi) of open subsets of
∐
i Pi. There is an equivalence of categories
O
(∐
i
Pi
)
−→
∏
i
O(Pi)
U 7−→ (U ∩ P1, . . . , U ∩ Pm).
We will often denote elements (U1, . . . , Um) ∈
∏
iO(Pi) by
~U . As before, Ok(
∐
i Pi) is the
full subcategory of O(
∐
i Pi) whose objects are open sets diffeomorphic to at most k open
balls in
∐
i Pi.
Definition 4.1. For a tuple of non-negative integers ~ = (j1, . . . , jm) and ~U = (U1, . . . , Um)
where Ui ∈ O(Pi), define O(~U) =
∏
iO(Ui), and O~(
~U) =
∏
iOji(Ui).
4.2. Multivariable polynomial functors and multivariable Taylor tower. This sec-
tion is the analog of Section 3.3. In fact, each of definitions and statements 3.12–3.23 from
that section has a direct analog here. In addition, this section contains a variety of examples
of multivarible polynomial functors.
The equivalence of categories
O
(∐
i
Pi
)
∼=
∏
i
O(Pi)
gives two ways of viewing a functor F defined on it. On the one hand, when we view
the domain as the category O(
∐
i Pi), we think of F as a function of a single variable
U ∈ O(
∐
i Pi). Here we may apply the Goodwillie-Weiss single variable calculus from
Section 3. On the other hand, the category
∏
iO(Pi) = O(
~P ) has objects ~U = (U1, . . . , Um)
and we will develop a multivariable calculus which allows us to treat the variables separately.
The first step is to introduce a suitable notion of a multivariable polynomial functor. It is
clear what we should mean by a “good” functor. The analog of Definition 3.2 is
Definition 4.2. A contravariant functor F : O(~P ) −→ Spaces is good if
(1) It takes isotopy equivalences to homotopy equivalences, and
(2) For any nested sequence {~Ui} of open subsets of
∐
i Pi, the map
F (∪~Ui) −→ holim
i
F (~Ui)
is a weak equivalence.
Now we will define what it means to be polynomial. Let F : O(~P ) → Spaces again be a
good (contravariant) functor, let ~U = (U1 . . . , Um) ∈ O(~P ), and let ~ = (j1, . . . , jm) be an
m-tuple of non-negative integers. For all 1 ≤ i ≤ m, let Ai0, . . . , A
i
ji
be pairwise disjoint
closed subsets of Ui. For each i, let USi = Ui − ∪j∈SiA
i
j , let
~U~S = (US1 , . . . , USm), where
~S = (S1, S2, . . . Sm) denote an element of P([j1]) × · · · × P([jm]). Recall that P([~]) =
P([j1])× · · · ×P([jm]), and let P0([~]) = P0([j1])× · · · ×P0([jm]) be the full subcategory of
those ~S = (S1, . . . , Sm) such that Si 6= ∅ for all i.
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The following is the analog of Definition 3.12.
Definition 4.3. A good functor F : O(~P ) → Spaces is said to be polynomial of degree
≤ ~ = (j1, . . . , jm) if, for all ~U = (U1, . . . , Um) ∈ O(~P ) and for all pairwise disjoint closed
subsets Ai0, . . . , A
i
ji
in Ui, 1 ≤ i ≤ m, the map
(3) F (~U ) −→ holim
~S∈P0([~])
F (~U~S)
is an equivalence.
Remark 4.4. If ji = −1 for some i and the product category is empty, the target of the
map in equation (3) is a point, and hence only the constant functor, all of whose values
are contractible, satisfies the definition. Note that we do not require the sets Aik to be
nonempty. In the case, m = 1, the definition is trivially satisfied in case some Ak = ∅,
since the (j + 1)-cube in question is homotopy cartesian because we may view it as a
map of identical j-cubes. In general, suppose Aik = ∅ for some 1 ≤ i ≤ m and some
0 ≤ k ≤ ji. Since F (U1, . . . , USi , . . . , Um)→ F (U1, . . . , USi∪k, . . . , Um) is an equivalence for
all Si ∈ P0[ji] which do not contain k, the homotopy limit of F over P0[ji] is equivalent to
the homotopy limit of F over the full subcategory of those Si ∈ P0[ji] such that k ∈ Si.
This has an initial object, namely {k}, and hence the homotopy limit over this category is
equivalent to F (U1, . . . , Ui, . . . , Um). It follows that the homotopy limit of F over P0[~] is
equivalent to the homotopy limit over P0[j1]× · · · × P0[ji−1]× P0[ji+1]× · · · × P0[jm].
Proposition 4.5. A good functor F : O(~P ) → Spaces is polynomial of degree ≤ ~ =
(j1, . . . , jm) if and only if it is polynomial of degree ji in the ith variable for all i.
Proof. If F is polynomial of degree ji in the ith variable for all i, then for all ~U =
(U1, . . . , Um) and for all pairwise disjoint closed subsets A
i
0, . . . , A
i
ji
, the map
F (U1, . . . , Ui, . . . Um) −→ holim
Si∈P0[ji]
F (U1, . . . , USi , . . . , Um)
is an equivalence. It follows that
F (U1, . . . Um) −→ holim
S1∈P0[j1]
· · · holim
Si∈P0[jm]
F (US1 , . . . , USm)
is an equivalence, and if we put ~ = (j1, . . . , jm) and repeatedly apply Proposition 3.11, we
see that
F (~U) −→ holim
~S∈P0[~]
F (~U~S)
is an equivalence as well. For the converse, suppose F is polynomial of degree ≤ ~ =
(j1, . . . , jm). Then, in Definition 4.3, for k 6= i, choose A
k
j to be empty for all j, and
let Ai0, . . . , A
i
ji
be pairwise disjoing closed subsets of Ui. Then by the remarks following
Definition 4.3, the map F (U1, . . . , Ui, . . . , Um)→ holimSi∈P0[ji] F (U1, . . . , USi , . . . , Um) is an
equivalence. 
Now we will explore some examples so the reader gets a feel for this definition. We will also
compare the multi degree of our functors to their single variable degree in the following
examples. We leave it to the reader to verify that these really are polynomial of the asserted
degrees.
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Example 4.6. The functor (U, V ) 7→ Map(U
∐
V,X) ≃ Map(U,X) ×Map(V,X) is poly-
nomial of degrees ≤ (1, 1). This is easy to deduce from the fact that Map(−,X) takes
homotopy pushout squares to homotopy pullback squares. As a functor of the single vari-
able U
∐
V it is a polynomial of degree ≤ 1. An analog for this functor is the function
f(x, y) : R2 → R given by f(x, y) = x+ y.
Example 4.7. Everything from the previous example applies equally well to the functor
(U, V ) 7→ Imm(U
∐
V,X) ≃ Imm(U,X) × Imm(V,X). That this functor takes homotopy
pushout squares to homotopy pullback squares is the content of the Smale-Hirsch Theorem.
See [26, Example 2.3] for details.
Example 4.8. The functor (U, V ) 7→ Map
((
U
j
)∐(V
k
)
,X
)
is polynomial of degrees ≤
(j, k). Once again these are all easy to deduce from the fact that Map(−,X) takes homotopy
pushout squares to homotopy pullback squares. As a functor of U
∐
V , it is a polynomial
of degree ≤ max{j, k}. Its analog is f(x, y) = p(x) + q(y), where p(x) is a polynomial of
degree j and q(y) is a polynomial of degree k.
Example 4.9. The functor (U, V ) 7→ Map(U × V,X), where (U, V ) ∈ O(P ) × O(Q),
is polynomial of degrees ≤ (1, 1). Again, these are easily verified. It is polynomial of
degree ≤ 2 as a functor on O(P
∐
Q) (but not of degree ≤ 1). Its analog is f(x, y) =
xy + (lower degree terms).
Example 4.10. The functor (U, V ) 7→ Map
((
U
j
)
×
(
V
k
)
,X
)
, where (U, V ) ∈ O(P )×O(Q),
is polynomial of degrees ≤ (j, k). This functor is polynomial of degree ≤ j + k as a functor
on O(P
∐
Q), and its analog is f(x, y) = xjyk + (lower degree terms).
Example 4.11. The functor (U, V ) 7→ Map(U,Emb(V,N)) is polynomial of degree ≤ 1 in
U , but (as a functor of V alone), Emb(V,N) is not polynomial of degree ≤ k for any k.
We now have a definition analogous to Definition 3.15.
Definition 4.12. Define the ~th degree Taylor approximation of F to be
T~F (~U ) = holim
O~(~U)
F.
If ~U ∈ O~(~U ), then ~U is a final object in O~(~U ), and since F is contravariant, we have that
F (~U)→ T~F (~U) is an equivalence.
Note that again one has canonical maps F → T~F and T~F → T~′F for
~′ ≤ ~. Recalling the
definition of the poset Zm from Section 2, we thus get the following analog of Definition 3.16.
Definition 4.13. The multivariable Taylor tower (or Taylor multi-tower) of F is the dia-
gram (contravariant functor)
~ 7−→ T~F
Also let
T ~∞F = holim
~∈Zm
T~F.
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Polynomial approximation TkF will also be called the ~
th stage of the Taylor multi-tower
of F .
Of course, since Zm ∼=
∏m
i=1Z as posets, Proposition 3.11 implies that
T ~∞F ∼= holim
j1∈Z
· · · holim
jm∈Z
T(j1,...,jm)F.
It is precisely this multi-tower, and its finite model from Section 7, which will be of most
interest to us in future work, in particular in [18]. We have the following generalization of
Theorem 3.19.
Theorem 4.14. Let F1 → F2 be a natural transformation of good functors. Suppose that
F1 and F2 are polynomials of degree ≤ ~ = (j1, . . . , jm). If F1(~U)→ F2(~U) is an equivalence
for all ~U ∈ O~(~P ), then it is an equivalence for all ~U ∈ O(~P ).
Proof. This follows from repeated application of the proof of Theorem 3.19 in [26] and
Proposition 4.5. Let ~U = (U1, . . . , Um). Since the Fi are polynomial of degree≤ (j1, . . . , jm),
it follows from the proof of Theorem 3.19 that F1(U1, . . . , Um)→ F2(U1, . . . , Um) is an equiv-
alence for all U1 ∈ O(P1), and for all Ui ∈ Oji(
~P ). By induction on m and Proposition 3.11,
the result follows.

In analogy with Corollary 3.20, we have the following corollary, whose proof we omit.
Proposition 4.15. A good functor F is polynomial of degree ≤ ~ if and only if the canonical
map F (~U)→ T~F (~U) is an equivalence for all ~U ∈ O(~P ).
Now we have an analog of Theorem 3.21.
Theorem 4.16.
(1) T~F is polynomial of degree ≤ ~.
(2) If F is polynomial of degree ≤ ~, then F → T~F is an equivalence.
(3) If F is polynomial of degree ≤ ~, then it is polynomial of degree ≤ ~k for all ~k ≥ ~.
These are straightforward adaptations of the proofs of the corresponding statements from
Theorem 3.21. Note that (2) is equivalent to Theorem 4.14, which can be seen by considering
the following commutative diagram.
F1 //

F2

T~F1 // T~F2.
On the one hand, by Theorem 4.16 (2), If each of the Fi are polynomial of degree ≤ ~,
then the vertical arrows are equivalences. If the natural transformation F1 → F2 is an
equivalence for all ~U ∈ O~(~P ), then the bottom horizontal arrow is an equivalence because
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the homotopy limit in question is taken over all such ~U , and homotopy limits preserve weak
equivalences. Hence the top horizontal arrow is an equivalence for all ~V ∈ O(~P ). On the
other hand, Theorem 4.14 implies the vertical arrows in the above diagram are equivalences
immediately, because F → T~F is a natural transformation between polynomials of degree
≤ ~ which is an equivalence for all ~U ∈ O~(~P ), which is precisely what Theorem 4.16 claims.
In analogy to Proposition 3.22, we have the following result.
Proposition 4.17. Let F,G : O(~P )→ Spaces be good functors. Suppose G is a polynomial
of degree ≤ ~. Then a natural transformation F → G factors through T~F up to some form
of weak equivalence.
Proof. Since G is polynomial of degree ≤ ~, there is a homotopy equivalence G → T~G.
A natural transformation F → G gives rise to a natural transformation T~F → T~G, and,
using a homotopy inverse of G→ T~G, we obtain the desired result. 
Finally, we also have an analog of Proposition 3.23. This will be used in the proof of
Proposition 5.10.
Proposition 4.18. There is an equivalence of functors
T~T~kF ≃ Tmin{~,~k}F ≃ T~kT~F,
where min{~,~k} = (min{j1, k1},min{j2, k2}, . . . ,min{jm, km}).
Proof. Let ~U = (U1, . . . , Um) ∈ O.
By definition,
T~T~kF (
~U) = holim
~V ∈O~(~U)
T~kF (
~V ).
By Proposition 3.11, we may write
holim
~V ∈O~(~U )
T~kF (
~V ) ∼= holim
V1∈Oj1 (U1)
· · · holim
Vm∈Ojm (Um)
T~kF (V1, . . . , Vm).
Applying this result again allows us to rewrite the above as
holim
V1∈Oj1 (U1)
· · · holim
Vm∈Ojm (Um)
holim
W1∈Ok1 (V1)
· · · holim
Wm∈Okm(Vm)
F (W1, . . . ,Wm).
Now use the fact that homotopy limits commute and Proposition 3.23 to arrive at the
desired result. 
4.3. Convergence of the multivariable Taylor tower for the embedding functor.
Recall that Theorem 3.24 says that when n−m− 2 > 0, the natural map
Emb(M,N)→ holim
k
Tk Emb(M,N)
is an equivalence. Here is an immediate generalization.
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Theorem 4.19. Let M =
∐m
i=1 Pi,
~P = (P1, . . . , Pm), where dim(Pi) = pi and suppose
n− pi − 2 > 0 for all i. Then the map
Emb(~P ,N) −→ T ~∞ Emb(~P ,N)
is an equivalence.
Proof. First let us fix some notation, since we will be looking at the single variable Taylor
approximations in each variable separately. For a functor F : O(~P ) → Spaces and ~U =
(U1, . . . , Um) ∈ O(~P ), let ∂
iTjiF (
~U ) = holimOji (Ui) F (
~U). We will consider the case m = 2;
the general result will follow by induction.
For M = P1
∐
P2, we have a fibration sequence
Emb(P1, N − P2) −→ Emb(P1
∐
P2, N) −→ Emb(P2, N).
Applying ∂2Tj2 everywhere yields a fibration sequence
∂2Tj2 Emb(P1, N − P2) −→ ∂
2Tj2 Emb(P1
∐
P2, N) −→ ∂
2Tj2 Emb(P2, N).
The map
Emb(P2, N) −→ ∂
2Tj2 Emb(P2, N)
is (j2(n− p2 − 2) + 1− p2)-connected by Theorem 3.24. The map
Emb(P1, N − P2) −→ ∂
2Tj2 Emb(P1, N − P2)
is ((j2 + 1)(n − p2 − 2) + 1 − p1)-connected by work of Goodwillie-Klein [6]; indeed, such
connectivity estimates are part of what go into the proof of Theorem 3.24. In particular, as
functors of P2, the towers for Emb(P2, N) and Emb(P1, N−P2) converge since n−p2−2 > 0.
Thus, taking homotopy limits over j2 gives a fibration sequence
Emb(P1, N − P2) −→ holim
j2
∂2Tj2 Emb(P1
∐
P2, N) −→ Emb(P2, N).
Now apply ∂1Tj1 everywhere to obtain another fibration sequence
∂1Tj1 Emb(P1, N − P2) −→ ∂
1Tj1holim
j2
∂2Tj2 Emb(P1
∐
P2, N) −→ ∂
1Tj1 Emb(P2, N).
The functor Emb(P2, N) does not depend on P1, so ∂
1Tj1 Emb(P2, N) ≃ Emb(P2, N). Once
again Theorem 3.24 gives us a (j1(n− p1− 2)+1− p1)-connected map Emb(P1, N −P2)→
∂1Tj1 Emb(P2, N − P2), and thus an equivalence
Emb(P1, N − P2) −→ holimj1 ∂
1Tj1 Emb(P1, N − P2)
since n− p1 − 2 > 0. Putting this all together gives a fibration sequence
Emb(P1, N − P2) −→ holim
j1
∂1Tj1holim
j2
∂2Tj2 Emb(P1
∐
P2, N) −→ Emb(P2, N).
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Thus by Proposition 3.11, and noting that ∂1Tj1∂
2Tj2 = T(j1,j2) (again by Proposition 3.11),
we have an equivalence
Emb(P1
∐
P2, N)→ holim
(j1,j2)
T(j1,j2) Emb(P1
∐
P2, N).
The general result follows by induction on m.

Remark 4.20. Theorem 4.19 follows from Theorem 6.1, but this proof gives a slightly
stronger result. In particular, we produced an equivalence
Emb(P1
∐
P2, N) −→ ∂
2T∞ Emb(P1
∐
P2, N).
That is, the tower converges in each variable separately.
5. Multivariable homogeneous functors
Recall that Theorem 3.27 classifies homogeneous functors in the single variable setting.
The goal of this section is to generalize this result to the multivariable case; this is done
in Theorem 5.19. We will begin by letting Theorem 3.27 tell us what it can about a pos-
sible classification of multivariable homogeneous functors. The main result of this analysis
is Proposition 5.2 in Section 5.1 as well as making sense of what goes into defining the
codomain of this equivalence. Section 5.1 is both meant to motivate our definition of a
homogeneous functor in the multivariable setting (Definition 5.6) and to help set up for the
statement and proof of the relationship between the single variable and multivariable tow-
ers in Theorem 6.1. After defining homogeneous functors, we begin by exploring examples
using spaces of sections in Section 5.2. These are important because every homogeneous
functor can be constructed from a space-of-sections functor; this is the content of our Clas-
sification Theorem 5.19. We will use the classification of homogeneous functors to prove
Theorem 6.1 which relates the single and multivariable towers.
Before we embark on our study of homogeneous functors, it may help the reader to consider
the following example from ordinary calculus.
Example 5.1. For an ordinary polynomial p(x) = a0 + a1x+ · · · + amx
m, the nth degree
approximation is just the truncation pn(x) = a0 + a1x+ · · ·+ anx
n, and the homogeneous
degree n part is anx
n. The degree n − 1 approximation is again the truncation pn−1(x) =
a0 + a1x+ · · · + an−1x
n−1, and we can think of obtaining the homogeneous degree n part
by taking the difference hn(x) = anx
n = pn(x) − pn−1(x). The analog of difference for us
is of course the homotopy fiber. For a polynomial in two variables,
pn,k(x, y) = a0,0 + a1,0x+ a0,1y + · · · + an,kx
nyk,
(where the subscript (n, k) indicates that this is the term of highest bidegree), the homo-
geneous bidegree (n, k) part is an,kx
nyk. This can be obtained by subtracting all of the
truncated polynomials pi,j(x, y), where (i, j) = (n − 1, k), (n, k − 1), (n − 1, k − 1) from
pn,k(x, y) “with signs”. The formula for obtaining the homogeneous bidegree (n, k) part of
pn,k(x, y) is
MULTIVARIABLE MANIFOLD CALCULUS OF FUNCTORS 21
hn,k(x, y) = pn,k(x, y)− pn−1,k(x, y)− pn,k−1(x, y) + pn−1,k−1(x, y).
More generally, for a polynomial inm variables of degree ~ = (j1, . . . , jm), p~ = a~0+· · ·+a~~x
~
(here ~x~ = xj11 · · · x
jm
m ), we can obtain the homogeneous degree ~ part with a similar iterated
difference as follows. For a subset R ⊂ m, let ~R = (j1,R, . . . , jm,R) be defined by
ji,R =
{
ji if i /∈ R;
ji − 1, if i ∈ R.
Then the homogeneous multidegree ~ part of p~(~x) is
h~(~x) = a~x
~ = p~(~x)−
∑
R6=∅
(−1)|R|−1p~R(~x).
The analog of such an expression is the total homotopy fiber, which can be thought of as
an iterated homotopy fiber, or an “iterated difference”. Our Proposition 5.23 will exhibit
multivariable homogeneous functors as just such a total homotopy fiber.
5.1. Extracting multivariable information from the single variable tower. We will
begin by seeing what the single variable classification tells us in the case whereM =
∐
i Pi.
Let F : O(M) → Spaces be a good functor, and choose a basepoint for F (M). Theorem
3.27 says that the functor
LkF = hofiber(TkF −→ Tk−1F )
maps by an equivalence to the space of compactly supported sections of a fibration Z →
(
M
k
)
.
The following is an easy consequence of that statement, and will help motivate our definition
of a homogeneous functor.
Proposition 5.2. If M =
∐m
i=1 Pi, then the section spaces of the classifying fibration for
LkF break up into a product of section spaces. That is,
LkF ≃ Γ
c
((
U
k
)
, Z; p
)
=
∏
|~|=k
Γc
((~U
~
)
, Z; p
)
,
where ~U = (U1, . . . , Um) and Ui = U ∩ Pi.
Proof. When M =
∐m
i=1 Pi, we have that(
M
k
)
=
∐
|~|=k
(~P
~
)
.
The result then follows by noting that a section of a fibration p : Z → X
∐
Y is a pair of
sections, one defined over X and the other over Y . That is, the functor Γ(−, Z; p) turns
coproducts into products. 
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The reader may protest that we have not defined Γc
((~U
~
)
, Z; p
)
. This is Definition 5.5, and
we will devote the remainder of this section to explaining what goes into this definition.
Recall that
Γc
((
U
k
)
, Z; p
)
= hofiber
(
Γ
((
U
k
)
, Z; p
)
→ Γ
(
∂
(
U
k
)
, Z; p
))
,
and recall from equation (2) that
(4) Γ
(
∂
(
U
k
)
, Z; p
)
= hocolim
Q∈N
Γ
((
U
k
)
∩Q,Z; p
)
.
Also recall thatN is the poset of neighborhoodsQ of ∆fat in spkU . There is an isomorphism
of categories N ∼=
∏
|~|=kN~, where N~ is the poset of neighborhoods Q~ of ∆ ~fat in sp~
~P .
Every element Q ∈ N~ can be uniquely expressed as a disjoint union
∐
|~|=kQ~, where
Q~ ∈ N~.
Hence, expanding upon equation (4), writing ~Q for the element of
∏
|~|=kN~ corresponding
to Q =
∐
|~|=kQ~ ∈ N , and with U =
∐
i Ui, we have
hocolim
Q∈N
Γ
((
U
k
)
∩Q,Z; p
)
≃ hocolim
~Q∈
∏
|~|=kN~
Γ

(U
k
)
∩
∐
|~|=k
Q~, Z; p


≃ hocolim
~Q∈
∏
|~|=kN~
∏
|~|=k
Γ
((~U
~
)
∩Q~, Z; p
)
≃
∏
|~|=k
hocolim
Q~∈N~
Γ
((~U
~
)
∩Q~, Z; p
)
.
The second equivalence comes from the fact that Γ(−) takes coproducts to products (more
generally, homotopy colimits to homotopy limits), and that
(
U
k
)
=
∐
|~|=k
(~U
~
)
. The last
equivalence uses two facts. The first is that a homotopy colimit over a product of categories
can be written as an iterated homotopy colimit, a fact analogous to Proposition 3.11. The
second is that finite homotopy limits commute with filtered homotopy colimits, and in this
case, each homotopy colimit in our iterated series is filtered. See [26, Sublemma 7.4] for
details.
(5) Γc
((~U
~
)
, Z; p
)
= hofiber
(
Γ
((~U
~
)
, Z; p
)
→ hocolim
Q~∈N~
Γ
((~U
~
)
∩Q~, Z; p
))
.
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We can take this analysis a bit further and continue to decompose the homotopy colimit
which appears in equation (5). In order to do this, we need to recall the decomposition
∆ ~fat(sp~
~U) = ∪mi=1∆fati(sp~
~U). Also recall that
∆fati(sp~
~U) = spj1 U1 × · · · × spji−1 Ui−1 ×∆fat(spji Ui)× spji+1 Ui+1 × · · · × spjm Um.
For the remainder of this section we will work with a fixed ~ to avoid cumbersome notation
whenever possible. The discussion about fat diagonals just above motivates the following
definition.
Definition 5.3. Let R ⊂ m and let Ni be an open neighborhood of ∆fat in spjiPi. Define
a poset NR whose objects are neighborhoods Q = Q1 × · · · ×Qm, where
Qi =
{(
Pi
ji
)
, if i /∈ R;
Ni ∩
(
Pi
ji
)
, if i ∈ R.
Each Q~ can be uniquely expressed as a union Q~ = ∪
m
i=1Qi, where Qi ∈ N{i}, and thus we
have an isomorphism of categories N~ ∼=
∏m
i=1N{i}.
The following proposition rewrites the target of the map in equation (5).
Proposition 5.4. We have an equivalence
hocolim
Q~∈N~
Γ
((~U
~
)
∩Q~, Z; p
)
≃ holim
R6=∅
hocolim
QR∈NR
Γ
((~U
~
)
∩QR, Z; p
)
.
Proof. For R ⊂ m, put QR = ∩i∈RQi, where Qi ∈ Ni. Of course, QR ∈ NR. We have the
following sequence of equivalences.
hocolim
Q~∈N~
Γ
((~U
~
)
∩Q~, Z; p
)
≃ hocolim
(Q1,...,Qm)∈
∏m
i=1Ni
Γ
((
U
k
)
∩ hocolimR6=∅QR, Z; p
)
≃ hocolim
(Q1,...,Qm)∈
∏m
i=1Ni
holim
R6=∅
Γ
((
U
k
)
∩QR, Z; p
)
≃ holim
R6=∅
hocolim
Qr∈NR
Γ
((
U
k
)
∩QR, Z; p
)
.
The second to last equivalence follows from the fact that Γ(−) sends homotopy colimits to
homotopy limits. The last equivalence follows from the fact that a homotopy colimit over a
product of categories can be written as an iterated homotopy colimit of filtered categories,
and filtered homotopy colimits commute with finite homotopy limits. Again, [26, Sublemma
7.4] applies. 
Now that we understand that the source and target of the map in equation (5) are products
and the map between them is a product of maps, it is sensible to make the following
definitions.
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Definition 5.5. Define
Γ
(
∂R
(~U
~
))
= hocolim
Q∈NR
Γ
((~U
~
)
∩Q,Z; p
)
,
and define
Γc
((~U
~
)
, Z; p
)
= hofiber
(
Γ
((~U
~
)
, Z; p
)
→ holim
R6=∅
Γ
(
∂R
(~U
~
)
, Z; p
))
.
Thus a good candidate for the degree ~ = (j1, . . . , jm) homogeneous layer of the Taylor
tower for F is the space of compactly supported sections Γc
((~U
~
)
, Z; p
)
. The following is a
definition of homogeneous of degree ~ which makes this true.
Definition 5.6. A good functor E : O(~P ) → Spaces is homogeneous of degree ~ if it is
polynomial of degree ≤ ~ and holim~k<~ T~kE(
~U) is contractible for all ~U .
Remark 5.7. It may appear strange that the homotopy limit over R is not a part of this
definition; after all, we just got through guessing what the candidate for the homogeneous
layers of a good functor should look like, and the answer involved such a homotopy limit.
We refer the reader to Proposition 5.23 to clear this up. The definition we have given is
easier to work with in many instances. The other aspect that may appear puzzling to the
reader is requiring holim~k<~ T~kE(
~U) to be contractible instead of the stronger condition that
T~kE(
~U) is contractible for all ~k < ~. It will follow from the classification of homogeneous
functors that if E is homogeneous of degree ~, then T~kE(
~U ) is contractible for all ~U and
for all ~k < ~. See Corollary 5.20 for a full statement and explanation.
For the remainder of this section, choose a basepoint in F (~P ).
Definition 5.8. We define the ~th layer of the Taylor multi-tower of F to be the functor
L~F = hofiber(T~F → holim
~k<~
T~kF ).
Remark 5.9. As mentioned earlier, we will see in Proposition 5.23 below that we can think
of L~F as the total homotopy fiber of an m-cube of functors.
Proposition 5.10. L~F is homogeneous of degree ~.
Proof. It is clear that L~F is polynomial of degree ≤ ~, since T~F is and so are T~kF for
~k < ~. To check the second condition, consider the following sequence of equivalences.
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holim
~l<~
T~lL~F =holim~l<~
T~l hofiber(T~F → holim~k<~
T~kF )
≃ hofiber(holim
~l<~
T~lF → holim~l<~
holim
~k<~
T
min{~l,~k}F )
≃ hofiber(holim
~l<~
T~lF → holim~l<~
T~lF )
≃∗
The second and penultimate equivalences follow from Proposition 4.18 and the fact that
homotopy limits and homotopy fibers commute. 
5.2. Spaces of sections. We devote this section to studying a particular class of homoge-
neous functors, namely those which arise as the space of sections of a fibration. As in the
single variable case, these are important examples, because in the sense of Theorem 5.19
below, they are universal.
Let ~P = (P1, . . . , Pm), ~ = (j1, . . . , jm), and
p : Z −→
(~P
~
)
=
∏
i
(
Pi
ji
)
be a fibration.
Definition 5.11. Define
~U 7−→ Γ
((~U
~
)
, Z; p
)
to be the functor which associates to ~U the space of sections of the fibration p. When p is
understood, we may write this functor as Γ
(~U
~
)
for short.
Lemma 5.12. Γ
(~U
~
)
is polynomial of degree ≤ ~.
Proof. Let ~U = (U1, . . . , Um) ∈ O(~P ), and for each i, let A
i
0, . . . , A
i
ji
be pairwise disjoint
closed subsets of Ui. Put USi = Ui − ∪a∈SiA
i
a, where Si ⊂ {0, 1, . . . , ji}. The
(~U~S
~
)
cover(~U
~
)
by the pigeonhole principle, and so the map
hocolim
~S∈P0([~])
(~U~S
~
)
−→
(~U
~
)
is an equivalence. Applying Γ(−) turns the homotopy colimit into a homotopy limit and
gives the desired equivalence. 
The remainder of this section is concerned with building new functors from Γ
(~U
~
)
, namely
those which should be thought of as spaces of germs of sections near the fat diagonal. We
also explore the relationship between these functors and the approximations T~kΓ
(~U
~
)
for
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~k < ~. Lemma 5.17 will tell us that these are lower-degree approximations to Γ
(~U
~
)
, and
this will aid us in building a homogeneous degree ~ functor from it.
Our immediate goal is to prove Lemma 5.16 below, and to do so we need to understand
the homotopy colimit which appears in Definition 5.5 a bit better. Following [26], choose
a smooth triangulation on
∏
i U
ji
i which is equivariant with respect to the action of Σj1 ×
· · · × Σjm . This endows sp~~U =
∏
i U
ji
i /Σji with a preferred PL structure with ∆ ~fat as a
PL subspace, and now we can talk about regular neighborhoods of ∆ ~fat.
Let RR ⊂ NR denote the subposet of regular neighborhoods.
Lemma 5.13. The inclusion RR → NR is left cofinal.
Proof. Every neighborhood contains a regular neighborhood. 
Since every regular neighborhood has the same homotopy type, the following lemma follows
from Lemma 5.13. It will be useful in the proof of Lemma 5.16.
Lemma 5.14. If L is a regular neighborhood of ∆ ~fat, then the inclusion
Γ
(
∂R
(~U
~
)
∩ L,Z; p
)
−→ hocolim
Q∈NR
Γ
((~U
~
)
∩Q,Z; p
)
is a homotopy equivalence for all ~U .
This observation will afford us the freedom to choose L to suit our needs in the next proof.
Definition 5.15. For R ⊂ m and ~ = (j1, . . . , jm), define ~R = (j1,R, . . . , jm,R) by
ji,R =
{
ji, if i /∈ R;
ji − 1, if i ∈ R.
We now have the following useful lemma.
Lemma 5.16. Γ
(
∂R
(~U
~
))
is polynomial of degree ≤ ~R.
Proof. This follows from [26, Proposition 7.5] and Proposition 4.5, since to check a functor
is polynomial of a certain multi-degree, it is enough to check it one component at a time.

Since Γ
(
∂R
(~U
~
))
is of degree ≤ ~R, one might suspect that it is the degree ~R approximation
to Γ
(~U
~
)
. This is indeed the case, according to the next lemma.
Lemma 5.17. The map T~RΓ
(~U
~
)
→ T~RΓ
(
∂R
(~U
~
))
is an equivalence.
Proof. This is a straightforward adaptation of [26, Proposition 7.6]. 
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We are almost ready to classify homogeneous functors, which is suggested by Definition 5.5.
It tells us how to think about Lemma 5.16 and Lemma 5.17, and hints that functors which
are homogeneous of degree ~ should be of the form given in Definition 5.5.
From the discussion so far, we have most of what we need to conclude the following propo-
sition. What we do not yet have is Proposition 5.23, whose content fits better in the next
section and is logically independent of what was discussed in this section.
Proposition 5.18. The functor
~U 7→ Γc
(
∂R
(~U
~
))
is homogeneous of degree ~.
Proof. This follows immediately from Lemma 5.12, Lemma 5.17, and Proposition 5.23. 
5.3. Classification of homogeneous functors. In this section we will prove the following
analog of Theorem 3.27.
Theorem 5.19. If E is homogeneous of degree ≤ ~, then there is an equivalence, natural
in ~U ∈ O(~P ),
E(~U ) −→ hofiber
(
Γ
((~U
~
)
, Z; p
)
−→ holim
R6=∅
Γ
(
∂R
(~U
~
)
, Z; p
))
.
Here p : Z →
(~P
~
)
is some fibration with a preferred section defined near the fat diagonal.
We will call p the classifying fibration for E.
As promised in the remark following Definition 5.6, we have the following corollary.
Corollary 5.20. If E is homogeneous of degree ~, then for all ~k < ~j and for all ~U , T~kE(
~U)
is contractible.
Proof. From Theorem 5.19 and Lemma 5.17 it follows that that if E is homogeneous of
degree ~, then for all ~k < ~j and for all ~U , T~kE(
~U) is contractible. To establish this, it is
sufficient to show that for all ~k < ~, T~k holimR6=∅ T~RΓ is equivalent to T~kΓ. Equivalently, it
is enough to show that the m-cube R 7→ T~kT~RΓ is homotopy cartesian.
For ~k < ~m, T~kT~RE ≃ T~kE for all R 6= ∅ by Proposition 4.18, and it is clear that the
m-cube in question is homotopy cartesian. For ~k ≥ ~m, we must have ~k = ~S for some
S ⊂ m. By inspection, it is clear that T~ST~RΓ ≃ T~R∪S . Then the m-cube R 7→ T~R∪SΓ
is homotopy cartesian as follows. For any s ∈ S, let U range through subsets of m − {s}.
Then then m-cube R 7→ T~R∪SΓ can be expressed as a map of (m− 1)-cubes
(U 7→ T~U∪SΓ) −→ (U 7→ T~U∪{s}∪SΓ)
which are clearly identical. 
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Before we embark on the proof of Theorem 5.19, we need to discuss a few technical con-
structions.
Definition 5.21. For ~ = (j1, . . . , jm), and ~U = (U1, . . . , Um) ∈ O(~P ), let I
(~)(~U ) denote
the category whose objects are open sets ~B = (B1, . . . , Bm) such that Bi is diffeomorphic
to exactly ji disjoint open balls in Ui. The morphisms are the inclusion maps which are
isotopy equivalences.
Lemma 5.22. There is an equivalence, natural in ~U ,
∣∣∣I(~)(~U)∣∣∣ ≃ (~U
~
)
.
Proof. Adapt the proof of Lemma 3.5 of [26]. 
Recall, that Zm≤~ is the subposet of Z
m consisting of all ~k such that ~k ≤ ~, and that Zm<~ is
the subposet where ~k < ~. Recall Definition 5.15.
Proposition 5.23. There is an equivalence of functors
holim
~k<~
T~kF ≃ holim
R6=∅
T~RF.
Proof. This follows immediately from Lemma 3.18, as Zm≤~{i} are all clearly ideals whose
union covers Zm<~. 
Remark 5.24. As promised in Remark 5.9, this proposition says that the ~th layer of the
Taylor multi-tower from Definition 5.8 is equivalent to the total homotopy fiber of a certain
cubical diagram. This is in complete analogy to the discussion at the beginning of Section
5 regarding homogeneous polynomials in ordinary multivariable calculus.
Proposition 5.25. Let p : Z →
(~P
~
)
be a fibration. Let
E(~U ) = hofiber
(
Γ
(~U
~
)
−→ holim
R6=∅
Γ
(
∂R
(~U
~
)))
.
Suppose ~V is a tubular neighborhood of ~S ⊂ ~P , where ~S contains ji elements in the i
th
variable. Then the composed map
E(~V ) −→ Γ
(~V
~
)
eval~S−→ p−1(~S)
is an equivalence.
Proof. This is a straightforward adaptation of [26, Proposition 8.4]. 
MULTIVARIABLE MANIFOLD CALCULUS OF FUNCTORS 29
This proposition says that we can describe the fibers of the fibration in terms of E as the
values E(~V ) for a tubular neighborhood ~V of ~S in ~P .
The following useful technical lemma will be used in the proof of the classification theorem
(Theorem 5.19) to produce a space of sections functor from a homogeneous one.
Lemma 5.26 ([4], Lemma 3.12). Suppose X : C → Spaces is a functor which takes all mor-
phisms to homotopy equivalences. Then hocolimC X quasifibers over |C| and the associated
space of sections is homotopy equivalent to holimC X
We are finally ready to prove the classification theorem for homogeneous functors.
Proof of Theorem 5.19. Given E homogeneous of degree ≤ ~, define
F ′(~U) = holim
I(~)(~U)
E.
By Lemma 5.26, E : I~(~U )→ Spaces takes all morphisms to weak equivalences and hence
hocolimI(~)(~U)E quasifibers over
∣∣∣I(~)(~U)∣∣∣ and the section space of the associated fibration
may be identified with F ′. Note that this is a fibration over
(~U
~
)
by Lemma 5.22, and a
fibration is natural in ~U . That is, a morphism ~V ⊂ ~U induces a commutative (pullback)
diagram
hocolim
I(~)(~V )
E //

hocolim
I(~)(~U)
E
∣∣∣I(~)(~V )∣∣∣ // ∣∣∣I(~)(~U)∣∣∣
Since the equivalence
∣∣∣I(~)(~U)∣∣∣ ≃ (~U~ ) from Lemma 5.22 is natural in ~U , it follows that F ′
is equivalent to a functor
F (~U ) = Γ
((~U
~
)
, Z; p
)
.
Here Z is the total space of the associated fibration p, and is equivalent to hocolimI(~)(~U)E.
Replacing E by an equivalent functor if necessary allows us to assume that there is a natural
transformation E → F . Now suppose ~S ∈
(~P
~
)
, and let ~V be a tubular neighborhood of ~S.
Then the composition
E(~V )→ F (~V ) = Γ(
(~V
~
)
, Z; p)→ p−1(S)
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is an equivalence by Proposition 5.25. Now consider the commutative square
E //

F

holim
~k<~
T~kE // holim~k<~
T~kF
Recall that holim~k<~ T~kE(
~U ) is contractible for all ~U since E is homogeneous. The left
vertical fiber is then of course E(~V ), and by Proposition 5.23 we may identify holim~k<~ T~kF
with holimR6=∅ T~RF . Of course, since F (
~V ) = Γ(
(~V
~
)
), Lemma 5.17 and Proposition 5.18
together tell us that the right vertical fiber is Γc(
(~V
~
)
). Thus to complete the proof it suffices
to show that the map of vertical fibers is an equivalence.
Since everything in sight is polynomial of degree ≤ ~, it further suffices to prove that the
map of vertical fibers is an equivalence for all ~V ∈ O~. If ~V ∈ O~k for
~k < ~, then E(~V ) ≃ ∗
and Γc(
(~V
~
)
) ≃ ∗ since both are homogeneous. If V has exactly ji connected components in
the ith variable, then it is a tubular neighborhood of some ~S ⊂ ~P , and the map of fibers is
an equivalence by Lemma 5.17 and Proposition 5.25. 
5.4. The fibers of the classifying fibration. In this section we work out the fibers of
the classifying fibration from Theorem 5.19 for a good functor F . These are important
objects and should be thought of as the derivatives of F . That is, we have constructed a
Taylor tower for F consisting of polynomial approximations T~F just as one has a Taylor
series (centered at ~0) comprised of Taylor polynomials for an ordinary function f : Rm → R.
Theorem 5.19 says that there is an equivalence of functors
L~F (~U ) ≃ Γ
c
((~U
~
)
, Z; p
)
for some fibration p : Z →
(~U
~
)
. The space
(~U
~
)
=
(
U1
j1
)
× · · · ×
(
Um
jm
)
plays the role of
xj11 · · · x
jm
m /j1! · · · jm! from the Taylor expansion of an ordinary function f . The coefficient
of this monomial is of course the partial derivative ∂
|~|
∂~~x
f(~0), and its analog is the fiber of p
over ~S ∈
(~U
~
)
. A good symbol for this fiber thus might be
∂|~|
∂~~U
F (~∅).
In Theorem 5.27 below, we give an explicit description of these spaces for every ~. This
result follows easily from [26, Proposition 9.1]. We will follow the proof of Theorem 5.27
with a remark about what it tells us about ∂
|~|
∂~~U
Link(~S;N). We will also compute by hand
the fibers of the classifying fibration for L(2,1) Link to give the reader an idea of what kind
of arguments go into this without appealing to results of Weiss.
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Theorem 5.27. Let ~U = (U1, . . . , Um), ~ = (j1, . . . , jm), and ~S = (S1, . . . , Sm) ∈
(~P
~
)
.
Then the fiber over ~S ∈
(~P
~
)
of the classifying fibration for L~F is the total homotopy fiber
of the |~|-cube
T = T1
∐
· · ·
∐
Tm 7−→ F (VT1 , . . . , VTm)
where the Ti range through subsets of Si for each i, and VTi is a tubular neighborhood of Ti
in Pi obtained from a tubular neighborhood VSi of Si by including only those components
containing elements of Ti.
Proof. Let k = |~|. By Proposition 5.2,
LkF ≃ Γ
c
((
U
k
)
, Z; p
)
=
∏
|~|=k
Γc
((~U
~
)
, Z; p
)
,
where p : Z →
(
U
k
)
is the classifying fibration (here we regard F as a functor of the single
variable U = U1
∐
· · ·
∐
Um). It follows from the proof of Theorem 6.1 that the right-hand
side is equivalent to the product over |~| = k of L~F .
By [26, Proposition 9.1], the fiber over S′ ∈
(
U1
∐
···
∐
Um
k
)
is
tfiber(T 7→ F (VT )),
where T ranges through subsets of S, and VT is a tubular neighborhood of T obtained
from a tubular neighborhood of VS by only including those components of VS containing
elements of T . Of course, as we noted in the proof of Proposition 5.2,(
U1
∐
· · ·
∐
Um
k
)
=
∐
|~ı|=k
(~U
~ı
)
,
and if S ∈
(~U
~
)
, we may write S = S1
∐
· · ·
∐
Sm, ~S = (S1, . . . , Sm) for Si ⊂ Ui, and the
tubular neighborhood VS = VS1
∐
· · ·
∐
VSm , and put ~V~S = (VS1 , . . . , VSm). Thus the fiber
over ~S ∈
(~U
~
)
is
tfiber(~T 7→ F (~V~T )),
where ~T = (T1, . . . , Tm) ranges through subsets of ~S. Rewriting this using the above shows
that it is the total homotopy fiber of the cube
T = T1
∐
· · ·
∐
Tm 7−→ F (VT1 , . . . , VTm).

Remark 5.28. In case F = Link, the tubular neighborhood can be disregarded altogether,
since Link(~V~T ) ≃ Link(
~T ). Thus, the fibers of the classifying fibration for L~ Link are the
total homotopy fibers of the |~S|-cube
~T = (T1, . . . , Tm) 7−→ Link(T1, . . . , Tm;N).
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The spaces Link(T1, . . . , Tm;N) are “partial configuration spaces” in the sense that we may
regard Link(T1, . . . , Tm;N) as a subset of N
|~S| − D, where D is a union of some of the
diagonals of N |
~S|. It is not hard to work out which diagonals in general; we will give an
example in what follows.
Example 5.29. Here we compute “by hand” the fibers of the classifying fibration for
(U1, U2) 7−→ L(2,1) Link(U1, U2;N),
where (U1, U2) ∈ O(P1) × O(P2). As in the proof of Theorem 5.19, L(2,1) Link(P1, P2;N)
is equivalent to the space of sections of a fibration p : Z →
(
P1
2
)
× P2 whose fiber over
(S1, S2) ∈
(
P1
2
)
× P2 is L(2,1) Link(V1, V2;N). Here (V1, V2) is a tubular neighborhood of
(S1, S2). We will write S1 = {a1, a2}, S2 = {b}, and V1 = Va1
∐
Va2 .
Also writing Link(~V ) in place of Link(V1, V2;N), we have by Proposition 5.23 an equivalence
(6) L(2,1) Link(~V ) ≃ tfiber


T(2,1) Link(~V ) //

T(1,1) Link(~V )

T(2,0) Link(~V ) // T(1,0) Link(~V )


We also have the following equivalences which follow from Definition 4.12 and the remark
immediately following.
T(2,1) Link(V1, V2) ≃ Link(V1, V2),
T(2,0) Link(V1, V2) ≃ Link(V1, ∅),
T(1,1) Link(V1, V2) ≃ holim(Link(Va1 , V2)→ Link(∅, V2)← Link(Va2 , V2)), and
T(1,0) Link(V1, V2) ≃ holim(Link(Va1 , ∅)→ Link(∅, ∅)← Link(Va2 , ∅)).
Observe also that Link(V1, V2) ≃ Link(a1∪a2, b), and likewise for the other spaces. This fact
is special to this functor. It is not true, for example, for spaces of embeddings; in that case
we cannot ignore tangential information. In general, then, we cannot simplify expressions
like F (V1, V2) as we have done with Link(V1, V2) above. Other than this, everything else
will carry through without further ado.
Now consider the following diagram
Link(a1 ∪ a2, ∅)
vvmmm
mm
mm
mm
mm
m
((QQ
QQ
QQ
QQ
QQ
QQ
Link(a1, ∅) // Link(∅, ∅) Link(a2, ∅)oo
Link(a1, b) //
77ooooooooooo
Link(∅, b)
OO
Link(a2, b)oo
ggOOOOOOOOOOO
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From the observations above, taking homotopy limits along rows yields
T(2,0) Link(a1 ∪ a2, b)

T(1,0) Link(a1 ∪ a2, b)
T(1,1) Link(a1 ∪ a2, b)
OO
The homotopy limit of this diagram is the target of the map from equation (6). Hence by
inspection, L(2,1)(V1, V2) is equivalent to the total homotopy fiber of the cube
Link(a1 ∪ a2, b) //

((QQ
QQ
QQ
QQ
QQ
Q
Link(a1 ∪ a2, ∅)

((RR
RR
RR
RR
RR
R
Link(a2, b) //

Link(a2, ∅)

Link(a1, b) //
((QQ
QQ
QQ
QQ
QQ
Q
Link(a1, ∅)
((RR
RR
RR
RR
RR
R
Link(∅, b) // Link(∅, ∅)
Note, for example, that there is an equivalence given by the evaluation map
Link(a1 ∪ a2, b;N) −→ N
3 − (∆13 ∪∆23)
which sends f to (f(a1), f(a2), f(b)). Here ∆ij is the subset of (x1, x2, x3) ∈ N
3 for which
xi = xj. This is what we referred to above as a partial configuration space, for obvious
reasons. The cube above happens to be homotopy cartesian. It is not clear how cartesian
more general cubes of link maps are. In [18] we will explore the cohomology of the total
fibers of diagrams such as those above and relate this to classical link invariants.
As mentioned at the beginning of this section, the fibers of the classifying fibration should
be thought of as the derivatives of the functor in question, and so, if only by analogy, it
should be useful to understand them better. For link maps, a basic question to which we
do not know the answer is how highly connected these spaces are. It is not difficult to work
out some special cases, but in general this appears to be a difficult problem.
6. Relationship between single variable and multivariable polynomial
functors and Taylor towers
We are now ready to exhibit a relationship between stages of the single variable and multi-
variable Taylor towers. Recall the setup: F is a good functor from O(
∐
i Pi) to topological
spaces, which we may also regard as a functor from O(~P ) to topological spaces, where
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~P = (P1, . . . , Pm). Our proof requires the classification theorem for homogeneous functors
but it would be interesting to know if there is one that does not. In particular, this proof
requires a choice of a basepoint in F (~P ), which may or may not be available depending on
F and ~P .
Theorem 6.1. There is an equivalence
TkF
≃
−→ holim
|~|≤k
T~F.
Proof. We induct on k. The cases k = 0 and k = 1 are easy to see on the categorical level.
For k = 0, we have O0(U1
∐
· · ·
∐
Um) =
∏
iO0(Ui), which consist of ∅ and
~∅ respectively.
For k = 1, we have an equivalence O1(U1
∐
· · ·
∐
Um) =
∐
iO1(Ui), and since homotopy
limits turn coproducts into products, we have the desired result by inspection.
Now assume the result is true for all l < k. Consider the following diagram whose columns
are homotopy fiber sequences.
LkF //

L

TkF //

holim
|~|≤k
T~F

Tk−1F //
holim
|~|≤k−1
T~F
Here L = hofiber(holim|~|≤k T~F → holim|~|≤k−1 T~F ). Recall from Proposition 5.2 that
LkF is the product, over |~| = k, of L~. It is enough to show that LkF ≃ L.
Recall that Zm≤k is the poset of tuples ~ = (j1, . . . , jm) such that |~| = j1+ · · ·+ jm ≤ k. We
have a covering Zm≤k = ∪|~|=kZ
m
≤~, and the Z
m
≤~ are ideals. For a subset S ⊂ {~ | |~| = k},
let Zm≤~S = ∩~∈SZ
m
~ . Here ~S = (a1, . . . , am), where ai = min{ji | ~ = (j1, . . . , jm) ∈ S}. By
Lemma 3.18 we have an equivalence
holim
|~|≤k
T~F ≃ holim
S 6=∅
holim
~≤~S
T~F ≃ holim
S 6=∅
T~SF.
The second is an equivalence follows because ~S is a final object in Z
m
≤~S
.
We also have a similar but different decomposition Zm≤k−1 = ∪|~|=kZ
m
<~. This is once again
a covering by ideals, but note that if S ⊂ {~ | |~| = k}, we have
∩~∈SZ
m
<~ =
{
Zm<~, if S = {~};
Zm≤~S , if |S| > 1.
The categories Zm≤~S each have a final object, namely ~S, and so holim~k∈Zm≤~S
T~kF ≃ T~S .
By Lemma 3.18 we have an equivalence
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holim
|~|≤k−1
T~F ≃ holim
S 6=∅
holim
~<~ı if S={~ı}
~≤~S if |S|>1
T~F.
By inspection, it follows that
L = hofiber
(
holim
|~|≤k
T~F → holim
|~|≤k−1
T~F
)
=
∏
|~|=k
L~F,
and, in light of Proposition 5.2, it is clear that LkF → L is an equivalence.

7. Non-functorial finite models for stages of the Taylor tower
The stages TkF (U) and T~F (~U ) of single variable and multivariable Taylor towers given
in Sections 3.3 and 4.2 have the advantage of being functors of U and ~U respectively, but
the homotopy limits involved can be unwieldy because the categories Ok(U) and O~(~U ) are
rather large. At the expense of losing functoriality, we can sometimes describe the stages
in terms of a homotopy limit of values of F itself over a finite category. This is the case for
the examples we will be most concerned with in [18], namely links and homotopy links. We
will state the definitions in terms of T~F (~U), but everything specializes in a straightforward
way to TkF (U).
Suppose that P =
∐m
i=1 I is a disjoint union of neat smooth submanifolds of a manifold
N with boundary ∂N , each diffeomorphic with an interval. Let O(Pi) denote the poset of
open subsets of Pi which contain ∂Pi.
Proposition 7.1. Let F = Emb∂(−, N) or Link∂(−, N), and suppose P =
∐
Pi is as
above; that is, each Pi = I. Let ~ = (j1, . . . , jm) ≥ ~−1 be a tuple of nonnegative integers,
and Ai0, . . . A
i
ji
be pairwise disjoint nonempty closed connected subintervals of the interior
of Pi for every i. Let Pi,Si = Pi−∪k∈SiA
i
k, where Si ranges through subsets of {0, 1, . . . , ji},
and put ~P~S = (PS1 , . . . , PSm). Then
T~F (~P ) ≃ holim
~S∈P0([~])
F (~P~S).
Proof. Since T~F is a polynomial of degree ≤ ~, it follows that
T~F (~P ) ≃ holim
~S∈P0([~])
T~F (~P~S).
Since Pi,Si is diffeomorphic to at most ji open connected intervals (ignoring the boundary,
where everything is already fixed) when ~S 6= ~∅, we have an equivalence
F (~P~S) ≃ T~F (
~P~S)
since ~P~S is a final object in O~(
~P~S). This completes the proof. 
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Remark 7.2. The case when F = Emb andm = 1 has been extensively studied. More details
can be found in [22]. In that paper, Sinha uses pairwise disjoint nonempty open connected
subintervals of I for technical reasons (he requires compactness of the complement). The
trouble with using open sets to delete is that their complements are closed, and these would
obviously not be elements in our category of open sets. However, this is not a problem in
this case for two reasons:
(1) the model for T~F given in Proposition 7.1 is non-functorial, and
(2) the homotopy type of F (~P~S) is independent of whether the intervals are open or
closed.
We will need to use open sets for the embedding functor to generalize various results of
Sinha’s to F = Emb,Link and m > 1 in [18].
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