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ABSTRACT  
   
Conformational changes in biomolecules often take place on longer 
timescales than are easily accessible with unbiased molecular dynamics 
simulations, necessitating the use of enhanced sampling techniques, such as 
adaptive umbrella sampling. In this technique, the conformational free energy is 
calculated in terms of a designated set of reaction coordinates. At the same time, 
estimates of this free energy are subtracted from the potential energy in order to 
remove free energy barriers and cause conformational changes to take place more 
rapidly. This dissertation presents applications of adaptive umbrella sampling to a 
variety of biomolecular systems.  
The first study investigated the effects of glycosylation in GalNAc2-MM1, 
an analog of glycosylated macrophage activating factor. It was found that 
glycosylation destabilizes the protein by increasing the solvent exposure of 
hydrophobic residues. The second study examined the role of bound calcium ions 
in promoting the isomerization of a cis peptide bond in the collagen-binding 
domain of Clostridium histolyticum collagenase. This study determined that the 
bound calcium ions reduced the barrier to the isomerization of this peptide bond 
as well as stabilizing the cis conformation thermodynamically, and identified 
some of the reasons for this. The third study represents the application of 
GAMUS (Gaussian mixture adaptive umbrella sampling) to on the 
conformational dynamics of the fluorescent dye Cy3 attached to the 5' end of 
DNA, and made predictions concerning the affinity of Cy3 for different base 
pairs, which were subsequently verified experimentally.  
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Finally, the adaptive umbrella sampling method is extended to make use 
of the roll angle between adjacent base pairs as a reaction coordinate in order to 
examine the bending both of free DNA and of DNA bound to the archaeal protein 
Sac7d. It is found that when DNA bends significantly, cations from the 
surrounding solution congregate on the concave side, which increases the 
flexibility of the DNA by screening the repulsion between phosphate backbones. 
The flexibility of DNA on short length scales is compared to the worm-like chain 
model, and the contribution of cooperativity in DNA bending to protein-DNA 
binding is assessed. 
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Chapter 1 
INTRODUCTION AND REVIEW 
1.1 Biomolecular Structure and Dynamics  
One of the major scientific achievements of the 20th century has been the 
determination of the structure of biomolecules.  These include the determination 
of the structure of DNA by X-ray diffraction (1) and the crystallographic 
determination of the structure of sperm whale myoglobin, the first protein to have 
its complete three-dimensional structure determined (2).   
Since then, the availability of complete three-dimensional structures of 
biomolecules in atomic detail has brought about major insights in all areas of 
molecular biology.  The determination of the structure of DNA immediately 
showed how the DNA could be replicated and thus how genetic information could 
be passed from organisms to their offspring (1).  According to the central dogma 
of molecular biology, this information is copied first into messenger RNA, and 
then used to make a protein whose sequence corresponds directly to the sequence 
of the original gene.  The structures of RNA polymerase (3) and of the ribosome 
(4, 5) showed the molecular details of these processes.  The structures of 
Photosystems I and II (6, 7), two protein complexes important in photosynthesis, 
are a major contribution toward our understanding of the physical basis of 
photosynthesis, showing how these proteins position prosthetic groups in such a 
way as to promote light-induced electron transfer.   
In addition, biomolecular structure determination has played an important 
role in medical advances.  The structures of potential drugs bound to 
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biomolecules have given insight into the molecular details of drug-biomolecule 
interactions, which has opened up the possibility of “designing” drugs to interact 
with particular biomolecules in specific ways.  For example, the structure of HIV 
protease (8) led to the structure-based drug design of HIV protease inhibitors (9).  
Combination antiretroviral therapies that include these protease inhibitors have 
led to major increases in life expectancy for AIDS patients (10).  Because of these 
successes, the determination of macromolecular structures has become an 
important research area, and the structures of a wide variety of biomolecules are 
available in public repositories such as the Protein Data Bank.    
These structural studies have also shown that many biomolecules undergo 
significant conformational changes as part of their function.  For example, 
deoxyhemoglobin undergoes a conformational change upon oxygenation, which 
can be directly observed as a change in crystal shape (11, 12).  Many enzymes, 
especially allosterically regulated enzymes, undergo conformational changes as 
part of their activity (13, 14).  For example, the active sites of enzymes such as 
adenylate kinase (15, 16), dihydrofolate reductase (17), cyclophilin A (18), and 
triose phosphate isomerase (19, 20) undergo significant conformational changes, 
such as opening and closing to the solvent, during their catalytic cycles.  
Chaperones such as GroEL also undergo substantial conformational changes in 
the course of refolding proteins (21-23).  Finally, proteins with important roles in 
energy transduction also frequently have large conformational changes.  A 
famous example is ATP synthetase, which contains a rotor whose rotation in 
response to a proton gradient across the inner mitochondrial membrane drives 
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ATP synthesis in the bound head group (24).  Other examples include motor 
proteins such as myosin, kinesin, and dynein (25, 26). 
Conformational changes also play an important role in regulating the 
activity of biomolecules.  The classic example of this is allosteric regulation, in 
which the binding of allosteric effectors causes a conformational transition of the 
subunits between active and inactive states.  This is seen, for example, in aspartate 
transcarbamoylase (27)  and glycogen phosphorylase (28).  The binding of 
calcium ions to a collagenase from Clostridium histolyticum causes the N-
terminus to shift from an %-helix to a &-sheet, with a corresponding increase in the 
affinity for collagen (29).  Proteins that bind DNA and regulate genes also 
undergo conformational changes as part of their function.  For example, the N-
terminus of the lac repressor headpiece folds into an %-helix upon binding the 
DNA (30) while part of the transcription factor Ets-1 unfolds upon binding to 
DNA (31).   
  Nucleic acids also undergo significant conformational changes as part of 
their biological function.  For example, the DNA is bent significantly by many 
DNA-binding proteins upon binding.  DNA is bent by the lac repressor (32), the 
transcription factor Ets-1 (31), the catabolite activator protein in complex with 
cyclic AMP (33, 34), the TATA-box binding protein (35, 36), and the archaeal 
DNA-binding protein Sac7d (37).  In addition, in eukaryotes, DNA wraps around 
the histone core to form nucleosomes (38).  Dynamics plays an important role in 
the catalytic cycle of the hammerhead ribozyme (39) and large scale 
conformational changes play an important part in translation on the ribosome 
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(40).  All of these examples show that the biological function of a biomolecule 
often cannot be fully understood just from a single static structure, and that it is 
important to know what conformational changes take place in order to fully 
understand how these molecules function.  
1.2 TECHNIQUES FOR THE STUDY OF BIOMOLECULAR 
STRUCTURE AND DYNAMICS  
The starting point for describing a conformational change in any 
biomolecule is the atomic-resolution structure of that biomolecule.  Several 
experimental techniques exist for determining these structures.   By far the most 
common technique is X-ray crystallography, which uses the ability of X-rays to 
diffract off planes of atoms within a crystal of the biomolecule to measure the 
electron density as a function of position within the unit cell (41).  As of the end 
of 2010, over 80% of the structures in the Protein Data Bank were obtained by X-
ray crystallography (42). 
Other techniques are also used for biomolecular structure determination.  
In NMR spectroscopy, in which the interaction of the nuclear spins in 
macromolecules with each other and the magnetic field is used to obtain 
constraints on the three-dimensional structure of the macromolecule (43).   In 
cryoelectron microscopy, molecules are imaged using electrons with a high 
enough energy that they behave like waves with a wavelength of 0.1 Å, and the 
resulting images are averaged (41).  Most structures determined by cryoelectron 
microscopy have a resolution of 10-25 Å, but a few structures have been 
determined at near atomic resolution (44, 45). 
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There are other techniques that can give valuable information about the 
structure of biomolecules even though they cannot reveal the precise position of 
individual atoms.  Circular dichroism spectroscopy uses the difference in 
absorption of left and right circularly polarized light to determine the approximate 
fraction of %-helical and &-sheet secondary structure in proteins (46).  
Fluorescence resonance energy transfer takes place when two fluorescent dyes 
with overlapping emission and excitation spectra are attached to a biomolecule 
and reveals information about the distance between those two dyes (47).  Atomic 
force microscopy can create topographic maps of biomolecules adsorbed on a 
mica surface by measuring the deflection of a cantilever attached to a tip that 
passes over the biomolecules, at a resolution comparable to electron microscopy 
(48).  Small angle X-ray and neutron spectroscopy involve measuring the 
scattering of X-rays or neutrons off molecules in solution as a function of the 
angle, and can give information on the shape and size of biomolecules at 10-20 Å 
resolution (49). 
It has proven much more difficult to obtain the details of biomolecular 
conformational changes, however.  X-ray crystallography only gives static 
structures of biomolecules.  As part of the refinement process, temperature factors 
(B-factors) are obtained for each atom in the structure.  In favorable cases, these 
are related to the RMS fluctuation of atoms about their average position, but often 
they include errors in the model building and refinement process as well (41).  By 
illuminating the crystal with more than one wavelength (Laue diffraction) it is 
possible to obtain enough diffraction data in a single exposure to determine the 
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structure.  This permits time-resolved crystallography in favorable cases (50) but 
the conformational change must be of such a nature that it can be triggered 
simultaneously in all the molecules of a crystal.   
Several NMR techniques also allow the measurements of quantities that 
are related to the dynamical properties of biomolecules.  These include the 
nuclear Overhauser effect, which measures the ability to transfer magnetization 
between nuclei separated in space, as well as monitoring the exchange between 
hydrogen and deuterium, which gives information about solvent exposure (43).  
In addition there are relaxation times, which measure the rate at which the 
magnetization of a nucleus decays during or after a pulse sequence.  The R
1
 and 
R
2
relaxation times measure the rates at which the components of the 
magnetization parallel and perpendicular to the field relax, and can be used to 
determine the dynamical order parameter .  This quantity measures the degree 
of motion of individual bonds on the picosecond-nanosecond time scale, ranging 
from 0 for uniform sampling of all directions to 1 for a perfectly fixed orientation  
(43, 51).  Other experiments, such as the CPMG R
2
 and R
1!  relaxation times, can 
be used to measure the rates and equilibrium constants of conformational 
transitions on the microsecond-millisecond time scale, as well as the difference in 
the chemical shifts of each nucleus in the two states (51, 52).  The method has 
been applied to a number of systems such as enzymes (18) and other proteins (53, 
54) and nucleic acids (55).  The relationship between these quantities and the 
actual motions of the molecule can be complex, however, and interpreting them 
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quantitatively requires creating a model for the motion of individual atoms within 
a biomolecule. 
Fluorescence techniques such as single molecule fluorescence resonance 
energy transfer and fluorescence correlation spectroscopy make it possible to 
measure the kinetics of changes in the distance between two fluorescent dye 
probes attached to a biomolecule (47, 56).  These methods have been applied to 
the unwrapping of DNA from the nucleosome (57, 58) as well as other nucleic 
acids (59) and proteins (60).   This technique only allows observation of a few 
points of the biomolecule where probes are attached, however.  In addition, 
complications due to the dynamics of the linkers and photophysical properties of 
the probes can make it difficult to interpret the results (61).  
1.3 COMPUTATIONAL TECHNIQUES FOR STUDYING 
BIOMOLECULES  
Computer simulation of biomolecules can in principle show the actual 
structural changes taking place in a biomolecule.  Consequently, it can serve as a 
powerful complement to experimental techniques for characterizing structural 
changes.  In contrast to experimental techniques, which often have limited spatial 
and temporal resolution, computational techniques make it possible in principle to 
follow every atom on timescales as short as a few femtoseconds. Computational 
techniques also make it possible to simulate molecules under conditions in which 
they are not found naturally, or even molecules that have not yet been 
synthesized. 
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Computer simulations and molecular modeling have contributed to solving 
a variety of problems in molecular biology.  For example, drug molecules can be 
“docked” to a target biomolecule in an effort to predict or optimize their affinity 
of binding (62, 63).   This can reduce the cost and time needed to develop new 
drug candidates (64, 65). Computational techniques assist in interpreting data 
from biomolecular NMR spectroscopy (43, 66) and X-ray crystallography (41).  
They also form the basis for attempts to predict protein structures from sequences 
using programs such as Rosetta (67) or the zipping and assembly method (68).  
Computational methods have even been used to design enzymes that catalyze 
reactions not catalyzed by any biological enzymes, such as the Diels-Alder 
reaction (69, 70).  Further examples of problems studied using computer 
simulations will be mentioned elsewhere in this introduction. 
1.4 MOLECULAR DYNAMICS SIMULATION OF BIOMOLECULES 
1.4.1 General Techniques and Calculation of Physical Quantities  
Many other methods for studying conformational changes are based on 
molecular dynamics simulation, which was first performed on liquids by Alder 
and Wainwright (71).  This approach relies on discretizing the Newtonian 
equations of motion 
  (1.4.1) 
by a numerical method.  It has been found that only numerical methods derived 
from symplectic integrators, such as the Verlet integrator, are capable of 
maintaining energy conservation on long time scales, so only these methods are 
used to integrate the equations of motion. 
!  9 
The first molecular dynamics simulation of a protein was a simulation of 
bovine pancreatic trypsin inhibitor that lasted for 9 ps (72), and indicated that the 
internal motion of the protein is fluid like, with some correlated motions of the 
protein backbone.  Since then, atomistic molecular dynamics simulation has been 
applied to a wide variety of biological problems.  These include studying protein 
folding and unfolding (73-78), identifying candidate drugs that bind strongly to a 
receptor as part of drug development (79, 80), studying the structure and function 
of membrane channels and other membrane-bound proteins (81-90), examining 
the nature and effects of the protein-DNA interaction in protein-DNA complexes 
(91, 92), comparing the conformational dynamics of 136 different DNA tetramers 
(93-95), studying the transition between A and B DNA (96), and studying 
enzymatic catalysis (97, 98), to name just a few of many applications. 
One of the most important uses of molecular dynamics simulation is to 
generate ensembles of conformations that belong to the canonical ensemble.  In 
this ensemble, the probability of encountering a configuration  of the system is 
proportional to .  This requires a method for maintaining constant 
temperature in the molecular dynamics simulation.  Early efforts include the 
Berendsen thermostat, which involves scaling the velocities in such a way that the 
difference between the actual temperature of the system and the reference system 
decays exponentially with a time coupling constant (99).  Later, Nosé developed a 
thermostat that can be proven to produce the canonical ensemble (100). This 
thermostat involves adding an additional particle with a fictitious mass and 
solving modified equations of motion (101).  Hoover modified this approach to 
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include constant pressure as well, simulating the constant-pressure ensemble 
(102).  Another way to maintain constant temperature is known as Langevin 
dynamics and involves solving the Langevin equations of motion, rather than the 
Newtonian equations of motion (103).  This method is frequently used with 
implicit solvent models, where the random force simulates the effect of collisions 
between the molecule of interest and solvent molecules. 
In the canonical ensemble, the average value of a quantity  is given 
by 
 !A" =
A# (ri )exp $U (ri ) / kBT( )drN
exp $U (r
i
) / k
B
T( )drN#
 (1.4.2) 
The quantity is known as the partition function , and is 
related to the free energy  by 
  (1.4.3) 
If a molecular dynamics simulation has been performed at constant temperature 
, this average can then be calculated as a simple average over the frames of the 
simulation: 
  (1.4.4) 
Many thermodynamic and structural properties can be calculated by this method, 
including RMS fluctuations in the positions of individual atoms, heat capacity, 
average pressure, radial distribution function, and elastic constants (101).   
Transport properties such as the viscosity, diffusion constant, and electrical 
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conductivity can be calculated by expressing them in terms of autocorrelation 
functions using Green-Kubo relations (101).  
1.4.2 Classical Force Fields  
The potential energy surface  in equation 1.4.2 represents the nuclear 
potential energy surface obtained by adding the potential energy due to Coulomb 
repulsion of the nuclei to the electronic energy obtained by solving the 
Schrodinger equation as a function of nuclear position.  This is justified by the 
Born-Oppenheimer approximation (104) allows us to separate electronic from 
nuclear motion in most systems of biological interest.  It is computationally 
prohibitive, however, to treat large biomolecular systems entirely using quantum 
mechanics.  This is because the computation time necessary for an ab initio 
calculation rises as the cube of the number of basis functions employed, which is 
proportional to the number of atoms. 
Consequently, in order to simulate biomolecular systems, it is desirable to 
create a classical approximation to the nuclear potential energy surface.  This 
approach is called molecular mechanics, and the potential energy function used is 
called a force field (105).  Many force fields for biomolecular systems have been 
developed over the years, often in conjunction with efforts to develop programs 
for molecular dynamics simulation, and the development and improvement of 
force fields is an ongoing research area.  Force fields for proteins include the 
CHARMM22 force field (106), which was later updated with a CMAP correction 
(107), the AMBER ff94 (108), ff99 (109), ff99SB (110) and ff03 (111) force 
fields, as well as GROMOS (112) and OPLS-AA force fields (113).   Force fields 
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for nucleic acids include the CHARMM27 force field (114, 115) and AMBER 
force field (108).  The AMBER nucleic acid force field was subsequently updated 
with improved parameters for the % and ' dihedrals to prevent trapping in unusual 
backbone states that appeared after 10-15 ns of simulation (93, 116).  In addition 
“general” force fields for drug-like molecules have been developed.  These force 
fields are designed to be compatible with force fields for nucleic acids and 
proteins, but rely more heavily on quantum chemical data.  General force fields 
that are compatible with the CHARMM (117) and AMBER (118) force fields are 
also available.   
A good example of a force field is the CHARMM22 force field with 
CMAP correction (106, 107), which was employed for many of the simulations in 
this dissertation.  This force field has a functional form as follows: 
  (1.4.5) 
Each term in the force field has a mathematically plausible form given the 
physical interactions it represents.  The bond and angle potentials are expressed as 
harmonic potentials to approximate the spring-like nature of chemical bonds near 
their equilibrium length.  The trigonometric form for the dihedral potential 
reflects the periodic nature of the relationship of energy and rotation about a 
bond; the improper dihedral term is mainly used to maintain planarity of 
conjugated systems.  The Urey-Bradley term is specific to CHARMM force 
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fields, and is used to improve the ability of the force field to reproduce the 
vibrational modes of small molecules (114, 115).  The CMAP term is specific to 
the CHARMM force field for proteins, and consists of a two-dimensional spline 
function in the and backbone dihedral angles which is fitted to a table of 
values. It is needed to improve the treatment of backbone dynamics and the 
balance of secondary structures in proteins (107).  
 The last two terms are the van der Waals and electrostatic terms, 
respectively.   The 1 / r6  dependence is a well known property of the van der 
Waals interaction (119); the 1 / r12  term is not a perfectly accurate representation 
of steric repulsion between atoms, but is easily calculated from the 1 / r6  by 
squaring.  A cutoff is usually applied to the van der Waals interaction to avoid 
having to calculate the interaction between all  pairs of atoms.  The 
electrostatic interaction can also be treated using cutoffs, but this leads to artifacts 
(120).  The particle mesh Ewald method (121) efficiently includes the 
contribution of long-range electrostatics and is more accurate.  The electrostatic 
term assumes that the charge distribution on each atom can be modeled as a fixed 
point charge; work is ongoing on polarizable force fields in which the 
polarizability of each atom can be modeled.  This includes models based on 
Drude oscillators (additional charged particles that can respond to the electric 
field) (122-124) as well as the AMOEBA potential, in which each atom has a 
dipole moment that is adjusted based on the electric field experienced by that 
atom (125). 
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Other force fields such as the AMBER force fields differ from CHARMM 
in the mathematical expression as well as in the kinds of data used to generate the 
parameters.  For example, as previously noted, AMBER force fields do not have 
CMAP or Urey-Bradley terms (108-111).  The partial charges for AMBER force 
fields are generated by finding charges that produce an electrostatic potential that 
is as similar as possible to that obtained from quantum mechanical calculations, 
whereas the partial charges in CHARMM force fields are derived by studying the 
interactions between the molecule to be parameterized and water molecules (105).  
The GROMOS force field uses the a bonding term of the form  and 
an angle term of the form  in place of the corresponding 
terms in the CHARMM force field (112), although this causes only very slight 
changes in the potential energy surface.  These variations in parameterization 
protocol mean that force fields should not be combined unless they were 
parameterized the same way.  Otherwise, imbalances in the forces among 
different parts of the simulated system can produce inaccuracies in the 
simulations (105). 
When force field parameters are not available for a molecule of interest 
(such as a sugar or organic molecule), they must be optimized to reproduce 
properties of the molecule determined from quantum chemical calculations or 
experimental data.  This is an iterative, systematic process that begins with an 
initial guess for all parameters.  Then, different groups of parameters are 
optimized to reproduce specific target data (105).  In order to ensure the proper 
balance of forces, this should be done in the same way as was used for the 
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parameterization of the force field the new parameters are to be used with.  A 
brief overview of CHARMM parameterization protocol (105) will be outlined 
here. 
Van der Waals parameters and partial charges for electrostatics are not 
often needed because the CHARMM force fields provide many predefined atom 
types and charge patterns that cover many of the most common functional groups 
found in biomolecules.  When they are needed, however, they should be the first 
parameters to be optimized.  When needed, van der Waals parameters are 
optimized to fit experimental thermodynamic data.  The partial charges are 
optimized to reproduce the interaction distance and energy of water with specific 
parts of the molecule.  These interactions must be calculated at the HF/6-31g(d) 
level; furthermore, the interaction distance must be offset and the interaction 
energy must be scaled.  This has the effect of enhancing the partial charges and 
compensating for the polarization that takes place when molecules are placed in a 
condensed phase environment (105).  Bond, angle, and some dihedral parameters 
are optimized to reproduce the vibrational frequencies as determined from 
infrared or Raman spectroscopy or from normal mode calculations using quantum 
mechanics.  Dihedral parameters for freely rotatable bonds are optimized to 
reproduce potential energy profiles determined from relaxed potential energy 
scans, in which the energy of the molecule is minimized while systematically 
changing the dihedral of interest. 
Force fields have uses beyond simply performing molecular dynamics 
simulation.  For example, they can be used to calculate one or more of the low 
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frequency normal modes of the biomolecule.  This can be used to predict 
conformational changes, assuming that the conformational change proceeds along 
the direction of one of the low frequency normal modes (126).  Determining the 
normal modes of a large biomolecule requires diagonalizing a large matrix, which 
has a computational cost that rises with the cube of the number of atoms.  
Consequently, simplified elastic network models have been developed for 
proteins that involve only one particle per amino acid residue, and springlike links 
between every close pair of amino acids.  The normal modes from these elastic 
network models can also be used to predict conformational changes (127, 128).   
1.4.3 QM/MM Simulations 
Because of the mathematical form of the bond, angle, and dihedral terms, 
molecular dynamics force fields are poor approximations to the potential energy 
surface when chemical reactions are taking place and chemical bonds are being 
broken or formed.  Since it is computationally infeasible to treat an entire 
biomolecule and surrounding solvent using quantum mechanics, it is often 
necessary to treat a small region near where the chemical reaction takes place 
using quantum mechanics and the rest of the system using a force field (129).  
The Hamiltonian operator for the system can then be written as 
 Hˆ = Hˆ
QM
+ Hˆ
QM /MM
+U
MM
 (1.4.6) 
where represents the part of the Hamiltonian for the part of the system 
treated using quantum mechanics (the QM region),  represents the potential 
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energy for the rest of the system (the MM region) and Hˆ
QM /MM  
represents the 
interactions between the two systems. 
Often a semiempirical method such as AM1 (130) or SCCDFTB (131) is 
used for the QM region in order to speed up the calculation, although in some 
cases an ab initio method such as one based on density-functional theory (132) s 
used instead.   The SCCDFTB method is based on a second order Taylor 
expansion of the Kohn-Sham equations around a reference density  (131, 
133) 
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where  are the Kohn-Sham orbitals, represents the effective Kohn-Sham 
Hamiltonian, and  represents the PBE exchange-correlation functional (134).  
To simplify this expression, only the valence electrons are treated, the Kohn-
Sham orbitals are expressed in terms of a basis of atomic orbitals, and  is 
expressed based on the Coulomb interaction between exponentially decaying 
spherical charge distributions.  This results in a much simpler expression 
 ESCC-DFTB = !
i
occ
" #i | Hˆ 0|#i $ +
1
2
% AB
A,B
" &qA&qB + Erep  (1.4.8) 
Solving this equation self-consistently leads to total energies; an expression is 
also available for the first derivatives of the energy (133).  This approach gives 
errors of 2-4 kcal/mol in the total energy compared with ab-initio density 
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functional theory calculations made using the popular B3LYP density functional 
(135, 136). 
The structuring of such a simulation requires many choices.  The QM 
region should be chosen to be as small as possible, but the boundary should be 
placed so as not to change the chemical properties of the atoms in the QM region.  
The boundary should avoid cutting through polar or polarizable bonds or breaking 
up a conjugated (-system. The two regions interact by means of van der Waals 
and electrostatic interactions; usually the electrostatic interactions use the 
Mulliken charges for the atoms in the QM region.   
If there is a covalent bond intersecting the boundary between the regions, 
the regions also interact through this covalent bond.  This interaction may be 
treated by a variety of methods.  One method is to add “link atoms” to the QM 
region to represent the valence that is bonded to the MM region, but this can lead 
to instabilities due to strong electrostatic interactions between the QM region and 
the nearby MM atoms (129).  Another approach is to include some of the MM 
atoms in the QM region.  This is done in such a way that the molecular orbitals 
along the bonds from these atoms to the rest of the QM region are not optimized 
as part of the self-consistent field optimization during the quantum mechanical 
calculation.  Examples include the generalized hybrid orbital (GHO) (137, 138) 
and localized SCF (139) methods. 
1.4.4 Codes for Performing Molecular Dynamics Simulations 
A variety of codes have been written to perform molecular dynamics 
simulation.  These include CHARMM (140, 141), AMBER (142, 143), NAMD 
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(144, 145), and GROMACS (146).  Of these NAMD and CHARMM were used 
for the work in this dissertation.  NAMD has been specifically designed to be 
more scalable and simulates large systems more efficiently than CHARMM 
(145).  On the other hand, CHARMM supports a wide variety of sampling 
techniques, energy functions, and analysis tools.  These include a variety of force 
fields and QM/MM methods as well as both explicit solvation and many implicit 
solvent models.  The simple structure of the CHARMM program has made it 
possible to modify it to accommodate novel simulation techniques without undue 
programming effort (140).   
1.5 THE TIME SCALE PROBLEM IN MOLECULAR DYNAMICS 
SIMULATION  
In order to maintain energy conservation, the numerical integration of the 
equations of motion must be carried out with a time step on the same order as the 
period of the shortest vibration in the molecule (101).  Thus, the time steps used 
in atomistic biomolecular simulations are typically of the order of 1-2 fs. This 
presents a serious problem, because biologically significant conformational 
changes often take place over timescales ranging from 1 µs to 1 ms or more (51, 
147).  Several basic approaches have been taken to solve this problem, but each 
method has its own disadvantages. 
One approach is simply to develop computers capable of simulating on 
longer timescales.  A major step forward has been the use of parallel computing 
(148).  Further efforts include developing specialized computers such as the 
Anton supercomputer (149) or IBM Blue Gene/L (150), employing the unused 
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processing power of personal computers in the Folding@Home project (151), and 
using graphical processing units to perform the calculations (152).  With tools like 
these, a few simulations on microsecond to millisecond time scales have been 
performed (153, 154).  Most research groups do not have access to the facilities 
necessary for such large-scale simulations.  In addition, GPU programming can be 
complex, and specialized GPU codes for molecular dynamics simulations are still 
a work in progress (155).    
Another approach involves trying to integrate at least the more time 
consuming parts of the energy and forces on longer time steps.  For example, the 
SHAKE method can be used to constrain the lengths of bonds involving hydrogen 
to a constant value (156).  In this way the vibrations of these bonds are suppressed 
and a time step of 2 fs can be used rather than the 1 fs that would be necessary if 
these bonds were allowed to vary in length.  Multiple-time-step integrators such 
as the r-RESPA integrator (157) have been devised that allow for calculating 
some of the forces on a longer time step than others.  This method can cause 
instabilities due to resonances between the longer time steps and vibrations of the 
biomolecule, however (158). 
Another approach to solving the time step problem is to adopt a more 
approximate description of the system to be simulated.  For example, rather than 
representing every water molecule explicitly, an implicit solvent method can be 
used, in which the screening and dielectric effects of the water are taken into 
account by changing the way the electrostatic interaction is calculated.  An 
additional term estimating the free energy of solvation is added to the potential 
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energy.   The most common approaches for doing this are either estimating the 
free energy based on solvent exposure of additional atoms as in EEF1 (159) or 
using an approach based on the generalized Born equations (160-162).  The use of 
these implicit solvent methods reduces the number of particles in the system, 
causing the simulation to run faster.  On the other hand, implicit solvents often 
neglect important effects of solvation on the energy landscape.  For example, 
generalized Born models have been found to overstabilize salt bridges, so that the 
native state of a &-hairpin was no longer the native state (163).  The effects of 
having discrete salt ions in the solvent and of correlated dynamics of these ions 
are also neglected (164, 165). 
The geometric targeting methods mentioned earlier (166, 167) are an even 
more approximate approach, in that long-range forces are replaced by geometric 
constraints.  This method does not sample according to a Boltzmann distribution, 
however.  In addition, a coarse-grained force field such as the MARTINI force 
field (168) can be used, although this sacrifices the atomic-level description of the 
biomolecule. 
1.6 ENHANCED SAMPLING TECHNIQUES 
One of the most important methods for simulating conformational changes 
on long timescales is to modify the simulation so that these conformational 
changes take place on a shorter timescale than they would naturally. A multitude 
of enhanced sampling methods have been developed, and new methods often 
result from extending existing methods or combining them together.  Thus, the 
following descriptions are not exhaustive and are not intended to provide a 
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complete classification, but illustrate some of the strategies employed in these 
techniques.  
1.6.1 Pathway Methods 
One strategy involves considering the conformational transition pathway 
as a whole.  Some methods for generating conformational pathways do not rely on 
molecular dynamics at all.  For example, a simple approach is to simply linearly 
interpolate between beginning and ending conformations (169).  While 
computationally cheap, this approach can give rise to stereochemically 
implausible results such as groups of atoms passing through each other.  A more 
complex approach, known as geometric targeting, involves making random 
alterations to the structure while maintaining consistency with a list of geometric 
constraints that includes hydrogen bonding and hydrophobic interactions.  This 
method can be used to generate stereochemically plausible pathways at relatively 
low computational cost (166, 167). 
Other methods require an initial guess at a trajectory from one 
configuration to another represented as a sequence of configurations.  This 
sequence is then refined by optimizing an appropriate function or by doing 
molecular dynamics.   For example, in the nudged elastic band method (170, 171), 
the function to be optimized consists of the integral of the energy along the path 
plus a quadratic term to keep the configurations separated from one another.  In 
the zero-temperature string method (172, 173) the configurations are kept 
separated by reparametrization and interpolation instead. The conjugate peak 
refinement method (174) is based on searching for saddle points on the potential 
!  23 
energy surface.  All of these methods find a minimum energy pathway and do not 
account for temperature effects. 
Similar methods exist that take into account temperature effects through 
the use of molecular dynamics.  For example, the zero-temperature string method 
has been extended to finite temperature (175-177).  Transition path sampling 
involves defining an ensemble of pathways (the transition path ensemble) and 
carrying out Monte Carlo moves to generate this pathway (178, 179).  Two 
distinct types of moves are used: shifting, in which a pathway is extended forward 
or backward in time from one of the endpoints, and shooting, in which the 
velocities are changed in the middle of the pathway and a new pathway is 
constructed by integrating forward and backward in time.  The method of 
milestoning involves defining “milestones” along a reaction pathway, starting 
molecular dynamics simulations at each milestone, determining the distribution of 
times to neighboring milestones, and using this information to estimate the rate of 
the transition (180).  This method is specifically designed for pathways in which 
no single barrier is dominant (181). 
Another important strategy for enhancing the sampling makes use of 
additional experimental data about alternative conformations of the system or its 
dynamics.  For example, several methods have been developed to bias the 
simulation in such a way that it tends toward a designated target configuration, 
such as an alternative crystal structure of the system under consideration.  Biased 
molecular dynamics involves adding a ratchet-like potential based on interatomic 
distances that moves the simulation toward the target conformation (77).  In 
!  24 
contrast, targeted molecular dynamics applies perturbations to the simulation to 
force the RMSD deviation to decline at a constant rate (182).  Although targeted 
molecular dynamics can correctly predict the conformational changes in GroEL 
(183) it is also non-reversible (184) and can produce trajectories that cross high 
free energy barriers (185).  To overcome these problems the restricted-
perturbation targeted molecular dynamics method has been developed.  As its 
name implies, this method restricts the total perturbation applied at each time step 
(185).  A somewhat different approach involves using measurements of the 
nuclear Overhauser effect and dynamical order parameter .  This data can be 
used as restraints which are enforced on ensembles of configurations determined 
using molecular dynamics simulation (186).    
1.7 Free Energy Methods 
Often, molecular dynamics simulations are used to determine the 
conformational free energy surface in terms of a designated set of reaction 
coordinates q(r) , which are functions of the Cartesian coordinates  that 
describe particular conformational changes of interest.  This free energy surface is 
defined by  
 p(q) = ! (q " q(r)) =
! (q " q(r))exp "#U(r)( )drN$
exp "#U(r)( )drN$
 (1.7.1) 
 G(q) = !kBT ln p(q)  (1.7.2) 
In principle, this could be calculated from an unbiased simulation by constructing 
a histogram in terms of  and then applying equation 1.7.2.   
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In many cases, however, these methods give inaccurate results because of 
insufficient sampling.  Consequently, it is often necessary to use enhanced 
sampling methods in performing simulations to calculate free energies.  Many of 
the techniques described in the previous section, however, cannot be used because 
distribution of the configurations they produce does not have a well-known form.  
Consequently, there is no obvious way to calculate an ensemble average such as 
that in equation 1.7.1 from the resulting trajectories. 
Another way to enhance the sampling is to conduct the simulation under 
conditions in which conformational changes take place faster.  This can include 
increasing the temperature, which increases the rate of conformational transitions, 
or modified potential energy functions in which the barriers to conformational 
transitions have been artificially lowered.   These changes in the simulation 
produce predictable effects on the distribution of the resulting configurations.  
Consequently, it is possible to reweight the frames from the simulations in such a 
way as to recover an unbiased ensemble average (187).  There is no 
straightforward way of recovering kinetic information or correlation functions, 
however. 
1.7.1 Replica Exchange Methods 
The method known as temperature replica exchange or parallel tempering 
involves running multiple simulations at different temperatures and exchanging 
the particle positions and velocities between them (78, 188).  The exchange 
between two configurations  and  obtained in simulations running at 
temperatures  and  is performed with a probability given by  
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where  and .  It can be shown that this preserves detailed 
balance and that the ensembles simulated by each simulation have the canonical 
Boltzmann distribution for the corresponding temperature (101).   
The number of replicas needed to obtain significant exchange for a 
particular system increases as the square root of the system size, so that a large 
number of replicas are needed for explicit solvent simulations (189).  The phase 
transition between folded and unfolded states also can form a bottleneck for 
exchange rates that reduces the rate of folding transitions in the simulation (190). 
Consequently, efforts have been made to improve the exchange rate in replica 
exchange simulations.  
One way of improving the exchange rate is to modify the potential energy 
instead of the temperature; this is known as Hamiltonian replica exchange.  For 
example, in coarse-grained models, parameters governing hydrophobic attraction 
or atomic overlaps can be scaled (189).  Replica exchange has also been 
combined with Tsallis statistics, a modification to the energy function that can 
reduce the height of energy barriers and that depends on a single parameter  
(191, 192).  This involves running several simulations at the same temperature but 
with different values of  and exchanging conformations in such a way as to 
preserve detailed balance (193). 
Other possible improvements include replica exchange with solute 
tempering (194), in which the portions of the energy corresponding to solute-
water and water-water interactions have been scaled in such a way as to reduce 
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the dependence of the acceptance probability on system size.  This method does 
not necessarily improve efficiency, however (195).  Another method involves 
adding a temperature-dependent biasing potential which is adjusted using a 
Wang-Landau approach to increase the exchange rate (196).  Efforts have also 
been made to recover kinetic information such as folding rates from replica 
exchange simulations (197). 
1.7.2 Methods that Use Additional Biasing Potentials 
Another way to increase the rate of conformational changes is to add 
additional potentials to the force field.  These potentials can be constructed in 
such a way as to reduce the height of free energy barriers while pushing the 
system out of free energy basins.  As a result, the simulation makes 
conformational transitions more frequently, and higher energy states are sampled.  
For example, in conformational flooding (198), in which the first few principal 
components are determined from a principal component analysis of a short 
molecular trajectory, and then a Gaussian-shaped potential is constructed along 
these components and a simulation is conducted with this potential added to the 
physical potential; this forces the system out of the initial free energy basin.    In 
hyperdynamics (199) an attempt is made to locate the transition state surface in 
order to create a biasing potential that elevates the energy everywhere else and 
promotes transitions, whereas in accelerated molecular dynamics (200) the 
biasing potential is constructed so as to fill in energy wells.   
If the free energy is being determined as a function of several reaction 
coordinates q(r) , it is desirable to enhance the sampling of these reaction 
!  28 
coordinates using a biasing potential that is a function of them.  The combined 
potential can therefore be written as 
 U(r) =UFF (r) +Ubias (q(r))  (1.7.4) 
where U
FF
(r) is the potential energy due to the force field, and  is the 
biasing potential.  
One approach to determining the free energy surface in terms of a set of 
reaction coordinates is known as metadynamics (201).  In this method,  
is simply a sum of spherical Gaussians of constant width, centered on previously 
encountered points in reaction coordinate space.  As the simulation proceeds, the 
Gaussians build up in well-explored parts of reaction coordinate space, causing 
the system to move to new parts of reaction coordinate space.  Eventually, the 
biasing potential converges to the negative of the free energy, and all parts of 
reaction coordinate space are equally sampled.  The method of local elevation 
also uses a sequence of Gaussians based on the past trajectory (202). 
1.7.3 Determining the Free Energy 
As indicated earlier, these methods can be used to determine 
conformational free energies because the frames can be reweighted in order to 
calculate ensemble averages for the unbiased system from the biased simulation.  
For example, if an added biasing potential is used, ensemble averages can be 
determined as follows (187): 
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Using this identity, the probability density  can be calculated using a 
histogram in terms of the reaction coordinates as follows: 
 p(q) = exp(!U
bias
(q))
Z
bias
Z
0
h
i
(q)
n
i
 (1.7.6) 
 The use of this identity by itself does not often give very accurate 
statistical results because a significant contribution to p(q)  comes from parts of 
reaction coordinate space that are poorly sampled, and therefore where the 
histogram h
i
(q)  is a poor statistical estimate.  A better way to estimate p(q)  is to 
use a linear combination of estimates computed using equation 1.7.3 from 
multiple simulations sampling overlapping regions of reaction coordinate space 
and together sampling the entire region of interest.   The linear combination is 
constructed to minimize the statistical error in the estimate.  This method is 
known as the Weighted Histogram Analaysis Method (WHAM) and requires 
solving the following set of equations self-consistently to obtain the ratio of the 
partition function of the biased simulation  to that of the unbiased simulation 
 (203) 
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  (1.7.7) 
Other methods exist for determining the ratios  (which are related 
to the free energy differences due to applying the various biasing potentials) that 
are not based on histograms, but rather on identities from nonequilibrium 
statistical mechanics that relate the work done in changing from one potential 
energy to another to the free energy change involved.  One example of such a 
method is multistate acceptance ratio estimation (MARE) (204).   This method is 
based on the Crooks fluctuation theorem (205), which states that the conditional 
probability  of the work done in transferring from state  to state  
satisfies the relation  
 p(Wij | i! j)e
"#Wij
= p(Wji | j! i)e
"#Aij  (1.7.8) 
where  is the free energy difference between states  and .  
From this it can be shown that the likelihood of observing a set of work values 
for all the possible transitions between states is given by  
  (1.7.9) 
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where there are  transitions between states  and  and .  
Optimizing this likelihood provides a method of estimating the values of . 
The values of can also be estimated by Bennett’s acceptance ratio method 
(206) or a multistate Bennett’s acceptance ratio method (207). 
In addition, it is possible to find the free energy difference between two 
systems with different potential energy functions  and .  This can be 
done by a method known as thermodynamic integration by defining 
 U(q) = !U
0
(q) + (1" !)U
1
(q)  (1.7.8) 
where is an arbitrary parameter subject to , then making use of the 
identity (208) 
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Thus the required free energy difference can be calculated by carrying out several 
simulations at different values of , calculating the ensemble average , 
and integrating from 0 to 1.  
1.8 UMBRELLA SAMPLING 
Umbrella sampling (187) is an important and commonly used technique 
for determining free energy surfaces in terms of reaction coordinates q(r) . The 
biasing potentials used for this method are usually harmonic in the reaction 
coordinates: 
  (1.8.1)  
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Usually multiple simulations are carried out with the centers of the biasing 
potential  placed at equally spaced positions in reaction coordinate space 
throughout the region of interest.  From each simulation, histograms of the 
reaction coordinates are constructed; the spacing between these centers and the 
force constants  are chosen so that the histograms overlap.  The free energy 
surface can then be determined from these histograms using WHAM as described 
previously.  The method has been adapted for CHARMM, with a highly flexible 
language to describe even complex reaction coordinates (209). 
 This approach is often described simply as umbrella sampling, but will be 
referred to here as window-based umbrella sampling to distinguish it from 
adaptive umbrella sampling.   The window-based approach has been used with a 
variety of one-dimensional reaction coordinates to investigate the bending 
flexibility of DNA (210), characterize conformational changes in the glutamate 
receptor (211), and study ion selectivity in gramicidin A (212), determine the 
binding free energy of SH2 domains for peptides (213), study proton conduction 
in water (82), and characterize the allosteric transition in the ribose-binding 
protein (214).  The approach has also been applied with two-dimensional reaction 
coordinates to study equilibrium in the helical peptide 3K(I) (215) and to the side 
chain conformations in phenylalanine residues of antamanide (216), to name just 
a few examples.  This method has the advantage that the simulations can be 
performed in parallel.  It is difficult to use more than two reaction coordinates, 
however, because the number of simulations required grows exponentially with 
the number of reaction coordinates.  Furthermore, the harmonic biasing potential 
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is inherently restraining and could conceivably introduce new barriers and restrict 
sampling in each simulation. 
 A further extension of this method is known as adaptive umbrella 
sampling (217, 218).  Rather than using a harmonic biasing potential to force 
simulations to sample all parts of reaction coordinate space, this technique works 
iteratively to determine the free energy surface from multiple simulations carried 
out in succession. The first simulation is unbiased.  During each subsequent 
simulation, a histogram of the reaction coordinates is collected. After each 
simulation, the probability distribution p(q)  and free energy surface G(q)  are 
determined using all previous histograms using WHAM.  The biasing potential is  
adjusted to be the negative of this approximate free energy surface: 
 Ubias (q) = !G(q) = kBT ln p(q)  (1.8.2) 
In practice the biasing potential is fitted to the negative of the free energy surface 
using a polynomial or trigonometric series, and the potential is also extrapolated 
to include parts of reaction coordinate space that have not been sampled yet.  This 
is so that the biasing potential can be interpolated at values of the reaction 
coordinates intermediate between histogram points, and so that analytical 
derivatives of the biasing potential can be obtained.  This biasing potential is used 
for the subsequent simulation.  The result of this procedure is that in each 
subsequent simulation, more and more space is sampled because the biasing 
potentials remove barriers to sampling in reaction coordinate space.  Eventually, 
random diffusion is observed throughout all of reaction coordinate space, and the 
!  34 
free energy surfaces stop changing.  When this happens, the method has 
converged to the true free energy surface.    
Examples of applications of adaptive umbrella sampling include 
determining the conformational dynamics of maltose units in cyclodextrins (219), 
characterizing relative solvation free energies of various conformations of 
phosphotyrosine (214), determining the mechanisms of enzyme-catalyzed 
reactions (97, 98) in conjunction with QM/MM simulations, and characterizing 
the conformational transition between %-helical and &-sheet conformations of the 
alanine decapeptide (220) using multiple replicas of each simulation.  
The amount of memory needed to store histograms for the adaptive 
umbrella sampling method increases greatly with the number of reaction 
coordinates.  Therefore it is difficult to use more than two reaction coordinates in 
adaptive umbrella sampling.  To remedy this problem, a novel method known as 
Gaussian-mixture adaptive umbrella sampling (GAMUS) has been developed that 
combines ideas behind adaptive umbrella sampling and metadynamics (221).   
This method avoids the use of histograms, and instead models the distribution of 
reaction coordinate values by mixtures of arbitrarily shaped multidimensional 
Gaussians, so that the biasing potential is given as follows: 
  (1.8.3) 
where , , and are the weights, means, and variance-covariance matrices 
of the Gaussians, and  describes prior knowledge of the distribution.  
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Usually,  is chosen to be a constant, and is used to impose an overall cap on 
the biasing potential to prevent problems with the extrapolation of the free energy 
surface. 
The weights , means , and variance-covariance matrices  of the 
Gaussians are obtained from the expectation-maximization algorithm (222), 
which determines the mixture of Gaussians that best describes the distribution of 
data points in -dimensional space.  This algorithm begins with an initial guess 
for these quantities, and then proceeds to iteratively refine this guess.  Each 
iteration consists of two steps.  In the expectation (E) step, the probability  
that data point came from Gaussian  is calculated from  
  (1.8.4) 
In the maximization (M) step, updated maximum likelihood estimates of , 
, and are updated from 
  (1.8.5) 
These two steps are repeated until the overall likelihood of having obtained the 
data points, given the current set of Gaussians, stops increasing.  This refinement 
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is carried out several times starting from different initial guesses, and the resulting 
set of Gaussians with the greatest likelihood is chosen, in order to prevent being 
trapped in a local maximum of likelihood. 
In these equations,  represents the weight that must be attached to data 
point  in order to remove the bias the sampling.  If this data point came from the 
th simulation, this weight can be determined from (221) 
  (1.8.6) 
The ratios of partition functions  are obtained using MARE as described in 
section 1.7.3 rather than WHAM, in order to avoid the use of histograms. 
To support these methods, techniques have been developed to search for 
basins in multidimensional free energy surfaces where direct visualization is 
impossible (223). The method has been shown to reproduce the locations and 
depths of many of the basins in the free energy surface of the alanine tripeptide in 
terms of four backbone dihedral angles (221). 
1.9 THIS DISSERTATION 
In this dissertation several applications of molecular dynamics simulation 
to proteins and nucleic acids are presented.  All of these simulations made use of 
adaptive umbrella sampling or GAMUS in order to determine free energy 
surfaces in terms of appropriate reaction coordinates.  Some of the work described 
here was performed in collaboration with experimentalists studying similar 
systems. . 
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Chapter 2 presents a molecular dynamics study of the effect of an attached 
O-linked N-acetylgalactosamine on the stability of MM1, an artificial analog of 
the macrophage activating factor Gc-MAF (224).  In this work adaptive umbrella 
sampling was carried out on the )1 side chain dihedral of a nearby threonine 
residue to characterize the effect of the sugar on the conformational preferences of 
this side chain.  Chapter 3 presents a simulation of the formation of the cis peptide 
bond in Clostridium histolyticum collagenase using QM/MM and two-
dimensional adaptive umbrella sampling (225).  This simulation determined the 
effect of nearby calcium ions on the overall free energy change for isomerization 
as well as on the barriers.  Chapter 4 presents an application of GAMUS to the 
conformational dynamics of the fluorescent dye Cy3 attached to the 5’ end of 
double stranded DNA (226).  The effect of changing the first base pair of the 
DNA on this dynamics was characterized, producing a prediction that the affinity 
of the dye for the T-A base pair would be less than for the other three base pairs; 
this was subsequently verified by fluorescence experiments.  Chapter 5 presents 
an extension of adaptive umbrella sampling to the roll angle between adjacent 
base pairs of double-stranded DNA; this was used to investigate DNA flexibility 
on short length scales and compare it to the worm-like chain model (227).  
Chapter 6 presents the application of this method to study DNA kinking by the 
DNA-packaging protein Sac7d from the archaean Sulfolobus acidocaldarius.  
Chapter 7 presents concluding remarks. 
In this dissertation adaptive umbrella sampling has been applied to study a 
variety of biological problems involving both proteins and nucleic acids.  In each 
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case the simulation has helped to explain the available experimental data reported 
in the literature or obtained from collaborators.  The work presented here shows 
that molecular dynamics simulation, and in particular adaptive umbrella sampling, 
can serve as a powerful complement to experimental investigation.  Together, 
simulation and experiment can provide us with a deeper understanding of the 
workings of the molecules of life than would be possible with either technique 
alone. 
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Chapter 2 
MODULATION OF PROTEIN STABILITY BY O-GLYCOSYLATION IN A 
DESIGNED GC-MAF ANALOG 
2.1 INTRODUCTION  
Glycoproteins are a class of naturally occurring bioconjugates in which 
carbohydrates of varied complexity are post-translationally attached to individual 
amino acids, either asparagine in N-linked glycosylation or serine/threonine in O-
linked glycosylation.  The carbohydrate component can affect many disparate 
functions spanning from cell-cell communication events, to modulation of 
protein-protein interactions, to the emergence of antigenicity in autoimmune and 
alloimmumune reactions (228, 229).  
The most prevalent type of O-linked glycosylation is mucin-type 
glycosylation, which is initiated by the enzymatic attachment of %-N-
acetylgalactosamine (GalNAc) from UDP-GalNAc to the &-hydroxyl group of 
either a serine or a threonine in the cytosol. The nascent oligosaccharide is further 
decorated with the step-wise addition of monomers in the Golgi (228, 229). 
Although no universal sequence motif for O-glycosylation has been identified, the 
site of attachment is often preceded at the -1 position and/or followed at the +3 
position by a proline, increasing the probability of finding the site in a turn 
position. Glycosylation can affect biophysical properties such as solubility, 
thermal stability, aggregation, folding, and structural dynamics. For example, 
natural glycoproteins generally exhibit slightly higher denaturation temperatures 
and structure dynamics than their deglycosylated counterparts; these effects 
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correlate with the number of glycans bound to the protein surface rather than with 
their size (230). Beyond these observations, it can be difficult to dissect the 
contributions of each glycosylation event in the context of specific structural 
motifs using natural glycoproteins, which are often characterized by differential 
utilization of multiple glycosylation sites and/or by heterogeneity of the complex 
oligosaccharides. Synthetic model proteins can overcome these obstacles, and 
have been used by several groups to investigate the effect of simple carbohydrate 
conjugates, which can be either chemically incorporated during solid phase 
synthesis (230-232), or biosynthetically using nonsense codon suppression (233). 
Dynamic changes in the composition of the oligosaccharide moieties can 
trigger the loss or acquisition of function in nuclear and cytosolic proteins, in 
concert with phosphorylation (234, 235), and in secreted proteins (236). Vitamin 
D binding protein (VDBP, also known as group complement, Gc) is an abundant 
serum glycoprotein with functions ranging from the transport of vitamin D, to the 
scavenging of acting monomers from the bloodstream, to the immunomodulation 
of macrophage activity (237). The latter function is mediated by the sequential 
enzymatic cleavage of its trisaccharide moiety to the core %-GalNAc residue 
linked to Thr 420 (236). This processing, which involves surface enzymes on B 
and T lymphocytes, transforms VDBP into a serum factor (Gc-MAF/VDBP-
MAF) that stimulates the Fc mediated phagocytic activity of macrophages (238). 
Further processing to cleave the GalNAc moiety results in complete loss of 
activity on macrophages (REF). Gc-MAF has shown promise for the development 
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of therapeutic agents based on its macrophage-activating properties as adjuvant in 
cancer therapy (237-240). 
In previous work, a miniaturized model of Gc-MAF, called MM1, was 
found to exhibit native-like activity on macrophages (241). MM1 was designed by 
transferring the glycosylated loop of Gc-MAF, believed to be responsible for its 
biological activity, onto %3W, a well characterized 3-helix bundle used as a 
scaffold (242). The process was repeated for both loops connecting helix 1 to 
helix 2 and helix 2 to helix 3; initially, only loop 1 was glycosylated to GalNAc-
MM1 on Thr 27, which corresponds to Thr 420 in Gc-MAF. The peptide and its 
monoglycosylated form showed a high content of %-helical secondary structure 
and thermodynamic stability consistent with proteins of that size, suggesting that 
the insertion of the exogenous loop from Gc-MAF was well tolerated. However, it 
was found that GalNAc-MM1 was destabilized by about 1 kcal/mol compared to 
MM1 in chemical denaturation experiments. It is possible that the O-
glycosylation of threonine could play a role in modulating the local secondary 
structure of MM1, and by analogy of Gc-MAF.  
The energetic contribution of O-glycosylation was further investigated by 
preparing the diglycosylated form, GalNAc2-MM1, in which in addition to Thr 27 
in the first loop the second loop is glycosylated at Thr 52, also corresponding to 
Thr 420 in Gc-MAF.  The thermodynamics of folding of the three peptides was 
investigated by chemically denaturing them with guanidinium chloride or urea 
and monitoring the circular dichroism spectrum as a function of the concentration 
of denaturant.  An unusual destabilizing effect correlated with the number of 
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glycans was observed, with each additional glycosylation destabilizing the folded 
state of the protein by about one kcal/mol. The denaturation profiles of peptides in 
which the sugars were acylated were measured in the same way as well, to 
determine whether hydrogen bonding to the sugar could be responsible for this 
destabilization.  No change in folding free energy with sugar acylation was 
observed, indicating that hydrogen bonding to the sugar is not likely to cause the 
observed destabilization. 
Molecular dynamics simulations are used here to explore the 
conformational dynamics of the miniaturized protein, to investigate the possible 
role of N-capping, and to relate the differences in motion to the differences in 
stability of the glycosylated and deglycosylated constructs in a qualitative 
manner. The simulations indicate an increased conformational drift throughout the 
sequence, and a small increase in the exposed hydrophobic surface for the 
glycosylated form. These results suggest that the destabilization of the protein 
upon glycosylation may be caused by a disruption in the packing of the protein 
and an increase of the solvent exposed hydrophobic surface.  
2.2 MATERIALS AND METHODS 
2.2.1 Molecular Dynamics Simulation 
Three molecular dynamics simulations of the Gc MAF analog were 
undertaken, two with and one without attached sugars, but otherwise identical.  
Each simulation used the CHARMM 22 force field (106) with CMAP 
enhancements (107), the Brady force field (243) and the additional optimized 
parameters as described in appendix A.  SHAKE constraints (156) were used on 
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all bonds containing hydrogen atoms, and a 2 fs time step was employed. The 
simulations were done in explicit solvent (244) with periodic boundary 
conditions, and the particle mesh Ewald method (121) for the long range 
electrostatics; a switching function between 8 Å and 12 Å was used for the Van 
Der Waals interactions. All simulations were done with the CHARMM program 
(141). The conformation of the simulated protein was recorded each 0.5 ps.  
Proteins were first minimized and solvated with explicit water in a 49x49x65 Å 
box, with two chloride ions to achieve charge neutrality.   The system was 
minimized and the water was equilibrated by heating to 600 K and cooling to 300 
K while holding the protein fixed.  The system was then minimized again and 
reheated to 300 K with harmonic constraints on the protein backbone with a force 
constant of 1.0 kcal/(mol Å).   Once the system reached 300 K, these harmonic 
constraints were gradually removed in 5 steps over 50 ps.  Each simulation was 
continued at constant pressure and temperature using the Nosé-Hoover algorithm 
(102, 245). The last 20 ns were used for analysis.  One of the simulations was 
used to examine the role of the Thr 50 side chain in the anti conformation, which 
was not sampled in the other simulation of the glycosylated protein.  In this 
simulation the ) angle of Thr 50 was held near –175° by a harmonic constraint on 
the dihedral angle.  After 10 ps of equilibration, the restraint was removed and the 
unrestrained system was simulated for 20 ns during which the Thr 50 side chain 
remained in the anti conformation.  
The convergence of the simulations was verified by the calculation of the 
RMSD with the initial state, and the radius of gyration along the trajectories. In 
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addition, quasi-harmonic analyses at various time intervals, followed by 
projections of the trajectories onto several of the lowest modes were performed as 
a check of the sampling. The secondary structure was calculated using STRIDE 
(246) and the Thr 50 side chain conformations were classified according to their ) 
angle as either “anti” (for ) angles greater than 120° or less than –120°), “gauche 
+” (for ) angles between 0 and 120°) or “gauche –“ (for ) angles between –120 
and 0°).  For the hydrogen bonding analysis, a distance cutoff of 2.4 Å and an 
angle cutoff of 150° was used.  
2.2.2 Umbrella Sampling 
The relative free energies of the Thr 50 rotamers and the free energy 
barriers for interconversion were obtained from an umbrella sampling simulation 
(217) of the Thr 50 ) angle.  These simulations were performed for the 
glycosylated and deglycosylated protein under conditions identical to those 
described above.  The umbrella biasing potential was expanded in a 12-order 
trigonometric polynomial, and the bin size of the histograms was 1 degree.  The 
umbrella potential was readjusted every 200 ps.  A total of 60 readjustments of 
the biasing potential were made (12 ns total per run).  The weighted histogram 
analysis method (WHAM) (247) was used to combine the data from all umbrella 
simulations for the determination of the potential of mean force (PMF) as a 
function of Thr 50 ) angle.  The relative free energies of the minima 
corresponding to anti, gauche+ or gauche- conformations were used to calculate 
the relative populations of the conformers. 
2.3 RESULTS 
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Molecular dynamics simulations of GalNAc2-MM1 and of the non-
glycosylated form, MM1, were performed in order to compare their 
conformational dynamics and, in particular, to explore the possible effect of 
glycosylation on N capping of the helix and on the burial of the hydrophobic core. 
An analysis of C% atoms RMSD variations, reported in Fig. 2.1, reveals a more 
pronounced conformational drift in the glycosylated protein, especially in the 
loops near the glycosylation sites.  To provide a more detailed insight into the 
flexibility of the proteins, several factors were examined individually. 
 
FIGURE 2.1 Alpha carbon RMSD fluctuation as a function of residue number.  
Arrows indicate glycosylation sites. (1) MM1 (black), (2) GalNAc2-MM1 with 
Thr 50 side chain in gauche+ or gauche- conformation (dashed), (3) GalNAc2-
MM1 with Thr 50 side chain in anti conformation (dotted). 
 
A possible explanation for the loss of stability is that the glycosylation of 
Thr 52 at the start of the third alpha helix might interfere with N-capping of the 
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third helix by Thr 50, which is the last residue in the loop with non-helical 
dihedral angles (248). The size of the **G corresponding to each glycosylation 
event, about 1 kcal/mol, is consistent with the effect expected for each N-cap. 
Molecular modeling showed that Thr 50, which precedes Pro 51 in the TPT 
sequence, could act as N-capping of the third helix through hydrogen bonding to 
the backbone Glu 53. This model raised the possibility that the glycosylation of 
the second threonine, Thr 52, could interfere with the N-capping process.   
The N-capping hypothesis was ruled out by the simulations, however. The 
trajectories were analyzed for the effects of glycosylation on the conformation of 
the Thr 50 side chain, and on its hydrogen bonding patterns.  Table VI shows that 
N-capping only takes place when Thr 50 is in the gauche+ conformation, and that 
it occurs more frequently when the system is glycosylated than when it is not 
glycosylated.  In the glycosylated gauche+ state, N-capping occurs 14.5% of the 
time, while in the deglycosylated gauche+ state N-capping occurs 5.8% of the 
time.  In both cases most Thr 50 hydrogen bonds are formed with the carboxylate 
group of Glu 53 instead.  Moreover, the potential of mean force calculations 
showed that the gauche+ conformation is strongly favored in the glycosylated 
state (Tables 2.1 and 2.2 and Fig. 2.2).  The equilibrium fraction of the gauche+ 
state is 56.3% for the glycosylated protein and 4.9% for the deglycosylated 
protein (in the deglycosylated state the gauche- conformation is favored). This 
means that contrary to the hypothesis, N-capping is more prevalent for the 
glycosylated state.  Despite these differences in N-capping upon glycosylation, N-
capping happens at most 15% of the time. Consequently, N-capping of helix 3 is 
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not deemed to be important for the stabilization of the protein.  A possible direct 
involvement of Thr 52 appears to be unlikely: Thr 52 rarely forms hydrogen 
bonds in the deglycosylated system, suggesting that the direct blockage of 
hydrogen bonds by attachment of the sugar is of no consequence. These findings 
are in agreement with the experimental results on the destabilization of the 
Ac3GalNAc-MM1 construct. 
   anti3 gauche+3 gauche-3 average 
HN GLY 47     
O GLY 47     
O ASN 48     
HN ASN 48     
HN THR 52 0.1% 0.1% 0.0% 0.1% 
HN GLU 53 0.0% 5.8% 0.0% 0.3% 
OG1 THR 52 0.0% 0.0% 0.0% 0.0% 
HG1 THR 52 0.0% 5.8% 0.0% 0.3% 
OE GLU 53 0.0% 93.9% 30.7% 22.1% 
HO6 NGA 72     
O6 NGA 72     
O5 NGA 72     
OY NGA 72     
HN NGA 72     
       
equilibrium fraction 38.0% 4.9% 57.1%  
1From the glycosylated state simulation that started in the Thr 50 anti 
conformation. No gauche+ or gauche- conformations were observed in this 
simulation. 
2From the glycosylated state simulation that started in the Thr 50 gauche+ 
conformation.  No anti conformations were observed in this simulation. 
3From the deglycosylated state simulation that started in the Thr 50 gauche+ 
conformation. 
4In the glycosylated protein, Thr 52 H" is removed and replaced with the sugar 
TABLE 2.1 Hydrogen bonding of the Thr 50 side chain for MM1 
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   glycosylated 
   anti1 gauche+2 gauche-2 average 
HN GLY 47 0.0% 0.1% 0.0% 0.0% 
O GLY 47 0.0% 0.0% 0.0% 0.0% 
O ASN 48 0.0% 0.0% 0.1% 0.0% 
HN ASN 48 0.0% 0.0% 0.0% 0.0% 
HN THR 52 5.4% 0.1% 0.0% 2.3% 
HN GLU 53 0.9% 14.5% 0.0% 8.5% 
OG1 THR 52 0.0% 0.0% 0.0% 0.0% 
HG1 THR 52 n/a4 n/a4 n/a4 n/a4 
OE GLU 53 0.0% 84.6% 10.2% 47.8% 
HO6 NGA 72 0.0% 0.1% 0.0% 0.1% 
O6 NGA 72 0.4% 0.9% 0.0% 0.6% 
O5 NGA 72 0.0% 0.0% 0.0% 0.0% 
OY NGA 72 0.0% 0.0% 0.0% 0.0% 
HN NGA 72 2.3% 0.0% 0.0% 1.0% 
       
equilibrium fraction 42.1% 56.3% 1.6%  
1From the glycosylated state simulation that started in the Thr 50 anti 
conformation. No gauche+ or gauche- conformations were observed in this 
simulation. 
2From the glycosylated state simulation that started in the Thr 50 gauche+ 
conformation.  No anti conformations were observed in this simulation. 
3From the deglycosylated state simulation that started in the Thr 50 gauche+ 
conformation. 
4In the glycosylated protein, Thr 52 H" is removed and replaced with the sugar 
TABLE 2.2 Hydrogen bonding of the Thr 50 side chain for GalNAc2-MM1 
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FIGURE 2.2 Potential of mean force as a function of the Thr 50 ! angle for MM1 
and GalNAc2-MM1. 
 
The secondary structure of the protein was also correlated with the Thr 50 
side chain conformation in the glycosylated and deglycosylated states.  These 
percentages are shown in Tables 2.3 and 2.4.   Compared to MM1, GalNAc2-
MM1 exhibits a slightly larger content of turn secondary structure and a slightly 
smaller amount of 310 helical secondary structure.  In addition, depending on the 
Thr 50 conformation, there is a change in the types of turns that are favored, from 
type I turns to type I’, II, and IV turns.  These changes are consistent with other 
results reported in the literature.  For example, it was previously observed in an 
NMR study that glycosylation of a 9-amino acid analog of the epitope of MUC1 
shifts its equilibrium away from type I turns and toward type II turns (249). There 
is very little change in the amount of % helical structure present.  In contrast, in 
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calcitonin glycosylation near helix ends (CT6 or CT21) was observed to cause a 
loss of helical structure (250). Clearly, the effect of glycosylation on the stability 
of helical proteins is very much dependent on the specific position of the 
glycosylated residue. 
 deglycosylated 
Thr 50 conformation anti3 gauche+3 gauche-3 average 
total time observed (ns) 14.54 2.33 3.12  
Sec. Structure type     
total turns 5.0% 9.3% 7.2% 6.5% 
# helix 80.2% 78.5% 78.5% 79.2% 
310 helix 2.0% 0.3% 1.4% 1.6% 
random coil 12.4% 11.0% 12.2% 12.2% 
Other 0.4% 0.9% 0.7% 0.6% 
type I turns 3.1% 5.4% 4.9% 4.2% 
type I' turns 0.0% 0.0% 0.0% 0.0% 
type II turns 0.0% 0.0% 0.0% 0.0% 
type IV turns 1.8% 3.8% 2.3% 2.2% 
type VIII turns 0.1% 0.1% 0.0% 0.0% 
minimum free energy (kcal/mol)4 0.2 1.5 0.0  
equilibrium fraction 38.0% 4.9% 57.1%  
1From the glycosylated state simulation that started in the Thr 50 anti 
conformation. No gauche+ or gauche- conformations were observed in this 
simulation. 
2From the glycosylated state simulation that started in the Thr 50 gauche+ 
conformation.  No anti conformations were observed in this simulation. 
3From the deglycosylated state simulation that started in the Thr 50 gauche+ 
conformation. 
4From the umbrella sampling simulations (Fig. 2.2). 
TABLE 2.3 Secondary structure analysis of MM1 as a function of Thr 50 side 
chain. 
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 glycosylated 
Thr 50 conformation anti1 gauche+2 gauche-2 average 
total time observed (ns) 20.00 18.97 1.03  
Sec. Structure type     
total turns 9.9% 7.0% 8.1% 8.2% 
# helix 78.6% 79.1% 79.2% 78.9% 
310 helix 0.1% 0.2% 0.0% 0.2% 
random coil 11.2% 13.6% 12.4% 12.6% 
Other 0.2% 0.1% 0.3% 0.1% 
type I turns 0.4% 0.5% 0.1% 0.5% 
type I' turns 4.4% 0.0% 0.0% 1.9% 
type II turns 1.4% 1.4% 0.2% 1.4% 
type IV turns 3.7% 5.1% 7.8% 4.5% 
type VIII turns 0.0% 0.0% 0.0% 0.0% 
minimum free energy (kcal/mol)4 0.2 0.0 2.2  
equilibrium fraction 42.1% 56.3% 1.6%  
1From the glycosylated state simulation that started in the Thr 50 anti 
conformation. No gauche+ or gauche- conformations were observed in this 
simulation. 
2From the glycosylated state simulation that started in the Thr 50 gauche+ 
conformation.  No anti conformations were observed in this simulation. 
3From the deglycosylated state simulation that started in the Thr 50 gauche+ 
conformation. 
4From the umbrella sampling simulations (Fig. 2.2). 
TABLE 2.4 Secondary structure analysis of GalNAc-MM1 as a function of Thr 
50 side chain. 
 
Histograms of the solvent-accessible surface area are shown in Fig. 2.3.  
There are long tails on the histograms of hydrophobic surface area of GalNAc2-
MM1, especially for the most populated gauche+ and anti conformations.  This 
shows that glycosylation causes the three helix bundle to adopt conformations in 
which the hydrophobic residues are more solvent exposed.    Analysis showed that 
the increased solvent exposure affected almost all hydrophobic residues: those 
near the loops connecting the helices as well as those in the core of the protein. 
Moreover, the increased exposure correlated with a small increase in the radius of 
gyration of the protein. In addition, there are between 1 and 8 more hydrophobic 
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contacts among atoms in hydrophobic residues in deglycosylated MM1 compared 
to GalNAc2-MM1 (data not shown). 
The findings indicate two possible reasons for the destabilization of the 
protein upon glycosylation. The first is a solvation penalty due to the increased 
exposure of hydrophobic residues (251) upon glycosylation. This solvation 
penalty is likely to be small, since the increases in solvent exposed areas are small 
and only concern a fraction of the configurations (Fig. 2.4). Second, the small 
increase in the radius of gyration and the decrease in contacts between 
hydrophobic residues in the glycosylated state indicate a disruption in the packing 
of the hydrophobic core of the glycosylated protein. Consistent with the 
experimental findings, the simulations indicate that the combined energetic effects 
are small. The small magnitude of the destabilization is also consistent with the 
relatively small increase in protein fluctuations observed for the glycosylated state 
(Fig. 2.1).   
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FIGURE 2.3 Histogram of solvent-accessible surface area, by level of 
glycosylation and Thr 50 side chain conformation.  (1) MM1 with Thr 50 anti 
(black, thin, 14.54 ns total sampling time); (2) MM1 with Thr 50 gauche+ 
(dashed, thin, 2.33 ns); (3) MM1 with Thr 50 gauche- (dotted, thin, 3.12 ns); (4) 
GalNAc2-MM1 with Thr 50 anti (black, thick, 20 ns); (5) GalNAc2-MM1 with 
Thr 50 gauche+ (dashed, thick, 18.97 ns); (6) GalNAc2-MM1 with Thr 50 
gauche- (dotted, thick, 1.03 ns) 
 
Combining the data on the exposed hydrophobic surface (Fig. 2.3) with 
the data on the N-capping and the data from the umbrella sampling simulations 
(Tables 2.2 and 2.3 and Fig. 2.2), the following model for the destabilization of 
the glycosylated state emerges. Glycosylation of Thr 52 favors a different rotamer 
population of Thr 50. This shift triggers a change in the stability of the system: in 
the new equilibrium, hydrophobic residues become more solvent exposed, and the 
packing of the hydrophobic core is slightly disrupted. Both of these effects may 
destabilize the glycosylated state. 
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2.4 DISCUSSION 
Model peptide-based systems have been used extensively to evaluate the 
effect of glycosylation on the biophysical properties of proteins, as their use 
allows for precise control of the site and type of glycosylation (231, 232, 249, 
252). The results of these studies have been mixed: glycosylation can have 
opposite effects, for example stabilize (231) or destabilize (232) a simple helix-
turn-helix motif that self assemble into four helix bundle, depending on the type 
of attachment to the host amino acid. Extensive studies on calcitonin, which is not 
glycosylated in nature, show that threonine glycosylation perturbs the local 
structure, resulting in a destabilizing effect observed at the helical termini, and 
almost no effect at mid-helix positions (250, 253).  The glycosylation of residues 
at or near turn structure can affect the conformational equilibrium, favoring an 
extended conformation or a type II &-turn. An effect on local structure could be 
important in modulating the interaction with receptors for MUC1 (249, 254, 255).  
In Gc-MAF, changes in glycosylation status are correlated with the gain of 
macrophage-activating activity when the core GalNAc is exposed, and with its 
loss as GalNAc is cleaved by GalNAc-ases.  The function is conserved in a 
minaturized protein displaying solely the glycosylated loop of Gc-MAF, and to a 
much lesser extend is preserved in an unstructured peptide derived from the loop 
(241). The data presented here shows a correlation between local structure and 
glycosylation, hinting at a possible biological role for structure modulation. In 
MM1, glycosylation favors a different rotamer population of Thr50.  This local 
structure change then induces a slight increase in solvent exposure of hydrophobic 
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residues.  The increase in exposed hydrophobic surface is consistent with 
experimental data on the loss of about 1 kcal/mol per glycosylation event in the 
folded-unfolded transition. Moreover, the lack of a cooperative temperature 
dependent melting transition is consistent with a molten globule character of the 
glycosylated protein model, in which high secondary structure content is 
accompanied by high conformational dynamics. Given the sizable thermodynamic 
effect of loop glycosylation, future model protein should utilize well-folded 
scaffolds that would be tolerant to destabilization.  
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Chapter 3 
MECHANISM OF A CALCIUM-INDUCED TRANS-CIS ISOMERIZATION OF 
A NON-PROLYL PEPTIDE BOND IN CLOSTRIDIUM HISTOLYTICUM 
COLLAGENASE 
Reproduced with permission from Spiriti, J., and A. van der Vaart. 2010. 
Mechanism of the calcium-induced trans-cis isomerization of a non-prolyl 
peptide bond in Clostridium histolyticum collagenase. Biochemistry 49:5314-
5320. Copyright 2010 American Chemical Society.  
3.1 INTRODUCTION 
Almost all peptide bonds in proteins are found to be in the trans 
conformation. This is especially true of peptide bonds that do not involve proline. 
In a survey of protein structures, 5.21% of peptide bonds to prolines and 0.029% 
of non-prolyl peptide bonds were found in the cis configuration (256).  In another 
survey, merely 49 cis non-prolyl peptide bonds were found in a set of 747 protein 
structures (257). Cis peptide bonds often have important functional or structural 
roles (258, 259). For example, cis-trans isomerization acts as a conformational 
switch in signaling cascades (259-261), and is used as a timer for cellular 
processes (262).  
Due to the partial double bond character of the peptide bond, cis-trans 
isomerization is characterized by a large energy barrier (263-268). Because of this 
barrier, cis-trans isomerization is often a rate-limiting step in protein folding (269, 
270). In vivo, the isomerization of proline containing peptide bonds is sped up by 
peptidyl prolyl cis-trans isomerases or rotamases (257, 271, 272). These 
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ubiquitous enzymes are found in all cellular compartments and all organisms. 
While many prolyl isomerases have been identified, only one protein has been 
found that speeds up the isomerization of non-prolyl peptide bonds (273, 274). In 
addition to its other functions as a chaperone (275, 276), DnaK from Escherichia 
coli modestly enhances the isomerization of Ala-Xaa peptide bonds, where Xaa is 
Met, Ala, Ser, Glu, Leu, Ile, Gly, or Lys (273). 
Apart from enzymes, certain metals like rhenium (277), cadmium (278, 
279), zinc (279) and lithium (258) have been shown to speed up cis-trans 
isomerization and/or stabilize the cis conformer in peptide analogs. A survey of 
the literature showed that cis peptide bonds are frequently stabilized by calcium 
ions. For example, calcium binding induces a trans-to-cis prolyl peptide 
isomerization in bovine prothrombin (280), rat liver mannose binding protein 
(281), and the C-terminal domain of human BM-40 (282). In addition, calcium 
induces a trans-to-cis isomerization of a non-prolyl peptide bond in concanavalin 
A (283) and the collagen-binding domain of Clostridium histolyticum collagenase 
I (29). It is unclear how calcium stabilizes the cis states, and if and how calcium 
catalyzes the isomerization. For example, kinetic studies of rat liver mannose 
binding protein (281) showed no effect of calcium on the rate of isomerization, 
but the replacement of calcium by manganese ions significantly slowed down the 
cis-trans isomerization of concanavalin A (284). Molecular dynamics studies of 
the cis and trans prolyl peptide bond states in calcium-bound bovine prothrombin 
(285, 286) showed little structural differences between the cis and trans protein; 
since only the end states of the isomerization and no free energies were 
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calculated, the role of calcium for the trans-to-cis isomerization in bovine 
prothrombin remained also unclear. 
To investigate the role of calcium in the cis-trans isomerization of a 
peptide bond, combined quantum mechanical - molecular mechanical free energy 
simulations were performed of the collagen-binding domain (CBD) of 
Clostridium histolyticum collagenase class I. C. histolyticum is a Gram-positive 
bacterium, which causes gas gangrene (287). It produces two types of 
collagenases, which hydrolyze insoluble collagen fibrils, resulting in the extensive 
tissue destruction associated with the disease (287). Collagenase class I contains 
two CBDs, while collagenase class II has one; the three CBDs are homologous to 
each other (288-291). The CBD of collagenase class I has been extensively 
studied by X-ray and NMR (29, 292, 293). Binding of calcium increases the 
affinity of the collagen-binding domain for collagen (294) and induces large 
conformational changes in the CBD, by refolding the N-terminal #-helical linker 
into a $-sheet (29). In collagenase I, the linker connects the CBDs; it is thought 
that the $-sheet rigidifies the protein, which increases the affinity for collagen (29, 
295).  
In addition to the refolding, calcium binding also induces a non-prolyl cis 
peptide bond between E901 and N902.  No enzyme is known to speed up the 
isomerization of a Glu-Asn peptide bond, making it an intriguing subject for 
study.  Because the calcium binding pocket does not exist in the #-helical state, 
and since the barriers for refolding of the small linker are estimated to be much 
lower than the barriers for isomerization, it is likely that refolding occurs before 
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isomerization. Therefore, this study focuses on the isomerization reaction in the 
$-sheet conformation.   
The simulations show that calcium significantly decreases the free energy 
barrier for the trans-to-cis isomerization. While CBD binds two calcium ions, 
most of the reduction is obtained by the binding of the first calcium ion. The 
structural analyses of the transition and end states explain how calcium stabilizes 
both the cis and transition states. 
3.2 MATERIALS AND METHODS 
The initial structure of the holo protein was obtained from the Protein Data 
Bank, code 1NQD (29). There are two calcium ions bound in the holo form, and 
the binding site involves the carboxyl groups of E899, E901, D904, D927 and 
D930, together with the backbone carbonyl groups of S922 and R929 and the side 
chain amide oxygen of N903. The two binding sites are designated Ca1 and Ca2, 
with Ca2 being the binding site that is closer to the carbonyl oxygen of S902 and 
the carboxyl group of E899. A total of four systems were studied: the holo protein 
with both calcium ions, the apo protein with both calcium ions removed, and 
systems with one calcium bound in either the Ca1 or Ca2 pocket. The initial 
conformations of these systems were built from the holo protein.  
To better model the differences in energies and dipole moments between 
the cis and trans isomers, the area around the E901 - N902 peptide bond 
consisting of residues E901, N902 and parts of K900 and N903 was treated by 
quantum mechanics (QM).  The SCCDFTB method was used (131, 133) with a 
hydrogen bonding enhancement (296) for the QM calculations, because this 
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method showed good agreement with higher level methods and experiments for 
the cis-trans isomerization of cyclophilin A (297). To further test the quality of 
the SCCDFTB quantum mechanical method for this system, a Glu-Asn dipeptide 
was constructed and optimized in both cis and trans states at the B3LYP/6-
31+g(d,p) and SCCDFTB levels. The peptide was blocked with an acetylated N-
terminus, a C-terminal N-methyl amide, and the Glu side chain was ionized. An 
ultrafine grid was used for the numerical integration of the exchange-correlation 
functional using the Gaussian software package (298).  
While the area around the E901-N902 peptide bond was treated by QM, 
the rest of the system was treated by molecular mechanics (MM) (Fig. 3.1). The 
CHARMM 22 force field (106) and CMAP enhancement (107) were used for the 
MM region, while covalent bonds between the QM and MM region were treated 
by the generalized hybrid orbital method (137, 138). The protein was surrounded 
by explicit water (244) in a 61 + 65 + 53 Å box with a chloride ion for neutrality 
and periodic boundary conditions and the particle mesh Ewald method (121) in 
effect. A separate Ewald method was used to handle the QM/MM electrostatic 
interactions; for this the % value was set to 0.34, and k-vectors with components 
up to 6 and magnitudes up to 700 were used.  A switching function between 8 Å 
and 12 Å was used for the van der Waals interactions. After minimization, the 
water was equilibrated while the protein was kept fixed. Calcium ions were then 
deleted for the apo and single calcium simulations, with sodium ions added as 
necessary to achieve neutrality. After minimization, each system was heated to 
300 K over 150 ps in the NPT ensemble with harmonic constraints on the MM 
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protein backbone of 1.0 kcal/(mol Å). Once each system reached 300 K, the 
harmonic constraints were gradually removed in 5 steps over 50 ps, and the 
system was equilibrated at in the NVT ensemble for an additional 50 ps. Constant 
temperature was maintained with the Berendsen thermostat (99), and all 
simulations were performed with the CHARMM program (140).  
 
FIGURE 3.1 QM region used in this simulation. 
For each system, the relative free energies and barriers for the cis-trans 
interconversion of the E901 - N902 peptide bond were determined by two-
dimensional adaptive umbrella sampling simulations (217) using the " and # $ 
angles as coordinates (Fig. 3.2). The " reaction coordinate indicates the degree of 
peptide bond torsion while the # $ reaction coordinate indicates the degree of 
peptide nitrogen pyramidalization (268); these angles have been shown to be good 
reaction coordinates for peptide cis-trans isomerizations (268).  The umbrella 
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potential was readjusted every 100 ps as the negative of the potential of mean 
force (PMF) calculated from all previously obtained histograms using the 
weighted histogram analysis method (247). The umbrella biasing potential was 
expanded in an 8th-order trigonometric potential and the bin size of the histograms 
was 15˚.  Simulations were deemed converged when the maximum unsigned 
deviation between the binned free energies of the last two runs were within 0.40 
kcal/mol, resulting in QM/MM adaptive umbrella sampling runs with 50 to 100 
iterations, or a total duration between 5 and 10 ns.  The locations of the transition 
states were identified as the lowest energy saddle points on the final potentials of 
mean force maps. To characterize each transition state structurally, the frames in 
each trajectory which had " and #$ values within 20° of the transition state were 
isolated for separate examination.  Each of these frames was analyzed for 
hydrogen bonds using a distance cutoff of 3.0 Å and an angle cutoff of 20°. 
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FIGURE 3.2 Definition of the " and #$ angles.  " is given by the dihedral angle 
involving E901 C%, E901 C, N902 N, and N902 C%; # is given by the improper 
dihedral angle involving E901 C, N902 C%, N902 N, and N902 HN. #$  has the 
same sign as #, and is related to # by |#$| = 180-|#$|. 
 
3.3 RESULTS 
A comparison of the dipole moments and isomerization energies of the 
blocked Glu-Asn peptide showed a large improvement of SCCDFTB over the 
purely classical CHARMM potential (Table 3.1). The dipole moments of the cis 
and trans states are more enhanced in SCCDFTB and closer to the B3LYP values. 
Most notable is the drastic improvement of the isomerization energy, reducing the 
energy difference with B3LYP from 7.0 kcal/mol when using CHARMM to 0.4 
kcal/mol when using SCCDFTB. 
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Quantity Conformation B3LYP SCCDFTB CHARMM 
cis 3.47 2.17 1.61 dipole moment of peptide 
bond (D) trans 5.39 4.54 4.21 
cis 0.19 0.48 0.51 Mulliken charge for 
peptide C trans 0.33 0.47 0.51 
cis -0.49 -0.52 -0.51 Mulliken charge for 
peptide O trans -0.50 -0.56 -0.51 
cis -0.20 -0.30 -0.47 Mulliken charge for 
peptide N trans -0.13 -0.26 -0.47 
cis 0.33 0.20 0.31 Mulliken charge for 
peptide H trans 0.34 0.23 0.31 
,E, trans - cis 
(kcal/mol) 
 8.68 8.23 15.69 
TABLE 3.1 Comparison of charge distribution and isomerization energy of a 
capped Glu-Asn dipeptide calculated using CHARMM, SCCDFTB and density 
functional theory. 
 
The isomerization in the protein was studied using free energy QM/MM 
simulations at the SCCDFTB level. Fig. 3.3 shows the potentials of mean force 
for the cis-trans isomerization of the E901 - N902 peptide bond as a function of 
the " and # $ angles (defined in Fig. 3.1), and Table 3.2 lists the free energies of 
isomerization. The difference in binding free energies of calcium ions between the 
cis and trans states (Table 3.2) was also obtained by using a thermodynamic cycle 
involving calcium binding in the cis and trans states, as well as interconversion 
between these states.  When both calcium ions were removed, the trans state of 
the peptide bond was much more thermodynamically stable than the cis state, 
consistent with the crystallographic finding that the cis peptide bond only occurs 
in the holo protein (29). The presence of at least one calcium ion in the binding 
site caused the cis state to become more thermodynamically stable, however.  
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FIGURE 3.3 Contour plots of two dimensional potential of mean force as a 
function of " and #$ for the four binding states: (a) with both calcium ions; (b) 
without calcium ions; (c) with Ca1 only; (d) with Ca2 only.  Free energies shown 
are relative to the trans state of each peptide bond. 
 
Simulation !G(trans " cis) 
(kcal/mol) 
!!Gbind 
(kcal/mol) 
Convergence 
(kcal/mol) 
Both calcium ions -3.8 -15.7 0.01 
No calcium ions +11.9 0.0  0.40 
Ca1 only -1.6 -13.5 0.24 
Ca2 only -3.4 -15.3 0.01 
TABLE 3.2 Isomerization and binding free energies of the four QM/MM 
simulations performed in this study. Convergence refers to the maximum absolute 
deviation between free energies calculated on the last two runs. ,,Gbind values are 
relative to the state without calcium ions. 
 
During the isomerization of an amide the ( bond between nitrogen and 
carbon is disrupted; as a consequence, the nitrogen becomes sp3 hybridized with a 
pyramidal geometry, and there are in principle four possible transition states 
(268). Most of the possible transition states of the cis-trans isomerization could be 
identified as saddle points in the potentials of mean force. Their locations and 
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heights are shown in Table 3.3.  The presence of calcium ions significantly 
reduced the activation energy for the formation of the cis peptide bond, and also 
stabilized the cis state. When both calcium ions were bound in the active site, the 
barrier decreased to 10.3 kcal/mol. When only one calcium ion was present the 
barrier assumed an intermediate value of 13-14 kcal/mol.  
Simulation Transition 
state 
(#, $%) !G‡  
 
Both calcium ions anti/endo (-117,49) 11.2 
 anti/exo Not observed n/a 
 syn/endo (68,50) 10.3 
 syn/exo (129,-49) 11.8 
No calcium ions anti/endo (-80,45) 24.5 
 anti/exo (-68,-8) 22.5 
 syn/endo Not observed n/a 
 syn/exo (81,-35) 21.4 
Ca1 only anti/endo (-99,55) 14.4 
 anti/exo (-78,-46) 19.8 
 syn/endo (85,33) 14.5 
 syn/exo (125,-63) 15.1 
Ca2 only anti/endo (-117,46) 15.2 
 anti/exo (-57,-40) 18.6 
 syn/endo (94,36) 17.9 
 syn/exo (109,-67) 13.1 
TABLE 3.3 Approximate locations and heights of free energy barriers relative to 
the trans state for all transition states identified. The lowest energy transition state 
for each simulation is highlighted in bold.  
 
 In addition to lowering the barrier, calcium also changed the mechanism 
of isomerization. Without calcium ions, the transition state peptide was in the exo 
configuration. When only Ca2 was present, the transition state was also in the exo 
configuration, but when Ca1 was present (either by itself, or with Ca2) the 
transition state peptide nitrogen configuration changed from the exo to the endo 
configuration.  The position of the lone pair in the transition state was affected by 
the electrostatic attraction of the calcium ions as well as repulsion by the carbonyl 
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oxygen of K900.  When only one calcium ion was present, the lone pair was on 
the side of the nitrogen closer to the calcium ions.  When both ions were present, 
the carbonyl oxygen of K900 occupied this space, calcium forcing the lone pair to 
the opposite side of the nitrogen atom. Consequently, the change in mechanism 
from exo to endo was due to a combination of attraction of the lone pair on the 
peptide nitrogen to the calcium ions and its repulsion by the carbonyl oxygen of 
K900. Because of the attraction of this lone pair by the calcium ions, the Mulliken 
charge on the nitrogen atom in the transition state became more negative when 
either calcium ion was bound (Table 3.4).  Only Ca2 was able to increase the 
polarization of the carboxyl group on E901.  Therefore, the ability of Ca1 to 
polarize the peptide bond must be due to attraction to the electron density on the 
peptide nitrogen through space, rather than to a transfer of electron density 
through bonds from the peptide nitrogen to the carboxyl group.  
Simulation Both calcium 
ions 
No calcium 
ions 
Ca1 only Ca2 only 
Number of 
frames 
143 77 177 102 
Charge on 
N902 N 
-0.40 +/- 0.02 -0.38 +/- 0.06 -0.40 +/- 0.03 -0.41 +/- 0.02 
Charge on 
E901 CD 
0.71 +/- 0.02 0.68 +/- 0.02 0.66 +/- 0.02 0.73 +/- 0.02 
Charge on 
E901 OE1 
-0.78 +/- 0.05 -0.81 +/- 0.04 -0.77 +/- 0.04 -0.88 +/- 0.05 
Charge on 
E901 OE2 
-0.93 +/- 0.05 -0.80 +/- 0.04 -0.89 +/- 0.03 -0.78 +/- 0.06 
TABLE 3.4 Average and standard deviation of Mulliken charges on several atoms 
of the QM region in the transition state. 
 
When only one of the two calcium ions was present, the structure of the 
binding site in the transition state changed to reflect this.  These changes are 
summarized in Table 3.5.  When only one ion was present, many of the acidic 
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amino acids switch to binding the calcium ions with only one carboxylate oxygen 
atom, and as a result their interactions with the calcium ions were weakened.  
These observations suggest that the calcium ions play important energetic and 
structural roles. They electrostatically stabilize the amino acids around them, 
forcing them into positions that maximize their interactions with the calcium ions, 
while at the same time restraining the position of the peptide backbone near the 
cis peptide bond.  
Amino acid Both calcium ions Ca1 only Ca2 only 
E899 Binds Ca2 with two  Binds Ca2 with two 
E901 Binds Ca1 and Ca2 
with two 
Binds Ca1 with two Binds Ca2 with one 
N903 Binds Ca1 Binds Ca1  
D904 Binds Ca1 with one Binds Ca1 with one  
S922 Binds Ca2  Binds Ca2 
D927 Binds Ca1 and Ca2  
with two 
Binds Ca1 with one Binds Ca2 with one 
R929 Binds Ca1   
D930 Binds Ca2 with two Alternates between 
binding with one 
and binding with 
two  
Binds Ca2 with two 
TABLE 3.5.  Manner in which calcium ions are bound in the different 
simulations. "Two" refers to both carboxylate atoms, "one" refers to one of the 
carboxylate atoms. 
 
The calcium-induced rearrangement of residues has large effects on the 
number and identity of the hydrogen bonds in the binding site in the transition 
state (Table 3.6 and Fig. 3.4). An analysis of these hydrogen bonding patterns 
suggests that the hydrogen bonds play a key role in stabilizing the transition state. 
The hydrogen bonds (in particular the one between E899 and N903) stabilized 
several amino acids that were near in sequence to the E901-N902 peptide bond, 
such as E899, N903, and D904.  When Ca2 was present, the hydrogen bond 
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between E899 and N903, together with the attraction between the side chains of 
E899, E901, and N903 to Ca2, forces the carbonyl carbon of E901 and the #-
carbon of N903 closer together, helping the peptide nitrogen of N902 to 
pyramidalize.  As a result, the transition state angle around the peptide nitrogen of 
N902 comes closer to the ideal value of 109.5° for an sp3 hybridized atom when 
Ca2 is present (Table 3.7).  In addition, the peptide backbone conformation 
fluctuates less in this region in the transition state, as indicated by the lower 
values for the root mean square fluctuation (RMSF) values for #-carbons shown 
in Fig. 3.5.   
Simulation Number of frames Important hydrogen bonds  
Both calcium ions 143 T910 OG1 – N903 NH2 
T910 OG1 – K900 HN 
E899 COO – N903 NH2 
E899 COO – S922 HN 
N902 OD1 – D904 HN 
D930 COO – Y1002 OH 
Y1002 OH – Y932 OH 
No calcium ions 77 D930 COO – N903 NH2 
N903 O – Y931 HN 
Y931 O – T910 HN 
E899 COO – E899 HN 
Ca1 only 177 N903 O – Y931 HN 
D904 COO – N903 HN 
Y931 O – T910 HN 
E899 COO – E899 HN 
Y932 OH – Y1002 OH 
Ca2 only 102 N903 OD1 – T910 HG1 
N903 OD1 – T910 HN 
Y931 O – T910 HG1 
K900 O – N903 NH2 
E899 COO – N903 NH2 
E899 COO – S922 HN 
Y1002 OH – Y932 OH 
TABLE 3.6. Important hydrogen bonds in the transition states\ 
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Simulation Number of 
frames 
Peptide bond 
angle  
C-N-CA (°) 
Distance  
E901 CA-N902 
CA (Å) 
Distance  
E901 C-N902 
CA (Å) 
Both ions 143 117.7 +/- 3.9 3.2 +/- 0.1 2.5 +/- 0.1 
No ions 77 122.4 +/- 4.4 3.4 +/- 0.1 2.5 +/- 0.1 
Ca1 only 177 122.1 +/- 4.4 3.6 +/- 0.1 2.6 +/- 0.1 
Ca2 only 102 115.3 +/- 3.9 3.6 +/- 0.1 2.5 +/- 0.1 
TABLE 3.7 Structural characteristics of the transition states.  Averages and 
standard deviations of angles  and distances involving the peptide nitrogen in the 
transition state, and conformations of the E901 side chain. 
 
 
 
FIGURE 3.4 
Transition states 
from the four 
simulations with 
important hydrogen 
bonds illustrated.  
The cis peptide 
bond is shown in 
black. (a) with both 
calcium ions; (b) 
without calcium 
ions; (c) with Ca1 
only; (d) with Ca2 
only. 
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FIGURE 3.5 Root mean square fluctuation of %-carbons in the transition states. 
 
Several other factors may contribute to the stabilization of the calcium ion 
binding site. Ca2 can also polarize the carboxyl group on E901, increasing the 
electrostatic attraction, and while the present study could not examine polarization 
in the other carboxyl groups, it is likely that they can be polarized similarly by the 
calcium ions.  The presence of one calcium ion in the binding site also positioned 
and organized several amino acids around it, including those involved in binding 
both calcium ions.  This reduces the entropic cost of binding the other calcium 
ion, which may explain the experimentally observed mild cooperativity in 
calcium binding (293).   
The crystal structure of the apo form of the collagen-binding domain was 
found to have a larger hydrodynamic radius (29) and contain more and larger 
cavities than the holo form.  This increase in the number and size of cavities is 
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thought to destabilize the apo form of the protein compared to the holo form 
(293).  Consequently, the ability of calcium ions to affect the number and size of 
cavities was examined.  Radius of gyration measurements and measurements of 
the cavities of the protein (Table 3.8) indicate that the protein is less well packed 
when only one calcium ion was present than when no calcium ions or both 
calcium ions were present. In particular, when only one calcium ion is present, 
there was often a large pocket corresponding to the binding site of the other 
calcium ion, which may be maintained through electrostatic repulsion of the 
carboxylate groups not bound to calcium.  The presence of this pre-formed 
binding site for the absent calcium ion provides a second explanation for the 
observed cooperativity of calcium binding (293).  
Simulation Radius of 
gyration (Å) 
Number of 
cavities 
Total surface 
area of cavities 
(Å2) 
Total volume 
of cavities 
(Å3) 
Both ions 13.75 +/- 0.03 18.0 +/- 3.2 793 +/- 226 750 +/- 263 
No ions 13.80 +/- 0.06 17.7 +/- 0.7 1062 +/- 194 931 +/- 315 
Ca2 only 13.73 +/- 0.03 23.4 +/- 0.7 1111 +/- 98 955 +/- 133 
Ca1 only 13.92 +/- 0.09 20.8 +/- 4.2 1294 +/- 105 1188 +/- 39 
TABLE 3.8. Average and standard deviation of radius of gyration and number, 
total surface area, and total volume of cavities for each simulation. 
 
3.4 DISCUSSION  
While the particular calcium-binding motif in this protein is novel (29), 
there are many other known examples of proteins with two divalent ions 
coordinated close to one another.  Although it does not have a cis peptide bond, 
the C2 domain found in synaptotagmin and protein kinase C (299) shows many 
structural similarities to the collagen-binding domain considered here.  Like the 
collagen binding domain, the C2 domain consists mostly of a &-barrel, and also 
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has a binding site that accommodates two calcium ions with coordination similar 
to the collagen binding domain.  Several other proteins are known to contain two 
magnesium ions coordinated to two aspartate residues, such as DNA polymerase 
(300, 301) and fructose-1,6-bisphosphatase (302).  In each case the electrostatic 
repulsion between the two divalent ions is overcome by the negative charges 
which surround them.  Similarly, in C. histolyticum collagenase the two calcium 
ions are probably stabilized by the negative charges on all the residues 
surrounding them.  
One of the potential functions of metal ions is stabilizing cis peptide 
bonds, such as those in bovine prothrombin (280), rat liver mannose binding 
protein (281), the C-terminal domain of human BM-40 (282), and concanavalin A 
(283).  The simulations presented here show that in C. histolyticum collagenase, 
the calcium ions reduce the activation barrier to the formation of the cis peptide 
bond between E901 and N902 in addition to stabilizing it thermodynamically.  In 
addition, the simulations indicate some of the structural reasons for this.  
The bound calcium ions catalyze the formation of the cis peptide bond 
through a combination of direct electrostatic effects on the atoms involved, as 
well as through their structural influence on the nearby peptide backbone.  Each 
calcium ion performs a distinct role. Calcium ion Ca1 attracts this lone pair 
through space, changing the mechanism of isomerization.  Calcium ion Ca2 
stabilizes this lone pair by polarizing the bonds of E901, and also restrains E899 
and E901 while forming hydrogen bonds involving the neighboring amino acids.  
This stabilizes the peptide backbone in a conformation in which it is easier for the 
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peptide nitrogen of N902 to pyramidalize.  Together these effects result in a 
significant reduction in the free energy of activation of approximately 10 
kcal/mol. The presence of one ion helps to form the binding pocket for the second 
ion, which might explain the observed cooperativity of binding. 
The observed stabilization of the ground and transition states might be 
important for other calcium-induced trans-to-cis isomerizations in proteins, and 
may help explain the preference of calcium near cis peptide bonds. 
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Chapter 4 
CY3-DNA STACKING INTERACTIONS STRONGLY DEPEND ON THE 
IDENTITY OF THE TERMINAL BASE PAIR 
4.1 INTRODUCTION 
Atomistic molecular dynamics (MD) simulation has emerged as an 
important tool for investigating the conformational dynamics of biomolecules, 
and for explaining and interpreting the results of experiments designed to 
elucidate those dynamics. Many biomolecules have multiple functionally relevant 
states with low free energies, and undergo conformational changes between 
different configurational states on the µs–second timescale. While a few 
simulations on comparable time scales have recently been reported (153, 154), 
such studies require extremely large computational resources; therefore, most 
research groups are limited to simulations of up to ~100 ns in length. 
Consequently, techniques have been developed to enhance the sampling, so that 
biologically relevant dynamics can be simulated within the timescales amenable 
to simulation (78, 147, 180, 185, 187, 188, 192-194, 196, 198-202, 217, 218, 221, 
303-308).  
In many of these methods, the physical potential is augmented by a 
biasing potential in order to escape free energy basins. This biasing potential is 
often expressed in terms of a small number of collective coordinates that are 
expected to reflect the most important motions of the system; the simulation 
determines the free energy in terms of these collective coordinates. Examples of 
such methods include metadynamics (201) and the local elevation method (202), 
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in which the biasing potential is expressed in terms of a history-dependent sum of 
spherical Gaussians, and adaptive umbrella sampling (217, 218) in which 
histograms of the reaction coordinates are used for the biasing potential. Such 
methods are inherently limited to a small number of collective coordinates. For 
example, in metadynamics, the use of too many reaction coordinates would result 
in a very large space that would take a long time to fill with Gaussians, whereas 
adaptive umbrella sampling has the additional complication that its memory 
requirements for storing the histograms grow with the power of the number of 
collective coordinates.  
These limitations have partially been overcome by the recently developed 
Gaussian-mixture adaptive umbrella sampling (GAMUS) method (221). Like 
adaptive umbrella sampling, GAMUS uses the negative of the estimated free 
energy surface as a biasing potential. GAMUS avoids the memory demands of 
adaptive umbrella sampling however, by estimating the free energy from a fitted 
probability distribution instead of from multidimensional histograms. The 
Gaussian-mixture fit is performed efficiently with the expectation-maximization 
algorithm (309). This makes it possible to use four or more reaction coordinates; 
for example, GAMUS was able to identify minima in the free energy surface of 
the alanine tripeptide as a function of its four backbone dihedral angles (221). The 
fit also optimizes the shape of the Gaussians, allowing for a more efficient filling 
of basins than with the metadynamics method. 
In this work, GAMUS is applied to the dynamics of the Cy3 fluorescent 
dye attached to the 5’ end of a DNA duplex. Experiments have shown that the 
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conformational dynamics of fluorescent dyes attached to biomolecules is highly 
complex and has a significant effect on the photophysics of the dyes. NMR 
structural studies show that Cy3 stacks on top of the first base pair when attached 
to the 5’ end of DNA (310), and photophysical studies suggest that similar 
stacking interactions occur between Cy3 and free nucleosides in solution (311). 
Other fluorescence studies, however, indicate that the position of Cy3 relative to 
the DNA is not static. For example, in double stranded DNA with Cy3 and Cy5 
dye at each end, the FRET efficiency was found to oscillate as a function of helix 
length due to the changes in relative orientation of the stacked dyes. The 
amplitude of this oscillation, however, was less than that expected for dyes rigidly 
stacked on the ends of DNA (312). The fluorescence anisotropy of Cy3 relaxes 
with biexponential kinetics, indicating the presence of a timescale for rotation of 
Cy3 about its linker in addition to the timescale for rotational tumbling of the 
Cy3-DNA adduct. In addition, the fluorescence quantum yield of Cy3 is 
significantly higher when it is bound to DNA than when it is free. This is due to 
Cy3-DNA interactions that inhibit the ability of the dye to photoisomerize to a 
nonfluorescent cis isomer. In the ground state, Cy3 exists in an all-trans 
conformation. Upon absorption, the singlet-excited state deactivates by competing 
processes, including fluorescence emission, non-radiative processes such as 
internal conversion, and rotation around a C-C bond of the polymethine chain 
which results in the ground-state cis isomer. Because photoisomerization is an 
activated non-radiative process that competes with fluorescence emission, the 
fluorescence lifetime and quantum yield of Cy3 depend strongly on temperature 
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and steric interactions that may hinder isomerization. The activation energy for 
photoisomerization was found to be less for double-stranded DNA than for single-
stranded DNA, and strongly dependent on DNA sequence (61, 313).  
Taken together, these observations indicate that Cy3-DNA interactions are 
dynamic in nature. Experimental data is consistent with a model in which the dye 
exhibits restricted rotational mobility and longer excited state lifetimes when 
stacked on the terminal bases, and increased rotational freedom and shorter 
excited state lifetimes when unstacked. Both the changes in quantum yield and 
orientation affect the quantitative interpretation of fluorescence resonance energy 
transfer (FRET) data when Cy3 is used as a probe. Because the spectroscopic and 
photophysical properties of Cy3 depend strongly on dye-DNA interactions, the 
determination of molecular distances from FRET data is subject to uncertainties 
unless the effects of such interactions are well understood. 
Dye-DNA interactions can in principle be studied by MD simulations, and 
a few DNA-dye simulations have been reported (160, 314-316). These 
simulations, however, have been hampered by insufficient sampling of the 
possible conformations of the dye. A simulation of DNA with Cy5 and 
tetramethylrhodamine (TMR) attached to the two ends showed Cy5 binding in 
only two different conformations and no more than a small number of transitions 
between those conformations were observed (314). In short (200 ps) simulations 
of double stranded DNA with the Texas Red dye, unstacking never occured (315). 
Other simulations modeled solvent through generalized Born approaches (160), 
for example a simulation of single stranded DNA with fluorescein (316) and the 
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aforementioned simulation of double stranded DNA with Cy5 and TMR (314). 
Use of these implicit solvent models for highly charged systems like DNA might 
be problematic though, since such models neglect correlations between the 
positions of the ions and discrete ion effects (164, 165). 
In order to overcome the limitations of insufficient sampling, while 
maintaining a fully atomistic representation for the dye, DNA, solvent and ions, 
the conformational dynamics of Cy3 attached to the 5' end of DNA was simulated 
using GAMUS. In the simulations, the sampling of all five dihedral angles of the 
linker between Cy3 and DNA was enhanced.  Simulations were conducted of Cy3 
attached to all four different initial base pairs to assess the dependence of the 
dynamics and DNA-dye interactions upon sequence. The simulations predicted a 
substantial sequence dependent effect. In particular, Cy3 was found to have a 
much greater affinity for stacking to the A·T base pair (with the dye attached to 
A) than for the structurally related T·A base pair (with the dye attached to T).   
These predictions were verified experimentally by comparing the 
activation energy for cis-trans isomerization of the Cy3 dye in its excited state 
when attached to the different sequences. This activation energy was determined 
from the temperature dependence of the quantum yield of the attached Cy3.  In 
addition, partially unstacked Cy3 conformations amenable to isomerization were 
identified, and the effect of Cy3 attachment on DNA structure was characterized. 
4.2 MATERIALS AND METHODS 
All simulations were conducted using the CHARMM nucleic acid force 
field (114, 115) as implemented in the CHARMM program (140). Parameters for 
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the Cy3 dye were adapted from the CHARMM General Force Field (117) and 
modified to fit the lowest vibrational modes of Cy3 as determined from normal 
mode calculations at the B3LYP/6-31g+(d,p) level (135, 136) as described above.  
A total of four systems were simulated, each consisted of Cy3 attached to a 
double stranded DNA with sequence 5’-Cy3-XTCTTCAGTTCG-3’, where the 
initial base X equals C, A, G, or T. All simulations were performed in explicit 
water (244) in the NPT ensemble with the Nosé-Hoover method (102), using 
periodic boundary conditions and the particle mesh Ewald method (121), a time 
step of 2 fs, and SHAKE constraints (156) for all bonds containing hydrogen 
atoms. 
Initial coordinates for each simulation were created as follows:  B-form 
DNA structures were created with the fiber program of the 3DNA package (317). 
Upon alignment of the phosphorus atoms of the Cy3-labeled chain to the NMR 
structure of a Cy3+Cy5 labeled DNA strand (318), the coordinates of Cy3 and its 
linker were transferred to the model DNA. The systems were minimized using the 
GBMV implicit solvent model (161, 162) with harmonic restraints on the base 
atoms. After minimization, each system was placed in a rhombic dodecahedral 
box and solvated in explicit water (244), surrounding Cy3-DNA by at least 12 Å. 
The total charge was neutralized by 22 potassium ions, which were placed using 
the SOLVATE program (319). After a 450 ps heating of the water and ions while 
keeping Cy3-DNA fixed, the entire system was gradually heated to 300 K over 
300 ps with harmonic restraints of 1 kcal/(mol Å2) on all non-hydrogen atoms. 
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These restraints were gradually removed over 500 ps, followed by short 
unrestraint equilibration of 100 ps, and the production run. 
To sufficiently cover the relevant conformational space, GAMUS (221) 
was used to enhance the sampling of all five dihedral angles of the Cy3 linker in 
the production runs (Fig. 4.1). The systems with initial base A and T were 
simulated for a total of 70 ns; since convergence took longer for the other 
systems, systems with initial base G or C were simulated for a total of 80 ns. 
GAMUS is a novel adaptive umbrella sampling method, which uses a biasing 
potential to favor the exploration of unvisited areas in configuration space. The 
biasing potential operates on a preselected reaction coordinate q; here q is a five 
dimensional vector consisting of the linker dihedral angles. The simulations are 
run for short amounts of time (here 1 or 2 ns, see below). After each run, a new 
and improved biasing potential is constructed using information harvested from 
all previous runs, and a new simulation is performed with the updated biasing 
potential. This iterative process is repeated until the calculated free energy surface 
converges. After each run i, the sampled configurations qn,i (here stored at 0.2 ps 
time intervals) are used to construct the probability density P(q) from a Gaussian-
mixture model fit: 
 P(i ) (q) = ! 0,i" +
!m,i
(2! )D /2 | #m,i |
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+ (4.2.1) 
where !m, µm and "m are the weight, mean and variance-covariance matrix of the 
Gaussians, # is the prior, D is the dimension of q, i is the index of the run, and T 
indicates the transpose operation. The weighted fit is performed with the 
expectation-maximization (EM) algorithm (309), using all sampled configurations 
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from all runs. Since a biasing potential was used during the sampling, the sampled 
coordinates qn,i have different weights wn,i for the fit. These weights are given by:  
 
 
(4.2.2) 
where  is the ratio of partition functions of the biased ( ) and unbiased 
system ( ) determined from the multistate acceptance ratio method (204),  is 
the biasing potential of simulation i, T is the temperature and k the Boltzmann 
constant. The new biasing potential follows from the fitted probability density:  
 Vb,i+1(q) = kT lnPi (q)  (4.2.3) 
Upon convergence, !V
b,i
 equals the free energy. 
 
FIGURE 4.1 Reaction coordinates used for GAMUS. 
 
During the first 50 ns of simulation, the biasing potential was adjusted 
every 1 ns. After this period, the free energy surfaces changed more slowly, and 
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the interval between readjustments was increased to 2 ns in order to assure more 
accurate free energy surfaces. Configurations qn,i were collected every 0.2 ps after 
an initial 200 ps equilibration period for each run. The number of Gaussians for 
the density fit was given by:  
  (4.2.4) 
Initially, the trajectories explored many new free energy basins; therefore, 
the number of Gaussians was allowed to grow with time. Once the number of 
newly found basins slowed down, the cap of 34 Gaussians was used to prevent 
over fitting of the data (which can lead to excessively small Gaussians). After the 
cap, the number of Gaussians was allowed to increase again in order to allow for 
the fitting of newly discovered basins, followed by a cap of 54 basins to prevent 
over fitting of data. Each fit consisted of 200 iterations of the EM algorithm, 
repeated 32 times with different random number seeds; the fit with the highest 
likelihood was used for the construction of the new biasing potential. To avoid 
excessively narrow Gaussians, which can lead to numerical difficulties, 
constraints were placed on the variance-covariance matrices, such that a Gaussian 
could not be less than 5° wide in any direction. The prior #, which is used to avoid 
excessive extrapolation of the biasing potential, was set to the lowest sampled 
probability, but capped to  in order to avoid the deep artificial minima 
described earlier (221). 
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The free energy basins were identified using a previously described 
algorithm (223). The sampled configurations were sorted by basin, and maps of 
the transitions between basins were constructed for each simulation. Using the 
sampled configurations and their weights, the potential of mean force as a 
function of other coordinates could be calculated as well. The potential of mean 
force was calculated for the distance between the center of mass of Cy3 and the 
center of mass of the first base on the strand to which Cy3 was attached, and also 
for the rotation of Cy3 around the linker. This rotation angle was defined as the 
pseudo dihedral between the two nitrogen atoms of the dye, the phosphorus atom 
to which the linker was attached, and the C6 (for T and C) or C8 (for A and G) 
atom of the complementary base. To assess the effect of Cy3 on the stability of 
the first base pair, sampled configurations were divided into two groups, 
depending on the distance between Cy3 and the first base. Configurations for 
which this distance was greater than 8.0 Å were considered “unstacked”; the other 
configurations were considered “stacked”. The 8.0 Å cutoff was chosen based on 
the calculated Cy3 – first base pair distance free energy surfaces; 8.0 Å is beyond 
the major basin. Separate free energy surfaces for the unstacked and stacked 
configurations were calculated as a function of the distance between the centers of 
mass of the two bases in the first base pair. 
The base pair local and step parameters were analyzed with 3DNA (317), 
and overall DNA bending angles were calculated with Madbend (320) using the 
roll, twist, and tilt angles from 3DNA. In the latter calculation, the first and last 
base pair steps were excluded. All reported values of the local, step and bending 
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angles have been properly reweighted to account for the artificial biasing 
potential. Block analyses were performed (321) to determine the statistical 
uncertainties of structural parameters in the unbiased simulations; no attempt was 
made to determine these uncertainties in the biased simulations because of the 
complexity of doing so in conjunction with the reweighting. In addition to the 
GAMUS simulations, 50 ns unbiased MD simulations of the fully solvated 
unlabeled DNA sequences were carried out using the NAMD program (145).  
The calculated internal, van der Waals, and electrostatic components of 
the interaction energy between the dye and the first base pair were properly 
reweighted to account for the artificial biasing potential. No solvation or dielectric 
components were included in these interaction energies, since no water molecules 
can enter between the dye and the first base pair when the dye is stacked on top of 
the first base pair.  
4.3 RESULTS AND DISCUSSION 
MD simulations were performed of four different Cy3-labeled double 
stranded DNA sequences in explicit water. The dye was attached to the first base 
of the 5' strand; the sequences differed in the identity of this first base, and will be 
referred to as the A·T (when attached to A), T·A, G·C, and C·G simulations. All 
simulations were started from a stacked configuration, similar to the configuration 
that was observed in NMR studies (318), in which the dye stacked onto the first 
base pair, extending the DNA strand by one artificial base. In unbiased MD 
simulations of 10 ns, the dye remained in the stacked configuration and no 
unstacking was observed. In GAMUS simulations of the same length, the dye 
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unstacked and multiple free energy basins were visited. The GAMUS production 
runs were 70 ns for the A·T and T·A simulations, and to 80 ns for the G·C and 
C·G simulations. Convergence of the GAMUS simulations was assessed by 
monitoring the growth in the number of free energy basins and the calculated free 
energies of the basins as time progressed. Although convergence could not be 
reached for all basins at very high free energies (. 9 kcal/mol above the minimum 
free energy basin; converging these will take substantially longer simulations), 
and not necessarily all high free energy basins were visited in the simulations, it 
appears that the simulations converged for the low and intermediate basins to the 
extent necessary for this study. Multiple stacking and unstacking events were 
recorded in the GAMUS simulations (4 times for A·T, 5 times for T·A, 4 times for 
G·C, 2 times for C·G). A time trace of the center of mass distance between the dye 
and the first base is shown in figure 4.2. 
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FIGURE 4.2  Center of mass distance between Cy3 and first base as a function of 
time.  
 
The free energy surface as a function of the distance between the center of 
mass of Cy3 and the center of mass of the first base on the strand to which Cy3 is 
attached is shown in Fig. 4.3a. Surprisingly, the free energy of unstacking 
depends strongly on the identity of the base to which the dye is attached (Table 1). 
The free energy of unstacking contributes to the activation energy for Cy3 cis-
trans isomerization in its excited state, because the Cy3 must unstack at least 
partially from the first base pair in order to isomerize (61, 311, 313). The 
activation energy for isomerization can be measured experimentally by 
determining the fluorescence quantum yield of the dye as a function of 
temperature. Therefore, these simulations produced an experimentally verifiable 
prediction: the activation energies for isomerization in Cy3-DNA complexes 
should depend on the identity of the first base, and should vary in the same order 
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as the unstacking free energies. In particular, based on the results of Fig. 4.3, T·A 
was predicted to have an activation energy much lower than the other three bases, 
which were predicted to have similar activation energies. This prediction was 
verified experimentally by measuring the fluorescence lifetime, temperature-
dependent quantum yield and activation energy of photoisomerization for the four 
samples (Table 4.1, Fig. 4.7).  
System Unstacking free energy 
from simulation (kcal/mol) 
Experimental activation energy for 
cis-trans isomerization (kcal/mol) 
A·T 6.5 10.7 
G·C 8.6 9.9 
C·G 8.4 8.4 
T·A 4.1 4.9 
TABLE 4.1 Free energies for unstacking and activation energy for the cis-trans 
isomerization of Cy3. 
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FIGURE 4.3 (a) Free energy as a function of the distance between the center of 
mass of the first base and the center of mass of the Cy3 ring system. (b) Free 
energy as a function of the rotation around the linker. (c) Examples of partially 
unstacked conformations from the four simulations. 
 
The free energy barrier for isomerization of free Cy3 (unligated to DNA) 
in the excited state is 4.5 kcal/mol (61). When this 4.5 kcal/mol is added to the 
calculated unstacking free energies, the resulting energies are much larger than 
the observed activation energies for Cy3 isomerization (Table 4.1). This implies 
that it is not necessary for Cy3 to fully unstack from the DNA in order to 
isomerize. Several low free energy basins corresponding to partially unstacked 
conformations were identified in the simulations; representative structures are 
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shown in Fig. 4.3c. In the partially unstacked conformations, one ring of the Cy3 
system is stacked on top of the first base on the strand to which the dye is 
attached, and the other ring is extended over the minor groove or sugar-phosphate 
backbone of the DNA. It has been hypothesized that lateral motion of the dye may 
explain the dependence of FRET efficiency on distance in a series of Cy3 and 
Cy5 labeled DNA molecules (312); such laterally displaced dyes might in fact 
correspond to the partially stacked conformations identified in the simulations.  
The partially unstacked conformations were observed for A·T, C·G, and 
T·A as free energy wells in the free energy surface as a function of the rotation 
angle (Fig. 4.3b). A similar well in the rotation angle profile was not observed for 
G·C, but a partially unstacked conformation was observed as a free energy basin 
in the five-dimensional free energy surface of the linker dihedral angles (see 
below). In the rotation angle free energy profiles, the free energy well at positive 
roll angles corresponds to the partially stacked conformation; the deeper free 
energy well near 0° corresponds to the fully stacked conformation. Barriers for 
negative rotation angles were significantly higher for G·C and C·G (10 kcal/mol) 
than for A·T (8 kcal/mol) and T·A (7 kcal/mol), and similar differences were 
observed for positive rotations. Out of the stacked or partially stacked basins, and 
into solution the dye rotated freely about the linker, as observed from the free 
energy surface (Fig. 4.3b) and the simulation snapshots. Moreover, the dye did 
not enter the minor or major groove of DNA, but remained in the bulk solution.  
The partially unstacked conformations were also observed as basins in the 
five-dimensional free energy surface in terms of the linker dihedrals. Analyses of 
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these free energy surfaces revealed the mechanism by which Cy3 unstacks from 
the DNA (Fig. 4.4, shown for C·G). Starting from a fully stacked conformation 
(Fig. 4.4a), in which the dye strongly interacts with the first base pair, the dye 
rotates laterally, weakening the interactions (Fig. 4.4b). Subsequently, the dye 
loses interactions with the first base, and slides forward over the major groove 
(Fig. 4.4c). The dye then adopts the partially stacked conformation (Fig. 4.4d, see 
also Fig. 4.4c), before it finally loses all interactions with the first base pair and 
rotates freely in the bulk (Fig. 4.4e).  
 
FIGURE 4.4 Mechanism of Cy3 unstacking determined from basin analysis of 
five-dimensional free energy surface, shown for initial base C. Free energies are 
indicated underneath the structures (in kcal/mol); these are relative to the free 
energy of the fully stacked conformation.  
 
It is not clear exactly why Cy3 has such a different unstacking free energy 
for the T·A base pair. Analysis of interaction energies between the dye and the 
first base pair showed that the van der Waals components reproduced the trend 
obtained for the unstacking free energies, with the T·A base pair having a weaker 
interaction with the Cy3 dye than the other three base pairs (Table 4.2). The 
electrostatic interaction energy component did not correlate with the unstacking 
free energies; trends in the electrostatic energy were less clear however, since the 
fluctuations in the electrostatic interaction energy were highly dependent on the 
identity of the base.  This suggests that a combination of stacking, steric and 
entropic effects rather than charge distributions, are responsible for the difference 
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in relative affinities. While most of the atoms of the first base pair are in the same 
plane and sp2 hybridized, the methyl group of thymine is sp3 hybridized and the 
C-H bonds in this methyl group extend out of the plane of the base. Therefore, 
this group might block the dye from interacting with the first base pair via 
stacking interactions when the methyl group of thymine is on the same strand as 
the dye.   
System Van der Waals 
(kcal/mol)  
Electrostatics  
(kcal/mol) 
A·T -16.5 +/- 1.8 -35.9 +/- 3.1 
G·C -17.4 +/- 1.9 -37.3 +/- 3.4 
C·G -18.2 +/- 1.8 -33.3 +/- 5.3 
T·A -15.6 +/- 2.3 -41.6 +/- 9.3 
TABLE 4.2 Interaction energy components between Cy3 and the first base pair in 
stacked conformations. 
 
The simulations revealed a remarkable impact of Cy3 on the structure and 
dynamics of the DNA strand. Fig. 4.5 shows the free energy surfaces in terms of 
the distance between the centers of mass of the bases of the first base pair for both 
stacked and unstacked states of the A and T simulations. In absence of the dye, 
the free energy cost of opening the first base pair is much lower (~4 kcal/mol) 
than in the presence of the dye (. 10 kcal/mol). These results indicate that Cy3 
can stabilize T·A and A·T base pairs by stacking interactions; in effect, Cy3 acts 
as an additional base pair. In the G and C simulations, fewer frames were 
observed in which the first base pair had opened up. This is probably due to the 
increased stability of C·G and G·C base pairs, having one more Watson-Crick 
hydrogen bond than A·T and T·A. Consequently, the effect of Cy3 on the opening 
of C·G and G·C base pairs has a greater statistical uncertainty, and is therefore not 
included in Fig. 4.9.  
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FIGURE 4.5 Potential of mean force as a function of distance between the centers 
of mass of the two bases of the first base pair for stacked and unstacked 
configurations. 
 
The stacking of Cy3 was also found to have an impact on the overall 
bending of Cy3. For T·A, C·G, and G·C the stacking of Cy3 caused the DNA to 
straighten slightly (Table 4.3). For A·T no significant change in DNA bending 
was detected. In addition, small but statistically significant decreases in roll angle 
of 1-5° were observed for many of the base pair steps in each strand when the dye 
was attached. This is consistent with the observation that changes in roll angle are 
responsible for most of DNA’s bending flexibility (322). Small changes in other 
base pair step parameters were also detected, but these varied randomly in 
direction. 
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System Bending angle with dye Bending angle without dye 
A·T 19.3 18.6 +/- 0.4 
G·C 14.7 18.2 +/- 0.4 
C·G 13.7 18.8 +/- 0.5 
T·A 16.8 19.0 +/- 0.5 
TABLE 4.3 Overall bending angle of DNA as a function of initial base.  
 
4.4 CONCLUSION 
The efficient GAMUS biasing method was used to enhance the sampling 
of all five dihedral angles of the linker of the fluorescent dye Cy3 attached to the 
5’ end of four double stranded DNA sequences. Starting from a stacked 
conformation of the dye, both stacked and unstacked conformations were 
sampled. The free energies of unstacking as a function of the first base pair were 
calculated, and the relative affinity of Cy3 for the four different base pairs was 
determined. Cy3 was found to have significantly less affinity for the T·A base pair 
than for the other three base pairs. These computational predictions were verified 
by photophysics experiments. The experimentally measured energies of activation 
for isomerization followed the same trends as the free energies of unstacking from 
the simulation, with Cy3 attached to a T·A base pair showing a significantly lower 
activation energy than when attached to the other three base pairs.  
The simulations and experiments also indicated the existence of partially 
unstacked states amenable to cis-trans isomerization. These findings indicate that 
it is not necessary for the dye to be completely unstacked and in solution for 
photoisomerization to a non-fluorescent isomer to occur. In addition, Cy3 was 
shown to have a small but significant effect on the structure of the DNA. The dye 
was shown to stabilize A·T or T·A base pairs through stacking interactions, acting 
as an additional base pair and preventing the fraying of the DNA. When stacked, 
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the dye also straightens the DNA, reducing the roll angles between bases. When 
unstacked, the dye was found to rotate freely in solution. 
These studies show that the interactions between Cy3 and the DNA are 
highly dependent on the identity of the base to which the dye is attached. The 
findings indicate that a quantitative interpretation of FRET experiments on 
terminally labeled DNA requires the construction of sequence-dependent three-
state models. To properly account for the fluorescence and competing 
photoisomerization reaction, the populations of the stacked, partially unstacked 
and fully unstacked configurations must be taken into account. These simulations 
can aid the construction of such sequence-dependent models. 
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Chapter 5 
ADAPTIVE UMBRELLA SAMPLING ON ROLL ANGLES INDICATES 
THAT DNA BENDING THROUGH LARGE ANGLES IS AIDED BY IONIC 
SCREENING 
5.1 INTRODUCTION 
The inherent flexibility of DNA is an important part of many biological 
processes. Most transcription factors and other DNA-binding proteins recognize 
the specific sequences they bind by specific contacts between amino acids and 
DNA bases (direct readout) as well as by recognizing the flexibility of the 
sequence (indirect readout) (323). Moreover, the binding of DNA to a protein 
often involves substantial bending (324), which has important consequences for 
the binding thermodynamics (325).  The bending of DNA is also important to its 
packaging. In eukaryotes, DNA is wound tightly around nucleosomes (326, 327). 
The tightness of the DNA wrapping can be modulated by chemical modifications 
to the histones; this epigenetic modification is thought to be an important control 
mechanism for DNA expression (328). 
The most successful model for the inherent flexibility of DNA is the 
worm-like chain model (329) which describes the inherent flexibility of a polymer 
in terms of the persistence length. On long length scales this model describes 
DNA well, and the persistence length of DNA has been measured to be about 150 
base pairs or 500 Å by a variety of methods (330-332).  The ability of the worm-
like chain model to describe DNA on short length scales is less clear; 
experimental studies have yielded conflicting results. DNA cyclization (333), 
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atomic force microscopy (334), small angle X-ray scattering (335), and a 
combination of fluorescence resonance energy transfer and small angle X-ray 
scattering (336) all provide evidence that DNA is more flexible on short length 
scales than predicted by the worm-like chain model. On the other hand, other 
experiments using DNA cyclization (337, 338) and small angle X-ray scattering 
(339) as well as cryoelectron microscopy (340) failed to find evidence for any 
failure of the worm-like chain model at short length scales.  
On smaller scales, there is debate about the nature of the conformation of 
DNA when it is significantly bent. Early proposals included significant bending at 
a single base pair (Type I kink) through 90° (341) or 45° (342).  Similar kinking is 
observed in the nucleosome core particle, although with smaller angles (327).  
Later, it was suggested that bending also involves localized base flipping or 
melting of the DNA (forming a type II kink) (343, 344).  There is evidence that 
localized DNA melting increases flexibility (345) but this may not be enough to 
explain the observations mentioned above (346).  In addition, transient Hoogsteen 
base pairs have recently been observed by NMR (347). 
The physical origin of the observed persistence length of DNA is also not 
well understood.  There appear to be two major forces leading to the observed 
stiffness of DNA: the electrostatic repulsion between phosphate groups on the 
backbone and the (-stacking interaction between adjacent base pairs (348). 
Experiments provide contradictory results on the question of which of these 
forces is most important.  If the electrostatic repulsion between phosphate groups 
is an important force, it will be screened by counterions (349), so the distribution 
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of counterions around DNA will be expected to have an impact on the flexibility 
of DNA.  Several experimental studies of asymmetric neutralization of the 
phosphate backbone (350-353) have shown that it increases the flexibility of 
DNA. On the other hand, the persistence length of DNA has been found to be 
sequence dependent (354) and the “meroduplex” (a single strand of DNA base-
paired with free bases) has been found to have similar rigidity to double-stranded 
DNA (355). 
In principle, molecular dynamics simulation makes it possible to resolve 
these conflicts by permitting direct observation of conformational changes in 
DNA at an atomic scale. Some of the previously reported efforts to simulate DNA 
flexibility and dynamics have been hampered by insufficient sampling, however. 
A molecular dynamics simulation study of small DNA minicircles obtained 
evidence for occasional kink formation in DNA, but did not obtain enough kinks 
for statistical characterization due to insufficient sampling (356). In addition, 
systematic studies of all 136 DNA tetranucleotides have characterized the 
sequence dependence of DNA flexibility (93-95) but did not sample significant 
overall deviations from B-DNA structure for any of the 39 sequences simulated. 
Umbrella sampling simulations of DNA have been performed by Zacharias et al. 
using a screw-axis reaction coordinate corresponding to the overall bending angle 
(210, 357).  This coordinate is defined for a conformation of a whole DNA strand, 
by creating two “handle” vectors based on averaging vectors from the local 
reference frames of the four base pairs on each end. This technique allowed 
determination of the free energy surface of DNA in terms of the magnitude and 
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direction of DNA bending, and the simulations showed that the free energy of 
bending is quadratic in the bending angle for small bending angles but eventually 
becomes linear (210) The physical reasons for the observed linearity were left 
unexplained, however (210). 
Studies of the structures of protein-DNA complexes show that most of 
DNA bending flexibility is due to changes in the roll angle (322).  Consequently, 
in this work the calculation of the roll angle is modified for use as a reaction 
coordinate for adaptive umbrella sampling (217, 218), and apply this simulation 
method to study DNA flexibility.  In contrast to the coordinate used by Zacharias, 
this coordinate is more localized and biases fewer atoms.  It is thus better suited 
for studying DNA bending in protein-DNA complexes, where the bending 
sometimes involves only very specific base pair steps.  In addition, this coordinate 
opens up the possibility of determining free energy surfaces for multiple roll 
angles using a multidimensional adaptive umbrella sampling method.    
In this first application, the sampling is only enhanced for one roll angle 
for bare DNA strands.  Using this technique, the ten possible dinucleotide 
fragments are studied, by embedding each dinucleotide in the center of a DNA 
dodecamer. In addition, each sequence was simulated using the AMBER 
parambsc0 force field (116) as well as the CHARMM force field (114, 115) to 
permit a comparison between the force fields.   Although numerical problems 
precluded fully assessing the effect of type II kinks on DNA flexibility, 
substantial bending is obtained, confirming a shift of the dependence of the free 
energy on global bending angle from quadratic to linear for large angles.   Studies 
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of the distribution of ions around strongly bent DNA also demonstrate that cations 
congregate on the concave side of the DNA.  This implies that DNA can become 
more flexible on short length scales when highly bent and that this change does 
not require melting or bubble formation of the DNA.  As DNA bends, cations 
from the surrounding solution gather on the concave side, screening the repulsion 
between phosphate groups and reducing the resistance to further DNA bending. 
5.2 MATERIALS AND METHODS 
Several programs have been developed for the analysis of nucleic acid 
structures and computation of base pair step parameters.  These include 
FREEHELIX (322), CEHS (358), CURVES (359), Curves+ (360), NUPARM 
(361), RNA (362), CompDNA (363), and 3DNA (317). The differences between 
these programs have been reviewed elsewhere (364) and will only be summarized 
here with regards to the roll angle.  Computation of the base pair step parameters 
requires computation of a frame of reference for each base pair and then 
interrelating the frames of references for two neighboring base pairs.  The 
programs take two different approaches to computing a frame of reference for 
each base pair.  CompDNA, CURVES, Curves+, RNA, and 3DNA make this 
calculation by fitting to atomic coordinates for a standard base pair, whereas 
CEHS, FREEHELIX, and NUPARM perform least squares fitting of a plane to 
the atomic coordinates.  In addition, the different codes use different methods for 
interrelating the reference frames.  FREEHELIX uses vector algebra, whereas 
CEHS, RNA, 3DNA, and Curves+ use rotation matrices.  CURVES and 
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NUPARM calculate helical parameters first and use these to calculate the base 
pair step parameters. 
The definition of roll angle used in this study is similar to the definitions 
embedded in these programs, especially FREEHELIX (322), but has been 
modified to make it more suitable for use as a reaction coordinate for adaptive 
umbrella sampling.  The mathematical definition has been simplified in order to 
make it easier to calculate the derivatives of the reaction coordinate with respect 
to the Cartesian coordinates of the atoms, which are needed to calculate the forces 
due to the biasing potential.  The simplified definition also makes it possible to 
define the coordinate using the RXNCOR module (209) within CHARMM, which 
provides a flexible language for defining reaction coordinates.  The new definition 
of roll angle will be called the “pseudoroll angle” to distinguish it from the roll 
angle as defined in nucleic acid analysis programs.   
The pseudoroll angle 
 
between base pairs and is given by 
where  
  (5.2.1) 
In this equation, is the normal vector to base pair and is defined by 
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,  (5.2.2) 
where  is the unit normal vector to the purine within the base pair, which is 
perpendicular to the plane that passes through atoms N3, C6, and N7 of the purine 
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ring. is the unit normal vector to the pyrimidine within the base pair, and is 
perpendicular to the plane that passes through atoms C2, C4, and C6 of the 
pyrimidine ring.  is the unit vector along the line between the center of 
masses of the atoms on the first strand that are part of base pairs and , and 
the atoms on the second strand that are part of the same base pairs.  The sign of 
!
i,i+1
 is the same as the sign of .  This definition is illustrated in 
Fig. 5.1. 
 
FIGURE 5.1 Definition of the pseudoroll angle. 
 
Tests of this coordinate were performed using a survey of crystal 
structures of protein-DNA complexes taken from the Protein Data Bank (PDB). A 
collection of crystal structures was obtained by downloading all structures of 
protein-DNA complexes from the PDB with a resolution higher than 2.5 Å and 
of 0.3 or better. Bare DNA structures were not used in order to ensure an 
adequate representation of bent DNA structures. Only structures that contained 
double-stranded DNA of at least 4 base pairs, without any non-Watson-Crick base 
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pairs, were used. A few structures that posed difficulties in CHARMM due to 
irregular PDB numbering were also excluded.  The first chain in each structure 
was used.  The roll angle for each base pair (except for those at the end of each 
chain) was calculated using 3DNA (317). The resulting database contained 490 
structures with step and local parameters for a total of 5416 base pairs. The PDB 
codes of the structures used are listed in table C.1 in Appendix C.  Using this 
database, the mean difference, RMSD, and correlation between the pseudoroll 
angle and the actual roll angle was determined. 
Free energy simulations were then conducted using adaptive umbrella 
sampling (217) with the pseudoroll angle as a reaction coordinate to determine the 
free energy surface associated with the central roll angle in 10 symmetric DNA 
sequences of the form 5'-CGCGANNTCGCG-3' in which NN is one of the ten 
possible base dimers (GG, GA, GC, GT, AA, AG, AT, TA, TG, CG).  Each 
system was simulated using both the CHARMM27 (114, 115) and AMBER 
parambsc0 (116) force fields.  Thus a total of 20 simulations were performed. 
Coordinates for the B-DNA structure for each sequence were constructed with the 
fiber program of the 3DNA package (317). These were then minimized using 
either the CHARMM or AMBER force fields together with the GBMV implicit 
solvent model and  harmonic restraints on the base atoms (161, 162). The settings 
for the GBMV solvent model recommended in the documentation were used with 
the CHARMM force field; the settings used with the AMBER force field were 
taken from a comparative study (365). The 20 minimized systems thus created 
were subsequently placed in a rhombic dodecahedral box and solvated with 38 K+ 
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and 16 Cl- ions, together with a varying number of water molecules to neutralize 
the charge while providing a KCl solution with a concentration of approximately 
150 mM.  This setup ensured a water layer of at least 12 Å between the DNA 
heavy atoms and the edge of the box. The water and ions were heated in each 
system for 450 ps while keeping the DNA fixed, after which each entire system 
was heated to 300 K over 300 ps under harmonic restraints of 1 kcal/(mol Å2) on 
all non-hydrogen atoms. These restraints were gradually removed over 100 ps, 
followed by a short unrestrained equilibration of 100 ps. All simulations were 
performed in explicit water (244) using periodic boundary conditions with the 
particle mesh Ewald method (121) SHAKE constraints (156) were employed for 
all bonds containing hydrogen atoms and a time step of 2 fs was used.  The 
simulations were performed using an in-house modified version of CHARMM 
(140, 141) in which the ADUMB module (the code that performs adaptive 
umbrella sampling) was interfaced with the RXNCOR module (the code that 
defines the reaction coordinates). 
In the production runs, adaptive umbrella sampling (217, 218) was applied 
to the pseudoroll angle for the central base pair step as described above.  During 
each simulation, histograms of the pseudoroll angle with bin size 1° were 
collected.  Every 500 ps, the potential of mean force in terms of the pseudoroll 
angle was calculated using all previous histograms from all runs using the 
weighted histogram analysis method (247), and the new biasing potential was 
calculated from the potential of mean force using  
 U
bias
= !"1 ln e"!F (# ) + e
"!U
max( )  (5.2.3) 
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where  is the new biasing potential,  is the free energy surface 
calculated using the weighted histogram analysis method (247),  is the inverse 
temperature, and  is the cap on the biasing potential. This cap on the biasing 
potential was imposed in order to prevent numerical instabilities in the use of this 
coordinate.  For example, if one of the bases in a base pair flipped over or out of 
the DNA during the simulation, the vectors and  for this base pair could 
point in nearly opposite directions.  If this happened, became a very 
small number, and the calculation of  then became numerically unstable.  This 
resulted in large forces on the atoms due to the biasing potential and ultimately in 
a failure to conserve energy during the simulation, as well as the generation of 
DNA with bases that flipped out or formed Hoogsteen base pairs.  (These are very 
high energy structures; the experimental activation energies for these processes 
have been estimated to be at least 12-15 kcal/mol in otherwise straight DNA (347, 
366)). By biasing the simulation toward extreme values of the pseudoroll angle, 
the adaptive umbrella sampling method encouraged these numerical instabilities 
when a cap was not used.  
The cap on each biasing potential was 10 kcal/mol for the AMBER 
simulations and 8 kcal/mol for the CHARMM simulations. The value of the cap 
was chosen by running test simulations with caps starting at 15 kcal/mol, and 
decreasing the cap whenever the above-mentioned numerical instabilities 
occurred, until a reasonably stable simulation was obtained.  The resulting values 
for the cap are below estimates of the activation energy for base flipping from 
previous experimental and computational studies (366, 367). The biasing 
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potentials were expanded in a 12th order trigonometric potential. In the AMBER 
simulations 80 readjustments of the umbrella potential were performed, for a total 
simulation time of 40 ns per sequence, while the CHARMM simulations used 60 
readjustments, or 30 ns total per sequence. These values reflect the fact that the 
biasing cap was 2 kcal/mol higher for AMBER; hence, the AMBER simulations 
took longer to converge. Each of the 20 trajectories so generated was analyzed at 
10 ps intervals using 3DNA (317) to determine the base pair step parameters, 
including the actual roll angle.  The actual roll angle was compared with the 
pseudoroll angle for these frames and the mean difference, RMSD, and 
correlation were determined. 
To compare the behavior of these surfaces for low roll angles with 
previous work, the portion of each free energy surface below 3 kcal/mol was 
fitted to the equation 
 G(!) = a(! " µ)2 +G
0
 (5.2.5) 
where  is the mean roll angle implied by the distribution and  is the curvature 
of the free energy surface at its minimum, which is related to the implied standard 
deviation  by ! 2 =
kT
2a
.  
For each simulation, the persistence length was determined by using 
Curves+ (360) to obtain the helical axis of the DNA structure in each frame and 
analyzing the structural properties of subsections of this helical axis following the 
approach of Mazur (368)  The equilibrium average of the end to end distance 
!R2 " , the tangent autocorrelation function !t
i
·t
i+ l
" , and the average cosine of the 
!
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bending angle !cos"#  as computed by Curves+ were determined for sections of 
the helical axis corresponding to DNA fragments varying in length from 2 to 9 bp 
and centered on the central base pair step.  In order to remove the effects of the 
biasing potentials the frames had to be reweighted.  The weight attached to frame 
 in simulation  is given by (101, 187): 
  (5.2.6) 
where Z
i
/ Z
0
 is the ratio of partition functions of the biased ( ) and unbiased 
system ( ) as determined from WHAM (247),   is the biasing potential of 
simulation , T  is the temperature and k  the Boltzmann constant.  An estimate of 
the persistence length ( A
r
) was obtained from 
 
by using fits to (368) 
  (5.2.7) 
where  is related to the longitudinal stretching stiffness of DNA.  The  
To determine how the counterion distribution is affected by the bending of 
the DNA, the frames from each trajectory were divided into three groups: those 
with pseudoroll angles less than -30°, those with pseudoroll angles greater than 
30°, and all the others.  For the groups of frames with pseudoroll angles less than 
-30° or greater than 30°, the charge density due to ions was calculated on a grid 
with 0.25 Å resolution using the VolMap tool in VMD (369).  In addition, for 
each frame, the average charge density due to ions within the volume 5 Å from 
the nucleic acid and on either the concave or the convex side was calculated.  The 
concave and convex sides of the nucleic acid were defined by fitting a sphere 
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(370) to the points on the helical axis defined by Curves+; points inside this 
sphere were considered to be on the concave side of the DNA, and points outside 
the sphere were considered to be on the convex side.  The relevant volumes were 
calculated using a grid with a resolution of 0.5 Å; this resulted in volumes that 
differed by less than 1% compared to those calculated on finer grids.  The total 
charge due to ions within this volume and on either the concave or convex side 
was calculated and divided by this volume to determine the charge density within 
the volume.  This analysis was carried out for frames spaced every 25 ps from 
each simulation.  Equilibrium averages for DNA bent negatively, straight, or bent 
positively were calculated by grouping the frames into three groups as desribed 
above and calculating weighted averages for each group using the weights of Eq. 
6. 
5.3 RESULTS 
Adaptive umbrella simulations of ten different double-stranded DNA 
molecules have been performed using a modified definition of the roll angle of 
the central base pair step as a reaction coordinate. The sequences of the DNA 
molecules differ at the central base pair step. In these simulations, the DNA bends 
significantly in both directions at this base pair step, exploring roll angles between 
-70° and +70° in this base pair step.  
Convergence of the simulations was judged by the absolute value of the 
difference between the free energy surfaces on successive runs. Since the use of a 
cap on the biasing potential restricts the ability of the system to sample the region 
of the free energy surface above the cap, convergence cannot be expected for this 
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part of the free energy surface. Consequently, the part of the free energy surface 
above 10 kcal/mol for the AMBER simulations and above 8 kcal/mol for the 
CHARMM simulations was excluded from the convergence analysis. Table 1 
shows this difference for the last three runs in each of the simulations. For each 
system, the free energy surface in terms of roll angle converged to within 0.1 
kcal/mol.   
Central 
base pair 
dimer 
Force field Number of 
iterationsa 
Maximum difference between free 
energy surfaces on consecutive 
iterations for last three iterations of 
adaptive umbrella samplingb 
(kcal/mol)  
GG CHARMM 60 0.019 0.021 0.013 
GA CHARMM 60 0.021 0.031 0.011 
GC CHARMM 60 0.055 0.016 0.071 
GT CHARMM 60 0.050 0.050 0.036 
AT CHARMM 60 0.032 0.039 0.056 
AG CHARMM 60 0.015 0.091 0.021 
AA CHARMM 60 0.027 0.033 0.027 
TG CHARMM 60 0.063 0.055 0.046 
TA CHARMM 60 0.058 0.017 0.079 
CG CHARMM 60 0.053 0.039 0.037 
GG AMBER 80 0.023 0.026 0.041 
GA AMBER 80 0.053 0.023 0.037 
GC AMBER 80 0.020 0.050 0.013 
GT AMBER 80 0.033 0.032 0.029 
AT AMBER 80 0.035 0.039 0.016 
AG AMBER 80 0.029 0.030 0.015 
AA AMBER 80 0.038 0.077 0.022 
TG AMBER 80 0.069 0.026 0.010 
TA AMBER 80 0.052 0.038 0.037 
CG AMBER 80 0.040 0.025 0.032 
a 500 ps per iteration. 
b Calculated on the part of the free energy surface below the cap (10 kcal/mol for 
simulations with AMBER force field, and 8 kcal/mol for simulations with 
CHARMM force field) 
TABLE 5.1 Convergence of free energy surfaces.  
 
An essential test for the pseudoroll angle is how well it reproduces the 
actual roll angle as calculated by 3DNA. The pseudoroll angle was found to be 
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strongly correlated with the actual roll angle for all base pair steps. Scatterplots 
showing this correlation are shown in Fig. 5.2. The correlation between the 
pseudoroll angle and actual roll angle was found to be approximately 0.997 for 
the crystal structures in the survey, 0.998 for simulations conducted using the 
AMBER force field, and 0.997 for simulations conducted using the CHARMM 
force field. The mean difference between the two was found to be less than 1° and 
RMSDs were found to be 1-2°. Detailed statistics are shown in Table 5.2. The 
AMBER force field gave consistently better results in this regard than the 
CHARMM force field. For nine of the ten base pair steps, the correlation between 
the pseudoroll angle and actual roll angle was found to be higher when the 
AMBER force field was used compared to the CHARMM force field. In addition, 
for seven of the base pair steps, the RMSD between the pseudoroll and actual roll 
angles was found to be lower. Since the AMBER force field also permitted the 
use of a higher cap on the biasing potential, the AMBER force field appears to be 
more suitable for these simulations than the CHARMM force field. 
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FIGURE 5.2  Relationship between 
pseudoroll angle and actual roll angle 
(a) using the CHARMM force field; 
(b) using the AMBER force field. (c) 
from the crystal structure survey; Data 
for all base pair steps is combined.  
 
(a) 
(c)  
(b)  
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Simulation Mean difference (°) RMSD (°) Correlation 
Crystal structures -0.04 0.57 0.9973 
GG CHARMM 0.62 1.62 0.9975 
GA CHARMM 0.42 1.45 0.9977 
GC CHARMM 0.59 1.50 0.9975 
GT CHARMM 0.15 1.44 0.9978 
AT CHARMM 0.00 1.38 0.9987 
AG CHARMM 0.50 1.56 0.9979 
AA CHARMM 0.03 1.45 0.9981 
TG CHARMM 0.42 1.55 0.9985 
TA CHARMM 0.01 1.48 0.9987 
CG CHARMM 0.89 1.72 0.9988 
GG AMBER 0.32 1.38 0.9987 
GA AMBER 0.29 1.48 0.9988 
GC AMBER -0.03 1.33 0.9988 
GT AMBER -0.10 1.28 0.9990 
AT AMBER 0.12 1.31 0.9988 
AG AMBER 0.51 1.61 0.9986 
AA AMBER -0.06 1.46 0.9986 
TG AMBER 0.44 1.52 0.9987 
TA AMBER 0.64 1.56 0.9984 
CG AMBER 0.41 1.48 0.9986 
TABLE 5.2 Mean difference, root mean square deviation, and correlation of 
pseudoroll angle with actual roll angle. 
 
Another test is the overall quality of the DNA structures produced by the 
simulation. The DNA strands maintained stable base pairing throughout these 
simulations, although in some of the simulations the bases flipped out partially for 
approximately 50-100 ps before returning to a Watson-Crick base paired 
configuration. In addition, anomalous conformational changes were observed in 
some cases. The AMBER simulation with central base pair step AG underwent a 
significant conformational change at approximately 22 ns to the conformation 
shown in Fig. 5.3(a). Although this did not have a tremendous impact on the 
structure of the central base pair, it resulted in an increased deviation between 
pseudoroll angle and actual roll angle for this simulation as well as inaccurate 
bending angles.  Several other simulations, particularly those with central base 
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pairs GA and TA, showed anomalous behavior in the bending free energy 
surfaces, although no structural abnormalities could be observed in these 
simulations.  As a result, for four sequences (with central base pair steps AT, AG, 
GA, and TA) the AMBER simulations were repeated, starting from the end of the 
equilibration with randomly reassigned velocities.  The resulting trajectories did 
not show any abnormalities, and data from them is reported here. Also, towards 
the end of the CHARMM simulation for central base pair step CG the central base 
pairs buckled outward as shown in Fig. 5.3(b). This caused a lower free energy 
for large positive roll angles in the corresponding free energy surface.  
  
FIGURE 5.3 Anomalous conformational changes observed in simulations. (a) In 
the first AMBER simulation with central base pair step AG, the DNA strand 
shifted to this conformation in which the DNA untwists on one end as shown.  
The simulation was subsequently repeated and this conformational change did not 
recur.  (b) In the CHARMM simulation with central base pair step CG, outward 
buckling of the central base pair was observed as shown. 
 
Fig. 5.4 shows the free energy surfaces as a function of pseudoroll angle 
generated by these simulations. The AMBER and CHARMM force fields gave 
similar results for values of the roll angle near zero, but began to differ for large 
positive or negative roll angles. The AMBER simulations were able to sample 
larger deviations of the roll angle because a higher cap on the biasing potential 
(a) (b) 
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was used. The simulations indicate that, at large roll angles, the free energy cost 
of a large kink in the DNA is only linear in the roll angle.  
  
FIGURE 5.4 Converged free energy surfaces in terms of roll angle for all 10 
DNA sequences (a) using the CHARMM force field; (b) using the AMBER force 
field. 
 
The implied mean and standard deviation of roll angle for each of the 10 
base pair steps were determined by fitting parabolic functions to the quadratic part 
of the free energy surface in terms of the pseudoroll angle, as given by equation 
5.2.5. These means and standard deviations were compared with means and 
standard deviations reported previously in simulations (95) and in crystal structure 
surveys (371).  These comparisons are shown in Table 5.3 and show that the 
flexibility of the base pair steps is consistent with previous investigations of 
sequence-dependent DNA flexibility. In particular, the pyrimidine-purine (RY) 
base pair steps have a positive equilibrium roll angle of about 10° and an 
increased flexibility due to decreased base pair stacking, which is consistent with 
the molecular dynamics simulations of the ABC consortium (95) and surveys of 
crystallographically determined DNA structures (371). 
(a) (b) 
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Base 
pair step 
From 
AMBER 
simulations 
From 
CHARMM 
simulations 
From ABC 
consortium 
simulations(95) 
From crystal 
structures(371) 
GG 6.6 +/- 5.3 6.4 +/- 5.5 4.9 +/- 5.6 3.6 +/- 4.5 
GA 2.8 +/- 5.8 3.5 +/- 5.5 1.7 +/- 5.9 1.9 +/- 5.3 
GC 1.8 +/- 5.2 3.0 +/- 4.9 -1.2 +/- 5.8 0.3 +/- 4.6 
GT 1.7 +/- 5.5 3.7 +/- 5.4 -0.6 +/- 5.8 0.7 +/- 3.9 
AT -0.2 +/- 4.8 4.1 +/- 5.4 -0.5 +/- 5.1 1.1 +/- 4.9 
AG 4.5 +/- 5.3 7.2 +/- 5.6 3.1 +/- 5.9 4.5 +/- 3.4 
AA 3.1 +/- 6.0 5.7 +/- 5.5 0.2 +/- 5.6 0.7 +/- 5.4 
TG 12.4 +/- 6.3 12.4 +/- 6.7 10.3 +/- 6.3 4.7 +/- 5.1 
TA 11.6 +/- 6.8 8.3 +/- 7.3 10.0 +/- 7.4 3.3 +/- 6.6 
CG 11.0 +/- 6.4 12.9 +/- 7.2 9.3 +/- 6.0 5.4 +/- 5.2 
TABLE 5.3 Comparison between mean and standard deviation of roll angles (in 
degrees) implied by the current simulations to those from previously reported 
work. 
 
The free energy in terms of the bending angle for each of the simulations 
is shown in Fig. 5.5a and 5.5c.  According to elastic chain models of DNA, this 
relative free energy should satisfy (372)  
  (5.3.1) 
where  represents the bending angle. The  term is an entropic term 
that reflects the geometric degeneracy involved in bending a rod through an angle 
; a similar term is included in predictions of the probability of obtaining a 
bending angle given energy data from minimizations (357).  The remaining free 
energy  corresponds to the elastic energy of DNA and is plotted against 
 in Fig. 5.5b and 5.5d.   Longer simulations are needed in order to obtain better 
convergence for this free energy surface. 
!  116 
  
  
FIGURE 5.5 (a) Free energy surface in terms of bending angle for AMBER 
simulations. (b) Elastic energy as a function of the square of the bending angle for 
AMBER simulations. (c) Free energy surface in terms of bending angle for 
CHARMM simulations. (d) Elastic energy as a function of the square of the 
bending angle for CHARMM simulations. 
 
The free energy surfaces in terms of bending angle are similar in shape to 
those determined by Zacharias using screw axis bending as a reaction coordinate, 
and the minimum of the free energy surface is in a similar position, at about 10° 
(210). From these simulations, it was found that the free energy cost of bending 
the particular DNA sequences simulated here through a 90° angle to be 
approximately 14 kcal/mol, significantly higher than the value of 5.5 kcal/mol 
obtained by Zacharias. This is probably because these simulations focus on type I 
kinks at a single base pair step, whereas Zacharias found type II kinks that involve 
bending at two base pair steps together with localized separation of the DNA 
strands (210). The sequences studied by Zacharias (particularly an AT-rich 
(d) (c) 
(a) (b) 
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sequence) also involve a higher proportion of highly flexible pyrimidine-purine 
base pair steps or poly-A tracts and thus may be unusually flexible.   
Although the elastic energy is usually thought of as a potential energy in 
the context of coarse-grained models such as the worm-like chain model, it 
contains entropic contributions from the motions of atoms within each base pair, 
and therefore is a free energy in the context of fully atomistic models of DNA. All 
simulations showed a quadratic dependence of the elastic energy on for . 
For most base pair steps, the dependence appears to become weaker and 
approximately linear in terms of for , however.  Although much longer 
simulations are needed for full convergence of the free energy surface at high 
bending angles, like the free energy surfaces obtained by Zacharias, these free 
energy surfaces give some support to a subelastic chain model in which the 
bending free energy .  Such a model has been proposed as a means of 
explaining enhanced flexibility for DNA at short length scales observed in AFM 
experiments (334), and has been shown to be consistent with the worm-like chain 
model on long length scales (373). The proportionality constants from the 
simulations presented here, obtained by fitting to this region of the free energy 
surfaces, are approximately 11-21 kcal/(mol-radian), larger than the value of 5-7 
kcal/(mol-radian) obtained in the simulations of Zacharias (210), or 6.8 kcal/(mol-
radian) obtained experimentally (334), however.  This disagreement is also likely 
to be a consequence of having type I kinks and not type II kinks in these 
simulations, as described above.  Nonetheless, the simulations demonstrate that 
type II kinks are not necessary for this increased DNA flexibility. 
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The persistence length of each DNA fragment can be determined more 
accurately by examining the dependence of structural parameters on contour 
length. Examples of the fits used to determine the persistence length from the 
simulations with CG and AT as central base pair steps are shown in Fig. 5.6. This 
represents an extrapolation from the length scale that was simulated to larger 
length scales, which can magnify even small errors.  The equations yielded close 
fits, however, which suggest that the behavior of DNA on larger length scales is 
similar to what was observed in these simulations.  The fitted values of the 
persistence length are shown in Table 5.4.  These values are in qualitative 
agreement with the accepted value of approximately 500 Å for double stranded 
DNA (330).  The calculated persistence lengths are slightly longer for the 
simulations with the CHARMM force field than for the AMBER force field, 
perhaps because the simulations with the CHARMM force field did not sample 
large bending angles as well.  The values of the persistence length from the 
AMBER simulations vary over a significant range.  In particular, the persistence 
lengths for central base pair steps that include A-T base pairs are low.  This may 
be because these base pair steps combine with the neighboring A-T base pairs to 
form an A-T rich region, and these regions are more flexible than the average 
DNA sequence.  This is consistent with the experimental observation that 
alternating A-T sequences are more flexible than other sequences (354).  The 
values  for the stretching stiffness of DNA were found to be approximately 5-
20 Å-1 for the AMBER simulations and approximately 30-100 Å-1 for the 
CHARMM simulations, but are not reported here because of large statistical 
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errors (approximately 20% of fitted values).  They are within an order of 
magnitude of the corresponding value obtained from the measured stretching 
stiffness of DNA (approximately 30 Å-1) (374). 
 
FIGURE 5.6 Fit of squared end-to-end distance as a function of contour length, to 
determine  from equation 5.2.7, shown for AMBER simulations with CG and 
AT central base pair steps. 
 
!  120 
Force field AMBER CHARMM 
Base pair step  (Å) (Å) 
GG 402.1 602.0 
GA 331.8 626.8 
GC 365.5 604.1 
GT 467.8 580.6 
AT 289.6 578.3 
AG 391.5 540.4 
AA 364.9 517.7 
TG 475.2 559.1 
TA 371.1 565.7 
CG 463.2 522.0 
TABLE 5.4 Persistence length of the DNA strands, obtained by calculating 
equilibrium averages from the molecular dynamics simulations. 
 
The persistence lengths of the various sequences studied here do not 
correlate very well with the inherent flexibility of the various base pair steps as 
reflected in the roll angle free energy surfaces.  In particular, the pyrimidine-
purine steps do not show shorter persistence lengths.  The reason for this is not 
clear, but it is possible that changes in other structural properties may affect the 
persistence length.  For example, in the simulations, purine-pyrimidine base pair 
steps have a tendency to buckle outwards for high positive roll angles (Fig. 5.7), 
increasing the contour length of the DNA and possibly increasing the measured 
persistence length. 
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FIGURE 5.7 Relationship between 
pseudoroll angle and difference between 
buckle for the two central base pair steps 
for AMBER simulations (a) for purine-
purine base pair steps (b) for purine-
pyrimidine base pair steps and (c) 
pyrimidine-purine base pair steps.  A 
positive value indicates outward buckling 
of the central base pair step; a negative 
value indicates inward buckling.  
 
Relationships were also found between the pseudoroll angle and the other 
base pair step parameters for the central step as shown by the scatter plots in Fig. 
5.8. The U-shaped relationship between roll and rise (Fig. 5.8a) is likely due to 
the geometric requirements of adopting an extreme roll angle. The two base pairs 
must separate if they are not to collide with each other when the roll angle 
becomes large in either direction. A similar relationship is observed for roll and 
slide (Fig. 5.8b), likely for a similar reason. The negative correlation between roll 
and twist (Fig. 5.8c) is in qualitative agreement with trends observed in DNA 
crystal structures (371). 
(a) (b) 
(c) 
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FIGURE 5.8 Relationship between 
pseudoroll angle and other base pair step 
parameters: (a) rise; (b) slide; (c) twist. 
All data is from the simulations using 
the AMBER force field. 
 
 
 
The most important physical forces in determining DNA stiffness are the 
stacking interactions between adjacent base pairs and the electrostatic repulsion 
between negatively charged phosphate groups on the DNA backbone (348). The 
latter interaction is screened by counterions which condense onto the DNA (349). 
The distributions of charge due to these ions around the DNA (Fig. 5.9a and 5.9b) 
show that when the pseudoroll angle is positive, potassium ions preferentially 
accumulate in the major groove. When the pseudoroll angle is negative, 
potassium ions accumulate near the minor groove. In either case, positive charge 
accumulates on the concave side of the DNA, reaching a very large charge density 
at extreme bending angles. The isosurface shown represents a charge density of 
0.0015 e/!3, which is equivalent to a difference between potassium and chloride 
ion concentrations of about 2.5 M, about 16 times the bulk salt concentration used 
in this study of approximately 150 mM. The same tendency is observed in the 
(c) 
(a) (b) 
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CHARMM simulations (Fig. 5.9c and 5.9d), although in the CHARMM 
simulations the potassium ions occupy the minor groove regardless of the 
conformation of the DNA.  While significant patterns were obtained for the 
distribution of ions, the number of water molecules in the first solvation shell 
showed no changes with pseudoroll angle, suggesting that distribution of water 
molecules is little changed by the bending of DNA. 
  
  
FIGURE 5.9 Isosurface of charge density at 0.0015 e/!3 from ions around DNA 
from CG AMBER simulation (a) for frames with pseudoroll angle less than -30°; 
(b) for frames with pseudoroll angle greater than 30°; (c) and (d) similar 
isosurfaces from CG CHARMM simulation for frames with pseudoroll angles less 
than -30° or greater than 30° respectively. 
 
To further quantify this difference, the ion densities within 5 ! of the 
DNA and on either the concave or convex side were calculated. Fig. 5.10a 
illustrates the relevant volumes within which the ion densities were estimated. 
Table 5.5 shows the calculated average charge densities due to the ions for DNA 
bent either negatively (pseudoroll angle less than -30°) or positively (pseudoroll 
angle greater than 30°). Fig. 5.10b and 5.10c show the difference between the 
charge density on concave and convex sides as a function of base pair step and 
(a) (b) 
(c) (d) 
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force field. Some trends are consistent across all base pairs and force fields. For 
example, the positive charge density is higher on the concave side of the DNA in 
19 out of 20 cases when the DNA is bent negatively and in 16 out of 20 cases 
when the DNA is bent positively. The difference in charge density between 
concave and convex sides is larger when DNA is bent negatively rather than 
positively.  
 Force Field Negatively benta 
 
Positively bentb 
 
Base pair 
step 
 Concave Convex Concave Convex 
GG AMBER 4.3 3.5 4.2 4.3 
GA AMBER 4.9 3.9 4.3 4.1 
GC AMBER 4.3 3.8 4.4 3.7 
GT AMBER 5.1 3.8 4.7 3.2 
AT AMBER 4.7 3.9 4.4 4.4 
AG AMBER 4.2 3.4 4.4 4.4 
AA AMBER 4.7 3.7 5.1 2.8 
TG AMBER 4.7 3.9 4.4 3.8 
TA AMBER 5.4 4.3 4.4 3.3 
CG AMBER 4.8 3.8 5.6 4.5 
GG CHARMM 3.4 4.0 3.8 3.0 
GA CHARMM 3.7 3.3 3.8 3.6 
GC CHARMM 4.1 3.0 4.1 3.1 
GT CHARMM 4.4 3.0 4.0 3.4 
AT CHARMM 4.7 3.1 4.3 3.0 
AG CHARMM 4.7 2.9 3.9 3.3 
AA CHARMM 4.9 3.1 3.7 2.8 
TG CHARMM 4.8 4.0 3.3 3.4 
TA CHARMM 4.6 3.1 3.4 3.6 
CG CHARMM 3.9 2.8 4.1 3.7 
a Pseudoroll angle less than -30°. 
b Pseudoroll angle greater than 30°.  
TABLE 5.5 Average charge densities due to ions within 5 ! of DNA strands (10-4 
e/!3) 
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FIGURE 5.10 (a) Volumes 
within which average ion 
densities were calculated. The 
volume considered was within 
5 ! of the DNA (white 
surface) and was divided into 
concave and convex sides of 
the DNA based on a sphere 
fitted to the helical axis 
generated by Curves+ (gray 
sphere, black curve). (b) 
Difference between charge 
density due to ions in the 
concave and convex sides as a 
function of base pair step and 
DNA bending for simulations 
using the AMBER force field. 
(c) Difference between charge 
density due to ions in the 
concave and convex sides as a 
function of base pair step and 
DNA bending for simulations 
using the CHARMM force 
field. 
 
The exact magnitude of the difference in charge density varies 
significantly however, with trends that are not consistent between force fields. 
This may be because it depends on the details of interactions between potassium 
ions and the various base atoms of DNA in the different force fields. In particular, 
(a) 
(b) 
(c) 
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the positive charge density on the concave side of the DNA seems to be quite high 
in CHARMM simulations. This may reflect a tendency of potassium ions to 
associate with the minor groove of DNA in the CHARMM force field. This may 
in turn be because of differences in the way that partial charges are constructed 
for the various force fields. For example, the partial charges for the AMBER force 
fields are obtained by fitting to the electrostatic potential determined from 
quantum calculations (109) whereas partial charges for CHARMM force fields 
are determined by comparing the interactions of the molecule of interest with 
water to those calculated using quantum mechanics (114). 
The preference of cations for the concave side of DNA would be expected 
to increase its flexibility by screening the repulsion of the backbones. The 
flexibility of DNA is indeed found to increase when it is in contact with positively 
charged surfaces (350).  When DNA was chemically modified by tethering a 
cationic propylammonium group to the major groove, the resulting electrostatic 
attraction caused the DNA to bend toward the major groove, with a roll angle of 
11° in one base pair step in the crystal structure (351).  DNA flexibility is also 
increased when one backbone is artificially neutralized by incorporating 
methylphosphonate groups in place of the phosphate groups (353). The latter 
effect has also been reproduced in simulations (352). These observations suggest 
one explanation for the decrease in DNA stiffness upon bending. As DNA bends, 
cations accumulate on the concave side of the DNA, screening the interaction 
between phosphate backbones and making it easier to further bend the DNA.    
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Proteins that bend DNA can increase its flexibility by a similar 
mechanism.  For example, bending of DNA in the nucleosome core particle is 
aided by the presence of an arginine side chain extending into the minor groove at 
every point where it contacts the histone (327). The increase in DNA bending 
caused by asymmetric neutralization of phosphates on the concave side has been 
found to provide on the order of 1-2 kcal/mol to binding to EcoRV as well (375). 
5.4 DISCUSSION 
By performing adaptive umbrella sampling on the roll angles of DNA 
strands, significant bending of 12 bp fragments of DNA has been simulated in 
atomistic detail. Both the free energy surfaces in terms of roll angle and in terms 
of the overall bending angle of each fragment are consistent with the known long-
range behavior and persistence length of DNA, but show evidence for deviations 
from elastic rod behavior on short length scales, with DNA becoming less stiff 
when it is strongly bent.  Despite these deviations, the worm-like chain model is 
known to describe DNA flexibility on long length scales well.  Analytical results 
obtained for similar “subelastic chain” models in which the bending free energy is 
linear in the bending angles show that these models give the same behavior as the 
worm-like chain model on long length scales (373).  This is analogous to the 
central limit theorem, which states that the distribution of the average of 
random numbers approaches a normal distribution as gets larger and larger, 
even if the distribution of the original random numbers is very far from a normal 
distribution.  The free energy cost of large bending angles is high enough, and the 
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Boltzmann probability of their occurrence small enough, that a similar effect 
happens here for long DNAs. 
Both the short-range persistence lengths obtained directly from the 
simulations and from the coarse-grained sampling are in qualitative agreement 
with the accepted persistence length of DNA (330).  They do not agree perfectly 
with experimentally obtained values, however, such as the recent measurements 
of sequence-dependent persistence lengths for short DNA strands from 
cyclization experiments (354). This may be because the sequences simulated do 
not exactly match those for which persistence lengths have been determined 
experimentally.  In particular, the inherent flexibility of base pair steps is known 
to be affected by the flanking base pairs (93-95), so that the inherent flexibility of 
each base pair dimer in experimental sequences may be different from that 
simulated here.   
In this work, only type I kinks were studied. Localized melting of the 
DNA duplex and formation of non-canonical structures have been proposed to 
explain an increase in the inherent flexibility of DNA on short length scales (343), 
and recent evidence for this has been obtained by NMR relaxation dispersion 
measurements (347).  This type of localized melting produces type II kinks. Since 
this localized melting produces numerical instabilities in the simulation approach 
presented here, these simulations cannot evaluate the contribution of type II kinks 
to DNA flexibility.  Consequently, the estimates of the free energy cost of 
bending DNA presented are higher than those produced using the screw-axis 
coordinate of Zacharias (210, 357).  (It should also be noted that the screw-axis 
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coordinate used by Zacharias is also potentially subject to numerical problems if 
base pairing breaks down in the regions of the DNA that are used as handles to 
define the bending angle (210).) Nevertheless, these simulations the linear 
dependence of free energy on bending angle for large bending angles.  This result 
implies that even conservative estimations of the flexibility of DNA must include 
significant deviations from the worm-like chain model on short length scales.   
Increased DNA flexibility does not require type II kinks or significant disruptions 
in base pairing, and type I kinks make a significant contribution to increased DNA 
flexibility upon significant bending.  
It might be argued that the force fields for nucleic acids used here do not 
correctly represent stacking interactions, which make an important contribution to 
the stiffness of DNA.  This is because these force fields do not contain (-explicit 
stacking terms, instead representing this interaction through van der Waals and 
electrostatic parameters that are fitted to thermodynamic data for the bases as well 
as quantum-chemical determinations of interaction energies for selected base pair 
geometries (114). Nevertheless, there is evidence that the force fields considered 
here do represent stacking interactions well even in unusual cases, suggesting that 
the effect of errors in base stacking treatment is likely to be limited.  Recent 
comparisons of interaction energies for DNA base stacking complexes from the 
AMBER force field to high-level quantum calculations indicate strong agreement 
both at equilibrium distances and at longer distances (376, 377).  In addition, a 
previous simulation correctly predicted experimental trends in the activation 
energy of unstacking of the fluorescent dye Cy3 from DNA, despite the fact that 
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this had not been considered in the construction of the CHARMM nucleic acid 
force field, suggesting that stacking forces are correctly reproduced by the 
CHARMM force fields as well (Ch. 4) (226). 
This study of the distribution of ions around the DNA has also suggested a 
possible mechanism for the increase in DNA flexibility on short length scales 
with strong bending.  When DNA bends strongly, cations congregate on the 
concave side of the DNA, reaching a concentration about an order of magnitude 
greater than their concentration in the bulk solution.  This reduces the electrostatic 
repulsion between phosphate backbones, facilitating the bending.  Similar effects 
have been studied using approximate models such as tightly bound ion theory 
(378).  This appears to be the first evidence for this mechanism from molecular 
dynamics simulations, however.  
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Chapter 6 
INVESTIGATION OF PROTEIN-DNA INTERACTION USING 
MULTIDIMENSIONAL ADAPTIVE UMBRELLA SAMPLING ON ROLL 
ANGLES 
6.1 INTRODUCTION 
Many crystal structures of protein-DNA complexes show significant 
bending of the DNA.   For example, the structure of the lac repressor from E. coli 
in complex with both nonspecific DNA (379) and the operator DNA to which it 
naturally binds (32, 380) have both been determined.  The operator DNA bends 
significantly upon binding to the lac repressor, whereas the nonspecific DNA 
does not.  Other examples of proteins which bend the DNA substantially include 
the mammalian transcription factor Ets-1 (31), the catabolite activator protein 
from E. coli (34), TATA-binding protein (381) , and integration host factor (382).  
DNA flexibility is also very important in in DNA packaging both in 
prokaryotes and eukaryotes, as DNA must bend in order to fit into the nucleus 
(383).  DNA packaging proteins in both prokaryotes and eukaryotes can be 
classified into wrapping, bending, and bridging proteins (383).  In eukaryotes, 
DNA is wrapped around histones to form nucleosomes.  Most Euryarchaota also 
have histone-like proteins, although they do not package their DNA the same 
way.  In prokaryotes, however, DNA bending is a more important method of 
packaging the DNA.  The protein Sac7d from the archaean Sulfolobus 
acidocaldarius is a well-studied example of an archaeal DNA-bending protein.  
Both wild type (37) and mutant (384) forms of this protein have been crystallized 
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in complex with DNA.  In the wild type structure, the V26 and M29 residues 
intercalate into the DNA, forming a kink of approximately 60° (37).  When both 
of these residues are mutated to alanines, the bending is more smoothly 
distributed across the bound DNA, with a maximum roll of 29° occurring in a 
base pair step shifted by one base pair from the kink in the wild-type structure 
(384) (Fig. 6.1)  Extensive studies have also been made of the thermodynamics of 
both wild-type and mutant Sac7d binding to DNA (385, 386) and simulations 
have also been conducted of the ability of Sac7d to stabilize DNA at different 
temperatures (387). 
 
 
FIGURE 6.1 Structures of (a) wild-type and (b) V26A/M29A mutant Sac7d in 
complex with DNA, showing intercalating residues V26 (purple), M29 (green), 
and base pair steps used for adaptive umbrella sampling (light gray). 
  
Because of the importance of DNA bending in biology, the inherent 
flexibility of DNA has recently attracted great interest. Some recent studies 
suggest that long-range correlations in geometrical properties along the DNA are 
important.  For example, cooperative stretching along the DNA has been 
(b) (a) 
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proposed to explain an increase in the variance of the end-to-end distance with the 
length of the DNA fragment (335).  A long-range correlation in the intrinsic 
curvature of DNA was postulated to explain a lowering of the persistence length 
of human DNA compared to DNA from the hepatitis C virus (388).  This raises 
the question of whether DNA bending is cooperative (whether the bending of one 
base pair step of DNA makes it easier to bend neighboring base pair steps), and if 
so, whether proteins can take advantage of that cooperativity in bending DNA.   
As explained in chapter 5, in order to generate sufficient sampling in 
molecular dynamics to address these questions, it is necessary to use adaptive 
umbrella sampling with a newly developed reaction coordinate based on the roll 
angle (227).  In this work this new coordinate is applied to the bending of DNA 
by both wild-type and V26A/M29A mutant Sac7d using two-dimensional 
adaptive umbrella sampling.  In addition, two-dimensional adaptive umbrella 
sampling is used to study the cooperativity of bending in DNA dodecamers, and 
compare this to the distribution of roll angles in protein-DNA crystal structures to 
determine whether proteins take advantage of cooperativity in bending DNA. 
6.2 MATERIALS AND METHODS 
6.2.1 Construction of the initial coordinates and general simulation protocol 
The wild type and V26A/M29A mutant Sac7d were simulated in complex 
with double-stranded DNA with sequence 5’-CGCGATCGC-3’ on one strand and 
the complementary sequence 5’-GCGATCGCG-3’ on the other.  Initial 
coordinates for the protein-DNA complexes were obtained from the Protein Data 
Bank (entry 1AZP for the wild-type Sac7d!(37) and entry 1XYI (384) for the 
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mutant).   The sequence of the bound DNA strand included an additional C-G 
base pair beyond the crystallographic structure, located on the end of the DNA 
closer to the base pairs whose roll angles were to be biased.  This base pair was 
added using the  analyze and rebuild programs from the 3DNA package (317) to 
prevent fraying of the DNA at this end.   The same DNA sequence without Sac7d 
was also simulated, starting from the structure for wild-type Sac7d.   
The resulting coordinates were minimized using harmonic restraints 
together with the GBMV implicit solvent model (161, 162) with previously 
described settings for the AMBER force field (365).  The structures were then 
solvated in enough explicit water (244) to ensure a water layer of 12 Å between 
the system and the edge of a rhombic dodecahedral box.  A total of 13 K+ and 3 
Cl- ions were added to the Sac7d-DNA complexes, and 18 K+ and 2 Cl- ions were 
added to the corresponding bare DNA, to achieve electroneutrality with a 25 mM 
concentration of KCl.  The ions were placed using the SOLVATE program (319).  
Initial coordinates for DNA dodecamers with sequences 5’-CGCGACGTCGCG-
3’and 5’-CGCGATATCGCG-3’ were constructed using a similar protocol as 
previously described (227); these systems were simulated in explicit water with 
150 mM KCl.  
All simulations were performed using a modified version of CHARMM 
(140, 141).  The AMBER ff99SB (110) and parambsc0 force fields (116) were 
used for all simulations because they yielded more stable simulations in a 
previous study using this method (227).  All subsequent simulations used the 
particle mesh Ewald method (121), a time step of 2 fs, and SHAKE constraints 
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(156), and were carried out in the NPT ensemble using the Nose-Hoover method 
(102).  The water and ions were heated and equilibrated for 450 ps while keeping 
the solute fixed.  After this each system was heated to 300 K over 300 ps while 
maintaining harmonic restraints of 1 kcal/(mol Å2) on all non-hydrogen atoms. 
These restraints were gradually removed over 100 ps, followed by a short 
unrestrained equilibration of 100 ps. 
6.2.2 Adaptive umbrella sampling on roll angles 
Because most DNA bending in protein-DNA crystal structures takes place 
through changes in the roll angle (322), two-dimensional adaptive umbrella 
sampling  was employed in each simulation to determine the free energy surface 
of the DNA in terms of the pseudoroll angles corresponding to the  underlined 
base pair steps in the above sequences (217, 227, 389) (Ch. 5). Two-dimensional 
histograms of the pseudoroll angle were calculated with a bin size of 5 degrees, 
and the potential of mean force was recalculated every 500 ps using the weighted 
histogram analysis method (247).  To prevent previously described numerical 
instabilities due to bases flipping out (227), a cap on the biasing potential was 
imposed as previously described in Chapter 5.  A cap of 10 kcal/mol was used for 
all simulations. 
6.3 PRELIMINARY RESULTS 
6.3.1 Convergence of the free energy surfaces 
Two-dimensional adaptive umbrella sampling simulations of the roll angle 
have been performed on both bare DNA and protein-DNA complexes in order to 
investigate the influence of proteins on DNA flexibility.  As with the previous 
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simulations of DNA flexibility, the technique allowed sampling a large range of 
roll angles (in excess of 80°) for each base pair step that was biased (Fig. 6.2).   In 
the particular case of the wild-type Sac7d complex, conformations were 
encountered in which the intercalating residues were expelled from the DNA (Fig. 
6.3).  This conformational transition was only observed once in 50 ns of 
simulation however; the residues did not re-intercalate into the DNA after this 
expulsion. 
 
 
 
FIGURE 6.2 Time trace of pseudoroll 
angle 3 (black) and pseudoroll angle 4 
(gray) from the various simulations: (a) 
wild-type Sac7d-DNA complex; (b) 
V26A/M29A mutant Sac7d-DNA 
complex; (c) bare DNA. 
 
(b) (a) 
(c) 
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FIGURE 6.3 Conformations of wild-type Sac7d in complex with DNA obtained 
from the simulation, showing intercalating residues V26 (purple) and M29 
(green).  (a) Starting conformation.  (b) After expulsion of intercalating residues. 
 
 
Table 6.1 shows the absolute value of the difference between free energy 
surfaces on successive runs for the various simulations, which was used to judge 
convergence.  Convergence can only be expected for the part of the free energy 
surface below the cap, so only this part was included in this analysis.  Reasonable 
convergence of the free energy surfaces to within 0.25 kcal/mol was obtained 
within 50 ns of simulation.  
(b) (a) 
!  138 
Simulation Number of 
iterationsa 
Maximum difference between free 
energy surfaces on consecutive 
iterations for last three iterations of 
adaptive umbrella sampling 
(kcal/mol)b 
Sac7d wild-type 100 0.037 0.038 0.044 
Sac7d mutant 100 0.163 0.252 0.242 
Bare DNA for Sac7d 100 0.052 0.211 0.032 
DNA dodecamer 5’-
CGCGACGTCGCG-3’ 
100 0.096 0.066 0.025 
DNA dodecamer 5’-
CGCGATATCGCG-3’ 
100 0.061 0.059 0.076 
a 500 ps per iteration. 
b Calculated on the part of the free energy surface below 10 kcal/mol (the cap on 
the biasing potential) 
TABLE 6.1 Convergence of free energy surfaces. 
 
6.3.2 Sac7d-DNA complexes 
The free energy surfaces for Sac7d-DNA complexes (Fig. 6.4) show the 
effect of Sac7d binding on the free energy surface for DNA bending.  In each 
case, the free energy minimum is close to the crystal structure as expected.  In 
addition, the free energy well in the wild-type free energy surface is elongated in 
the direction of the mutant structure, and likewise the free energy well in the 
mutant free energy surface is elongated toward the wild-type structure.  This 
suggests that, when bound to wild-type Sac7d, the DNA experiences fluctuations 
toward conformations that are more similar to the conformaton of DNA bound to 
the mutant, with significant changes in the roll angles taking place at relatively 
modest free energy cost (about 4 kcal/mol).  The free DNA may also be able to 
access some of these conformations; again, significant changes in the roll angles 
are possible at a free energy cost of about 4 kcal/mol.   
This suggests the following mechanism for DNA bending by Sac7d.  The 
free DNA occasionally adpts a bent coformation, which Sac7d can bind to and 
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stabilize, forming an encounter complex similar to the structure of the mutant 
Sac7d-DNA complex.  Once Sac7d is bound, the DNA may bend further to 
achieve the conformation shown in the crystal structure. While no experimental 
studies have been done on Sac7d to directly suggest such a mechanism, 
experimental studies on other DNA-binding proteins suggest that it is plausible.  
For example, an encounter complex with straight or partially bent DNA has been 
identified as an intermediate in the binding of integration host factor to DNA 
(390).   Likewise, TATA-binding protein has been found to form a complex with 
straight DNA that can be detected by gel mobility assays.  This complex then 
undergoes a conformational transition in which the DNA bends; this transition is 
aided by transcription factor IIB (391).   In addition, the B-to-Z conformational 
transition produced by Z-DNA binding proteins takes place by conformational 
selection, rather than induced fit (392).   
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FIGURE 6.4 Free energy surfaces in 
terms of biased roll angles for Sac7d-
DNA complexes and for bare DNA. (a) 
for wild-type Sac7d; (b) for 
V26A/M29A mutant; (c) for bare 
DNA. The WT and M symbols indicate 
the roll angles in the wild-type and 
mutant crystal structures respectively.  
The DNA symbol indicates the 
equilibrium roll angles for the 
corresponding steps in the bare DNA 
strand. 
In the simulations of wild-type Sac7d, when the roll angle  is decreased, 
the intercalating residues V26 and M29 are expelled (Fig. 6.2) and the system 
adopts a conformation and position relative to the DNA similar to those adopted 
by the mutant.  This is shown by aligning the trajectories using the nucleic acids 
and comparing backbone RMSDs of the protein between the trajectories and 
starting structures (Fig. 6.5(a) and (b)).  In addition, several important residues in 
the protein that contact the DNA also make new contacts that are characteristic of 
the mutant structure.  These include W24, which forms a hydrogen bond with A4 
in the wild-type structure, but shifts to G5 either when the intercalating residues 
are expelled or in the mutant structure (Fig. 6.5(c) and (d)) . 
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FIGURE 6.5 Once intercalated residues are expelled, wild-type Sac7d adopts a 
conformation similar to the mutant.  (a-b) Protein backbone RMSD between 
structures from each Sac7d simulation and either (a) wild-type or (b) mutant 
starting structure. (c-d) Distance between W24 NE1 and N3 atom of (c) GUA 4 or 
(d) ADE 5. Data from wild-type Sac7d simulation is shown as black dots; data 
from mutant Sac7d simulation is shown as gray dots. Structures were aligned 
using all nucleic acid heavy atoms 
 
6.3.3 DNA base pair bending cooperativity and the distribution of protein-
DNA crystal structures 
Contour plots of the two-dimensional free energy surfaces of the DNA 
dodecamers in terms of roll angles are shown in figure 6.6.  In order to investigate 
the role of cooperativity in the bending of the DNA dodecamers, a cooperativity 
index  was calculated from these surfaces by subtracting the previously 
determined one-dimensional free energy surfaces for the same base pair steps 
(227)  according to 
 C(!5 ,!6 ) = G2D(!5 ,!6 ) "G1D(!5 ) "G1D(!6 )  (4) 
(a) (b) 
(c) (d) 
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This cooperativity index is negative if DNA bending is cooperative for that 
combination of roll angles, and positive if DNA bending is anti-cooperative.  In 
order to compare this cooperativity index to the distribution of roll angles 
observed in protein-DNA structures, contour plots of this cooperativity index 
were superimposed on a scatterplot of pairs of roll angles obtained from a 
previously conducted crystal structure survey.  This crystal structure survey was 
based on all protein-DNA complexes in the Protein Data Bank with a resolution 
higher than 2.5 Å and of 0.3 or better (227) (Ch. 5).   The PDB codes used are 
listed in table C.1 in Appendix C.  The resulting plots are shown in figure 6.7.  
The cooperativity index is on the order of 1 kcal/mol, showing that there is a 
modest cooperativity of roll angle bending for some combinations of roll angles. 
Such cooperativity makes it easier to bend the DNA through sharp angles than 
would be predicted based on the free energy cost of bending each individual base 
pair step.  The precise amount of DNA cooperativity varies with sequence, 
however, even for DNA sequences bent into the same conformation as judged by 
roll angles.   
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FIGURE 6.6 Two-dimensional free energy surfaces in terms of biased roll angles 
for DNA dodecamers. (a) Sequence 5’-CGCGACGTCGCG-3’; (b) sequence 5’-
CGCGATATCGCG-3’. 
 
FIGURE 6.7 Cooperativity index in terms of biased roll angles for DNA 
dodecamers. Dots indicate pairs of roll angles from the crystal structure survey.  
(a) Sequence 5’-CGCGACGTCGCG-3’; (b) sequence 5’-CGCGATATCGCG-3’. 
 
Whenever proteins bend DNA strongly, large roll angle values are 
obtained, and these changes are always in a region where the cooperativity index 
 is negative, on the order of approximately -0.5 kcal/mol per base pair 
step.  This implies that proteins make use of this cooperativity in bending the 
DNA.  Since the extent of cooperativity can vary significantly for different DNA 
sequences bent into the same conformation, it may be one of the characteristics of 
DNA sequences that is recognized as part of indirect readout, along with other 
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aspects of sequence-dependent conformational flexibility.  More simulations are 
needed in order to find out if this holds for other sequences. 
For a typical protein-DNA binding site of 3-6 base pairs, DNA bending 
cooperativity could reduce the free energy cost of deforming DNA by 1-3 
kcal/mol, compared to the total free energy cost of bending each step individually.  
While this is only a small part of the enthalpic cost of DNA bending as part of 
protein-DNA binding (which can rise as high as 50-60 kcal/mol) it is a large part 
of the overall free energy of DNA binding which is approximately 12 kcal/mol.   
Thus, cooperativity in DNA bending may help to adjust the free energy of 
protein-DNA binding into the range necessary for the protein to carry out its 
biological function (325). 
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Chapter 7 
CONCLUSIONS AND OUTLOOK  
7.1 FUTURE WORK  
Every scientific research effort raises new questions even as it answers 
existing ones.  The work presented in this dissertation is no different.  Many 
future avenues for research are already being pursued that expand on the results 
presented here, particularly in chapters 4, 5, and 6.  For example, coarse-grained 
models for DNA are being constructed that incorporate the free energy surfaces of 
DNA in terms of roll angle shown in chapter 5 in order to better understand the 
implications of these free energy surfaces for the behavior of DNA on longer 
length scales.  The work presented in chapter 6 is ongoing; more analyses are 
needed in order to better relate these simulations to experimental results reported 
in the literature as well as theoretical models of protein-DNA binding.   
The work presented in this dissertation also represents part of an ongoing 
effort to enhance sampling in molecular dynamics simulations further in order to 
achieve more accurate results.   For example, the study of the Cy3-DNA system 
presented in chapter 4 applies a novel method, GAMUS, to the dynamics of a 
fluorescent dye attached to DNA.  In doing so, it demonstrates that it is possible 
to generate free energy surfaces in more than two dimensions, and that these free 
energy surfaces can yield insight into important problems in biomolecular 
dynamics.  GAMUS is currently being combined with Hamiltonian replica 
exchange in a way that is expected to allow for enhancing the sampling of even 
more reaction coordinates.   
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7.2 CONCLUSION 
By reducing the timescale necessary to achieve particular effects in a 
simulation, adaptive umbrella sampling and other sampling enhancement 
techniques make it possible to simulate biomolecular systems with greater 
physical accuracy and biological relevance than would otherwise be possible.  For 
example, the study of peptide bond isomerization in C. histolyticum collagenase 
outlined in chapter 3 involved simulating the systems for 5-10 ns of simulated 
time.  Because a QM/MM simulation technique was used, which required more 
involved calculations than a classical simulation, the simulation was relatively 
slow, generating about 400 ps per day of wallclock time, so that the simulations 
ran for approximately three weeks, surmounting conformational barriers of 
approximately 10-20 kcal/mol.  Application of Eyring’s rate equation (393) 
suggests that to surmount the lowest of these barriers using an unbiased 
simulation would require on the order of 3 µs of simulaton, which would have 
taken on the order of 20 years of wallclock time using this setup.  Likewise, the 
use of umbrella sampling techniques was necessary to observe unstacking of Cy3 
from DNA described in chapter 4, and the DNA bending observed in the 
simulations described in chapters 5 and 6.  Without enhanced sampling, many of 
the results obtained in this dissertation would simply have been inaccessible.    
Several of the simulations reported here are part of collaborations with 
experimental groups at ASU, and have helped them to gain new structural insight 
into the meaning of the data they have collected.  The simulations of the 
glycoprotein GalNAc2-MM1 reported in chapter 2 were part of a collaboration 
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with Giovanna Ghirlanda and Federica Bogani, who observed a destabilization of 
the folded state of this glycoprotein by the attached sugars.  The simulations 
suggested that this destabilization occurs as a result of the occasional exposure of 
hydrophobic amino acids from the core of the protein to solvent.  This exposure 
would have been difficult to observe experimentally.  Likewise, a collaboration 
with Marcia Levitus and Jennifer Binder allowed experimental conformation of 
predictions made based on simulation data for the affinity of an attached Cy3 
fluorophore for the various base pairs.  In addition, observations of free energy 
wells in the simulations suggested potential structures for an intermediate in the 
observed destacking of Cy3.  Such potential structures could not have been 
obtained from fluorescence experiments alone. 
Even when simulations are not conducted in direct collaboration with 
experimentalists, they can still provide structural insight into experimental 
observations.  For example, the studies of DNA flexibility in chapter 5 help to 
explain experimental observations that suggest increased flexibility of DNA on 
short length scales.  These simulations identified the accumulation of cations on 
the concave side of sharply bent DNA as a contributor to increased DNA 
flexibility.  The simulations outlined in chapter 6, while still ongoing, attempts to 
explain the DNA bending observed in the crystal structures of protein-DNA 
complexes.  Similarly, the simulations of the collagenase mentioned earlier 
showed that bound calcium ions promote the formation of an unusual cis peptide 
bond by reducing the barrier to its formation.  They also suggest some of the 
physical forces responsible for this reduction in the barrier.  
!  148 
The work presented in this dissertation demonstrates that biomolecular 
simulations carried out using adaptive umbrella sampling can be a powerful 
complement to experimental investigations.  They can make experimentally 
testable predictions, and in many instances these predictions turn out to be correct.  
In addition, they offer an atomistic view of what is going on in an experiment, 
which often provides the insight needed to understand experimental results.  Thus, 
molecular dynamics simulations using enhanced sampling techniques such as 
adaptive umbrella sampling can make significant contributions to answering 
important questions in biomolecular science.  
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APPENDIX A  
PARAMETERIZATION OF N-ACETYLGALACTOSAMINE AND ITS 
LINKAGE TO SERINE AND THREONINE 
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Since parameters for N-acetylgalactosamine (Fig. A.1) were not available 
in either the CHARMM 22 force field for proteins (106) or the CSFF force field 
for carbohydrates (243) it was necessary to develop parameters for this sugar.  
Many of the parameters were copied from chemically similar entries in the 
CHARMM or CSFF force fields; others were developed using the method 
described by MacKerell (105). In assigning the charges the groups of atoms 
containing the & carbon of Ser and Thr and their associated hydrogen atoms were 
kept neutral and the charge of hydrogen atoms bonded to aliphatic carbons was 
set to 0.09 atomic units. Parameters for the C3-C2-N-CY and CA-CB-O1-C1 
dihedral angles were also obtained as described (105), using N-
acetylgalactosamine and its ethyl acetal as model compounds.  For the dihedral 
angles, a relaxed torsional scan was carried out at the HF/6-31g(d) level, followed 
by a single point energy calculation at the MP2/6-31g(d) level.  All quantum 
mechanical calculations were carried out with Gaussian 03 (298). The optimized 
parameters that are not found in either the CSFF set or the protein set are shown 
in tables A.1-A.4.  
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FIGURE A.1 Chemical structure of GalNAc with the CHARMM atomic names in 
bold. 
 
Group Atom Type Charge1 Origin of value 
1 GalNAc amide N NH1 -0.47 CHARMM peptide bond 
1 GalNAc amide H H 0.31 CHARMM peptide bond 
1 GalNAc C2 CTS 0.07 CHARMM peptide bond 
1 GalNAc H2 HAS 0.09 CHARMM peptide bond 
2 GalNAc carbonyl C C 0.51 CHARMM ACE patch 
2 GalNAc carbonyl O O -0.51 CHARMM ACE patch 
3 GalNAc acetyl C CT3 -0.27 CHARMM ACE patch 
3 GalNAc acetyl H HA 0.09 CHARMM ACE patch 
4 Acetal O to Ser or Thr 
residue 
OES -0.40  CSFF GL14 patch 
4 GalNAc C1 CTS 0.30 CSFF GL14 patch 
4 GalNAc H1 HAS 0.10 CSFF GL14 patch 
4 GalNAc C5 CTS 0.10 CSFF GL14 patch 
4 GalNAc H5 HAS 0.10 CSFF GL14 patch 
4 GalNAc O5 (sugar 
ring oxygen) 
OES -0.40 CSFF GL14 patch 
4 Thr C$ CT1 0.11 Charge neutrality 
4 Thr H$ HA 0.09 CHARMM THR residue 
4 Ser C$ CT2 0.02 Charge neutrality 
4 Ser H$ HA 0.09 CHARMM SER residue 
1atomic units. 
TABLE A.1 Atom types and partial charges for GalNAc and linkage to Ser and 
Thr residues. 
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Atom types Force constant 
(kcal/(mol A2)) 
Length (Å) Origin of values 
NH1-CTS 320.0 1.43 CHARMM NH1-CT1 
OES-CT1 
OES-CT2 
OES CT3 
428.0 1.42 CHARMM OH1-CT1 
TABLE A.2 Bonding parameters for GalNAc and linkage to Ser and Thr residues. 
 
Atom types Force const. 
(kcal/(mol 
rad2)) 
Equil.value 
(degrees) 
Origin of values 
H-NH1-CTS 35.0 117.0 CHARMM H-NH1-CT1  
CTS-NH1-C 50.0 120.0 CHARMM CT1-NH1-C 
HAS-CTS-NH1 51.5 109.5 CHARMM HA-CT1-NH1 
CTS-CTS-NH1 
CBS-CTS-NH1 
70.0 113.5 CHARMM CT1-CT1-NH1 
CT1-OES-CTS 
CT1-OES-CBS 
CT2-OES-CTS 
CT2-OES-CBS 
CT3-OES-CTS 
CT3-OES-CBS 
92.6 111.5 CSFF CTS-OES-CTS 
OES-CT1-CT1 
OES-CT1-CT3 
OES-CT2-CT1 
OES-CT2-CT2 
OES-CT2-CT3 
75.7 110.1 CHARMM OH1-CT1-CT1 
OES-CT1-HA 
OES-CT2-HA 
OES-CT3-HA 
45.9 108.9 CHARMM OH1-CT1-HA 
TABLE A.3 Angle parameters for GalNAc and linkage to Ser and Thr residues. 
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Atom types Amplitudes for 
multiplicity 1, 2, 3 
(kcal/mol) 
Origin of values 
CTS-CTS-NH1-C 
CBS-CTS-NH1-C 
2.2 -1.0 0 Fitted to quantum calculations for 
GalNAc as described 
H-NH1-CTS-CTS 
H-NH1-CTS-CBS 
0.0 0.0 0.0 Cleared to avoid double-counting 
rotation around N-C2 bond 
NH1-CTS-CTS-HAS 
NH1-CTS-CBS-HAS 
0.0 0.0 0.0 Cleared because only small 3rd 
order dihedral in CSFF 
NH1-CTS-CTS-OHS 
NH1-CTS-CBS-OHS 
-4.9 0.3 0.5 CSFF OHS-CTS-CTS-OHS 
OES-CTS-CTS-NH1 
OES-CBS-CTS-NH1 
-3.8 0.6 0.4 CSFF OES-CTS-CTS-OHS 
CTS-CTS-CTS-NH1 -1.9 0.3 0.0 CSFF CTS-CTS-CTS-OHS 
HAS-CTS-NH1-C 0 0 0 CHARMM HB-CT1-NH1-C 
HAS-CTS-NH1-H 0 0 0 CHARMM HB-CT1-NH1-H 
CT3-C-NH1-CTS 1.6 2.5 0 CHARMM CT3-C-NH1-CT1 
O-C-NH1-CTS 0 2.5 0 CHARMM O-C-NH1-CT1 
CT3-CT2-OES-CTS 
CT3-CT2-OES-CBS 
CT3-CT1-OES-CTS 
CT3-CT1-OES-CBS 
CT1-CT2-OES-CTS 
CT1-CT2-OES-CBS 
CT1-CT1-OES-CTS 
CT1-CT1-OES-CBS 
-0.3 -0.3 0.4 Fitted to quantum calculations for 
the ethyl acetal of GalNAc as 
described 
CT1-OES-CTS-CTS 
CT1-OES-CBS-CTS 
CT2-OES-CTS-CTS 
CT2-OES-CBS-CTS 
CT3-OES-CTS-CTS 
CT3-OES-CBS-CTS 
-0.8 -0.3 0.4 CSFF CTS-OES-CTS-CTS 
OES-CTS-OES-CT1 
OES-CBS-OES-CT1 
OES-CTS-OES-CT2 
OES-CBS-OES-CT2 
OES-CTS-OES-CT3 
OES-CBS-OES-CT3 
0.2 1.0 0.9 CSFF OES-CTS-OES-CTS 
CT1-OES-CTS-HAS 
CT1-OES-CBS-HAS 
CT2-OES-CTS-HAS 
CT2-OES-CBS-HAS 
CT3-OES-CTS-HAS 
CT3-OES-CBS-HAS 
0 0 0 Cleared because only small 3rd 
order dihedral in CSFF 
HA-CT1-OES-CTS 
HA-CT1-OES-CBS 
0 0 0 Cleared because only small 3rd 
order dihedral in CHARMM force 
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HA-CT2-OES-CTS 
HA-CT2-OES-CBS 
HA-CT3-OES-CTS 
HA-CT3-OES-CBS 
field 
TABLE A.4 Dihedral parameters for GalNAc and linkage to Ser and Thr residues. 
Test simulations of an %-GalNAc-Ser peptide with the optimized 
parameters in explicit water showed general agreement with the available 
structural experimental data on GalNAc (394).  The intermolecular distances from 
the simulations were consistent with the experimental NOE data (394).  In 
addition, the normal mode vibrational frequencies of GalNAc were calculated and 
showed general agreement with the experimental IR spectrum (395); however, the 
degree of agreement was limited by the lack of an assignment for the 
experimental IR spectrum.  There were additional vibrational modes that did not 
correspond to peaks in the experimental spectrum.  These were similar to the 
additional modes for glucose calculated from the CSFF force field by Brady et al. 
(243).  
  
!  189 
APPENDIX B  
PARAMETERIZATION OF THE FLUORESCENT DYE CY3 
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Parameters for the Cy3 dye were obtained by combining parameters for 
3H-indole, 1,3,5-hexatriene, and n-propanol with additional parameters for 
guanine, methylcyclopentane, benzimidazole, neopentane, and retinol and its 
Schiff base modification where chemically appropriate and necessary to provide a 
complete parameter set.  Atom names were assigned as shown in Fig. B.1.  All 
original parameters were taken from the CHARMM General Force Field (117).  
The atom types and partial charges are shown in Table B.1.  Several of the bond, 
angle, and dihedral parameters were adjusted as described (105) to match as many 
as possible of the lowest vibrational modes (those shown in Table 4.2) between 
the force field and a normal mode calculation made using quantum mechanics at 
the B3LYP/6-31g+(d,p) level (135, 136).  The resulting parameters are shown in 
Tables B.3, B.4, and B.5.  The vibrational density of states for Cy3 from the force 
field and from the quantum calculation are shown in Fig. B.2. 
In addition, the CG321-CG324-NG2R52-CG2R52 and CG321-CG324-
NG2R52-CG2RC0 dihedral parameters (for the C9-N1-CL3-CL2 and C2-N1-
CL3-CL2 dihedrals) were adjusted so that a relaxed torsional scan on these 
dihedrals gave energy barriers similar to the quantum calculations.  Energy 
profiles for this dihedral are shown in Fig. B.3. Test simulations of a free Cy3 in 
explicit water were also performed, and the parameters were adjusted to prevent 
excessive twisting of the two rings about the conjugated linker.    
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FIGURE B.1  Structure of Cy3 with CHARMM atom names in bold. 
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Atom names Atom type Partial charge (electron) 
N1A, N1B NG2R52 -0.11 
C2A, C2B CG2R52 0.29 
C3A, C3B CG3C50 0.09 
C4A, C4B CG2RC0 0.25 
C5A, C5B CG2R61 -0.22 
H5A, H5B HGR61 0.20 
C6A, C6B CG2R61 -0.22 
H6A, H6B HGR61 0.21 
C7A, C7B CG2R61 -0.21 
H7A, H7B HGR61 0.21 
C8A, C8B CG2R61 -0.34 
H8A, H8B HGR61 0.26 
C9A, C9B CG2RC0 0.23 
CM1A, CM1B, CM2A, 
CM2B 
CG331 -0.27 
HM1A, HM2A, HM3A, 
HM4A, HM5A, HM6A, 
HM1B, HM2B, HM3B, 
HM4B, HM5B, HM6B 
HGA3 0.09 
OL1A, OL1B OG311 -0.65 
HO1A, HO1B HGP1 0.42 
CL1A, CL1B CG321 0.05 
CL2A, CL2B CG321 -0.18 
CL3A, CL3B CG324 -0.18 
H11A, H12A, H21A, 
H22A, H31A, H32A, 
H11B, H12B, H21B, 
H22B, H31B, H32B 
HGA2 0.09 
CX1, CX2, CX3 CG2DC2 -0.15 
HX1, HX2, HX3 HGA4 0.15 
TABLE B.1 Atom types and partial charges for Cy3 dye. 
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Mode 
number 
Irreducible 
representation 
of C2v 
Scaled QM 
vibrational 
frequency (cm-1) 
Force field 
mode 
number 
Force field 
vibrational 
frequency (cm-1) 
1 A2 19.8 7 22.3 
2 B1 26.3 8 30.7 
3 A1 36.5 9 41.7 
4 A2 46.7 10 64.0 
5 B1 66.4 n/a* n/a 
6 A2 91.1 12 98.4 
7 B1 93.6 11 89.9 
8 A2 111.0 n/a* n/a 
9 B2 118.0 13 124.1 
10 B1 131.5 14 137.4 
*No unique force field mode could be identified corresponding to these quantum 
modes. 
TABLE B.2 Comparison of first 10 vibrational modes of Cy3 from the force field 
to those from the quantum chemistry calculation. 
 
Atom types Force constant (kcal/(mol Å2)) Equilibrium 
length (Å) 
CG2RC0-NG2R52 310.00 1.3650 
CG2R52-CG2DC2 450.00 1.3000 
CG324-NG2R52 300.00 1.4330 
CG331-CG3C50 222.50 1.5280 
CG2RC0-CG3C50 305.00 1.5200 
CG2R52-CG3C50 350.00 1.5050 
TABLE B.3 Bond parameters for Cy3 
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Atom types Force const. 
(kcal/mol/rad2) 
Equil. 
angle 
(°) 
Urey-
Bradley 
force 
const. 
(kcal/mo
l-Å2) 
Equil. 
Urey-
Bradley 
distance 
(Å) 
CG2R52-NG2R52-CG2RC0   60.00   107.20   
CG2R52-CG3C50-CG2RC0   105.00   105.00   
CG2RC0-CG2RC0-CG3C50   143.00   110.00   
CG2R61-CG2RC0-CG3C50   60.00   130.00   
CG3C50-CG2R52-NG2R52   170.00   112.00   
CG2RC0-NG2R52-CG324   62.30   112.30   
CG2R52-NG2R52-CG324   62.30   140.50   
CG2R61-CG2RC0-NG2R52   130.00   130.00   
CG3C50-CG331-HGA3   33.43   110.10   22.53   2.17900 
CG2DC2-CG2DC2-
CG2DC2  
 17.30   123.00   
CG2DC2-CG2DC2-CG2R52   40.00   123.00   
CG2DC2-CG2R52-NG2R52   10.00   125.60   
CG2R52-CG3C50-CG331   32.00   112.20   
CG2RC0-CG3C50-CG331   32.00   112.20   
CG331-CG3C50-CG331   58.35   113.50   11.16   2.561 
CG2DC2-CG2R52-CG3C50   10.00   123.50   
CG2RC0-CG2RC0-NG2R52   100.00   110.00   
NG2R52-CG331-HGA3   33.43   110.10   
NG2R52-CG321-HGA2   33.43   110.10   
NG2R52-CG324-HGA2   33.43   110.10   
CG321-CG324-NG2R52   70.00   113.70   
CG2R52-CG2DC2-HGA4   25.50   119.00   
TABLE B.4 Angle and Urey-Bradley parameters for Cy3 
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Atom types Force const. 
(kcal/(mol 
rad2)) 
Mult. Phase (°) 
CG2DC2-CG2R52-NG2R52-CG324   1.0000   2   180.00 
CG2DC2-CG2R52-NG2R52-CG2RC0   1.5000   2   180.00 
HGA4-CG2DC2-CG2R52-NG2R52   0.5000   2   180.00 
CG3C50-CG2R52-NG2R52-CG324   1.0000   2   180.00 
HGA2-CG324-NG2R52-CG2R52   0.1500   3   180.00 
HGA2-CG324-NG2R52-CG2RC0   0.1500   3   180.00 
CG3C50-CG2R52-CG2DC2-CG2DC2   0.9000   1   0.00 
CG3C50-CG2R52-CG2DC2-CG2DC2   2.1000   2   180.00 
CG3C50-CG2R52-CG2DC2-CG2DC2   0.2200   3   0.00 
CG3C50-CG2R52-CG2DC2-CG2DC2   0.2500   5   180.00 
CG3C50-CG2R52-CG2DC2-CG2DC2   0.1000   6   0.00 
CG3C50-CG2R52-CG2DC2-HGA4   0.5000   2   180.00 
NG2R52-CG2R52-CG3C50-CG331   0.5000   2   0.00 
NG2R52-CG2R52-CG3C50-CG331   0.4000   3   0.00 
CG2DC2-CG2R52-CG3C50-CG331   0.3000   3   0.00 
CG2RC0-CG2RC0-CG3C50-CG331   0.5000   2   0.00 
CG2RC0-CG2RC0-CG3C50-CG331   0.4000   3   0.00 
CG2R61-CG2RC0-CG3C50-CG331   0.5000   2   0.00 
CG2R61-CG2RC0-CG3C50-CG331   0.4000   3   0.00 
CG2R52-CG3C50-CG331-HGA3   0.1600   3   0.00 
CG2RC0-CG3C50-CG331-HGA3   0.1600   3   0.00 
CG331-CG3C50-CG331-HGA3   0.1600   3   0.00 
CG2DC2-CG2R52-CG3C50-CG2RC0   0.0000   3   0.00 
NG2R52-CG2R52-CG3C50-CG2RC0   1.3000   3   180.00 
CG3C50-CG2R52-NG2R52-CG2RC0   6.0000   2   180.00 
CG2R61-CG2R61-CG2RC0-CG3C50   0.0000   2   180.00 
CG2R61-CG2R61-CG2RC0-NG2R52   1.5000   2   180.00 
CG2R61-CG2RC0-CG2RC0-CG3C50   2.5000   2   180.00 
CG2RC0-CG2RC0-CG3C50-CG2R52   0.5000   3   180.00 
CG2R61-CG2RC0-NG2R52-CG2R52   4.0000   2   180.00 
CG2R61-CG2RC0-CG3C50-CG2R52   3.5000   3   0.00 
CG2RC0-CG2RC0-NG2R52-CG2R52   4.0000   2   180.00 
CG3C50-CG2RC0-CG2RC0-NG2R52   6.5000   2   180.00 
CG2R61-CG2RC0-CG2RC0-NG2R52   1.5000   2   180.00 
HGR61-CG2R61-CG2RC0-NG2R52   0.8000   2   180.00 
HGR61-CG2R61-CG2RC0-CG3C50   0.0000   2   180.00 
CG2RC0-CG2RC0-NG2R52-CG324   9.0000   2   180.00 
CG2R61-CG2RC0-NG2R52-CG324   9.0000   2   180.00 
CG2R52-CG2DC2-CG2DC2-CG2DC2   0.5600   1   180.00 
CG2R52-CG2DC2-CG2DC2-CG2DC2   4.0000   2   180.00 
NG2R52-CG2R52-CG2DC2-CG2DC2   0.5600   1   180.00 
NG2R52-CG2R52-CG2DC2-CG2DC2   9.0000   2   180.00 
CG2DC2-CG2DC2-CG2DC2-HGA4   5.2000   2   180.00 
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CG2R52-CG2DC2-CG2DC2-HGA4   5.2000   2   180.00 
HGA2-CG321-CG324-NG2R52   0.1950   3   0.00 
CG321-CG321-CG324-NG2R52   0.1950   3   0.00 
CG321-CG324-NG2R52-CG2R52   2.2500   1   0.00 
CG321-CG324-NG2R52-CG2R52   0.9000   2   180.00 
CG321-CG324-NG2R52-CG2RC0   2.2500   1   180.00 
CG321-CG324-NG2R52-CG2RC0   0.9000   2   180.00 
CG324-CG321-CG321-OG303   0.1950   3   0.00 
CG324-CG321-CG321-OG311   0.1950   3   0.00 
CG324-CG321-CG321-ON2   0.1950   3   0.00 
TABLE B.5 Dihedral parameters for Cy3 
 
 
FIGURE B.2 Vibrational density of states for Cy3 from force field and from QM 
calculation. 
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FIGURE B.3 Comparison of energy profiles around C9-N1-CL3-CL2 dihedral of 
Cy3 from force field and quantum calculation. 
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APPENDIX C 
LIST OF PDB CODES FOR SURVEY OF CRYSTAL STRUCTURES OF 
PROTEIN-DNA COMPLEXES 
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1A1F 
1A73 
1AZQ 
1BC8 
1CDW 
1D2I 
1E3O 
1EYU 
1G2D 
1GU5 
1I3J 
1J59 
1JX4 
1L1T 
1L5U 
1M0E 
1MJO 
1N3E 
1NK7 
1PP7 
1QN4 
1R2Y 
1RYR 
1SKW 
1T2T 
1U0C 
1W0T 
1WTR 
1XHV 
1YQR 
1ZRF 
2AGQ 
2BDP 
2C7P 
2DP6 
2EUV 
2EVJ 
2FJW 
2GB7 
2H27 
2HOF 
2I3P 
2JEG 
2O49 
2PVI 
1A1G 
1A74 
1B3T 
1BDT 
1CEZ 
1D3U 
1EBM 
1F0O 
1G2F 
1GXP 
1I6J 
1JE8 
1JXL 
1L1Z 
1LAT 
1M3H 
1MJQ 
1N3F 
1NKE 
1PT3 
1QNE 
1R71 
1S10 
1SL1 
1T7P 
1U45 
1W0U 
1WTV 
1XO0 
1YRN 
1ZS4 
2AHI 
2BQ3 
2C7R 
2DTU 
2EUW 
2EX5 
2FJX 
2GE5 
2H7G 
2HOS 
2I3Q 
2JEI 
2O4A 
2PYJ 
1A1H 
1AAY 
1B72 
1BF4 
1CKT 
1DC1 
1EGW 
1F44 
1G9Y 
1H6F 
1IAW 
1JEY 
1K3W 
1L2B 
1LE8 
1M3Q 
1MNM 
1N48 
1NKP 
1PUE 
1QRV 
1R7M 
1S9F 
1SL2 
1T9I 
1U47 
1WD0 
1WTW 
1XYI 
1YTF 
1ZTT 
2AOQ 
2BQR 
2C9L 
2E1C 
2EUX 
2EZV 
2FKC 
2GEQ 
2H7H 
2HOT 
2IA6 
2JEJ 
2O6M 
2PYL 
1A1I 
1AIS 
1B94 
1BGB 
1CRX 
1DFM 
1EO3 
1F4K 
1G9Z 
1H89 
1IG7 
1JJ4 
1K3X 
1L3L 
1LLM 
1M5R 
1MNN 
1N56 
1NVP 
1PUF 
1QSS 
1RH6 
1SA3 
1STX 
1T9J 
1U48 
1WD1 
1WTX 
1Y6F 
1ZET 
1ZTW 
2AOR 
2BQU 
2CGP 
2E42 
2EUZ 
2F5N 
2FL3 
2GIG 
2HAN 
2HR1 
2IMW 
2KTQ 
2OAA 
2QHB 
1A1J 
1AM9 
1B95 
1BNZ 
1CYQ 
1DIZ 
1EON 
1F4R 
1GA5 
1H8A 
1IGN 
1JJ6 
1K4T 
1L3S 
1LQ1 
1M5X 
1MOW 
1N6J 
1OE4 
1PVP 
1QSY 
1RIO 
1SFU 
1SUZ 
1TK0 
1U8B 
1WTE 
1X9M 
1YF3 
1ZG1 
2A07 
2AQ4 
2C28 
2CRX 
2E43 
2EVF 
2F5O 
2FLD 
2GIH 
2HDD 
2HVH 
2IRF 
2NOB 
2OG0 
2QL2 
1A1K 
1AWC 
1B96 
1BSS 
1CZ0 
1DSZ 
1ESG 
1F6O 
1GD2 
1HLV 
1IJW 
1JK1 
1K82 
1L3T 
1LV5 
1MA7 
1MUH 
1NH2 
1OUP 
1QAI 
1QTM 
1RRJ 
1SKM 
1SX5 
1TK5 
1UA0 
1WTO 
1X9W 
1YO5 
1ZG5 
2A66 
2ASD 
2C6Y 
2D5V 
2E52 
2EVG 
2F5P 
2FLN 
2GII 
2HHS 
2HVI 
2IS6 
2NOE 
2OWO 
2R1J 
1A1L 
1AZ0 
1B97 
1BY4 
1D02 
1DU0 
1EWN 
1FIU 
1GTW 
1HU0 
1IXY 
1JK2 
1KBU 
1L3U 
1LWV 
1MJ2 
1MUR 
1NK5 
1P47 
1QAJ 
1QUM 
1RV5 
1SKR 
1SX8 
1TKD 
1UA1 
1WTP 
1XBR 
1YQK 
1ZME 
2AC0 
2B9S 
2C7A 
2DDG 
2EA0 
2EVH 
2F5S 
2FLP 
2GIJ 
2HHT 
2I06 
2ISZ 
2NOH 
2P0J 
2R2R 
1A6Y 
1AZP 
1BC7 
1CA5 
1D1U 
1DUX 
1EWQ 
1FJX 
1GU4 
1HWT 
1J1V 
1JNM 
1KU7 
1L3V 
1LWY 
1MJM 
1MUS 
1NK6 
1PDN 
1QBJ 
1R0O 
1RXW 
1SKS 
1SXQ 
1TX3 
1UUT 
1WTQ 
1XC9 
1YQM 
1ZNS 
2ADY 
2BAM 
2C7O 
2DEM 
2ETW 
2EVI 
2FJV 
2FQZ 
2H1K 
2HHX 
2I13 
2JEF 
2NTC 
2PI0 
2R2T 
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2R2U 
2V4R 
2VS7 
3A46 
3BRF 
3CFP 
3CVT 
3E40 
3EYZ 
3FSI 
3G6X 
3G9J 
3GPP 
3H0D 
3JXD 
3KTQ 
6PAX 
 
2R8H 
2VBJ 
2W7N 
3A4K 
3BRG 
3CFR 
3CVV 
3E54 
3EZ5 
3FYL 
3G6Y 
3G9M 
3GPU 
3H40 
3K57 
3L2C 
9ANT 
2R8I 
2VBL 
2W9B 
3AAF 
3BS1 
3CMY 
3CW7 
3E6C 
3F21 
3G6P 
3G73 
3G9O 
3GPX 
3HDD 
3K58 
3L8B 
2RBF 
2VBN 
2WIW 
3BAM 
3C0W 
3CO6 
3CWA 
3ECP 
3F22 
3G6Q 
3G8U 
3G9P 
3GPY 
3IAG 
3K59 
3PVI 
2SSP 
2VBO 
2YVH 
3BDP 
3C0X 
3COA 
3D0A 
3EEO 
3F2B 
3G6R 
3G8X 
3GFI 
3GQ3 
3IAY 
3K5A 
4BDP 
2UVV 
2VE9 
2Z3X 
3BJY 
3C25 
3COQ 
3DVO 
3ERE 
3F2C 
3G6T 
3G97 
3GO8 
3GQ5 
3IGC 
3K5M 
4CRX 
2UYC 
2VLA 
2ZKD 
3BM3 
3C2I 
3CQ8 
3DW9 
3EXJ 
3FC3 
3G6U 
3G99 
3GOX 
3GQC 
3JTG 
3KDE 
4KTQ 
2UZ4 
2VOA 
2ZO0 
3BRD 
3CBB 
3CRX 
3E3Y 
3EYI 
3FDQ 
3G6V 
3G9I 
3GP1 
3GXQ 
3JXC 
3KMD 
6MHT 
TABLE C.1 List of PDB codes of protein-DNA complex structures used in the 
crystal structure survey. 
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