Abstract. The existence of travelling wave solutions for a density-dependent selection migration model in population genetics is proven. A single locus and two alleles are assumed. It is also assumed that the fitnesses of the heterozygotes in the population are below those of the homozygotes. The method of proof is by constructing an isolating neighborhood and computing a connection index.
where h e C1[0, 1] , h(0) 0 and h(1) 0 [1] , [10] . This equation is popular because it has numerous applications, one of which is to describe the dynamics of a certain gene frequency in a population subject to selection pressure and random migration [11] . In such an application, many simplifying assumptions had to be made in order that the situation can be modeled by (1) . Some of these assumptions are more serious than others, but the most restrictive is probably the assumption that the population density remains constant throughout space and time. We would like to develop and analyze a model that does not have this requirement, and to compare our results to those of (1) . We shall develop such a model in this section. The rest of the paper is devoted to proving the existence of travelling wave solutions for an important case of the model. A complete discussion of selection-migration models and the mathematics of (1) may be found in [9] .
Consider a population of diploid individuals living in a one-dimensional homogeneous habitat which we assume to be the entire real line. Suppose a particular pair of chromosomes carries at one of its loci a particular gene that occurs in two forms, called alleles, which we denote by A and a. Then the population may be divided into three classes or genotypes: AA, aa, and Aa. Individuals with the first two genotypes are called homozygotes while individuals with the last genotype are called heterozygotes.
Let pl (x, t), p2(x, t), p3(x, t) be the densities of genotypes AA, Aa, and aa at point x and time t, respectively. We assume that the population mates randomly without regard to genotype, produces offspring at the rate r and that the population diffuses with a constant rate 1. Let T, T2, T3 denote the death-rates of the individuals with genotypes AA, Aa, and aa, respectively, and let n(x, t) denote the total population These equations hold without any assumptions on the dependence of the birth and death rates on x, t and In population genetics, the frequency of an allele is more interesting than the densities of the genotypes. Let p(x, t) (pl + 1/2P2)/n be the frequency of allele A in the population. Then a straightforward but tedious calculation yields the following equation for p, and we have assumed that r and Ti depend on p and n only. We can also obtain an equation for n by simply adding the equations in (2) . Doing so, we obtain,
on nt nxx + g(P, n)n + (T 2T2 + T3) -, where g(p, n) r p2T1 2p(1 p)T2 (1 p)2T3. The above method of deriving (3) and (4) from (2) is contained in the appendix of [1] . Equations (3) and (4) are insufficient to determine p and n; we need another equation for a. The quantity a measures the deviation of the population from
Hardy-Weinberg equilibrium. For discrete-time models, the Hardy-Weinberg principle says that with random mating, and in the absence of factors which affect the gene frequencies, the genotype frequencies will arrive at and remain in the proportion p2:2p(1-p) (1-p)2 after one generation. Such a proportion is called the HardyWeinberg equilibrium. Note that a 0 in this case. In a continuous-time model,
Hardy-Weinberg equilibrium is attained only asymptotically [6] . In this paper we shall make the assumption that a 0. Hence we obtain the following reactiondiffusion system, p pxx + 2 pzn + f (p, n)p(1-p), n nt nx + g(p, n)n.
It is worthwhile to see how (1) can be derived from (2) using a scaling argument. Let v p2/n. From (2) (4) , under the same scaling of space and time and setting e 0, we obtain g(p, n) 0. Suppose the birth and death rates are functions of n only.
Then since '1 T2 T3 =--T, we have n K which is the root of the equation r(n) T(n). For e > 0, we substitute a 0 and n g into (3) and obtain (1) where h(p) p(1 --p){p(T2(K) T1 (g)) + (1 --p)(T3(K) T2(K))}. The above scaling argument is taken from 2.3 of [9] .
By relabeling the two alleles A and a, it can always be assumed that T3 _> T1 SO that there are three cases to consider in (1) In this paper, we shall consider the heterozygote inferior case of (5) ; that is, T2(n) lies above ri(n) for i 1, 3. We prove the existence of travelling wave solutions for (5) under additional assumptions on f and g. We shall discuss these assumptions in the next section. The proof of our existence theorem is based on the connection index from the Conley index theory. For the sake of completeness, we have provided a brief description of this index in 3. The computation of the connection index as well as the proof of our theorem are given in 4. To compute the connection index, we continue the original problem to a problem where the computation is much easier.
In the last section, we provide a specific example and show that we can easily follow the above-mentioned continuation method numerically. In a forthcoming paper we shall prove that the travelling wave shown to exist here is stable in the case of weak selection.
2. Hypotheses and result. There are two types of hypotheses for our theorem, those that are motivated by our model ((A1) and (A2) below) and those that are necessary to complete our mathematical argument ((A3) and (ha) below). We begin by listing the hypotheses for f and g. (A2) The nullclines f 0 and g 0 intersect at a point (p*, n*) in the region Q{(p,n)10<p<landn>0} withp* < 3" EXISTENCE OF TRAVELLING WAVES 873 (A3) Let the curve g 0 intersect the line p 0 at K3 and the line p 1 at K1. We assume that 0 < K3 < K1 and f (p, K3)p(1 p)dp < O.
(A4) There exists a > 0 such that .f(p, n*) >_ a(p-p*) for 0 <_ p <_ 1 and (7) g(0, n*) < min (1, a) p, We now explain how hypotheses (A1) and (A2) can be satisfied by our model.
Suppose the functions r and Ti, i 1,2,3 depend only on n (density-dependent selection) and that they are continuously differentiable on the interval [0, x)). It is more convenient to write f and g in terms of the fitness functions yi where rii(n) r(n)-Ti(n). Doing so, we obtain,
Condition (6) is therefore satisfied. The function g represents the fitness of the entire population.
We are interested in the heterozygote inferior case of (5) . A weaker condition than heterozygote inferiority is 1 --3 > 2r]2 for n _> 0. From (8) , this is equivalent to the condition fp > 0 for n _> 0 in (A1).
In ecological models, it is frequently assumed that resources are scarce so that the growth rate of the population decreases with increase in population size. Thus (5) . The comparison principle is not valid for (5) . For an example where these inequalities and ?/1 4-?/'/3 > 2?/2 are satisfied let ?/i(n) ri(1 -(n/K{)), i 1, 2, 3 where r, K are positive constants chosen so that 2r2 < rl +r3, rl/gl +r3/K3 < 2(r2/K2) and rl/K1 < r2/g2 < r3/K3.
Since fp > 0 and gn < 0, the implicit function theorem implies that there exist functions and such that f(p, (p)) 0 and g(p, t(p)) 0 for p in the unit interva.1.
Since fn > 0, is decreasing in p. We assume that the graphs of and t intersect at some point (p*,n*) where 0 < p* < 1 / 2 and n* > 0. From (6) , it is easy to see that (p*, n*) is unique and achieves a minimum at p*. From (8) ?/22(n*) ?/l(n*)?/3(n*) which is equivalent to g(0, n*) a(p*)2. Finally, substituting ?/2(n*) -V/?/l(n*)?/3(n*) into p* C2(n*), we obtain V/?/3(n + so that p* is small if and only if ?/3 (n*)/?/1 (n*) is small. It is obvious that the constant solutions of (5) in el(Q) are (0, 0), (1, 0), (p*,n*), (0, K3) and (1, K1 (5) for all x and t > 0. Equivalently, (i5, ) satisfies the system of ordinary differential equations, (9) p" gp'
on R where d/dz. As in the case of a single equation, we look for a travelling wave solution of (5) which connects the two stable equilibria (0, K3) and (1, gl); i.e., (15, ) satisfies the boundary conditions: (10) lim (p(z), n(z)) (0, K3),
Under the hypotheses (A1)-(A4) we can prove the following theorem. THEOREM 2.1. There exists a positive wave speed 0 such that (9) has a solution (, t) which satisfies (10) . Furthermore, ' > 0 while t has at most one local minimum ot 1o
The proof of Theorem 2.1 is based on the connection index theory.
3. The connection index. In this section we shall provide a cursory description of the connection index so that readers who are unfamiliar with such concepts can understand the proof of our theorem quickly. Many technical details are therefore omitted, but they can all be found in the papers [4] , [5] , [12] . The connection index is actually based on the Conley index [3] which we now describe. A homotopy invariant index, called the connection index, can be defined for the connection triples [5] . It has many properties similar to the Conley index. We denote the connection index by (S, S', S") and postpone its definition together with an example to the end of this section.
Our proof of Theorem 2.1 relies on the following result in [5] . This theorem clearly implies that if one can prove that
(1 A h(S')) V h(S") for some connection triple (S, S',S"), then there exists 6 E (01,02) such that S(O) _ Sl! S' ()U (O) Our connection triple is constructed so that S' () and S" (8) are the rest points. Therefore there must be another orbit in N(O) besides S' (6) and S" (0). We now give the definition of a connection triple (S, S', S"). The following is taken from [5] .
Extend the flow (11) 
where :)'(p,n) A:(p,n)+ (1 A)(p-p*) and g)'(p,n) Ag(p,n)+ (1 -/) (n* -n).
When A 1, we recover our original model and when A O, (13) (16) implies that n has a local minimum at z 0. Otherwise, n' (0) < 0. In both cases, since n cannot have a local maximum at a point above gX 0 or a local minimum below it, we conclude that (p, n)(-cx) (0, K3 ) and that n' < 0 for z < 0.
Multiply the first equation in (13) by p v and integrate to obtain:
f (p)))p(1 p)dp + 2) dz.
(17) (p')2dz
The right side of (17) is less than fo f(P,K3)P(1 -p)dp < 0 because n < 0 for z < 0, f > 0 and assumption (A3). This contradicts the assumption that t? > 0.
Therefore vz > 0 along any nonconstant orbit in I(). D It now follows that the only orbit of (16) Finally, we must remove a neighborhood of Y*. To do this, we use a result of [5] concerning the excision of a portion of an invariant set. Let S be a compact invariant set of a flow and Sr c S an isolated set relative to S; that is, there is a compact relative neighborhood Nr of Sr in S such that Sr I(Nr). Let A + A+(S, Sr) be the points on solutions in S\Sr that tend to Sr in forward time. Similarly, let A-A-(S, St) be those points which tend to S in backward time. A proof of the following lemma can be found in 4D of [5] . 
I(\W) N O(I\W) I() 01\(S tJ A + J A-).
We will take to be and Sr the rest point Y*. In this case, A+(I(I), Y*) is the component of the stable manifold at Y* that is contained in I(). Proof. We first show how to obtain the upper bound * assuming that the lower bound .h as been found. Recall [10] that if the initial data w0 satisfies the conditions lim supx__o To(x) < p and lim inf-oo To(x) > p, then w(x-O*,t, t) is essentially bounded between two translates of W.
Let u(x,t) (x-bt) and v(x,t) a(x/t) where -2L1. From (13) , i5"-i5' + f (i5, )I5(1 15) >_ 0 so that u satisfies the inequality ut <_ ux + f (u, v)u(1 u). Since fn > 0 and n _< g +, we have ut <_ ux + f(u,g+)u (1-u This fact may be proved using the same method we used to prove the upper bound 0". p.
It is also known [2] that for the above bistable equation, t?, is given by x/( ).
We now proceed to find the minimum of u.
If n' >_ 0, then minz u(z) >_ 0 so that >_ -(1/2 -p*) >_ v/2min(1, a)(1/2 -p*).
Suppose u is not monotone. Then u cannot have a local maximum. For if u achieves a local maximum at, say, z 0, then (i5, t)(0) lies below g 0. Since cannot have a local minimum below g 0, is either increasing for z < 0 or decreasing for z > 0.
But then this would imply that either (15,fi)(-cx) (0, K3 ) or (lh, fi)(oc) (1, K) which is impossible. Therefore, we assume that has a unique minimum at z 0, is decreasing on (-oc, 0), is increasing on (0, oc) and the minimum of u occurs at some point z0 < 0.
From (13) , u satisfies the equation u' -u 2 / u-g where g(z) g(, )(z). The numerical method used here is similar to the method given in [7] . The approximation is based on the following equations: In [7] , the parameter T is fixed and the e's are allowed to vary. Since the translate of a travelling wave is also a travelling wave, another constraint is needed to fix the phase of the solution. In [7] , it was required that the L2-norm of the difference between the derivatives of two successive approximations be at a minimum. This requirement takes the form of an integral condition. In the presence of sharp fronts, which occur for singularly perturbed equations, this condition is derived so as to economize the numerical calculations. For this model it is more economical to simply set el 3 e, a fixed positive number, forego the integral constraint and allow T to be a free parameter. Along the solution branch we need to compute for each A the solution vector Y, the wave speed , T and the mij's so that the boundary conditions (21)- (22) hold.
To find a starting solution of (21) at A 0 we use Y(z) (u(z),u' (z),n*, O) where exp(Tx//2(z-1/2)) 1 / exp(Tx//2(z-1/2))' with 0 /(1/2 -p*). This is a solution of (16) at A 0 connecting Y3 to y0. At A 0 we fix T 50 and compute e from the exact solution, thereafter holding e fixed and allow T to vary. The numerical continuation is computed using the continuation program AUTO [8] . The results of this computation are shown below.
In Fig. 5 we have plotted the wave speed 0 versus the homotopy parameter A. In 6 we have plotted the n-component of the solution as a function of z for A 0, 5, and 1. We see that n is clearly not monotone at A 1. In Fig. 7 we have plotted the projection of the solutions for A 0, , and 1 onto the p-n phase plane.
