Abstract-Recently, THF-NLFXLMS algorithm was developed to compensate the nonlinearity encountered in nonlinear active noise control systems. Despite similar performance, this algorithm is more advantageous than the Nonlinear Filtered-X Least Mean Square (NLFXLMS) due to the use of tangential hyperbolic function (THF) instead of scaled error function (SEF) which allows the degree of nonlinearity to be modeled. In addition, the computational complexity is relatively small compared to other direct nonlinear adaptive algorithm like the Volterra filter. In this paper, the performance of THF-NLFXLMS algorithm for Hammerstein secondary path structure is quantified and compared with NLFXLMS and the Volterra Filtered-x Least Mean Squares (VFXLMS) algorithm of similar computational complexity. The results show that the THF-NLFXLMS algorithm has similar performance as NLFXLMS algorithm and outperforms 2 nd order VFXLMS algorithm.
I. INTRODUCTION
The performance of linear Active Noise Control (ANC) algorithms such as FXLMS degrades due to the nonlinearity sources that exist in the system. Nonlinear Filtered-x LMS (NLFXLMS) algorithm is suitable for nonlinear active noise control (NANC) systems where the secondary path contains nonlinearity. The secondary path in NANC consists of several components such as: anti-aliasing, A/D and D/A converters, power amplifiers, loudspeakers, microphones and acoustic path [1] - [2] . Any of these components may exhibit nonlinear characteristics that affect the adaptive control system. The secondary path structure can be represented as block-oriented structure for design purposes namely Hammerstein, Wiener, and Wiener-Hammerstein [3] .
shows close performance to NLFXLMS. In addition, it can be used in real-time application since the degree of nonlinearity can be estimated and utilized accordingly.
In previous work [5] , the Volterra Filtered-x LMS (VFXLMS) algorithm was proposed. This algorithm can compensate the nonlinearity of the NANC using Volterra filters. However, the drawback of VFXLMS algorithm is heavy computational complexity as well as stability issues [6] .
In this paper, the performances of NLFXLMS, THF-NLFXLMS and 2 nd VFXLMS algorithms are compared for Hammerstein secondary path structure.
II. METHODOLOGY

A. NLFXLMS
FXLMS algorithm is widely used in ANC system due to its simplicity. The secondary path in FXLMS is usually considered to be linear. However, in real time implementation the secondary path may contains nonlinearity. The NLFXLMS algorithm was proposed to compensate the nonlinearity in the secondary path. In the work of [4] and [8] , the NLFXLMS algorithms were proposed for Hammerstein and Wiener secondary path structures. It was shown that NLFXLMS outperforms FXLMS algorithm by 5dB when the nonlinearity exist in the system. The saturation nonlinearity in NANC system is usually represented by scaled-error function (SEF). The NLFXLMS algorithm requires the knowledge of the degree of nonlinearity in SEF. However, since it is unknown, the NLFXLMS is limited in application. In the work [4] , it was shown that tangential hyperbolic function (THF) can accurately model SEF up to certain level of accuracy and new THF-NLFXLMS algorithm was proposed. The THF-NLFXLMS algorithm ______________________________________________________________ Ministry of Science, Technology and Innovation (MOSTI) of Malaysia, ScienceFund Grant 06-01-04-SF1778.
where is the step size, ( ) and ( ) are the error and control signals respectively, ̂ is the reference signal filtered through secondary path ( ) and
The SEF is used to represent the saturation effect of nonlinearity and is given by:
where 2 is the degree of nonlinearity.
The drawback of NLFXLMS algorithm is that the knowledge of the degree of nonlinearity must be known in advance. This limits the applicability of the NLFXLMS algorithm.
B. THF-NLFXLMS
Another indirect adaptive algorithm used in NANC system is the THF-NLFXLMS algorithm. In the work of [4] and [7] it was shown that the THF can model SEF up to a certain degree of nonlinearity.
The THF is given by:
where and are the scaling parameters. 
The modeling equations of linear secondary path ̂( ) and scaling parameters of nonlinear THF function ̂ and ̂ are given by:
where is modeling signal vector with length .
C. VFXLMS
VFXLMS algorithm is a direct adaptive algorithm whereby the controller is adapted directly without requiring the model of the secondary path in the controller updating equation. The algorithm is effective in compensating the system's nonlinearity but has high computational complexity.
The general -order discrete input-output relationship for Volterra filters is written as [5] :
where is the order of the Volterra filter and ( ) is defined
Here, represents the maximum number of past input samples and ℎ is the impulse response of -th order Volterra kernel of the system. The adaptive filter weights are updated according to the gradient-descent algorithm. The weight updating expression is represented by:
The 2 nd order FXLMS has the closest computational complexity to THF-NLFXLMS and is chosen as a comparison. The computational complexity of these algorithms is provided in Table I where N is a length of control filters and L is length of secondary path FIR filters. Note that in applying the Volterra algorithm, the linear secondary path still needs to be modeled to generate the filtered reference signal and the computational requirement is stated in the table.
III. RESULTS AND DISCUSSION
A. Secondary path simulation
To excite the nonlinear block, Gaussian white noise of zero mean and a unit variance is used as modeling signal. The length of the estimated S is set to L=10. The step sizes ( , , ) of the adaptive algorithm are set to 0.001 to ensure stability of the algorithm. The degree of nonlinearity of SEF used in this simulation is set to 2 =1.2 which translate into = 1.5492 and = 0.6455 using the relationship = 1 √2 2 ⁄ and = √2 2 [4] . Figure 3 and Figure 4 show the adaptation of and , respectively. ̂ converged to , however ̂ did not converge to . This is expected due to gain swapping effect whereby the gain of the filter model is reflected in the gain of the control filter [7] . 
B. Control simulation
The controller algorithms are simulated using modeling results in A. The mean square error (MSE) is calculated by averaging 500 independent runs. The white noise input ( ) with 2 =1 and ( ) with 2 =10 −6 are uncorrelated. The controller length is set to N=10. Figure 5 shows the comparison of 2 nd order VFXLMS, THF-NLFXLMS and NLFXLMS algorithms. NLFXLMS is considered as benchmark and has highest level of noise cancellation. THF-NLFXLMS algorithm shows close performance with NLFXLMS with a difference if less than 0.5dB. Furthermore, the THF-NLFXLMS shows significant noise reduction of 5dB compared to 2 nd order VFXLMS algorithm. 
IV. CONCLUSION
The performance of THF-NLFXLMS is better that 2 nd order Volterra and close to the benchmark NLFXLMS. THF-NLFXLMS is more advantageous than NLFXLMS such that the degree of nonlinearity is estimated rather than assumed. Furthermore, THF-NLFXLMS is more advantageous than VFXLMS such that the computational complexity is much lower and able to generate better performance.
