Abstract. The Bethe Strip of width m is the cartesian product B × {1, . . . , m}, where B is the Bethe lattice (Cayley tree). We prove that Anderson models on the Bethe strip have "extended states" for small disorder. More precisely, we consider Anderson-like Hamiltonians H λ = 1 2 ∆ ⊗ 1 + 1 ⊗ A + λV on a Bethe strip with connectivity K ≥ 2, where A is an m × m symmetric matrix, V is a random matrix potential, and λ is the disorder parameter. Given any closed interval
Introduction
The Bethe strip of width m is the cartesian product B × {1, . . . , m}, where B denotes (the vertices of) the Bethe lattice (Cayley tree), an infinite connected graph with no closed loops and a fixed degree (number of nearest neighbors) at each vertex. This fixed degree will be written as K + 1 with K ∈ N called the connectivity of B. The distance between two sites x and y of B will be denoted by d(x, y) and is equal to the length of the shortest path connecting x and y. The ℓ 2 space of functions on the Bethe strip, ℓ 2 (B × {1, . . . , m}), will be identified, as needed, with the tensor product ℓ 2 (B) ⊗ C m , with the direct sum x∈B C m , and with ℓ 2 (B, C m ) = u : B → C m ; x∈B u(x) 2 < ∞ , the space of C m -valued ℓ 2 functions on B, i.e., We consider the family of random Hamiltonians on ℓ 2 (B × {1, . . . , m}) given by
Here ∆ denotes the centered Laplacian on ℓ 2 (B), which has spectrum σ(∆) = [−2 √ K, 2 √ K] (e.g., [2] ). We use 1 2 ∆ in the definition of H λ to simplify some formulas. A ∈ Sym(m) denotes the "free vertical operator" on the Bethe strip, where Sym(m) ∼ = R 1 2 m(m+1) is the set of real symmetric m × m matrices. V is the random matrix-potential given by V = x∈B V (x) on x∈B C m , where {V (x)} x∈B are independent identically distributed Sym(m)-valued random variables with common probability distribution µ. The coefficient λ is a real parameter called the disorder. In particular, for u ∈ ℓ 2 (B, C m ) we have (H λ u)(x) = (1.3)
An important special case of this model is the Anderson model on the product graph B × G, where G is a finite graph with m labeled vertices. If A G is the adjacency matrix of the graph G, i.e., (A G ) k,ℓ denotes the number of edges between k ∈ G and ℓ ∈ G, then ∆ ⊗ 1 + 1 ⊗ A G is the adjacency operator on the product graph B × G. If in (1.2) we take A = 1 2 A G and µ supported by the diagonal matrices, with the diagonal entries being independent identically distributed, then H λ is the Anderson model on A.K was supported in part by the NSF under grant DMS-1001509. [6] describes the motion of a quantum-mechanical electron in a crystal with impurities. If λ = 0, the following picture is widely accepted [6, 1] : In one and two dimensions the Anderson model always exhibits localization (i.e., pure point spectrum with exponentially decaying eigenfunctions). In three and more dimensions both localized and extended states (i.e., absolutely continuous spectrum) are expected for small disorder, with the energies of extended and localized states being separated by a "mobility edge".
We have by now a good understanding of localization. For the Anderson model there is always localization in dimension d = 1 [34, 9] and on the one-dimensional strip [35, 30] . For dimensions d ≥ 2, with suitable regularity conditions on the single site probability distribution there is always localization at high disorder or at the edges of the spectrum [17, 11, 39, 9, 13, 24, 3, 5, 41, 33] . The expected localization at all disorders in dimension d = 2 remains an open problem.
On the other hand, there are no results on the expected existence of absolutely continuous spectrum for the Anderson model in dimension d = 3 or higher. Existence of absolutely continuous spectrum has only been proven for the Anderson model on the Bethe lattice and similar tree like structures. Klein proved that, at low disorder, the Anderson model on the Bethe lattice has purely absolutely continuous spectrum in a nontrivial interval [25, 28, 26] and exhibits ballistic behavior [27] . More recently, different proofs for the existence of absolutely continuous spectrum on the Bethe lattice and similar tree structures have been provided in [4, 15, 16, 20, 22] . Absolutely continuous spectrum has also been shown in models were certain symmetries prevent localization, e.g., [38] .
Recently, Froese, Halasan and Hasler [15] extended the hyperbolic geometry methods used in [16, 20 ] to an Anderson model on the Bethe strip with connectivity K = 2 and width m = 2, proving the existence of absolutely continuous spectrum in an interval at low disorder. Their method requires working in the Siegel upper half plane when m = 2 instead of working in the upper half plane as when m = 1. They also conjectured the analogous result for general Bethe strips.
Klein's original proof of absolutely continuous spectrum for the Anderson model on the Bethe lattice [25, 28, 26] relied on the Implicit Function Theorem on Banach spaces and some crucial identities arising from a supersymmetric formalism. These ideas are extended to the Bethe strip in this article. In particular, we prove the conjecture in [15] , providing an extension of their results to Bethe strips of arbitrary connectivity K ≥ 2 and width m ∈ N.
In a sequel to this paper we prove ballistic behavior for the Anderson model in the Bethe strip at low disorder [31] , extending the results of [27] .
Going to the strip requires an extension of the supersymmetric formalism, as already seen by Klein and Speis [32, 29] in the one-dimensional strip. The change is akin to going from one-variable to multi-variable calculus. The formalism becomes more cumbersome: scalar quantities are replaced by matrix quantities, derivatives are replaced by partial derivatives, etc. In particular, a difference appears between Bethe strips with width m = 1, 2 and those with bigger widths, i.e., m = 3, 4, . . .. If m = 1, 2 only one replica of the supersymmetric variables suffices. But if m ≥ 3 one needs n ≥ m 2 replicas, as noted in [32] . This leads to more complicated function spaces, the fixed point analysis that is the crux of the proof is conducted on function spaces requiring derivatives up to order nm ≥ m 2 2 , not just of order m. To use the Implicit Function Theorem, one needs to prove the invertibility of certain operators in these spaces. This was done in [28] (for m = 1) by calculating eigenvalues and eigenfunctions of the operators explicitly, and proving that the linear span of these eigenfunctions is dense in the relevant Banach space. This density argument, which relied on results of Acosta and Klein [2] , does not carry over to the case m ≥ 2. In this article we use a different approach, showing that it suffices to carry the analysis in function spaces defined as closures of the linear span of certain eigenfunctions.
Besides the Anderson model on B × G, another interesting special case of (1.2) is the Wegner morbital model on the Bethe lattice: Set A = 0 and let the random matrix V (x) be distributed as in the Gaussian Orthogonal Ensemble (GOE). Then V (x) = V (x) t and the upper triangular entries are independent, centered, Gaussian variables with variance 1 along the diagonal and variance 1 2 for the off-diagonal entries. This model was introduced by Wegner [40] on the lattice Z d , where he studied the limit m → ∞. Dorokhov [12] studied a related quasi one-dimensional model. If A = 0, we will call H λ in (1.2) a general Wegner m-orbital model .
Analogous to the case of the Bethe lattice, it follows from ergodicity (the ergodic theorem in the Bethe lattice is discussed in [2, Appendix] ) that the spectrum of the Hamiltonian H λ is given by
with probability one [37, 10] , where σ(A + λV ) denotes the set of eigenvalues of the m × m matrix A+λV . For each choice of V the spectrum of H λ can be decomposed into pure point spectrum, σ pp (H λ ), absolutely continuous spectrum, σ ac (H λ ), and singular continuous spectrum, σ sc (H λ ). Ergodicity gives the existence of sets
sc with probability one [34, 10] .
Assumptions. In this article we always make the following assumptions:
The common probability distribution µ of the Sym(m)-valued random variables {V (x)} x∈B has finite (mixed) moments of all orders. In particular, the characteristic function of µ,
is a C ∞ function on Sym(m) with bounded derivatives. (III) Let a min := a 1 ≤ a 2 ≤ . . . ≤ a m =: a max be the eigenvalues of the "free vertical operator" A, and set
The interval I A,K is not empty, i.e.,
It would suffice to require µ to have finite moments up to order 2m m 2 ; we require all moments for simplicity. Note also that for a fixed A we can always obtain (1.7) by taking K big enough.
If I ⊂ I A,K is a compact interval, it follows from (1.4) that I ⊂ σ(H λ ) for λ small enough. We will prove that under the above assumptions H λ has "extended states" in I for small disorder. Theorem 1.1. For any compact interval I ⊂ I A,K there exists λ(I) > 0, such that for any λ with |λ| < λ(I) the spectrum of H λ in I is purely absolutely continuous with probability one, i.e., we have Σ λ,ac ∩ I = I and Σ λ,pp ∩ I = Σ λ,sc ∩ I = ∅.
In particular we get the following interesting cases. 
Then for all compact intervals I ⊂ I m , if λ is small enough, the matrix Anderson model H λ has purely absolutely continuous spectrum in I with probability one. 
, if λ is small enough, the general Wegner m-orbital model H λ has purely absolutely continuous spectrum in I with probability one.
The key object to be analyzed is the m × m matrix Green's function of H λ :
where x, y ∈ B, j, k ∈ {1, . . . , m}, and z = E + iη with E ∈ R, η > 0. Here |x, k denotes the C mvalued function u(y) = δ x,y e k , where e k is the k-th canonical basis vector in C m , so {|x, k ; x ∈ B, k ∈ {1, . . . , m}} is an orthonormal basis for ℓ 2 (B, C m ). Similarly to the Bethe lattice (see [2] for a discussion of the integrated density of states in the Bethe lattice) we define the integrated density of states N λ (E) by 10) where E denotes the expectation with respect to the distribution of {V (x)} x∈B .
For any x ∈ B and any potential V, G λ (x, x; E + iη) is a continuous function of (λ, E, η) ∈ R × R × (0, ∞); to prove it one uses the resolvent identity plus the fact that, as long as η > 0, we have λV(λV − iη) −1 → 0 strongly as λ → 0. It then follows from the Dominated Convergence Theorem that E(G λ (x, x; E +iη)) and E(|G λ (x, x; E +iη)| 2 ) are also continuous functions of (λ, E, η) ∈ R×R×(0, ∞). The crucial observation is that we can let η ↓ 0 inside I A,K . (i) For all x ∈ B the continuous functions
have continuous extensions to (−λ(I), λ(I)) × I × [0, ∞). (ii) For any λ with |λ| < λ(I) the integrated density of states N λ (E) is continuously differentiable onI, the interior of I, and for all E ∈I we have
(1.14) Theorem 1.1 will follow from part (iii) in the theorem, an immediate consequence of part (i). Realizing that
is the Stieltjes transform of the integrated density of states, we see that part (ii) also follows from part (i). Thus, we only need to prove part (i).
Since A is symmetric, there exists an orthogonal matrix
O is a matrix potential like V itself. Hence by conjugating the distribution µ of the matrix potential V (x) we can assume, without loss of generality, that A is diagonal and we will do so in the proofs. Thus from now on we assume
This article is organized as follows: In Section 2 we introduce the supersymmetric formalism and the crucial supersymmetric function spaces. In Section 3 we use the supersymmetric replica trick to rewrite the matrix Green's function, and derive a fixed point equation for a certain supersymmetric function from which we calculate the averaged Green's matrix. In Section 4 we obtain analogous results for the averaged squared matrix Green's function. In Section 5 we perform a fixed point analysis using the Implicit Function Theorem to show the existence of continuous extensions for the solutions of the fixed point equation to energies on the real line. Finally, in Section 6 we show that these continuous extensions yield the proofs of Theorems 1.1 and 1.4.
The supersymmetric formalism
The formalism described here can be found in more detail in [7, 14, 23, 32] . In particular, [32] contains all the important formulas we need. In this section we introduce our notation and review the relevant results.
2.1. Supervariables and supermatrices. Given m, n ∈ N, let {ψ k,ℓ , ψ k,ℓ ; k = 1, . . . , m, ℓ = 1, . . . , n} be 2mn independent Grassmann variables, i.e., they are generators of a Grassmann algebra isomorphic to Λ 2mn (R). In particular, they all anti-commute and the algebra is given by the free algebra over R generated by these symbols modulo the ideal generated by the anti-commutators
where i, k = 1, . . . , m and j, ℓ = 1, . . . , n. This algebra is finite dimensional and will be denoted by Λ(Ψ), where Ψ denotes the matrix of pairs Ψ = (ψ k,ℓ , ψ k,ℓ ) k,ℓ . Its complexification will be denoted by Λ C (Ψ) = C ⊗ R Λ(Ψ). We denote the set of one forms (linear combinations of the generators) by Λ 1 (Ψ). Sometimes we will also allow to add and multiply expressions from different Grassmann algebras Λ(Ψ) and Λ(Ψ ′ ). In this case, sums and products have to be understood in the Grassmann algebra Λ(Ψ, Ψ ′ ), which is generated by the entries of Ψ and Ψ ′ as independent Grassmann variables. A supervariable is an element of
will be called a supermatrix if all the appearing one-formsψ k,ℓ ,ψ k,ℓ , k = 1, 2 . . . , m and ℓ = 1, 2 . . . , n, are linearly independent. The collection of all supermatrices is a dense open subset of the vector space
Linear maps defined on L m,n (Ψ) have to be understood as restrictions of linear maps defined on
Supermatrices (Φ i ) i are said to be independent if Φ i ∈ L m,n (Ψ i ) for all i, and all the entries of the different Ψ i are independent Grassmann variables.
We also consider matrices ϕ = (ϕ k,ℓ ) k,ℓ with entries in R 2 . Writing each entry ϕ k,ℓ as a row vector, ϕ may be considered as m × 2n matrix with real entries. Similarly, one may consider Ψ as m × 2n matrix with entries in Λ 1 (Ψ). With all these notations one may write Φ = (ϕ, Ψ), splitting a supermatrix into its real and Grassmann-variables parts.
For supervariables φ 1 = (ϕ 1 , ψ 1 , ψ 1 ) and φ 2 = (ϕ 2 , ψ 2 , ψ 2 ) we define
By Φ k we denote the k-th row vector (φ k,ℓ ) ℓ=1 ...,n of a supermatrix Φ. For the row vectors of two supermatrices Φ and Φ ′ we set
We also define a dot product between supermatrices by
Furthermore, we introduce the m × m matrix Φ ⊙2 with entries in Λ(Ψ) by
In addition, for any complex m × m matrix B and supermatrices Φ, Φ ′ we set
These definitions may be memorized as follows: If n = 1, Φ is a column vector indexed by k and BΦ corresponds to a matrix vector product and Φ ′ · BΦ is the dot product of vectors of supervariables. For general n the supermatrix Φ has columns indexed by ℓ = 1, 2, . . . , n, "the n replicas", and in all definitions of dot products there is an additional sum over this index.
For a supermatrix Φ = (ϕ, Ψ), where ϕ ∈ R m×2n and Ψ ∈ Λ 1 (Ψ) m×2n , one has
It follows that
where J is the 2n × 2n matrix consisting of n blocks
Given a matrix B as in (2.5) and ϕ ′ , ϕ ∈ R m×2n , we write
A complex superfunction with respect to Λ(Ψ) is a function F :
2mn } be a basis for Λ(Ψ) over R. Each β i is a polynomial in the entries of Ψ (since we required the entries of Ψ to be independent) and F is of the form
We interpret this as a function F (Φ) where Φ = (ϕ, Ψ). In this sense the map Φ → Φ · BΦ as in (2.5) can be considered as a superfunction. Similarly one can define superfunctions
respectively, for all i in the expansion (2.10). Similarly, we write F ∈ S(L m,n ) if F i ∈ S(R m×2n ), the Schwartz space. Let us now define the integral over the Grassmann variables in the following way. For a fixed pair k, ℓ we write
are superfunctions not depending on ψ k,ℓ and ψ k,ℓ . Then
If all functions F i in the expansion (2.10) are in L 1 (R m×2n ), we say that F ∈ L 1 (L m,n ) and define the supersymmetric integral by
2.2. Supersymmetries and supersymmetric functions. To obtain the full set of supersymmetries, we introduce another Grassmann variable as in [32] . So let ξ be a new Grassmann variable, independent of Ψ = (ψ k,ℓ , ψ k,ℓ ) k,ℓ , k = 1, . . . , m and ℓ = 1, . . . , n, and let Λ(ξ) and Λ(Ψ, ξ) denote the Grassmann algebras generated by ξ and Ψ ∪ {ξ}, respectively. We consider the real vector space
The scalar product on R 2 extends to a R ⊕ ξΛ 1 (Ψ)-valued scalar product on M by
A generalized supervariable is a triple (ϕ, ψ, ψ) where ϕ ∈ M and ψ, ψ ∈ Λ 1 (Ψ, ξ). Generalized supermatrices are defined in terms of generalized supervariables in the same way supermatrices were defined in terms of supervariables. The dot product for generalized supervariables and supermatrices is defined similarly to (2.1) and (2.3), respectively. We also extend definitions (2.4) and (2.5) to generalized supermatrices. The collection of generalized supermatrices will be denoted byL m,n , a dense open subset of a real vector space. Note that L m,n ⊂L m,n .
Note that for Φ ∈ L m,n the matrix Φ ⊙2 has entries in Λ(Ψ), which are polynomials of degree 2 in the Grassmann generators. If Φ ∈L m,n , the matrix Φ ⊙2 has entries in Λ(Ψ, ξ) ⊃ Λ(Ψ). To get some understanding of supersymmetric transformations, let us first consider supersymmetries that do not mix commuting and Grassmannian variables. These supersymmetries include the orthogonal group O(2n) as follows. In view of (2.
The set of such S is isomorphic to the real symplectic group Sp(2n, R).
Simple supersymmetric transformations mixing commuting and Grassmannian variables are given by the maps C : L m,n →L m,n , with p = 1, 2 . . . , n and b,b ∈ R 2 , defined by
for k = 1, . . . , m and ℓ = 1, . . . , n.
The dual action of supersymmetries on superfunctions is defined as follows. Given
, where by ∂ i we denote the i-th partial derivative. Higher order terms of the Taylor expansion are not needed due to the fact that
, we write it as in (2.10), and define the function
where we used (2.16).
The set of such supersymmetric functions will be denoted by
Since supersymmetries leave Φ ⊙2 invariant, one may expect that every supersymmetric function F can be written as a function of Φ ⊙2 , i.e., F (Φ) = f (Φ ⊙2 ). This is possible in the following sense. Let Sym + (m) denote the non-negative, real, symmetric m × m matrices; clearly ϕ ⊙2 ∈ Sym + (m) for
Lemma 2.5]. We denote by C ∞ (Sym + (m)) the set of continuous functions f on Sym + (m) which are C ∞ on the interior of Sym
) by a formal Taylor series expansion:
where
, the higher order expansion terms are neglected. Given n ≥ m 2 , we define C ∞ n (Sym + (m)) to be the subset of functions
In order to define the appropriate function spaces we need to consider the expansion in (2.18) in more detail. We will reduce the general case to the case n = 1. Let Φ (ℓ) denote the ℓ-th column vector of Φ, i.e. Φ (ℓ) is a m × 1 supermatrix with entries (ϕ k,ℓ , ψ k,ℓ , ψ k,ℓ ) k=1,...,m . Using the definition (2.4) with n = 1 gives
19)
The different Φ (ℓ) are called replicas, e.g., [23, 32] . We also define the m × 2 matrices ϕ (ℓ) and Ψ (ℓ) , splitting Φ (ℓ) = (ϕ (ℓ) , Ψ (ℓ) ) in its real and Grassmann variables parts. The formal Taylor expansion of f ([Φ (ℓ) ] ⊙2 ) contains only terms with monomials in ψ j,ℓ , ψ k,ℓ with equal numbers of ψ j,ℓ 's and ψ j,ℓ 's. Let P m denote the set of pairs (ā, a) of subsets of {1, . . . , m} with same cardinality, i.e.,
For (ā, a) ∈ P m andā = {ā 1 , . . . ,ā c }, a = {a 1 , . . . ,ā c }, both ordered ( i.e.,ā j <ā k and a j < a k if
For a function f ∈ C ∞ (Sym + (m)), let ∂ j,k denote the derivative with respect to to the j, k-entry of the
Given (ā, a) ∈ P m , we set δ ∅,∅ to be the identity operator and δā ,a := det ∂ā r ,as r,s=1,2,...,c = det
Then a Taylor expansion in the Grassmann variables yields 
From this formula one can obtain an interesting Leibniz-type formula. Let (ā, a), Since the product of two smooth supersymmetric functions is smooth and supersymmetric, we obtain for all f, g ∈ C ∞ n (Sym + (m)) and all (ā, a) ∈ P n m that 
The supersymmetric Fourier transform T will play an important role in our
where we use the fact that the right hand side defines a supersymmetric function [32] . The integral with respect to DΦ only sees terms multiplied by Ψ c,c where (c, c) ∈ P n m with c ℓ = {1, . . . , m} for all ℓ, i.e. all sets in (c, c) are the complete set {1, . . . , m}. In other words Ψ c,c = k,ℓ ψ k,ℓ ψ k,ℓ , so Ψ c,c DΨ c,c = (−1) mn , where DΨ c,c = k,ℓ dψ k,ℓ dψ k,ℓ . For (ā, a) = (ā ℓ , a ℓ ) ℓ ∈ P n m we define the complement (Cā, Ca) ∈ P n m byā + Cā = c and a + Ca = c. Setting sgn(ā, a) = (−1) mn sgn(ā, a, Cā, Ca), we have
Clearly sgn(ā, a) = sgn(Cā, Ca). Interchanging each ψ k,ℓ with ψ k,l in Ψā ,a Ψ Cā,Ca gives a sign of (−1) mn because one applies a permutation consisting of mn transpositions. One then has a product of the form x,y ψ x ψ y . Changing this product to x,y ψ y ψ x gives another sign of (−1) mn . After these two changes one has switchedā and a. Therefore Ψā ,a Ψ Cā,Ca = Ψ a,ā Ψ Ca,Cā and hence the signs are the same. To summarize we get sgn(ā, a) = sgn(Cā, Ca) = sgn(a,ā) = sgn(Ca, Cā).
(2.33)
In order to relate the components in the Grassmann variables we need to expand e ıΦ ′ ·Φ , but the only terms that matter for the supersymmetric integral are with Grassmann monomials of the form Ψā ,a . As 
In particular, one has
Here F denotes the Fourier transform on R m×2n ; we abuse the notation by letting F f denote the function in S n (Sym + (m)) such that (F f )(ϕ ⊙2 ) is the Fourier transform of the function F (ϕ) = f (ϕ ⊙2 ). Using |a| + |Ca| = mn, sgn(a,ā) = sgn(Cā, Ca), and the fact that the inverse Fourier transform F * and F coincide on functions invariant under ϕ → −ϕ, we conclude that for all f ∈ S(L m,n ) we have
Following Campanino and Klein [8, 23, 32] , we introduce the norms ||| · ||| p on S n (Sym
.
(2.40)
We define the Hilbert space H as completion of S n (Sym + (m)) with respect to the norm ||| · ||| 2 . The
Banach spaces H p , p ∈ [1, ∞], are defined by Given B ∈ Ξ, let C be a complex symmetric m × m matrix such that C ≤
where p(M ) is a polynomial on the entries of M ∈ Sym + (m). We have uniform bounds in n:
Letting n → ∞, h n converges point-wise to zero. Similar statements hold for the derivatives Dā ,a h n . Thus, h n → 0 in H p by dominated convergence. It follows that PE(B + C) ⊂ H The same argument applies to H, which is the same as H 2 except for a scalar factor in the norm.
The supersymmetric Fourier transform T maps Gaussian functions, ϕ → exp(−Tr(Bϕ ⊙2 )), into Gaussian functions. Letting B = B 0 + tB 1 and expanding in t, one recognizes that T leaves PE(m) invariant. It follows that T is a unitary operator on H and a bounded operator from H 1 to H ∞ . This proves the following lemma. Lemma 2.6. The supersymmetric Fourier transform T is a unitary operator on H and H, and a bounded operator from H 1 to H ∞ and from H 1 to H ∞ .
The averaged matrix Green's function
We fix an arbitrary site in B which we will call the origin and denote by 0. Given two nearest neighbors sites x, y ∈ B, we denote by B (x|y) the lattice obtained from B by removing the branch emanating from x that passes through y; if we do not specify which branch was removed we will simply write B (x) . Each vertex in B (x) has degree K + 1, with the single exception of x which has degree K. Given Λ ⊂ B, we will use H λ,Λ to denote the operator H λ restricted to ℓ 2 (Λ, C m ) with Dirichlet boundary condition (i.e., free boundary condition). The matrix Green's function corresponding to H λ,Λ will be denoted by
where x, y ∈ Λ and z = E + iη with E ∈ R, η > 0. Special important choices of Λ are the sets B L , denoting all sites y ∈ B with d(0, y) ≤ L, and B (x|y) L denoting all sites x ′ ∈ B (x|y) with d(x, x ′ ) ≤ L. We will use the Green's matrix at the origin very often, therefore let us define
For special choices of Λ let us also introduce the following notations:
To each site x ∈ B we assign independent supermatrix variables
where the (ψ x ) k,ℓ , (ψ x ) k,ℓ are all independent Grassmann variables. Let B be an operator on ℓ 2 (B, C m ) and B Λ its restriction to ℓ 2 (Λ, C m ) for a subset Λ ⊂ B. For x, y ∈ Λ we define x|B Λ |y to be the m × m matrix with entries ( x, j|B Λ |y, k ) j,k . Furthermore, for a finite subset Λ ⊂ B, we define
with DΦ x as in (2.12), and
We will use this notation for
. We now take Im z > 0, Λ ⊂ B finite, and x, y ∈ Λ, and state identities that are crucial for our analysis.
If B Λ is an operator on ℓ 2 (Λ, C m ), symmetric (i.e., x, j|B Λ |y, k = y, k|B Λ |x, j ) with a strictly positive real part, then [32, Theorem III.
The supersymmetric replica trick [7, 14, 23] gives
for any ℓ ∈ {1, . . . , n}.
As H λ,Λ is a real operator ( i.e., it leaves ℓ 2 (Λ, R m ) invariant) the resolvent G λ,Λ is symmetric. This means [G λ,Λ (x, y; z)] j,k = [G λ,Λ (y, x; z)] k,j . Therefore one can replace (ψ x ) j,s (ψ y ) k,s in (3.7) by
In particular,
In order to simplify this equation one uses
which can be obtained from (3.6) by completing the square. We plug (3.11) into (3.10), take the limit L to infinity, and write Φ for the supermatrix variable Φ 0 , obtaining
If in (3.11) we repeat the argument used in (3.10) and let L → ∞, then for d(x, 0) = 1 we get
For any z = E + iη in the upper half plane, i.e., η > 0, we define
(3.14)
Theorem 3.1. For any λ ∈ R, E ∈ R and η > 0 one has
Proof. If we take expectations in (3.12) and (3.13), with respect to the potential's probability distribution, and recall that the V (x), x ∈ B, are independent, identically distributed random variables, we get (3.15) and (3.16).
Note that the Hamiltonian H 0 (i.e., λ = 0) splits into a direct sum of shifted Laplacians on m copies of the Bethe lattice. The Laplacians are shifted by the energies a i , i = 1, . . . , m, where A = diag(a 1 , . . . , a m ). In this case we can calculate G (0) 0 (z) as in [2] and obtain
. , m, then we have the point-wise limit
where A E is the diagonal matrix
In order to write (3.16) in a compact way, let us introduce the operator 20) where for a given function g ∈ C ∞ n (Sym + (m)) we use M (g), or M (g(ϕ ⊙2 )), to denote the operator given by multiplication by g(ϕ ⊙2 ):
Then (3.16) can be written as ζ λ,z = T B λ,z ζ K λ,z with T as defined in (2.30). The crucial observation is that this is a fixed point equation in H ∞ .
Proposition 3.2. We have:
(i) For η = Im z ≥ 0 the operator B λ,z is a bounded operator on H 1 , leaving H 1 invariant, and the
(iv) The equality (3.16) can be rewritten as a fixed point equation in H ∞ :
valid for all λ ∈ R and z = E + iη with η > 0, and also valid for λ = 0 and z = E with E ∈ I A,K .
Proof. (i): There are polynomials pā ,a defined on the complex symmetric matrices such that for any complex symmetric matrix B one has 25) since all moments of the random variable V (0) are finite. It follows that
In particular, B λ,z is a bounded operator on H 1 . In order to show that it leaves H 1 invariant it suffices to show that PE(m) is mapped to
If the distribution µ of V (0) is a point measure then it is easy to see that B λ,z f ∈ PE(m) ⊂ H 1 . If the distribution µ has compact support, we take a sequence of point probability measures µ n , supp µ n ⊂ supp µ, which converge weakly to µ. Let B n λ,z denote the corresponding operators when µ is replaced by µ n . As pā ,a (z − A − λV (0)) can be replaced by bounded continuous functions in λV (0) (deviating from the original function outside the support of µ) we get by weak convergence that B n λ,z f ∈ H 1 converges point-wise on Sym + (m), together with all its derivatives, to B λ,z f . By dominated convergence this is true with respect to the ||| · ||| 1 and ||| · ||| 2 norms, hence B λ,z f ∈ H 1 . Finally if µ is a measure such that all moments exist, we approximate it by the compactly supported measures µ1 { V <n} and use dominated convergence again to obtain B λ,z f ∈ H 1 .
Let λ n → λ, z n → z with non-negative imaginary parts, and f n → f in H 1 . Since B λn,zn f n − B λ,z, f H1 ≤ B λn,zn f n − B λn,zn f H1 + B λn,zn f − B λ,z f H1 it follows from the uniform boundedness of B λn,zn in operator norm and dominated convergence that both converge to zero.
Let f, g n ∈ H ∞ , f − g n H∞ → 0. Using (2.28) and Hölder's inequality in various ways one sees that
follows from the continuity of (λ, E, η, f ) → B λ,E+iη f as shown above since T is continuous from H 1 to H ∞ .
(ii): If η > 0, we can similarly show that B λ,z ζ K λ,z ∈ H p for all p ∈ [1, ∞]. It follows from (3.16) that (3.23) holds, so ζ λ,z ∈ H ∞ for all λ ∈ R and z = E + iη with η > 0. To prove the continuity, note that for any fixed potential V, G (0)
The continuity in (ii) then follows from the Dominated Convergence Theorem. Part (iii) is proven by explicit computations and dominated convergence. Finally, part (iv) follows from (3.16) and parts (i)-(iii). In particular, (3.23) for λ = 0 and z = E with E ∈ I A,K follows from continuity arguments.
The averaged squared matrix Green's function
In order to obtain absolutely continuous spectrum, we consider the expectation of
To do so, let us introduce independent supermatrices Φ + = (ϕ + , Ψ + ) and
2 ) denote the set of continuous functions on (Sym 
We also define the subspace S n ((Sym
Note that by construction F f (Φ + , Φ − ) is separately supersymmetric in both supervariables, i.e., for supersymmetries u + , u − acting on L m,n (Ψ + ) and L m,n (Ψ − ) respectively, one has
For λ ∈ R, E ∈ R and η > 0 let us introduce
since it is a symmetric matrix.
Theorem 4.1. One has
Proof. From (3.12) we get
Taking expectations we get (4.3). To prove (4.4), we use (3.13), (4.2), and take expectations.
For λ = 0 we have
Again, as in (3.18) , when E ∈ I A,K we have the point wise limit
with A E as defined in (3.19) . We want to rewrite (4.4) as a fixed point equation similar to (3.23) . To do so we need to introduce some tensor spaces and tensor norms. First let us introduce PE(m) ⊗2 = PE(m) ⊗ PE(m) which is the vector space spanned by functions g(ϕ
we define for 1 ≤ p ≤ ∞ the tensor norms
where · L p (ϕ + ,ϕ − ) denotes the p-norm of the L p space on R m×2n 2 in the variables ϕ + , ϕ − with respect to the Lebesgue measure d 2mn ϕ + d 2mn ϕ − . Now the Hilbert space tensor product K = H ⊗ H is the completion of PE(m)
⊗2 with respect to |||| · |||| 2 . Furthermore we set T = T ⊗ T , so T is unitary on K. We also define 
Proposition 4.2. We have:
(4.11) (iv) The equality (4.4) can be rewritten as a fixed point equation in K ∞ : 12) valid for all λ ∈ R and z = E + iη with η > 0, and also valid for λ = 0 and z = E with E ∈ I A,K .
Proof. The proof is completely analogous to the proof of Proposition 3.2.
A fixed point analysis
In this section we will analyze the fixed point equations (3.23) and (4.12) in more detail. A crucial ingredient is given by the following lemma.
We let ∆(m, Z + ) denote the collection of m × m upper triangular matrices with non-negative integer entries. Given J = (J j,k ) j,k ∈ ∆(m, Z + ), we set |J| = j≤k J j,k .
Lemma 5.1. Let E ∈ I A,K and define the operator C E = T B 0,E M (ζ
E is a compact operator on H and H ∞ .
(ii) The eigenvalues of C E as an operator on the Hilbert space H are given by
where A E is the diagonal matrix defined in (3.19) .
The corresponding eigenfunctions {f J : J ∈ ∆(m, Z + )} are of the form
2)
is a monomial of degree |J| and p J is a polynomial of degree strictly less than |J|. Moreover,
and
4)
The spectrum of C E as an operator on H ∞ is the same as its spectrum as an operator on H:
0,E ) is a bounded operator on H leaving H invariant. Using Hölder's inequality one also realizes that M (ζ K−1 0,E ) is a bounded operator from H ∞ to H 1 , mapping H ∞ to H 1 . Hence by Lemma 2.6 and Proposition 3.2 (i) the operator C E = T B 0,E M (ζ K−1 0,E ) is a bounded operator on H and H ∞ , leaving H and H ∞ invariant. Compactness of C 2 E on H and H ∞ will follow from compactness of C 2 E on H and H ∞ . The proof is now completely analogous to [32, Proposition III.1.6]. As shown in [2, 32] , if β 1 , β 2 ∈ S n (Sym + (m)) are compactly supported smooth functions,
) and on C b (R m×2n ), the bounded continuous functions. This, combined with (2.37) and the Leibniz rule (2.28), implies that M (β)T M (β) is compact as an operator on H and also as an operator from H ∞ to H 1 for β ∈ S n (Sym + (m)) with compact support.
From (3.18) we see that ζ 0,E ∈ PE(m), hence all its derivatives are exponentially decaying functions of ϕ ⊙2 . Therefore, using dominated convergence, one can approximate
0,E ) in operator norm, both as an operator on H and as an operator from H ∞ to H 1 , by operators M (β)T M (β) with smooth, compactly supported β. Hence D E is compact on H and from H ∞ to H. Therefore C 2 E = T D E is compact on H and H ∞ . To obtain (ii) let us start with the identity
where M is a real symmetric matrix and t ∈ R. (5.7) is derived from (3.6) by completing the square. Let P s (Φ ⊙2 ) denote the set of homogeneous polynomials of degree s in the entries of Φ ⊙2 , together with the zero polynomial to make it a vector-space. Furthermore, let P ≤s (Φ ⊙2 ) and P <s (Φ ⊙2 ) denote the polynomials in the entries of Φ ⊙2 of degree smaller or equal to s and strictly less than s, respectively. Using the identity (KA E + A − E) −1 = −4A E as well as (3.18), a Taylor expansion with respect to t of the right hand side of (5.7) gives
where p s,M ∈ P <s (Φ ⊙2 ). Performing a Taylor expansion of the left hand side of (5.7) and comparing terms leads to 10) where the latter equation defines the coefficients c(M, J). Similarly, since A E is diagonal,
Thus, we conclude that
Therefore, (5.9) implies
wherep J ∈ P <|J| (Φ ⊙2 ). (5.4) follows from (5.1) and (3.19) by explicit computations. As |λ J | = K −|J| , one has λ J = λ J ′ whenever |J| > |J ′ |. Performing an induction with respect to |J| yields eigenfunctions of the form (5.2) for the eigenvalues λ J .
The linear span of the eigenfunctions f J , J ∈ ∆(m, Z + ), is PE(−iA E ). It follows from Lemma 2.5 that their closed linear span is H, so we get (5.5).
For part (iii) note that σ H∞ (C E ) ⊂ σ H (C E ) by compactness of C Proof. The first two statements are completely analogous to the previous lemma. We have to show (5.21). Q g (0, E, 0, ξ 0,E ) = KC E − I where C E = T B 0,E M (ξ K−1 0,E ) . It follows from (4.6) that C E = C E ⊗ C E as an operator in K, where C E = J C E J , with J being complex conjugation: J f =f for any f ∈ H. Since J is anti-unitary on H we get σ H (C E ) = σ H (C E ) , and hence σ K (C E ) = {λ J,J ′ = λ JλJ ′ ; J, J ′ ∈ ∆(m, Z + ) } ∪ {0} , (5.22) with λ J given by (5.1). The same arguments as in the previous Lemma show that C 2 0,E is a compact operator on K ∞ , so it follows that σ(C E ) := σ K∞ (C E ) = σ K (C E ) . Remark 5.5. For the Lemmas 5.3 and 5.4 it is crucial that K ≥ 2. For the one dimensional strip, where K = 1, λ 0 = 1 (0 matrix for J) and λ 0λ0 = 1 lead to zero eigenvalues for F f (0, E, 0, ζ 0,E ) and Q g (0, E, 0, ξ 0,E ) . For this reason the proof does not work in the one-dimensional strip. In fact it is known that in this case one obtains Anderson localization instead of absolutely continuous spectrum even for small disorder [30] .
We now use the Implicit Function Theorem on Banach Spaces as stated in [28, Appendix B], a rewriting of [36, Theorem 2.7.2] . If E ∈ I A,K , it follows from Lemmas 5.3 and 5.4 that the hypotheses of this theorem are verified for the functions F (λ, E, η, f ) and Q(λ, E, η, g) at (0, E, 0, ζ 0,E ) and (0, E, 0, ξ 0,E ), respectively. As a consequence, for each E ∈ I A,K there exist λ E > 0, ε E > 0, η E > 0 and δ E > 0, such that for each (λ, E ′ , η) ∈ (−λ E , λ E )
there is a unique ω λ,E ′ ,η ∈ K ∞ with ω λ,E ′ ,η −ξ 0,E K∞ < δ E , such that we have Q(λ, E ′ , η, ω λ,E ′ ,η ) = 0. Moreover, the map (λ, E ′ , η) ∈ (−λ E , λ E ) × (E − ε E , E + ε E ) × [0, η E ) −→ ω λ,E ′ ,η ∈ K ∞ is continuous. Similar statements hold for F (λ, E, η, f ).
Theorem 5.6. For any E ∈ I A,K there exist λ E > 0 and ε E > 0, such that the maps (λ, E ′ , η) ∈ (−λ E , λ E ) × (E − ε E , E + ε E ) × (0, ∞) −→ ξ λ,E ′ +iη ∈ K ∞ (5.24) and (λ, E ′ , η) ∈ (−λ E , λ E ) × (E − ε E , E + ε E ) × (0, ∞) −→ ζ λ,E ′ +iη ∈ H ∞ (5.25)
have continuous extensions to (−λ E , λ E ) × (E − ε E , E + ε E ) × [0, ∞) satisfying (4.12) and (3.23), respectively.
Proof. For the map given in (5.24) it suffices to prove that ξ λ,E ′ +iη = ω λ,E ′ ,η for all (λ, E ′ , η) ∈ (−λ E , λ E ) × (E − ε E , E + ε E ) × (0, η E ) . Let dν λ,x,k (E) = x, k|dP λ (E)|x, k , where dP λ (E) is the spectral measure of the operator H λ . The Stieltjes transform of dν λ,x,k is given by (G λ (x, x; E + iη)) k,k . In view of (6.2), it follows from [28, Theorem 4.1] that, with probability one, the finite measure ν λ,x,k | (a,b) is purely absolutely continuous for all x ∈ B, k ∈ {1, . . . , m}, so Theorem 1.1 is proved. (Although [28, Theorem 4.1] is stated for intervals of the form (−a, a), it clearly holds for general bounded intervals (a, b).)
