Ligand-protein docking is increasingly used in Drug Discovery. The initial limitations imposed by a reduced availability of target protein structures have been overcome by the use of theoretical models, especially those derived by homology modeling techniques. While this greatly extended the use of docking simulations, it also introduced the need for general and robust criteria to estimate the reliability of docking results given the model quality. To this end, a large-scale experiment was performed on a diverse set including experimental structures and homology models for a group of representative ligand-protein complexes. A wide spectrum of model quality was sampled using templates at different evolutionary distances and different strategies for targettemplate alignment and modeling. The obtained models were scored by a selection of the most used model quality indices. The binding geometries were generated using AutoDock, one of the most common docking programs. An important result of this study is that indeed quantitative and robust correlations exist between the accuracy of docking results and the model quality, especially in the binding site. Moreover, state-of-the-art indices for model quality assessment are already an effective tool for an a priori prediction of the accuracy of docking experiments in the context of groups of proteins with conserved structural characteristics.
Introduction
Computational simulations of ligand-protein docking are an important component of drug discovery. They are extensively used in virtual screening of large databases of compounds for hit identification and in the evaluation of the effects of chemical modifications during lead optimization. 1, 2 Their use is often limited by the availability of target protein structures. In fact, although in the last years structural genomics projects have greatly contributed to a rapid growth of representative structures in the PDB, 3 a huge gap still exists between known annotated sequences and 3D structures. 4 Indeed, for the majority of disease-related proteins, there is no experimental structure and ligand docking can only be performed on theoretical models.
Only recently, advances in sequence comparison, fold recognition, and protein-modeling algorithms have increased greatly the performance of protein structure prediction and, consequently, nowadays experimental structure determination and modeling complement each other in the exploration of the protein structure space. 5, 6 Additionally, an increasing number of fully automated servers and model databases are offering modeling services to the biomedical research community. [6] [7] [8] Among the different proposals for structure prediction, homology (or comparative) modeling is still the most widely used. As it is based on template-driven modeling, it benefits extensively from structural genomics projects and the increasing availability of representative structures.
As shown in recent reviews, homology modeling techniques have already made significant contributions at different stages of the drug discovery process, including ligand docking. [9] [10] [11] On the other hand, owing to the strong dependence of docking results on the accuracy of protein structure, the use of good quality models is crucial for such studies. With this in mind, the problem of identifying the relationship between model quality and docking performance was investigated in some specific cases of high throughput screening. [11] [12] [13] [14] [15] In these studies, the accuracy of the models was indirectly estimated only by the sequence identity with the template, whereas the docking performance was quantified in terms of enrichment of known active compounds against a background. A wide range of trends was obtained and a clear relationship between sequence identity and enrichment factor was not observed. However, a generally accepted "rule" emerged: models built with more than 50% sequence identity with the template are accurate enough for docking studies, 9,10,14 as they are usually able to globally reproduce the reference structure with high accuracy.
Although overall model quality is indeed related to the expected structural divergence between template and target, 16 the above rule is not always valid when applied to docking experiments, because additional factors play a role in determining the actual accuracy of a modeled structure. In particular, the accuracy is mainly affected by two steps of the modeling procedure: the selection of the most informative template(s) 17, 18 and the generation of an optimal alignment of template(s) and target. 19, 20 Moreover, several studies were based on the hypothesis that the global root mean square deviation (RMSD) of the model from the experimental structure can be directly related to the ability of docking methods to reproduce the ligand pose in a specific binding site. This hypothesis has never been rigorously demonstrated. A globally correct model can indeed include a bad description of the active site.
From these observations it clearly emerges that deriving general relationships between model quality and docking accuracy is central to an effective use of docking simulations. In the most desirable scenario, docking accuracy would be predicted directly from the quality of the protein model. To the knowledge of the authors, no study has already solved this problem.
Standard indices to measure the quality of models with reference to the experimental structures 5 could be used for identifying an existing correlation between model quality and docking accuracy, whereas indices of quality assessment, without knowledge of the native structure, could provide knowledge-based rules for directly predicting the quality of docking results. Indeed, due to the importance and potential of such indices for structure prediction, new methods have been recently developed and a new prediction category, "model quality assessment," was introduced since the seventh edition of the Critical Assessment of Techniques for Protein Structure Prediction (CASP) experiment, 21 but their potential in ligand-protein docking has still to be tested and exploited.
The aim of this article was to investigate the relationships between the accuracy of ligand docking into homology models and the quality of the models, and to verify if state-of-the-art indices for model quality assessment can be regarded as reliable tools also for direct and a priori prediction of the accuracy of docking simulations.
To this end, a large test set derived from a representative group of protein-ligand complexes with known experimental structures was selected and, for each protein, a series of homology models was developed and evaluated. To obtain a wide spectrum of model quality, models were generated by sampling different evolutionary distances in the template space and by using different strategies for both target-template alignment and modeling. Finally, the ligand-binding poses obtained by molecular docking calculations on the whole test set were evaluated.
Methods

Reference Set of Protein-Ligand Complexes
The test set is composed of a reference group of X-ray protein structures and of a corresponding dataset of theoretical models (see Homology modeling and model quality indices section). The reference group was chosen from structures included in the CCDC/ Astex Test Set, 22 a large and diverse set of known protein-ligand complexes developed for validating docking methods. A subset with resolution of 2.0 Å or better was extracted and it was further pruned by excluding: structures containing cofactor molecules, more than one ligand, or metal ions in the binding site; proteins whose binding site is defined by more than one chain; and multiple entries of the same protein. Moreover, complexes containing ligands with more than 10 rotatable bonds were excluded to reduce the CPU time needed for docking. The resulting reference set includes 21 structures (see Table 1 ).
Some of the proteins in the selected reference set are relevant drug targets: the neuraminidase from influenza virus (1A4Q), the protein-tyrosine phosphatase 1B (1C83), that is a therapeutic target in several diseases, including diabetes, cancer, and inflammation, the urokinase-type plasminogen activator (1EJN), whose inhibition represents a promising target for antimetastatic therapy, the acetyltransferase that catalyzes the O-acetylation of the antibiotic chloramphenicol (3CLA), and the progesterone and estrogen receptors (1A28 and 3ERT).
Homology Modeling and Model Quality Indices
Two different strategies were employed to generate the modeling dataset: a fully automated modeling method, which employs a prediction server, and a traditional homology modeling procedure. This consists of three major steps: identification of candidate template structures, alignment of target to the template, and structural modeling of the target on the template structure.
The choice of the programs for each step and the details of the protocol for the traditional homology modeling procedure were based on recent assessments of homology model strategies 20 and template selection strategies, 17 to reproduce standard homology modeling experiments as well as to obtain a large range of model quality.
Identification of candidate templates was performed by sequence similarity search using PSI-BLAST 23 with default parameters until convergence was reached. Each target was searched against a database of all proteins of known structure from the NCBI database. The resulting candidate lists were reduced by elimination of all hits having low statistical significance (BLAST E-value greater than 0.01) or alignment length shorter than 85% of the target sequence. A statistical analysis on the distribution of sequence identities between target and template was performed and the final subset of template candidates was selected in order to provide a reliable sampling of different evolutionary distances. In order to avoid backbone modeling errors in the binding site, all the selected templates do not contain gaps in the alignment of the active site region, this being defined as the list of residues with at least one atom within 4 Å of any of the ligand atoms. This step clearly reduced the candidate template lists (e.g., 6RNT where only one template remained), but it did not result in the complete exclusion of any of the original targets.
Alignments of target and template sequences were performed with three independent tools. T-Coffee 24 was used for obtaining both single and multiple sequence alignments; this method carries out a progressive alignment driven by all the pairwise local and global sequence alignments. PRALINE, a dynamic programming-based method that employs a profile-based progressive sequence alignment protocol, 25 was employed for multipletemplate alignments. Finally, TM-align, a method to identify the best structural alignment between protein pairs that combines the TM-score rotation matrix and dynamic programming, 26 was used for generating single-template structural alignments.
As a result, for each target sequence two single-template models for each template as well as two multiple-template models were generated, for a total of 224 models.
Model construction was performed by using MODELLER 9v1, 27 which implements an approach to comparative modeling by satisfying spatial restraints derived from the alignment of the target sequence with the template structure. The restraints, which are obtained empirically from a database of protein structure alignments and CHARMM energy terms, 28 are combined into an objective function. The resulting model was obtained by optimizing the objective function, employing methods of conjugate gradients and molecular dynamics with simulated annealing, as implemented in the standard MODELLER protocol.
For each target, an additional model was generated by using the automated server I-TASSER, that was ranked as the best method in the server section of the latest CASP experiments. 29 I-TASSER is a hierarchical protein structure modeling approach based on the secondary structure-enhanced profile-profile threading alignment (PPA) and the iterative implementation of the threading assembly refinement (TASSER) program. 30, 31 The final dataset included 245 theoretical models covering a wide range of quality. The quality of a theoretical model can be measured by the degree of structural similarity to the native structure, but this implies the availability of the "answer" to the modeling problem. When this is not the case, the quality is estimated by comparison to the template structure and by conformity to average properties of known protein structures. Recently, new approaches based on machine learning have been proposed to predict model quality, especially in the field of protein structure prediction.
In this study, models were assessed both by direct comparison to the known native structures (we will refer to this class of indices as "calculated" indices) and by using indices for model quality estimation and prediction ("predicted" indices).
Direct comparison to the native structure was obtained by structural alignment using two programs: DALILite 32 and LGA. 33 The former generates a global alignment by optimization of both the number of structurally aligned residues and the overall RMSD of their corresponding C-α atoms. The latter generates many different local superimpositions to detect regions where proteins are similar, providing a combination of two sets of scores for local/global alignment (LGA).
According to the structural alignment results, the global quality of the models was measured by six indices: the RMSD on C-α atoms included in the final DALI structural alignments; the statistical significance of these alignment (DALI_Zscore) compared to a set of unrelated proteins 32 ; the two LGA Global Distance Test (GDT) scores (GDT_TS, with C-α distance cut-off values of 1, 2, 4, and 8 Å for the deviation from the target, and GDT_HA, with cutoff values of 0.5, 1, 2, and 4 Å) 5 ; the LGA_S combined score (see ref. 33 for a detailed description); and the RMSD of the residues superimposed under the distance cut-off of 4 Å by LGA (LGA_RMSD).
The local quality was measured by three indices: the site RMSD based on DALI alignments (RMSD-s), the residues in the active site being defined as the ones with at least one atom within 4 Å of any of the ligand atoms; the dRMSD (distance RMSD) among the heavy atoms of the sidechains in the active site (dRMSD-s); and the atomic contact score (ACS), which evaluates the number of reproduced contacts between the heavy atoms of protein and ligand, after a local superimposition of the model onto the target structure. 5 The dRMSD is generally defined as the RMSD between the corresponding atomic distances in two structures:
where a and b are the labels of the two structures, d the distance vectors, i and j the indices of the atoms, and N is the number of comparisons performed; for the dRMSD-s the sum is only performed over the heavy atoms of the sidechains in the active site. Therefore, this index only records the deviation in the relative positions of the sidechains and it is a suitable complement to the RMSD-s that conversely describes the absolute deviation from the crystallographic geometry.
The ACS evaluates the fraction of the correctly modeled atomic contacts and penalizes the clashes between the modeled binding site atoms and the ligand atoms:
where Cont is the number of contacts and Clash is the number of clashes in the crystallographic (X-ray) and model (m) structures. The units are in Å.
Additionally the model DALI_Zscore was normalized by the Z-score of structural alignment between model and template (DALI_Zratio). This measure reflects the degree of modeling success as the efficiency to reproduce the native better than the structure template. 20 Since the choice of the template greatly affects the modeling results, 17 indices that evaluate the model-template similarities were considered in the class of "predicted" indices. On the basis of the T-Coffee alignments, the percentage of sequence identity and similarity for the whole length (Seq_Id, Seq_Sim) and for the active site (Seq_Id-s, Seq_Sim-s) were calculated for each target-template alignment. By employing DALILite and LGA the following indices were also calculated for the model-template structural alignments: RMSD(t), RMSD-s(t), LGA_RMSD(t), LGA_S(t).
Complementary to these indices is the set of "predicted" indices derived by geometrical analysis of the models performed by submission to the protein structure validation software (PSVS) web server. 34 This server integrates analyses from several widely-used structure quality evaluation tools, including among the others: PROCHECK, 35 Verify3D, 36 ProsaII, 37 MolProbity. 38 From the extensive output of the server, the following indices were chosen for our analysis: Z-scores from ProsaII, Verify3D, MolProbity, and the Procheck(phi, psi) index (Procheck). A detailed description of the single indices can be found in the original papers.
Among the recent proposals for model quality assessment, two successful methods were included in our analysis as representative of this class of indices: ProQ and ModFOLD. The model quality assessment program ProQ 39 is a neural network-based method that predicts the final quality of a single model as the expected LGscore 40 and MaxSub, 41 therefore providing an attempted estimation of two direct measures of structural similarity between model and native structure. The recent ModFOLD server 42 was used to calculate the MQscore index. This server provides a unified resource that combines scores obtained from different methods using a neural network trained with the TM-score.
Molecular Docking and Quality Index for Binding Geometries
AutoDock 4 43, 44 and its graphical front-end AutoDockTools (ADT) were used to set up and perform docking calculations.
Experimental structures were downloaded from the Protein Data Bank while theoretical models were constructed as described in Homology modeling and model quality indices section; for the former all water molecules, ions, and ligands were removed from the original files. Polar hydrogen atoms were added to each protein structure (both crystallographic structures and models). The structures of the ligands were directly extracted from the CCDC/Astex Test Set, 22 therefore their bond lengths and angles were already optimized; AutoDock tool AutoTors was employed to identify ligands' rotatable bonds. The proteins were treated as rigid bodies during docking simulations.
Grid maps with 0.375 Å spacing were defined for each collection of experimental structures and corresponding models to include the protein binding site (as defined in Homology modeling and model quality indices section). Lamarckian Genetic Algorithms, as implemented in AutoDock, were employed to perform docking calculations. The maximum number of energy evaluations and of generations were set to 25 million and to 27,000, respectively, and 100 runs, each with a population of 150 individuals, were performed for each calculation. Random starting positions, orientations, and torsions were used for the ligands; their translational step was set to 0.2 Å, the quaternion step to 5.0°, and the torsion step to 5.0°. Cluster analysis was performed by AutoDock with a RMSD cut-off of 2 Å. All other parameters were default settings.
To evaluate docking results, the dRMSD (see Homology modeling and model quality indices section) was calculated between the model ligand-site distances and the X-ray ligand-site corresponding distances. Using this index, the distance calculation takes into account only the deviation on the relative position of the ligand to the residues belonging to the binding site and not, as it is for the RMSD calculation, of the deviation on the absolute position of the ligand in the pose from the crystallographic one. Therefore the structural differences between the model and the experimental structure are excluded from the evaluation of the quality of docking results.
For each of the docking cases, this index was evaluated both for the lowest energy pose, according to the AutoDock scoring function (dRMSD), and for the lowest dRMSD pose (mindRMSD), in order to investigate the correlation between the quality of the models and the accuracy of docking results.
Data Analysis and Visualization
Format conversion of sequence and structural data was performed using python (http://www.python.org) scripts based on the biopython modules (http://www.biopython.org). 45, 46 Graphs were generated using R 2.7.0. 47 Statistical analysis was performed with R. The molecular model visualizations were generated using PyMOL. 48 
Results
Test Set Variety
The reference group of 21 X-ray structures of ligand-protein complexes (Table 1) is composed by proteins having different chain lengths (100-400 residues) and a large spectrum of structural characteristics. Three different classes of the CATH classification (mainly α, mainly β, α-β) 49 and a wide range of architectures and topologies are represented. The set is also characterized by ligands with broadly different chemical characteristics.
For each protein in the reference set, several theoretical models were developed by homology modeling. The template structures were selected to cover a wide range of evolutionary distances with the target. A preliminary analysis of the distribution of the sequence identities of the candidate templates highlighted a bimodal trend for each similarity search result, with the highest peak at 20-30% identity and second one at high values (50-80%). To reproduce this kind of distribution in our test case, templates were selected in a range of identity from 15 to 85% accurately enriching the number of representatives for low percentages. The 92 selected templates (Table 1) include both apo and holo structures, the latter characterized by ligands which are usually different from the ones bound in reference structures.
Homology Modeling and Assessment
As described in the Methods section, for each target sequence two single-template models for each selected template as well as two multiple-template models were generated by using Modeller, and an additional model was obtained by the automated server I-TASSER. The resulting set includes 245 models.
The quality of each model was evaluated by direct comparison with the native structure, by employing "calculated" indices (see Methods section). The global quality of the structure was assessed by using the RMSD, DALI_Zscore, DALI_Zratio, LGA_RMSD, GDT_TS, GDT_HA, and LGA_S indices; the binding site quality by the RMSD-s, the dRMSD-s, and the ACS indices.
The set provides a wide spectrum of quality as seen in the distribution of four informative indices (RMSD, GDT_HA, RMSD-s, and ACS) shown in Figure 1a -1d. The collection of modeled structures includes a significant number of good prediction and medium-low resolution models: the majority of RMSD values (Fig. 1a) are below 2 Å, while only 30% of the models show a lower conformity to the target, with RMSD values in the range 2-4 Å, and a few exceptions have very low quality. Accordingly, with a small exception of four models, the DALI_Zscore values are always higher than 10 (data not shown), demonstrating that the models have the correct folds with statistical significance. 32 Interestingly, all the DALI_Zratio values are lower than 1, indicating a better agreement of the model to the template than to the native structure. The trends of the three global indices based on LGA alignment are similar to those shown for DALI indices: the histogram of the GDT_HA values (Fig. 1b) shows that the majority of models have scores over 50, while 30% are in the range 20-50, and few models show poor conformity to the native structure. This picture is slightly different for the active site where the distribution of site RMSD values (RMSD-s, Fig. 1c ) is slightly skewed compared with the one for global RMSD and the group of models with a poorly reproduced binding site (about 10%, with values greater than 4 Å) does not include all the models with the worst RMSD. On the other hand, the ACS index of binding site quality shows a more uniform distribution (Fig. 1d) , with about 40% of cases having binding sites modelled with high accuracy (ACS > 0.6), about 40% with intermediate quality and the remaining cases with incorrectly modeled binding sites (ACS <0.2).
The degree of correlation for the "calculated" indices was measured by Spearman's rank coefficient, ρ, and the absolute values are reported in Table 2 . This coefficient is generally more appropriate than Pearson's for handling non-normal distributions, as those we obtained for some indices (for example, the RMSD-s in Fig. 1c) . Values in Table 2 show that the indices calculated on the basis of the LGA structural alignment are highly correlated to each others (ρ absolute values from 0.97 to 1.00) as the elements of this group provide a very similar ranking of global model quality. Interestingly, DALI_Zratio is also highly correlated to both the GDT_TS and the GDT_HA scores (ρ = 0.90). On the basis of this correlation analysis, only the results for a representative index of this group, GDT_HA, will be reported and discussed in the following (see Relationships between model quality and docking results' accuracy section). On the contrary, all three indices related to the binding site quality will be considered, since each of them seems to provide an information partially different from the others. Lower ρ absolute values are observed when comparing indices of global quality with those of site quality. This confirms that there is no general trend for models with accurate backbone geometry to have accurately modeled binding sites. 5 In addition to the calculated indices, a set of indices aimed at predicting model quality without any knowledge of the native structure was also derived ("predicted" indices). These includes measures of similarity between the generated model and its template [Seq_Id, Seq_Sim, RMSD(t), LGA_RMSD(t), LGA_S(t), Seq_Id-s, Seq_Sim-s, and RMSD-s(t)], as well as scores employed to estimate the conformity of experimental structures to the average proteins of similar resolution (MolProbity, Procheck, ProsaII, Verify3D, LGscore, MaxSub, and MQscore) (see the Methods section for more details). Also in this case, some indices are not normally distributed (data not shown).
The analysis of the pairwise correlations between predicted indices (Table 2) The identification of the most effective indices for quality prediction was based on the Spearman correlation coefficients for pairwise comparisons of predicted and calculated indices (Table 2) : the indices with the highest correlation with a calculated one are expected to be more powerful in prediction. In particular, the indices having |ρ| > 0.70 with respect to both the RMSD and the GDT_HA calculated indices (here taken as a reference) are: Seq_Id (and the correlated Seq_Sim), RMSD(t) [and LGA_RMSD(t)], the corresponding indices evaluated in the binding site, the MolProbity and Verify3D Z-scores. The expected relationship between the target-template sequence identity and the RMSD 16 is observed (Fig. 2a) , and the plot confirms that models with Seq_Id greater than 50% have RMSD values lower than 2 Å. On the other hand, Seq_Id shows lower correlation coefficients with respect to the calculated site quality indices, RMSD-s, dRMSD-s, and ACS ( Table 2 ). The plot in Figure 2b highlights that models with Seq_Id values both greater and lower than 50% can give accurately modeled binding sites.
On the basis of this correlation analysis, only the following predicted indices of model quality will be included in the following discussion (see Relationships between model quality and docking results' accuracy section): Seq_Id, RMSD(t), Seq_Id-s, RMSD-s(t), MolProbity, and Verify3D.
Molecular Docking
The docking experiments were aimed at reproducing the binding geometries corresponding to all the protein-ligand complexes in the reference set. To this end, molecular docking calculations were performed on both the protein experimental structures and the associated group of structural models, for a total of 266 simulations. In docking, the protein was treated as a rigid body and only the ligand flexibility was considered, by including the torsional degrees of freedom of all the rotatable bonds.
Cluster analysis of the poses was performed for each docking simulation independently by AutoDock. In the majority of the cases, results indicated an efficient sampling of the intermolecular and intramolecular conformational space, associated with a reduced number of highly populated clusters of poses. In some cases (about 20% of the total docking runs), the first cluster was scarcely populated, thus indicating a poor sampling convergence (data not shown).
The accuracy of the obtained geometries was evaluated by calculating the dRMSD between the model ligand-site distances and the X-ray ligand-site corresponding distances (see Methods section). The distribution of the dRMSD values for the best-scored docking poses is reported in Figure 3 . In more than 50% of the experiments, the top ranked docking pose reproduces the experimental geometry with good accuracy (dRMSD < 3 Å). About 25% of the dRMSD values are in the range 3-5 Å, whereas in the remaining cases high values (dRMSD >5 Å) are observed. As expected, this last group includes the entries for which a poor convergence of the sampling was observed. As an example of the values of dRMSD associated to different outcomes of docking calculations, the binding geometries obtained in four docking simulations of the same complex (PDB ID: 1UKZ), are shown in Figure 4 . As can be seen in the picture, a satisfactory reproduction of the experimental geometry is associated with dRMSD < 3 Å (Figs. 4a and 4b) , dRMSD values in the intermediate range 3-5 Å (Fig. 4c) indicate a slightly misplaced location of the ligand in the binding site, associated with translational and/or rotational displacements from the experimental binding geometry; for dRMSD > 5 Å (Fig. 4d ) docking failed to reproduce the binding geometry.
It is conceivable that some observed inefficiencies of docking calculations are associated with the well-known general limitation of the scoring functions implemented in docking programs: while the sampling procedure is able to generate good results, the scoring scheme is often incorrect in ranking the binding poses and, consequently, in discriminating the "true" one from the others. 2, 50 The hypothesis that this limitation could affect our results was investigated by the analysis of the relation between dRMSD values for the best-scored pose (dRMSD) and the absolute minimum dRMSD to the crystallographic geometry that was obtained in our docking runs (mindRMSD). The plot in Figure 5a confirms that, in many cases, the best-scored pose does not correspond to the best geometrical pose and highlights that this trend is observed in the whole range of values. On the other hand, Figure 5b shows that the deviation between the scores of the first ranked poses and those of the best geometrical poses is generally limited.
For three complexes (PDB ID: 1C83, 3CLA, 6RNT), binding geometries far from the experimental ones were obtained even when docking ligands into the protein X-ray structure, with RMSD > 2 Å for both the best-scored pose and the one most consistent with the experimental binding geometry (data not shown). Accordingly, the poses obtained for the associated modeled structures were incorrect, too. The results obtained for these three complexes (18 cases) were excluded from the analysis on the relationships between model quality and docking results' accuracy because performance associated with these results would be unrelated to the quality of the modeled structure.
Relationships Between Model Quality and Docking Results' Accuracy
In addition to the test set, three structurally homogeneous subsets of complexes were analyzed independently to provide insight on the role of fold specificity. Each subset was assembled selecting complexes whose proteins share the same fold and are evolutionary related, as indicated by the CATH classification in the same Homologous Superfamily (see Table 1 ): On the basis of the correlation analysis between calculated indices (see Homology modeling and assessment section), only the results for the five representative ones (RMSD, GDT_HA, RMSD-s, dRMSD-s, ACS) are reported in Table 3 . Correlations were calculated with the dRMSD of the best-scored docking pose. In addition, due to the observed limits of the scoring function in ranking the binding poses (see Molecular docking section), the poses that better reproduced the experimental binding geometry were also included in a parallel analysis. Accordingly, the correlations with the mindRMSD were also evaluated and the results reported in Table 3 for comparison.
In the analysis of the whole test set, satisfactory correlations were obtained between dRMSD and all the calculated indices of model quality, with the highest values for the site quality indices. The plots of the docking dRMSD vs. the GDT_HA, RMSD-s and dRMSD-s indices are shown as examples in Figure 6 ; points related to the three subsets of complexes are highlighted. As it is shown from data in Table 3 and Figure 6 , correlations are higher for the subsets than for the entire test set, both for the site and the global quality indices.
Similar trends were obtained for the mindRMSD (Table 3) , and in this case, where the errors associated to the incorrect ranking of the best pose were eliminated, the resulting correlation coefficients are higher both for the test set and the subsets. All the resulting |ρ| values for the whole set are greater than 0.7, and |ρ| = 0.83 and 0.80 were found for the RMSD-s and the dRMSD-s, respectively. This indicates a high correlation between docking accuracy and both the global adherence of the modeled binding site to the experimental structure and the accuracy of the sidechain conformations in the site.
We investigated the possibility of developing multivariate models by regression analyses of dRMSD and mindRMSD versus all the calculated model quality indices. R 2 coefficients of 0.63 and 0.73 were obtained. Interestingly, the three site quality indices were the most statistically significant ones in the obtained models (with p-values less than 0.001), thus confirming that indices of conformity to the native binding site are the most informative in the evaluation of docking results accuracy.
The relationships between docking dRMSD (and mindRMSD) and each predicted quality index were also investigated. The results of the pair-wise correlation analysis for the most representative indices (see Homology modeling and assessment section) are reported in Table 4 , both for the test set and for the three subsets of complexes. The best correlations for the whole test set are those obtained for the global sequence identity with the template, Seq_Id, as well as for the indices of conformity of the modeled binding site with the template site, Seq_Id-s and RMSD-s(t). The resulting ρ absolute values are higher than 0.6 in both the relationships with docking dRMSD and mindRMSD, with slightly higher values for the latter index. These values indicate the presence of trends but preclude the possibility of building predictive models of general use. In particular, the plot of dRMSD vs. Seq_Id (see Fig. 7 ) indicates that the commonly accepted rule that only models with over 50% sequence identity with the template are suitable for docking studies is not reliable. In fact, in many cases with Seq_Id > 50% docking results with dRMSD values from 2 to 8 Å were obtained and, conversely, in some cases acceptable results (dRMSD < 2 Å) were obtained by using models with Seq_Id <50%.
Noticeably, for the three quality indices that are better correlated with the docking dRMSD (and mindRMSD) the correlation coefficients are higher in the three homogeneous subsets (0.6 <|ρ| <0.9) than in the whole test set (Table 4) , as are the correlations with the calculated quality indices. Moreover, in some subsets the correlations with an index of global structural conformity to the template, RMSD(t), and the statistical Z-scores MolProbity and Verify3D emerge with comparable ρ values. It can be concluded that in the subsets all the six most effective indices for model quality prediction (Seq_Id, RMSD(t), Seq_Id-s, RMSD-s(t), MolProbity, and Verify3D) correlate well with docking accuracy.
It has been observed that the predicted model quality indices that showed low correlation with the calculated indices (Table 2) , do not correlate with the indices of docking accuracy (data not shown). Therefore, the ability to predict the quality of a structural model appears to be a necessary prerequisite, even if not sufficient for predicting the accuracy of the docking results on that model.
Finally, as for the calculated indices, a regression analysis of dRMSD and mindRMSD vs. all the predicted quality indices was performed to investigate the possibility of developing multivariate models for the relationship between docking and homology modeling accuracy. The RMSD-s(t) and Verify3D indices were the most statistically significant in the global models (with p-values less than 0.01). The R 2 coefficients resulting from the bivariate models of dRMSD and mindRMSD vs. these two indices are indeed higher than the ones obtained for the monovariate models (R 2 = 0.49 and R 2 = 0.48, respectively). However, these models are still only suitable in regression, as they explain about 50% of the variance of the data.
Examples of Prediction of Docking Results' Accuracy
Based on the significantly high correlations between docking results' accuracy and predicted model quality indices in the subsets of evolutionary related proteins (see Relationships between model quality and docking results' accuracy section), a multiple linear regression model was built for one subset of the original test set (1CBS + 1FEN). The variables included in the multivariate model were the predicted indices with highest correlation (|ρ| > 0.65) with docking results' accuracy for the subset: Seq_Id, Seq_Id-s, RMSD(t), RMSD-s(t), MolProbity, and Verify3D (see Table 4 ). As the obtained model was suitable not only for regression (R 2 = 0.97) but also for prediction (Q 2 = 0.84), it was used to predict the accuracy of docking results in a new case not included in the original test set, belonging to the same CATH homologous superfamily as 1CBS and 1FEN: the complex between the human cellular retinol-binding protein II and retinol (PDB ID: 2RCT). Two different homology models were generated for this structure, from two different templates, one at low sequence identity (31%: the rat intestinal fatty acid binding protein-PDB ID: 1ICN), and the other one at high sequence identity (90%: the rat cellular retinol-binding protein II-PDB ID: 1OPA). The two models were generated by using T-Coffee and Modeller and the docking of the retinol with both models was performed by using AutoDock, following the procedure already described in the Methods section. The results for modeling and docking are shown in Figures 8a and 8b , for comparison with the known experimental complex.
The results of this prediction are quite interesting: a very small difference (0.37 and 0.65 Å for the model built by using 1ICN and 1OPA) is found between the dRMSD calculated by comparison with the known experimental structure and the dRMSD obtained applying the prediction model, as shown in Figure 8c .
Discussion
Homology models have been increasingly used in ligand-protein docking, 9-11 extending significantly the list of targets available for drug design. Consequently, there is now great interest in both assessing the effects of inaccuracies in the protein models on the prediction of protein-ligand interactions and finding general criteria to estimate in advance the accuracy of docking results given the model quality. Only very recently, a large-scale benchmarking study 51 addressed these questions and suggested some techniques to best exploit comparative models in molecular docking screens. However, none of the model quality indices tested in this study appeared suitable to reliably predict the accuracy of ligand docking.
Through a large-scale theoretical experiment on a diverse set of ligand-protein complexes we identified the model features that mostly affect docking accuracy, and we proposed a general strategy to predict the accuracy of docking results from appropriate model quality indices.
The relationships between docking accuracy and quality indices derived by direct comparison to the native structure were evaluated and, as expected, good correlations were found in groups of models of the same protein-ligand complex. For example, for the 16 docking runs performed on different models of 1UKZ (see Fig. 4 ) the docking dRMSD correlates with all the calculated quality indices with |ρ| > 0.85. An unexpected result was that good correlations emerged also within groups of different complexes whose proteins are structurally similar (see Table 3 ). As an example, some docking poses for the 1EJN + 1TNG subset are reported in Figure 9 . The structural superimposition of the two experimental complexes (Fig. 9a) confirms a high similarity at the fold level and structurally very well conserved binding sites. The increase of dRMSD of the binding poses correlates well with the decrease of model quality reported in Figures 9b-9e . Considering the whole subset (36 docking cases), the dRMSD correlates well with all the calculated quality indices (see Table  3 ). This agreement was observed in all the three selected subsets of complexes. To this extent, it is remarkable that this result is independent of the similarity of the ligands: in the first case, the proteins bind the same ligand (adenosine monophosphate for 2AK3 and 1UKZ); in the second case, the ligands have similar structures but different functional groups (the all-trans axerophthene in 1FEN differs from the retinoic acid in 1CBS for the presence of a methyl group instead of a carboxyl group); while in the 1EJN + 1TNG set, the ligands have different structures (see caption in Fig. 9 for details).
When the correlation analysis was extended to the whole test set, where proteins span a large spectrum of structural characteristics (see Table 1 ), lower correlation coefficients were found for indices of global model quality (Table 3 ). This suggests that errors in modeling different folds affect the correlation with docking accuracy in different ways. On the contrary, the correlations of dRMSD with indices of binding site quality are similarly high when considering either the complete set or the single subsets. Also a multivariate regression analysis confirmed that the conformity to the native binding site is the most relevant feature to provide accurate docking results.
In particular, the accuracy in modeling the conformations of the active siteside chains plays an important role in docking into homology models, as shown by the dRMSD-s index. To this extent, the ability to include dynamic changes occurring in protein binding sites upon ligand binding is becoming a central issue in molecular docking and many efforts have been made over the past years in developing new docking methods that allow fitting and scoring of flexible ligands in flexible binding sites. These approaches include simulation of the sidechain flexibility during docking, constrained geometrical simulations, ensemble docking to structure sets (from Molecular Dynamics or Monte Carlo methods, rotamer libraries, experimental determinations), or optimization of docked solutions obtained from rigid receptor docking. [52] [53] [54] [55] Our results confirm the importance of the development of such strategies also for extending the use of docking methods to homology models.
A wide choice of docking methods is currently available. To make our research more useful for the scientific community, we selected the most widely used and tested method for ligand-protein docking, 50 AutoDock. 43, 44 Because of limitations imposed by the program when a large conformational space has to be searched, 44 we decided not to employ a recently added option that allows inclusion of protein sidechain flexibility. While this is a more simplified approach to the docking problem, it allows a direct interpretation of the errors associated with the inaccuracies in modeling the active site.
Additionally a difficulty in the evaluation of the relationships between docking results and model accuracy can arise from the known difficulties of many available docking methods in correctly ranking the calculated poses. 2, 50 We verified that indeed, in some of our test cases, the top ranked poses identified by AutoDock poorly reproduced the experimental geometry (Fig. 5a ). When the poses that absolutely better reproduced the experimental binding geometry (mindRMSD) were evaluated (Table 3) , as expected, better correlations were found. On the other hand, we observed that the ranking errors were always associated to very limited differences in score (Fig. 5b) . Accordingly, similar conclusions regarding the relationships with the model quality indices were derived for the best geometrical poses as for the best scored poses: there is a higher correlation in homogeneous subsets for global quality indices and a better overall performance of site quality indices.
The analysis of the relationships between docking accuracy and model quality indices derived without any knowledge of the protein experimental structure was performed to verify if an a priori prediction of the quality of docking experiments on homology models would be possible. The analysis was performed by employing a set of widely used measures, but we are aware of a larger number that have been proposed and are in development. 21, 34 Our goal was not to provide a comprehensive review of these indices but to make an assessment of their use in predicting the quality of docking results.
Among the predicted indices, the ones showing the best correlations with the calculated quality indices (Table 2) were considered the most promising. These include indices that evaluate both the global (Seq_Id, RMSD(t)) and local (Seq_Id-s, RMSD-s(t)) conformity of the model to the template as well as the MolProbity 38 and Verify3D 36 Z-scores derived by comparison with average properties of known protein structures. However, while good in predicting the overall quality of the structures, none of these indices comparably correlates with the calculated quality of the binding site. In particular, the target-template sequence identity, that is a widely employed predictive index, gave interesting results. For our test set, in many cases the accuracy of the modeled binding site is not directly related to high sequence identity values (Fig. 2b) and, consistently, a poor predictability of the docking accuracy was found when the correlations between docking dRMSD and Seq_Id were analyzed (see Fig. 7 and Table 4 ).
Correlation analysis of the dRMSD for the best scored docking pose with all the selected predicted indices confirmed these findings (Table 4) . Acceptable correlations were found only between the dRMSD and the indices of conformity to the template that are mostly related to the calculated model quality, in particular the two indices of binding site quality (Seq_Id-s, RMSD-s(t)). However, for all the predicted indices, the monovariate and the multivariate regression analyses report weaker correlations than for the calculated indices and, due to a lower percentage of explained variance, these models could not be reliable in prediction.
Interestingly, coherently to what was observed for calculated indices, in the three homogeneous subsets of proteins the correlations of some predicted indices with dRMDS (and mindRMSD) were stronger and all the most effective indices for model quality prediction [Seq_Id, RMSD(t), Seq_Id-s, RMSD-s(t), MolProbity, and Verify3D] appeared more suitable for docking accuracy prediction (Table 4) .
On the basis of this observation, we inferred that these indices may be suitable for predicting docking results accuracy for structurally related proteins. Accordingly, we proposed a prediction strategy and tested it on a case not included in the original test set, the complex of the retinol binding protein and retinol, 2RCT (see Examples of prediction of docking results' accuracy section). Two proteins belonging to the same CATH superfamily and with known experimental structure of a ligand-protein complex (1CBS and 1FEN) were used to build a predictive model. The results of this test did confirm our hypothesis. In fact, the regression model between the dRMSD of the docking poses obtained on the homology models previously developed for these systems and the corresponding six model quality indices (Table 4 ) gave a reliable prediction of the docking accuracy for two models developed for the study case (see Fig. 8 ). This opens a way to the prediction of the accuracy of docking into homology models.
In the same framework, another promising avenue is the use of recently developed knowledge-based potentials for model quality assessment derived from specific information of homologous proteins. 56
Conclusions
From the thorough analysis performed on the proposed test set it can be concluded that general relationships do exist between docking results accuracy and model quality, when evaluated by conformity to the experimental structure, and that these emerge more clearly within groups of structurally similar proteins. Moreover, the correlations with binding site quality indices are stronger and, consequently, evident even in heterogeneous groups of proteins.
These results confirm that successful docking simulations require an accurate modeling of the binding site, and suggest that, conversely, the development of docking approaches that allow flexibility in the binding site may have a great impact on the effective use of docking into homology models.
The analysis of indices aimed to predict model quality without any knowledge of the native structure indicated that, while these indices are highly related to the overall quality of the models, they are usually poorly related to the quality of the binding sites. Therefore, they were not suitable to derive general rules for predicting docking accuracy. In particular, relying only on the percentage of sequence identity with the template to assess the feasibility of a docking study can be misleading; especially the use of a general criterion of sequence identity greater than 50% to ensure reliability of the docking results appears to be questionable.
On the contrary, from our analysis it can be argued that the state-of-the-art model quality assessment indices are effective tools to predict the accuracy of docking experiments when used in the context of group of proteins with similar structural characteristics. On these bases, we suggested a strategy for employing information on homologous proteins to predict the accuracy of docking results for a study case. In such a way, the errors deriving from modeling different systems and their effects on the prediction of docking accuracy are minimized. Correlation between some calculated model quality indices (a) RMSD, b) RMSD-s) and the model-template sequence identity (Seq_Id). Four cases with RMSD-s values higher than 12 Å were excluded from the plot b) for a clearer representation. Distribution of the dRMSD index of docking results for the whole test set. Plots of docking dRMSD vs. three calculated quality indices: GDT_HA, RMSD-s and dRMSD-s. Different symbols represent the three subsets of ligand-protein complexes reported in Table 3 (see text). The Spearman correlation coefficients for the whole test set and for each subset are reported in Table 3 . Plot of docking dRMSD vs. model-template sequence identity (Seq_Id). Modeling, docking, and docking accuracy prediction results for the complex between the human cellular retinol-binding protein II and retinol (PDB ID: 2RCT). a) and b) Experimental structure of the complex (gray), superimposed to the models obtained by using 1ICN (red) and 1OPA (blue) as templates; c) plot of predicted docking dRMSD (dRMSDpredicted) vs. calculated dRMSD (dRMSD); in black, values for the models in the subset 1CBS + 1FEN, in red and in blue, values for the models of 2RCT obtained by using 1ICN and 1OPA as templates, respectively. The first five columns report the characteristics of the ligand-protein complexes in the reference set of X-ray structures; the last two columns refer to the templates selected for homology modeling and their sequence identities with the target.
Table 2
Absolute Values of the Pairwise Spearman Correlation Coefficients Between Model Quality Indices. 
