one is linked to the monitoring workload in the sector. The last factor is a coordination workload, which 10 takes into account all aircraft that cross sector frontiers (in this case pilots and controllers have to 11 exchange information in order to ensure a safe transfer of aircraft between two sectors).
12
During the course of a day, the ATC workload fluctuates based on traffic demands between various 13 origin-destination pairings. As the traffic in the airspace is changing with time, it is necessary to consider 14 dynamic reconfiguration of the airspace for which the number of controlled sectors and their shape will 15 be adapted to the current traffic situation. Initial sectors can be temporarily combined with others into a 16 new controlled sector in order to improve efficiency of the airspace configuration. This process is called 17 dynamic airspace configuration (DAC).
18
In DAC, airspace configurations are generated so as to reduce the coordination workload between 19 adjacent controlled sectors and to achieve workload balancing between them for each time period of the 20 day. The DAC process also has to ensure that configurations are stable over time periods. Other 21 important aspects of DAC concern the reduction of multiple entries of an aircraft in the same sector and 22 the maximization of the average flight time through the sector. The DAC problem is even more critical in 23 the SESAR or NextGen framework. In comparison with a currently used fixed route network, the SESAR 24 program introduces the user preferred routing (UPR) or free routing concept to enable the airspace 25 users to plan freely 4D trajectories that suit them best. Contrarily to a fixed-route network, a free-route 26 4 environment will produce a much larger number of different trajectories, for which the dynamic nature 27 and flexibility of the DAC process will work most efficiently.
28
Our contribution aims at improving today's airspace management in Europe in a pre-tactical 29 phase. Our research is part of SESAR Programme (Project SJU P07.05.04) co-financed by the EU and
30
Eurocontrol. The aim of this project is to develop research prototype (decision-support tool) to support 31 new sectorization methodologies based on 4D trajectories to deal with the implementation of the free 32 routing concept in the short-term future.
33
In this paper, we present a genetic algorithms (GA) to solve the DAC problem. Our goal is to 34 produce a solution (airspace configurations for several time periods) that satisfies most constraints and 35 minimizes all costs. Our approach is based on a graph partitioning algorithm. The method is able to find 36 a solution even for large problems such as, for example, configuration of the French Airspace for 24 h.
37
This paper is organized as follows: Section 2 presents an overview of related works. In Section 3, 38 a mathematical model of the DAC problem is proposed. Here, the DAC problem is described as a multi 39 periods graph partitioning problem. A pre-processing step is presented in this section as well. In Section (Vehlac, 2005) to build an opening scheme.
60
Numerous works on airspace configuration have been produced in USA. A comparative 61 description of 7 works can be found in Zelinski and Lai (2011) . In Zelinski and Lai (2011) first three 62 described works proposed methods for the DAC problem. These works were focused mainly on 63 reducing delays and reconfiguration complexity in airspace configurations. Among these works, the 64 most promising one is presented in Bloem and Gupta (2010) . This work used as an input a set of given 
75
methods for solving the dynamic sectorization problem (which is related to the DAC problem) were 76 presented. These works took in consideration most of the important operational constraints. However,
77
they also contained several weak points from an operational point of view. First, they did not include a
78
3D design of sectors, including some important airspace design aspects, such as sector shapes. Then,
79
these approaches did not take into account the stability of the generated configurations in time. In DAC, 80 generated configurations should have minimal changes from one time period to another, and should be 81 6 built with operationally workable controlled sectors. As a matter of fact, the more changes between 82 successive configurations there are, the harder it is for controllers to adapt to a new configuration.
83
Considering that the duration time of one configuration can be short (the minimum duration time is equal 84 to 20 min (Eurocontrol, 2015) ), too many changes in configurations can induce safety issues.
85
In Klein et al. (2008) , instead of using existing sectors, airspace building blocks, called fix posting 86 areas (FPA), were used. FPAs are assumed to be created in advance. For the complexity metric, rather 87 than using absolute occupancy counts, a relative metric is computed, i.e., occupancy count (the number 
122
 The imbalance between the workload of the resulting controlled sectors.
123
 The coordination workload.
124
 The number of flight re-entry events.
125
 The number of short transits flight through sectors.
126
 The number of controlled sectors in each airspace configuration (should not exceed a given 127 maximum).
128
All those criteria should be minimized during the optimization process. The workload imbalance 
139
 Airspace blocks combined into one controlled sector should be connected.
140
 There should be continuity between resulting configurations.
141
 Shapes of sectors (in a lateral view) such as "stairs" or "balconies" should be restricted.
142
Last two constraints are considered as soft ones.
143
The presented list of criteria and constraints is designed according to Eurocontrol requirements and 144 developed in co-operation with operational experts (Eurocontrol, 2015) . All those criteria are included in 
157
(1) Sector building blocks (SBBs) are permanently busy areas with a high traffic load, delineated by 158 recurring traffic patterns. Often, SBBs blocks are small and cannot be sub-divided further. Each SBB is 159 considered as a core of a future control sector. SBBs can be sufficiently large than SAMs, in order to be 160 workable and controllable. It should be noticed that the control sector should include at least one SBB.
161
(2) Sharable airspace modules (SAMs) are built in less busy areas with a temporary high traffic 
167
Each controlled sector is supposed to be built of at least one non-sharable block and several 
184
The workload assessment is a key requirement for generation of the workable sector 
192
Based on the weighted graph described above, our problem consists in finding an optimal multi-period 193 graph partitioning. For each given time period, we must find an optimal grouping of airspace blocks that 194 satisfies all the constraints. The time periods (opening scheme) are considered to be an input data.
195
A connectivity constraint on airspace blocks belonging to the same sector means that nodes { , , , } for , Eurocontrol and reflects realistic operational value). Then, the maximum sector capacity for the 225 time period of 1 h is equal to 8 aircraft multiplied by 60 min. As we would like to obtain controlled 226 sectors that are not extremely loaded, c is computed as the maximum sector capacity weighted by the 227 reduction coefficient, which is equal to 75% (value provided by Eurocontrol). Then, for the time period of 228 1 h, the targeted workload c is equal to 360.
229
The second criterion included in the objective function, measures the transfer traffic between 
234
where f ij t + f ji t is the number of aircraft crossing the border between blocks i and j (in both directions) at 235 the time period t, computed using a known set of links.
236
The number of re-entries (Nr t ) and the number of short transits (Ns t ) inside the controlled sectors at 237 the time period t i are included in the objective function as well. In order to be able to compute re-entry 238 events and short transits inside created controlled sectors, we register the list of airspace blocks
239
crossed by each trajectory with the associated time horizon (Fig. 3) . In 
243
Then, using this list of airspace blocks associated to each trajectory (list of traversed blocks), it is 244 13 possible to compute Nr t and Ns t for each time period. It is done in several steps.
245
(1) We first transform a list of associated airspace blocks into a list of controlled sectors associated to 246 each trajectory.
247
(2) To compute the re-entries, we check if in the aircraft's list of traversed sectors there is no situation 248 when the aircraft enters the same sector several times, and if there is, we add one re-entry to Nr t .
249
(3) For computing the number of short-crossings, we check the time that the aircraft stays in each 250 sector, and if this time is smaller than a given value, we add one short-crossing to Ns t .
251
Finally, the last criterion included in our objective function (Nb t ) measures the number of "balconies".
252
This type of sector shape (in the lateral view) is not desirable but acceptable, that is why this criterion is
253
included in the objective function. The number of "balconies" is computed during the evaluation process,
254
using the set of links.
255
All those criteria are normalized in order to have values (0, 1) and aggregated into one objective 256 function (Eq. (4)) which is used to evaluate each configuration, created during the optimization process. 
262
The number of the controlled sectors in configuration is minimized during the optimization process, 263 due to minimization of the workload imbalance (while trying to keep sectors workload close to a given 264 value, we also optimize the number of sectors in each configuration).
265

Combinatorial optimization problem
266
Based on the airspace model described above, the DAC problem is formulated as a combinatorial 267 optimization problem, which consists in finding an optimal partitioning of the graph into several 
271
The proposed formulation of the DAC problem, as a graph partition problem, is highly combinatorial.
272
The size of the state space (the number of states that the problem can be in) depends on the number of (
The state space of our problem is discrete and its size grows exponentially fast. 
307
The DAC problem can have several different optimal solutions, due to the different possible 308 symmetries in the topological space. As we have several objectives to be satisfied, we can obtain 309 several different solutions with the same value of the objective function. We must be able to find most of 310 the near-optimal solutions, as they have to be evaluated and refined by experts. This last point makes
311
us reject non-population-based algorithms which update only one state variable, i.e. improve only one 312 possible solution.
313
In this work, we aim to obtain a compromise between the quality of the solution and the CPU time 330 nothing (1-P c -P m ), crossover (P c ), or mutation (P m ) with the associated probability respectively.
331
The chromosomes of two parents are mixed during crossover resulting in two new child 332 chromosomes, which are added to the next population. Mutation is an operator used to maintain genetic 333 diversity from one population of chromosomes to the next one. The purpose of mutation in EAs is to 334 allow the algorithm to avoid local minima by preventing the population of chromosomes from becoming 335 too similar to each other, thus slowing or even stopping evolution.
336
These processes ultimately result in the next population of chromosomes (POP(k+1) in Fig. 4 ). This
337
process is repeated until a termination condition has been reached. As a termination condition, we can 338 use the maximum number of generations. In Fig.4 , on the first step best individuals are selected from 339 population POP(k). Then, recombination operators are applied to produce the POP(k+1) population. 
380
The first root node in the permutation table participates in the partitioning process for each time period
381
(node 8 in Fig. 6 ).
382
In the example illustrated in Fig. 6 , the number of non-sharable nodes and potential root nodes is 
411
This heuristic takes the first root node and propagates it on its neighbours (step 2). Then, the 412 second root node is propagated also on its neighbours (step 3). Then, the algorithm propagates again 413 the first component (step 4) and this process is repeated until all nodes are associated with their 414 components. At the end, each connected component is coded as a list of nodes (Fig. 8) .
415
416 Fig. 8 Example of the coding used for one time period. Here, the graph is partitioned into two components using two root nodes 417 1 and 8.
418
After creating the first population of solutions, each solution is evaluated using the objective 
423
The first layer of the chromosome controls the choice of root nodes used for all time periods.
424
(1) Temporal segment crossover
425
In this crossover operator, two or more solutions (parents) exchange part of their chromosome, 426 resulting in two new solutions. Based on time interval sets from two randomly selected solutions, a 427 crossover has been developed in which, most probably, the individual with the worst performance will 428 receive temporary segments of the second one (i.e., we copy the first layer of chromosome from a good 429 solution to a bad one).
430
(2) Temporal segment mutation
431
The mutation operator starts by selecting a solution from the population. An individual with low 
Recombination operators for the second layer of the chromosome
442
For the second layer, we only use one mutation operator. After choosing a solution from the population,
443
the operator selects a time period according to the associated graph partitioning performances,
444
meaning that a bias is added for the period with a low performance. Then the graph partitioning mutation 445 operator is applied (Fig. 9) . 
462
First test: application to a network with symmetries
463
In order to evaluate this algorithm, a network with symmetry has been built for which, a solution is easy 464 to investigate for a human being due to our ability to see such symmetry but which has no particular 465 features for the algorithm. This network is built with 144 blocks which are extended on 10 time periods.
466
Those 144 blocks are symbolized by nodes on the graph in Having validated our algorithm on the toy network, we propose now to apply it on a real airspace. 
499
In this test, the mutation rate is selected to be bigger than the crossover rate, as the mutation 
506
The parameters defining the overall resolution methodology for both scenarios are empirically set,
507
and presented in Table 1 .
508
Numerical results from computational experiments for two proposed scenarios are presented in 
526
The second scenario proves the idea of using more adaptive blocks instead of those that are 527 currently used in the airspace management. As a matter of fact, the quality of the workload balance is 528 mainly linked to the number of input blocks. With a bigger number of input blocks we can obtain less 529 unbalanced sector configurations.
530
From the provided results we can conclude that the algorithm is quite efficient for the workload 531 balancing. However, it is hard for the algorithm to remove all defects of sector shapes such as
532
"balconies" and obtain sectors with convex shapes. The algorithm can later be modified in order to 533 receive rather convex shapes of the resulting sectors in both horizontal and vertical directions.
534
Next we compare configurations built by the algorithm with the existing configurations (Table 4) ,
535
used at the day of operation and also with the solution built by the improved configuration optimizer (ICO) 536 system tool (Table 5) of Eurocontrol (Vehlac, 2005 
562
Presented results show that our method, which freely combines airspace blocks, enables to 
566
blocks almost equally loaded, it is easy to find a well balanced solution (Table 3) . Considered here
567
Maastricht ACC is originally divided into non-equally loaded airspace blocks, which are evidently hard to 
574
The algorithm presented in this paper solves the DAC problem. At the first step, a weighted graph of the 575 airspace has been proposed. Based on this initial graph, a method for solving a multi-period graph 576 partitioning problem has been developed. Due to the induced complexity, a population-based 577 metaheuristic optimization algorithm has been chosen for solving the DAC problem.
578
Genetic algorithms give good results on graph partitioning problems, but at some computational 579 cost. The number of criteria and constraints in the DAC problem is highly increasing the complexity of 580 the algorithm. One of the main problems for us was to create suitable recombination operators, which 581 could sufficiently enrich the space of solutions.
31
The developed algorithm, applied to real airspace, has produced realistic and fairly good results. 
