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Preface 
The present thesis is based on my study and research since 1986 cis a re-
search scholar in the department of Mathematics of Aligarh Muslim Univer-
sity (AMU), Aligarh, subsequently as a regular student of Industrial Math-
ematics course at the university of Kaiserslautern, Germany, for a period of 
two years (1991-1993) and finally as a regular research candidate under the 
"Sandwich Programme" of German Academic Exchange Services (DAAD) 
and Government of India during August 1996 - September 1998. In the first 
place I would like to thank the professors. Prof. M.Z. Khan, department of 
Mathematics, AMU, Prof. H. Neunzert, Director, Institute of Industrial and 
Business Mathematics (ITWM), university of Kaiserslautern, Germany and 
Prof. A.H. Siddiqi, department of Mathematics, AMU, without whose able 
guidance I could not have succeeded in completing this thesis. The present 
thesis entitled "Wavelet Packet and its applications", falls under the general 
heading of Industrial Mathematics which is an emerging area of Mathemat-
ical Sciences. As Prof. Neunzert and Prof. Siddiqi have put in the preface 
of their Book "Industrial Mathematics" is nothing but modelling, discretiza-
tion and visualization of solutions of organizational, technical, financial and 
Industrial problems [62]. In the last two decades, two important concepts, 
namely "Wavelets" and "Fractal" have revolutionized various areas of sci-
ence and technology. These concepts have attracted the attention of persons 
working in different areas of science, technology, finance and management. 
The study of these two topics require deep knowledge of modern Algebra and 
Analysis. My study and research during the period of 1986-91 in the field of 
Algebra proved a boon for my investigations in the present thesis. 
The present thesis contains six chapters. Section 1.1 of Chapter 1 deals 
with introduction of Image compression including classical technique JPEG; 
Walsh function, background on group representations, frame and Shannon 
sampling theorem. Section 1.2 and 1.3 of Chapter 1 is devoted to the two 
new techniques of image compression namely wavelets and fractal. An in-
troduction of wavelet packets is given in Section 1.5. Readers interested in 
acquiring thorough knowledge of these areas for their application to image 
compression may look into the current publications like [5], [11], [26], [51], 
[62] and [72]. The second chapter is devoted to our study of the diamond 
wavelet packets, more precisely, wavelet packets related to the affine diamond 
group are described and the corresponding frames and the point-wise conver-
gence of their expansion are considered. In Chapter 3, we have studied the 
concept of sharp operator and its applications to image classification, more 
precisely, the measure of oscillation behaviour of an image alongwith appli-
cation to the classification of images is investigated. In Chapter 4, distortion 
measures, important for quality control of images have been investigated. 
Distortion measures related to total variation and Sobolev error etc. have 
been studied. The Chapter 5 is based on the comparative study of com-
pression techniques, like wavelets, fractal and JPEG. However, the study 
of compression ratios for hybrid wavelet-fractal method is yet to be investi-
gated for different types of images. In Chapter 6, we have studied the error 
estimates for wavelet packet expansion generalizing some well known results 
concerning wavelets. We have examined the recent results of Chambolle et al 
[13], concerning the study of wavelet based image processing algorithms and 
variational problems, for wavelet packets. In the end a fairly comprehensive 
bibliography is presented. 
September, 1998 M. Kallmuddin Ahmad 
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Chapter 1 
Introduction 
1.1 Basic Concepts 
1.1.1 Image Compression 
With the advent of cheap microprocessors, the field of image processing has 
become a major area of research in recent years. For handling of images in 
digital form many techniques have been developed. Due to the limitations 
of memory unit for the storage and transmission of information, many com-
pression techniques are in use. If we consider an image of 512 x 512 pixels 
and assuming that each pixel is represented by 8 bits, we require approxi-
mately 2096 k bits of computer memory. If we store many such images, large 
storage is required. It is, therefore, desirable to represent the information 
in the image with considerably fewer number of bits and at the same time 
be able to reconstruct an image that is close to the original image. The 
image compression aims to reduce the number of bits taking advantage of 
the redundancy in digital images. The redundancy relates to the statistical 
properties of images. It is due to the correlation between the neighboring 
pixels in an image having the same value on grey scale. 
We can categorize the image compression into two fundamental groups: 
lossless and lossy. The lossless data compression is a process of transmitting 
the data to a smaller one, from which it is possible to recover exactly the 
original data. By contrast, in case of lossy compression the approximation 
to the original data can only be recovered. Thus the lossy data compression 
allows the decompressed data to differ from the original one so long as the 
decompressed data satisfies some fidelity criterion, i.e., it is close approxima-
tion to the original. For example, with image compression, it may suflSce to 
have an image that looks as good to the human eye as the original. 
Traditionally, two classes of image compression techniques known as spa-
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tial coding techniques and transform coding techniques are in use. In spatial 
coding techniques, also known as the predictive coding, the correlation be-
tween the neighboring pixel values is used to form a prediction for each pixel. 
We are concerned here with the transform coding techniques. The goal of the 
transform here is to decor-relate the original signal, and this decor-relation 
generally results in the signal energy being redistributed among only a small 
set of transform coefficients. The process involved here is as follows. In 
most of the transforms, the digitized original image is segmented into blocks. 
Then the forward discrete transform is applied to each block. The idea be-
hind applying the transform on blocks is to reduce the number of arithmetic 
operation. The transform coefficients are then quantized followed by en-
coding. By quantization the number of possible output sequences can be 
reduced. The type and degree of quantization has a large impact on the bit 
rate and quality of images. The level of compression is proportional to the 
degree of quantization. The coarser quantization results in high compression 
but at the cost of image quality. In case of lossy compression, many coeffi-
cients can be discarded after quantization ajid prior to encoding. Thus, we 
get the compressed data. But for the lossless compression, no quantization 
is performed. When it is required to generate an image close to the original 
image from the compressed data, the encoded coefficients are decoded fol-
lowed by the application of inverse transform. It can be seen in the following 
diagram. 
Transmitter: 
Digitized 
Image Segmented 
into blocks 
f{x,y) 
Transformation 
F{M, V) Quantizer 
and Coder 
F*{u,v) Channel 
Receiver: 
Channel 
*" Decoder 
F*{u,v) Inverse 
l>£liisforn 
nx,y) Combine 
block 
Reconstructed 
Image 
There are several invertible transformations in use. The best invertible 
transformation is the one that produces uncorrected transform coefficients. 
The uncorrelated coefficients can be represented by much fewer number of 
bits compared to the original correlated image array. This results in the im-
age data compression. Of the linear orthonormal transforms, like Karhunen-
Loeve transform (KLT), Fourier, Cosine, Sine and Hadamard, the KLT is 
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the only transform that always produces exactly uncorrected transform co-
efficients for finite images [68]. Furthermore, of the transform coefficients 
retained, the KLT minimizes the ensemble mean square error between the 
original image and the image constructed by using the transform coefficients. 
But, unfortunately, there is no fast algorithm for KLT like those of Fourier, 
Cosine, Sine, and Hadamard, though a fast KLT for a class of Random 
Process is appeared in [42]. But to prefer one compression technique over 
other, depends entirely on the type of image and its application. Our In-
formation function (described in Chapter 3), which measures the oscillation 
behaviour of images, helps in classifying images and ultimately choosing a 
proper compression technique for a particular image. The JPEG stands for 
the joint photographic expert group, is a compression technique essentially 
based on the discrete cosine transformation. The wavelet image compression 
(WIC) is a recently developed compression technique and it is more effective 
than JPEG in achieving higher compression ratios (CR). The Fractal im-
age compression (FIC) is another promising compression method but higher 
compression is possible only for self-similar regions in an image. Details of 
these compression methods are discussed in Sections 1.2 to 1.4. 
1.1.2 Image Model 
An image of an object is represented by a function of two variables 
f {x,y){f :RxR —>R), where the value or amplitude of / at (x,y) G Kx R 
denotes the intensity (brightness) of the image at that point. Since light is a 
form of energy, f{x,y) must be nonzero and finite, that is 
0<f{x,y)<oo. 
We may write 
fi^^y) = i{x,y)r{x,y) 
where i{x, y) is called illumination component and r(x, y) is called reflectance 
component. We may assume that 
0 < i{x, y) <oo,0 < r{x, y) <1 . 
The nature of i{x,y) is determined by the light source, while r{x,y) is de-
termined by the characteristics of the objects in a scene. The intensity of a 
monochrome image / at coordinates {x, y) will be called the grey level (/) of 
the image at that point. If / = 0 then the image is considered as black and 
if / = L then it is considered as white. Very often we take 
-'-' ^ ^ ^max • ''max (product of the maximum value of i and r) . 
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Suppose that a continuous image / (x , y) is approximated by equally spaced 
samples arranged in the form of an AT x iV array. Then it is called a dig-
ital image. In other words digital image is an image f{x, y) that has been 
discretized both in spatial coordinate and in brightness. We may consider 
a digital image as a matrix whose row and column indices identify a point 
in the image and the corresponding matrix element value identifies the grey 
level at that point. The elements of such a digital array are called image 
elements, picture elements, pixels or pels, with the last two names being 
commonly used abbreviations of'picture elements'. There are several advan-
tages of selecting sequence arrays with sizes and number of grey levels that 
are integer powers of 2. Elements of digitized f{x,y) or digital images are 
given in Equation 1.1. 
f{x,y) = 
/(0,0) /(0,1) ••• / ( 0 , i V - l ) 
/(1,0) /(1,1) ••• / ( l , i V - l ) 
/ (AT-1,0) / (AT-1,1) ••• / ( A r - l , A r - i ) 
(1.1) 
Each element of this matrix is called a 'pixel'. Usually N = 2", and 0 = 2™, 
where G denotes the number of grey levels. The number of bits required to 
store a digitized image is given by 
b = N X N xm . (1.2) 
The quality of an image will vary along with variation of N and m. At some 
point in the acquisition of a digital image, a spatial resolution (pixel width 
and length) and a number of values (pixel depth) are imposed on the image. 
The resolution, that is, the degree of discernible detail of an image is strongly 
dependent on both A^  and m. The more these parameters are increased, the 
closer the digitized array will approximate the original image. However the 
relation 1.2 clearly indicates that storage and consequently processing re-
quirement increase rapidly as a function of N and m. 
1.1.3 Fidelity Criteria 
The removal of psycho visually redundant data results in a loss of real or 
quantitative visual information. Because information of interest may be lost, 
a repeatable or reproducible means of quantifying the nature and extent of 
information loss is highly desirable. Two general criteria are used as the basis 
of such an assessment, one is objective fidelity and other one is subjective 
I.J. BASIC CONCEPTS 5 
fidelity. When the level of information loss can be expressed as a function 
of the original or input image and the compressed and subsequently decom-
pressed output image, it is said to be based on objective fidelity criteria. A 
good example is the root mean square (RMS) error between an input and 
output image. 
Let f{x, y) represent an input image and let g{x, y) denote an approxima-
tion of/(x, y) that results firom compressing and subsequently decompressing 
the input. For any value of x and y, the error e(x, y) between / (x , y) and 
g{x,y) can be defined as e{x,y) = f{x,y) — g{x,y), so that the total error 
between the two images is 
M-lN-l 
x=0 y=Q 
where the images are of size M x N. 
Following are the distortion measures between the images: 
1. The mean absolute error, 
MN ^"^" XfAT z ^ 2 ^ i-^( '^ y'> ~ ^(^ ' ^^ I • 
1=0 t/=0 
2. The mean square error, ems, between f{x, y) and g{x, y) is the squared 
error averaged over the M x N array, or 
.. A f - l i V - l 
^-^'=MNJ2Y1 [/(^ ' 2/) - 9{x, y)f . (1.3) 
1=0 y=0 
The root mean square error (erms) is the square root of ema, ie. , 
3. The mean-square signal-to-noise ratio of the output image, denoted by 
SNR^„ is 
q\Tp _ Z->a!irO 2^y=0 ^ ( ^ 1 y) 
Ex=o Ev=o [f{x,y) - 9{x,y)]'^ 
The root mean-square signal-to-noise ratio, SNRrms, is simply the 
square root of SNRmg, i.e. 
SNR^ms = y/SNRms • 
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4. The peak signal to noise ratio PSNR is defined as follows, 
PSNR = 20\og,J—) . (1.4) 
where 255 is the highest pixel value in in a grey scale image. 
Although objective fidelity criteria offer a simple and convenient mecha-
nism for evaluating information loss, most decompressed images ultimately 
axe viewed by human beings. Consequently, measuring image quality by the 
subjective evaluations of a human observer often is more appropriate. The 
details of subjective fidelity criteria is discussed in Chapter 4. 
1.1.4 Description of a Set of Test Images 
Most of our test images have come from the "BragZone site" of the univer-
sity of Waterloo. This site provides diverse set of test images for research 
purpose. The aim of providing such images is to bring uniformity to the im-
age processing community as far as test images are concerned. The images 
of selected compression ratios for various compression algorithms are also 
available on this site. 
We explain the details of these images. The size of the image and number 
of bits required to store one pixel is mentioned in the bracket. The original 
images are available in Chapter 3. 
• Bridge [256 x 256 x 8]: This is the smaller version of the classical 512x512 
bridge image. Being originally derived from a 6 bit scanning process, 
it exhibits low resolution and contrast, as is evident in the regions of 
foliage. 
• Circles [256 x 256 x 8]: A set of nested circles with the outside circle 
darkest and the innermost circle lightest. This image tests edges at var-
ious orientations. Also, the frame truncates the larger circles, creating 
two horns that narrow to a point. 
• Crosses [256 x 256 x 8]: A pattern of diagonal and horizontal lines. 
The lines are narrow, varying from one to three pixels wide. Fine lines 
are essential to architectural drawings, flow charts, graphic designs, 
etc. Yet, many coders have great trouble with this type of content, 
especially along the diagonals. 
• Lena [512 x 512 x 8]: The image contains a nice mixture of details, 
flat regions, shading and texture that do a good job of testing various 
image processing algorithms. 
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• Peppers [512 x 512 x 8]: The absence of fine detail makes it compara-
tively easy to compress. 
• Squares [256 x 256 x 8]: A series of concentric squares of decreasing 
width from the outside in, and of increasing luminance. The plateaus 
are completely flat with grey level values of 50, 100, 150 and 200. 
This image tests the preservation of flat regions and step edges. The 
rectangular boundaries are at even pixel locations, helping to make this 
image the easiest to compress the entire suite. 
• Washsat [512x512x8]: This is a satellite photograph of the Washington 
DC area. The contrast is low but there is much fine detail that must 
be preserved in order to facilitate interpretation by earth scientists and 
intelligence analysts. 
• Wood [512 X 512 X 8]: The wood image is taken form ITWM, university 
of Kaiserslautern, Germany. Due to the presence of enough fine details 
in image it is often difficult for the coders to compress it. 
• Zelda [512 x 512 x 8]: Prom the USC database. Like Lena, the absence 
of much fine detail maJces it comparatively easy to compress. However, 
humans are very sensitive to faces. In some places, such as around the 
eyes and mouth, slight mathematical distortions can be perceptually 
disconcerting. 
The original images axe available in Chapter 3. 
1.1.5 JPEG: A Short Description 
The JPEG, Joint Photographic Experts Group, is a working group of tech-
nical experts in image encoding. The goal of JPEG is to develop an inter-
national standard for compression of grey scale or color images. Here we 
describe the basic coding machinery of the JPEG Baseline system encoder. 
It provides a simple and efficient algorithm that is adequate for most image 
encoding applications. The image is partitioned into 8 x 8 blocks and each 
block is independently transformed using the 2-dimensional Discrete Cosine 
Transform (DCT). The forward 2-D DCT of any block of pixels is defined as 
[83], 
7 7 
r,/ \ 1 ^ / s^/ x V ^ v ^ r / \ (2x-|-l)u7r (2y+l)v7r 
F{u,v) = •^C{u)C{v)2^2^f{x,y)cos^ IQ^^^^ 16 ' 
a!=0 t/=0 
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and the inverse 2-D DCT is defined as 
I v ^ J - ^ (2x + l)uTr (2y+l)vTT 
u=0 v=0 
where, 
r ^ for u; = 0 
\ 1 otherwise. 
All transformed coefficients are normalized by applying a user defined 
normalization array that is fixed for all blocks. The normalized coefficients 
are then uniformly quantized by rounding to the nearest integer. Thus, the 
quantization function is defined as, 
FQ(u, v) = Integer Round ( ^; ' . ) , 
\Q{u,v)J 
where Q{u, v) is called quantization matrix. 
The top-left coefficients in the 2-D DCT array is referred to as the DC 
value and is proportional to the average brightness of the spatial block. After 
quantization, this coefficient is encoded with a lossless Differential Pulse Code 
Modulation (DPCM) scheme [66], page 79. The remaining 63 coefficients of 
8 x 8 block are called AC coefficients. The quantization of AC coefficients 
produces many zeros, especially at higher frequencies. To take advantage of 
these zeros, the 2-D array of DCT coefficients is formatted into a 1-D vector 
using a zig-zag reordering. This rearranges the coefficients in approximately 
decreasing order of their average energy with the aim of creating large number 
of zero values. If the first non-zero AC value is separated from the DC value 
with a (one) zero then it is called a run of length of 1 zero. 
The DC value and AC coefficients in the 1-D sequence are encoded using 
separate Huffman code tables. At the receiver, the sequence is decoded using 
Huffman decoding table and then denormalized. The denormalized block is 
then inverse transformed using the inverse 2-D DCT. 
Although the JPEG image standard has been widely used but it has some 
drawback. The error caused due to the quantization process is isolated in 
each local block. At the high compression ratio, the block effect becomes 
obvious. The second, energy compaction is only achieved within each local 
block and as a result, redundancy between blocks can not be utilized. 
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1.1.6 Definitions 
Definition 1.1 Walsh Function; Let r be a function defined on [0,1) by 
r 1 x e [0,1/2) 
'^'^''>-\ - 1 x e [1/2,1) 
extended to R by periodicity of period 1. The Rademacher system r = 
(r„, n 6 N) is defined 
r„(a;) = r(2"a;) ( x e R , n GN) . 
Given n Ef^ it is possible to write n uniquely as 
n = £;n,2* 
k=0 
where n^ = 0 or 1 for A; £ N. This expression is called binary expansion of 
n and the numbers Uk is called the binary coefficients of n. 
The Walsh system w = (wn, n G N) as products of Rademacher functions 
is defined in the following way. / / n € N has binary coefficients (n^, A; e N) 
then 
=n 
fc=0 
It is clear from the definition that WQ = 1 and W2r> = ?"„ for n e N. 
It is also clear that the Walsh system is closed under finite products, each 
Walsh function is piecewise constant with finitely many jump discontinuities 
on [0,1) and takes only the values +1 or —1. 
Backgroiind on group representations: 
Let G denote a locally compact group, i.e., G is a locally compact topolog-
ical space equipped with a group representation, •, such that the mappings 
{x,y) t-^ x-y from GxGinto G, and x i-> x~^ from G into G, are continuous. 
Definition 1.2 4^ measure ^ on a group G is said to be left-invariant pro-
vided that for every integrable function f on G and every y E G we have 
IG f{y • x)dix{x) = / Q f{x)dfx(x). 
It is a fact from the theory of measures that a left-invariant measure on 
G, known as left Haar measure, exits and is unique upto a constant multiple. 
Similar remarks hold for right-invariant measures and right Haar measure. 
If the left Haar measure is also the right Haar measure then G is said to be 
unimodular. 
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Definition 1.3 Let H be a Hilbert space. 
1. A representation -n of G on H is a mapping n : G -^ L,{H) (L{H) 
denotes the set of all bounded linear operators S : H -^ H) such that 
7r(x • y) = 7r(x)7r(y) for every x,y € G. 
2. A vector g E H is admissible if 
/ . 'G 
where fj, is the left Haar measure on G. 
3. A vector g E H is cyclic if span {Tt{x)g}xeG is dense in H, or equiv-
alently, if the only f G H such that (/, Tr{x)g) = 0 for all x e G is 
f = o. 
4- TT is unitary if the map 7r{x) : H -> H is unitary for each x EG. 
5. TT irreducible if every g E H\{S) is cyclic. 
6. TT is square-integrable if TT is irreducible and there exists an admissible 
geH\{o} 
Definition 1.4 Frame; A sequence {x„} in a Hilbert space H is a frame if 
there exist numbers A,B>0 such that for allx E H we have 
A\\xf <Y,\{^,^n)? <B\\x\(' . 
n 
The numbers A,B are called frame bounds. The frame is tight if A = B. 
The frame is exact if it cease to be a frame whenever any single element is 
deleted from the sequence. 
Theorem 1.5 (Shannon sampling theorem) ; Let x = x{t) is a square 
integrable function. If it is band limited -i.e., if there is a finite K > 0 such 
that x{^) = 0 if \^\ > K - then Shannon's sampling theorem asserts that 
^ ^ - 2 ^ '^^2K^ ^{2Kt-n) • 
n=—00 ^ ' 
Namely, x is determined exactly at all points by its values at discrete points 
spaced ^ apart. 
1.2. WAVELET IMAGE COMPRESSION H 
1.2 Wavelet Image Compression 
1.2.1 Introduction 
The wavelets are an extension of Fourier analysis. The goal of wavelets 
or Fourier transform is to turn the information of the signal into coefficients 
that can be manipulated, stored, transmitted, analysed or used to reconstruct 
the original signal. The coefficients tell us that in what way the analyzing 
function (sines and cosines, or wavelets) needs to be modified in order to re-
construct a signal. One can literally construct the signal by adding together 
wavelets of different sizes, at different positions, just as one can construct a 
signal by adding together sines and cosines. The technique underlying the 
computation of coefficients is the same, i.e. the signal and the analyzing 
function are multiplied together and the integral of the product is computed. 
But squeezing and stretching the wavelets to change their frequency changed 
everything. Wavelets automatically adapt to the different components of a 
signal, using a small window to look at brief, high-frequency components and 
the large window to look at long-lived, low frequency components. This pro-
cedure is called multiresolution. The signal is studied at a coarse resolution 
to get an overall picture and at higher resolutions to see increasingly fine de-
tails. Wavelets have been called a "Mathematical microscope". Compressing 
wavelets increases the magnification of this microscope, enabling us to take 
a closer look at fine details in the signal. In otherwords, using wavelets to 
look at a signal at different resolutions can be seen as applying recursion of 
a filter. Wavelets help us in filtering out everything but low frequencies with 
large wavelets and filtering out everything but high frequencies with small 
wavelets. 
The wavelets are suited to a wide range of applications. It can be instruc-
tive to compare wavelet coefficients at different resolutions. Zero coefficients, 
which indicate no change, can be ignored, but nonzero coefficients indicate 
that some thing is going on, whether an error, an abrupt change in the signal, 
ox noise (an unwanted signal that obscures the real message). If coefficients 
appear only at fine scales, they generally indicate the slight but rapid varia-
tions characteristics of noise. "The very fine-scale wavelets will try to follow 
the noise", Daubechies explains, while wavelets at coarser resolutions are too 
approximate to pick up such variations [36]. But coefficients that appear at 
the same part of the signal at all scales indicate something real. If coeffi-
cients corresponding to the same instant of the signal do not tend toward 
zero at fine scales, this indicates a jump in the signal. If they get smaller, 
but relatively slowly, there is a discontinuity in the derivatives; if they get 
smaller quickly, the signal is smooth. It is even possible to use scaling to 
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sharpen a blurred signal. If the coefficients at coarse and medium scales 
suggest there is a singularity, but at high frequencies noise overwhelms the 
signal, one can project the singularity into high frequencies by restoring the 
missing coefficients and end up with something better than the original. The 
idea of looking at a signal at various resolutions has in fact emerged indepen-
dently in many different fields of mathematics, physics and engineering. In 
the mid-eighties, researches of the "French School", lead by a geophysicist, 
a theoretical physicist and a mathematician (namely Morlet, Grossmann, 
and Meyer), built strong mathematical foundations around the subject and 
named their work 'ondelettes' (wavelets). The wavelets were first proposed 
for the analysis of seismic data by Morlet in 1983. 
The wavelet theory provides a unified framework for a number of tech-
niques which had been developed independently for various signal process-
ing applications. For example, multiresolution signal processing, used in 
computer vision; subband coding, developed for speech and image compres-
sion; and wavelet series expansions, developed in applied mathematics, have 
been recently recognized as different views of a single theory [67]. Applying 
wavelets to discretize differential equations appears to be a very attractive 
idea. In finite element type methods, piecewise polynomial trial functions 
may be replaced by wavelets [28]. 
In image compression domain wavelets have been successful in providing 
high rates of compression while maintaining good recognizability. Because 
wavelet coefficients only indicate changes, areas with no change (or very small 
change) give small or zero coefficients. These small coefficients can be ig-
nored, reducing the number of coefficients that have to be kept to encode the 
information. The reduced coefficients are then quantized, making possible 
even the higher compression rates. Apart from orthogonal wavelets, biorthog-
onal wavelets are also used to achieve the compression. The biorthogonal 
wavelets are two sets of wavelets, one to decompose the signal and another 
to reconstruct it [16]. 
1.2.2 Scaling Function and Multiresolution Analysis 
We start with the definition of a continuous 1-dimension wavelet transfor-
mation. 
Definition 1.6 4^ function ip G L2(M), which satisfies the admissibility con-
dition 
0<C^= / ^ ^ ^ ^ d u ; < oo (1.5) 
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is called a wavelet. 
The continuous wavelet transform of a function / e Z/2(]K) with respect 
to the wavelet ip is defined by 
/
oo t — h fim )dt (1.6) 
-oo ^ 
where a,b eR,a ^0. 
In other words, the term wavelets denotes a family of functions of the 
form 
, I i_i ,/t-b. 
a 
obtained from the single function ill by the operations of dilation and trans-
lation. By dilation and translation operators on a function 0(x) we mean 
6a<j>{x) = a^^{ax) and T(,0(X) = 0(x — h) respectively. 
Prom the admissibility condition 1.5, for a continuous function ij;{t) e M, 
it follows that V' must vanish at the origin, i.e. J ^ ip{t)dt = 0. 
The simplest example of a basis of wavelets is the Haar basis. This basis 
consists of piecewise constant functions and it is complete for L^i^. We 
describe a procedure how to get Haar wavelet from a characteristic function. 
We start by defining the function 0 : R —> E to be the characteristic 
function of the interval [0,1), 
(^^ ) = {\ ot X6 [0,1) otherwise . 
The integer translates of 0 span the space VQ of functions constant on unit 
intervals, 
V, = {fe L2(E) I f{x) = ^ c , 0 ° ( a ; - k)} , 
where {c^} G P and (^(x) = 2^(f){2^x - k), j,k G Z. Prom the space VQ, 
other spaces Vj, j e Z, can be defined. Thus we have, 
V -^= dosL,(R) ((^ : A ; G Z ) , J G Z 
and 
UjVj=^L2{R), njVj = {o} 
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The the closure UVj is spanned by dilates and translates of 0, but the dilates 
and translates are not linearly independent (so, do not form a basis of L2(M)). 
This is also clear form the containment hierarchy of Vj's, 
• • • c y_i c Fo c Vi • • •. 
To construct a basis, we construct difference space Wj to be the orthogonal 
complement of Vj in Vj+i, 
Wj e Vj = Vj+i, for j e z . 
Analogous to VQ, the space WQ is spanned by integer translates of single 
function, 
Wo = {fe L^m I f{x) = Y,dkct>lix - k)}, 
kez 
where {dk} G P and Vi(a:) = 2iip{2^x - k), j,k e Z. Here the translated 
function Tp : R —> R is defined as 
( 1 if 0 < X < 1/2 
V;(^ ) = I - 1 if 1/2 < X < 1 
[ 0 otherwise . 
This is a well known Haar Function. So, Wj, j e Z denote the closure of 
the linear span of {tpj,k}kQZ- Therefore, L2{R) can be decomposed as an 
orthogonal direct sum of the space Wj, 
L2{R) = ej&zWj = ---®W^i ® WQ ® Wi ® ••• . 
The normalized dilates and translates ipl, j,k G Z, form an orthonormal 
basis of L2{R). The following lemma illustrates the properties of ^ and V .^ 
Lemma 1.7 The two families {(^} and {^} satisfy the following . 
(i) (4, 4) = 5,,t, j,k,leZ; 
(u) {4 , V/) = 0, j,k,leZ;and 
(iii) {ii , ^\n) = ^j,i ^k,m, J,k,l,me Z. 
where Sij = 1 for i= j and 0 else. 
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Proof: We refer to Chui [15], page 225. 
The idea of a multiresolution is to write the L2 -function / as a limit of 
successive approximations. Each approximation is a smoothed version of / . 
The successive approximations thus use a different resolution. 
Definition 1.8 .4 function <p € ^2(1^) is said to generate a multiresolution 
analysis (MRA) if the following properties are satisfied. 
(i) •••cy_icyocyic---
(ii) closL, {UjezVj) = L2(R) ; OjezVj = {0} 
(iii) y,+i = Wj e Vj, j e z , 
where Wj is the orthogonal complement ofVj in V}+i, and 
(iv) fix) e Vj ^=^ f{2x) e Vj^i, j e Z. 
Moreover, for all j G Z, the (frl, constitute a Riesz basis of Vj, that is, 
there exist two constants A and B, with 0 < A < 5 < 00, such that 
^IIK}||f, < llE^^'^JI' < s UK} lit 
fcez 
{cfc} Eh- If (/> generates a MRA, then (j) is called a scaling function. 
1.2.3 Wavelet Decomposition 
We now describe the Fast Wavelet Transform of Mallat [54] for two dimension 
signals, such as images. In case of image, the multiscale analysis of L2(M^) 
can be generated, using the tensor product trick. 
Proposition 1.9 Let Vj, j E Z, be a multiscale analysis of L2{R). Then 
Vj = Vj<Si Vj is a multiscale analysis of L2{^). 
Proof: We refer to Daubechies [22], page 313. 
Wj is defined as the orthogonal complement of Vj into V^+i. Thus we 
have the following orthogonal bases: 
• basis for V}: 
• three bases for Wj-. 
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For an image / e L2{R^) its approximation at scale 2-' is given by its 
orthogonal projection onto Vj 
fvj (^. y)= Yl (•^' ^rn,n) 4L,n{x^ V) • 
m,n£Z 
This approximation is thus characterized by the sequence 54,„ = '^^ (/, </i,,„)-
The sequence Sj = ('S'4,n)^„pz s^ called discrete approximation of / at the 
resolution 2-'. The additional_details from the scale 2^ to 2^ +^  is given by its 
orthogonal projection onto Wj. 
fwM^y)= E (/.'/4i>v4>,j/), rf = 1,2,3. 
This component is thus characterized by the sequences, 
. Dg„ = 2^(/,V^^<^„)and 
. D^„ = 2^(/,V4V^„>. 
These sequences 
are called details of the resolution 2^^^. 
In image compression we get a discretized image at resolution, say, 2^ 
and the goal is to decompose it into lower resolution. According to Mallat 
algorithm Sj could be computed from 5j+i with the action of low-pass filter 
h{n) followed by a decimation. 
Sl^^=Y.Sifh{2m-k,2n-l). 
The bidimensjonal filter h is the tensor product of same 1-D low-pass filter 
h defined as, h{m,n) = h{-m)h{-n) with h{n) = 2~5 (0^\0°) . 
Similarly, D^, d = 1,2,3, can be computed from Sj^i by the action of 
high-pass filter 'ga (gd is the tensor product of 1-D high- and low-pass filters 
g and h) followed by the same decimation. 
^ i = E ' ^ M ' 5 d ( 2 m - f c , 2 n - 0 , 
fe,/GZ 
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where gi{m,n) = h{-m)g{-n), g2{m,n) = g{-m)h{-n), 
g3{m,n) = g{-m)g{-n) and g{n) = 2'^ (V'^\ V°>-
The filters H = {h{n) : n G Z} and G = {g{n) : n e Z} are called 
Quadrature Mirror Filters (QMF). H and G corresponds to a low- and high-
pass filters respectively. The rows of the image are filtered by computing 
their correlation with the low- and high-pass filters H and G followed by 
2 : 1 decimation. The same procedure is then applied to columns. Thus we 
get a four-channel orthogonal Subband decomposition using separable QMF. 
That is from the discretized image Sj we get the four-channel decomposition 
Sj-i, Dj_i, Dj_i^ and ^ |_i- The same is repeated on channel Sj^i and so on. 
The following figures represent the general scheme of wavelet decomposition. 
Columns 
Rows 
| 2 
- 2 
, H 
G 
H 
G 
1 2 
1 2 
2 
• L 
D i-i 
D J 1 
Figure 1.1: One Stage in Wavelet Decomposition 
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^r 
1 
1 
^:. 
1 
R. 
1 
^'. 
Figure 1.2: Wavelet Decomposition Scheme 
The transformed wavelet coefficients are then quantized [4] followed by 
entropy encoding. 
1.3 Fractal Image Compression 
1.3.1 Introduction 
Fractal Image Compression (FIC) is one of the many existing compression 
techniques which promises not only good compression but also has a wide 
scope for research. It has a drawback of long encoding time. The decoding 
time is fast. It uses simple mathematical tools, for example, affine trans-
formation, contraction mapping fixed point theorem etc. which results in 
a powerful memory saving device (the ultimate goal of compression). The 
importance of this research domain can be gauged through the exponential 
growth of research publications during the period 1986-1997. 
It is easy to generate beautiful images through Iterated Function System 
(IFS) which consists of the collection of contraction maps. Self similarity is 
the richness of the natural intricacies, for example, clouds, sunset, forest etc., 
but faces of human beings are not so rich in this respect. Our goal is to find 
an IFS for a given image. Then we store this IFS rather than image. We 
have tested this on various images. 
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1.3.2 Iterative Function System 
We start with the contractive affine transformation and visualize how this 
turns out to be a Sierpinski triangle (an special case). A collection of affine 
transformations is called IFS. An affine transformation w : R^ —> E^ is 
defined as 
w 
X 
y = ( - ) ( : ) + 
e 
f 
= AX + t, 
where, a, b, c,d,e,f eR (the set of real numbers). The matrix A = 
determines the rotation, skew and scaling, and t = e 
f 
a 
^ c d J 
determines the 
translation. This transformation moves the point (x,y) to {ax + by + e,cx-\-
dy + f) and it will make effect on the picture in x, y plane. It is said to be 
contractive when ||>l|| < 1. 
The following IFS codes generate the Sierpinski triangle (see Figure 1.3). 
w 
Wi 
a b e d 
0.5 0 0 0.5 
0.5 0 0 0.5 
0.5 0 0 0.5 
e 
0 
1 
0.5 
/ 
0 
0 
0.5 
Figure 1.3: Sierpinski Triangle 
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In case of grey-scale images, the affine transformation Wi : I^ —> I^ is 
defined as 
where Sj and Oj control the contrast and brightness of the image. A grey 
scale image is considered to be a 3D entity with two spatial dimensions and 
one intensity dimension. Let / G Lp{P), where P = [0,1] x [0,1] and f{x) 
represents the grey level at a point x e P. The goal is to find function 
m : P —>• P, s : P —V M, and o : P —> R, so that a given function 
/ will be a fixed point for the operator r^ _g,o : Lp{P) —> Lp{P), given by 
Tm,8,o{f) = s{x)f{m{x)) + o{x). In that case, m, s, o compose an encoding of 
/ . The function m{x) represents the spatial part of the Wi transformation. 
Therefore, our task is to find affine transformations Wi and the domain blocks 
of a given image so that when we apply Wi to it we get an image very close 
to the part of the image on range blocks. The range blocks are fixed and the 
corresponding domain blocks have to be searched out. We have explained 
domain and range blocks in subsection 1.3.4. 
1.3.3 Space of Fractals 
For dealing with images, the convenient space at our disposal is the Hausdorff 
space. We denote this space by 7i. We start with the traditional metric space 
{X, d). 'H{X) is a non empty space whose points are the compact subsets of 
X. Then the distance from a point x 6 X to a point P e 'H(X) is defined as 
d{x, P) := min{d(x, y) : y e P} . 
The distance from a point P to another point Q of ?^(A') is defined as 
d(P, Q) := max{d(x, Q) : x ^ P} . 
It is clear that d(P, Q) 7^  d{Q, P) in Hausdorff space. 
However, the distance (Hausdorff) between the points, say P and Q, in 
%{X) is defined as 
/ i (P ,g) :=max{d(P ,Q) ,d(Q,P)} , 
where h (depends on the metric d) is the Hausdorff metric on %. 
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Lemma 1.10 Let {X, d) be a complete metric space. Then for all A, B, C, D 
in HiX), 
h{A UB,CUD)< max{h{A, C), h{B, D)} , 
where h is Hausdorff metric. 
We now state a theorem which proves the completeness of the space of 
fractals. 
Theorem 1.11 Let {X,d) be a complete metric space. Then {'H{X),h) is 
also a complete metric space. 
Proof. For proof we refer to Barnsley [5] page 37. 
Definition 1.12 Let {X,d) be a metric space. A map w : X —>• X is 
contractive if there exists an s, 0 < s < 1, such that d{w{x),w{y)) < sd{x,y) 
for allx,y & X. s is called contractivity factor of w. 
Following theorem is the contraction mapping theorem on {'H{X),h). In 
fact, it is instrumental in combining contraction mappings. 
Theorem 1.13 Let {X,d) be a metric space. Let Wn : X —> X,n = 
1,2,- • • ,N, be a collection of contraction transformations on {X, d) and the 
contractivity factor for w„ be denoted by Sn for each n. Define W : V-iX) —> 
n{X) by 
W{P) = Wr{P) U W2{P) U • • • Wr^iP) = U^=,Wr,{P) 
for each P 6 li{X). Then W is a contraction mapping with contractivity 
factor s = max{s„ : n = 1,2, • • • , N}. 
Proof: We demonstrate the claim for A^  = 2. The theorem can be proved by 
induction. Let P,Q E Tlix). We have 
h{W{P),W{Q)) = h{w^{P)Uw2{P),w^{Q)Uw2{Q)) 
< max{h{wi{P),wi{Q)),h{w2{P),W2{Q))} (by Lemma 1.10) 
< max{sih{P, Q), S2h{P, Q)} < sh{P, Q) . 
We now state and prove the main tool of FIC - the contraction mapping 
fixed-point theorem. 
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Theorem 1.14 Let {X,d) be a complete metric space. Let the map f : 
X —> X be a contraction mapping. Then there exists a unique fixed point 
Xf e X such that for any point x E X 
Xf = f{xf) = lim r{x) . 
n-^oo 
The point Xf is called a fixed point or the attractor of the mapping f. 
Proof: Let x E X. Then for n > m, 
d(r (x), r(x)) < 5 d{f^-'{x), r-i(x)) < s^^ d{x, r-"'(x)). (1.7) 
Using triangular inequality repeatedly, 
d{x,f'{x)) < d{x,f''-\x)) + d{f''-\x),f\x)) 
< d{x, fix)) + d{f{x),fifix))) + ••• + dif-'ix), fix)) 
< (l + s + --- + s*-^)d{x,/(x)) 
< -^d{x,f{x)). (1.8) 
1 — s 
So, equation 1.7 can be written as 
d(nx),r(x))<-—d{x,f{x)), 
1 — s 
and since s < 1, the left hand side can be made as small as we like if n and m 
are sufficiently large. This means that the sequence x, / (x) , / ( / (x ) ) , • • • is a 
Cauchy sequence, and since X is complete, the limit point x/ = lim„_^oo f"{x) 
is in X. The contractivity of / implies that / is continuous, and so 
f{xf) = / ( l i m r ( x ) ) = lim/"+^(x) = Xf . 
To prove uniqueness, suppose xi and X2 are two fixed points. Then 
d{f{xi),f{x2)) =rf(Xi,X2) , 
but we also have d(/(xi),/(x2)) < d(xi,X2), a contradiction. 
The following corollary of the contraction mapping fixed point theorem 
is called "Collage Theorem". 
Corollary 1.15 (Collage Theorem) With the hypothesis of the contraction 
mapping fixed point theorem, 
d{x,Xf)< d (x , / (x ) ) . 
i — s 
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Proof: This is the consequence of taking the limit as k goes to oo in equation 
1.8. 
In Hausdorff space: if Wj's are contractive transforms then the map W = 
UWi (union of maps) is also contractive and defines a unique fixed point (say 
Xw) in H. 
Therefore, an IFS is just a collection of maps that, by "contraction map-
ping fixed point theorem", defines a unique attractor (fixed point). Since the 
attractor is unique, it is completely specified by the map W. So the inverse 
problem: for a given set S, can -we find an IFS -wbose aUractoi is S. No 
solution to this problem exists to date. However, some insight can be found 
in the fixed-point equation 
Xw = W{xw) = Wi{xw) U • • • U Wn{xw) 
and the Collage theorem: if/i(5, U^iu;i(5)) < e, then 
h{S,xw)<r^h{S,W{S))<-^. 1 — s 1 — s 
The contraction mapping fixed-point theorem says that the fixed-point is 
constructed out of transformed copies of itself, i.e. take a set 5, transform it 
by contractive transformations and paste these together to to reconstruct S. 
The Collage theorem says that the better the fit between the original set S 
and the pasted "Collage" W{S), the closer the the attractor xw will be to 
5. 
1.3.4 Encoding and Decoding Process 
Suppose that we are given an image / that we wish to encode. This means 
we want to find a collection of maps wi,W2,-" , WN with W = U-liiUj and 
/ = Xw. That is, we want / to be the fixed pint of the map W. We seek 
a partition of / into pieces to which we apply the transforms Wi and get 
back / . Being able to exactly cover / with parts of itself is not likely, so the 
least possible cover is sought with the hope that xw and / will not look too 
different, i.e. d{f, xw) is small. The hope for this comes from the Collage 
theorem. Thus, the encoding process is to partition P by a set of ranges Bj. 
For each Bi, aji Ai C P and Wi : AiX I —> P are sought such that Wi{f) is 
as close to / n {Bi x / ) as possible, i.e. 
d{fn{BiXi),Wi{f)) 
is minimized. 
As for Example: Let us start with a 512 x 512 pixel image with 256 
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grey levels. We partition the image recursively until the image size is d x d 
(a typical consideration is 32 x 32) and call these square blocks Sj range 
blocks. For each range block of the image we find an overlapping domain 
block Ai, twice the size of the range block, so that when we apply a suitable 
transformation Wi to A^, we get some thing very close (in the sense of the 
root mean square metric) to the part of the image over Bj, i.e., we seek to 
minimize the expression 
dnns ( / n (Bi X / ) , Wiif)) ,i=l,--- ,N. 
The drms) in case of two images / and g, is defined as 
drmsC/.i?) := J l{f{x,y)-9{x,y)fdxdy. 
The pixels in a domain block are arranged in groups of four so that the 
domain is reduced to the size of range. Let ci, 02, • • • > On and 61,62, • • • , &n 
be the pixel intensities of the blocks Ai and Bi respectively. We want to 
determine s and o (contrast and brightness adjustments respectively) such 
that we minimize the quantity, 
S = {sai + 0- bif + (so2 + 0- bif + • • • + {sa^ + 0- b„f . 
After solving we get. 
s = 
_ [n Er=i <^i^i - s r = i °< Er=3i ^ ^ 
and 
1 
o = — 
n 
How to find the domain blocks in an optimal way, i.e., to minimize the 
number of searches, is the heart of the problem. Here is a classification 
scheme due to Jacquin [40] and Fisher [26] which minimizes the number 
of domains compared with a range. Before encoding, all the domains in 
the domain library (described later) are classified. During the encoding, a 
potential range is classified, and only domains with the same classification 
are compared with the range. Jacquin used a scheme that classified a sub-
image into flat, edge and texture regions. Many other schemes are possible 
as well. 
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For each quadrant of a domain, we compute the average Tj and the vari-
ance Vi of pixel values. For the quadrant i (i = 1,2,3,4), Tj = J YJj^i P] and 
V; = i5^"=i(pj -Ti)2, where p{,--- ,p\, are the pixel values in the quadrant 
i. The ordering of Tj (in terms of brightness) are made in the following three 
classes: 
• Class a. Ti > T2 > Ta > T4 
• Class b. Ti > Ta > r4 > T3 
• Class c. Ti > T4 > Ta > Ts . 
Once the rotation of the square has been fixed, each of three classes has 24 (4!) 
subclasses, consisting of the 24 ordering of the Vj. Thus, there are 72 classes 
in all. If the scaling value Si is negative, the ordering in the classes above are 
rearranged. Therefore, each domain is classified into two orientation, one for 
positive Si and other for negative Sj. 
Next comes domain pool step size d (different from d). The sub-images 
of the image of size d x d axe centred on a grid with vertical and horizontal 
spacing of A = ^ (grid spacing). This, in fact, is the domain library. Increas-
ing d gives better result but only at the cost of longer time. All the potential 
domains are compared with a range applying the above classification. If the 
resulting optimal rms value is above a preselected threshold and if the depth 
of the quad-tree is less than a preselected maximum depth then the range 
block is sub-divided into four quadrants and the process is repeated. In case 
of 512 X 512 image, comparison starts from 32 x 32 (minimum recursion 
depth) range blocks, we check the threshold criterion, if the criterion is not 
met then we continue the quad-tree partition until the range block is of size 
4 x 4 (maximum recursion depth). If the rms value is reached, the optimal 
domain and the affine transformation on the pixel values are stored. The 
collection of all such maps W = Uwi constitutes the encoding. 
The decoding process is fast and simple. It consists of iterating W from 
an arbitrary initial image until the fixed point is reached. 
1.4 Compression Result 
The distortion measure "Peak Signal-to-noise ratio" is not based on human 
perception. Among the three compressed images of Zelda, compressed with 
wavelet, FIC and JPEG, CR 16:1, the best picture according to human ob-
server is the compressed image of Zelda with FIC (here it is difficult to 
distinguish), whereas PSNR ranks it the worst among them. So the idea 
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Figure 1 4 Top Original Image of Zelda and Holz8, Bottom- Compressed 
Images with wavelet, CR 16-1 and 20 1, PSNR 38 6839 and 28 4919 respec-
tively. 
of distortion measure based on human perception has emerged and research 
IS going on in this direction We have discuss and given some distortion 
measures in detail m Chapter 4 
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Figure 1.5- Top: Compressed Images with FIC, CR 16:1 and 20:1, PSNR 
35.6814 and 26.1217 respectively Bottom: Compressed Images with JPEG, 
CR 16:1 and 20:1, PSNR 37.4266 and 28.1927 respectively. 
1.5 Wavelet Packets 
We have the following sequence of functions due to Wickerhauser [81]. For 
n = 0,1,2,3,---
^2n{t)^V2j2<^k'^n{2t-k) (1.9) 
fcez 
Where o = {ot} is the filter which satisfies the following properties. 
(1.10) 
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^ o „ = \/2 and 6fc = (-l)*ai_fc 
We denote the summing and differencing operators H and G on P(Z) by 
Hf{i) = J2^,_2i • m ; Gf{i) = Y^h-^i • f{k) (1.11) 
k& fcez 
The adjoint operators H* and G* are defined by 
H*f{k) = Yak-2i • /(O ; G*f{k) = J2bk-2i • f{i) (1-12) 
«ez iez 
and 
F*F + G*G = I (1.13) 
For n = 0 in 1.9 and 1.10 , we get, 
M-t) = *o(2i) + *o(2t - 1) 
^i(t) = ^o{2t) - ^o(2t - 1) 
Here, we have taken ^o a characteristic function. If we increase n, we get 
the following. 
^2{t) = ^i{2t) + *i(2t - 1) 
^3(*) = ^ i ( 2 i ) - * i ( 2 t - l ) 
*4(*) = *i(40 + ^i{4t - 1) + ^i(4i - 2) + ^i(4t - 3) 
We observe that ^„'s have a "fixed scale" but different frequencies. They 
are Walsh functions in [0,1[. The function ^„(i - k), for integers k, n with 
n > 0, form an orthonormal basis of L2(R) [81]. 
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We define a space fi„ which is the linear span of integer translates of *„'s. 
^n:={f\f = J2'kMt-k)} (1-14) 
fcez 
where {cfe} 6 hi"^)-
Using identity (1.13), we have 
Mt-k) = -^T.ak-2i^2n(l-i) + ^ E ^ * - 2 ' * 
FVom (1.13) and (1.14), 
or, •\/2/(i) = p + g for pefl2n and g £ 2^71+1-
We may define 
5 fit) = V2f{2t) 
Therefore, 
5Qn = ^2n ® ^2n+l 
or more generally that 
5*n„ = fi2*n ® • • • © ^2*(n+l)-l ; A; > 0. 
We have a theorem due to [81] which allows us to refine the decomposition 
1/2(R) = ©„f^ n by scales. 
Theorem 1.16 For every partition P of the non-negative integers into the 
sets of the form I^n = {2*n, • • • , 2*(n + 1) — 1}, the collection of functions 
ijr"^ . = 2*/2^„(2*t - j),/jfe„ € P, j ^ Z is an orthonormal basis of Lii 
Definition 1.17 Wavelet packet basis o/L2(K) is an orthonormal basis se-
lected from among the functions 
{2*/2*„(2*f- j) , j e Z } . 
The boxes of coefficients in the rectangle correspond to the decomposition 
of 5^0,0 into the subspaces 5*f2n, for 0 < A; < 3, and 0 < n < 2^-*. The top 
box corresponds to 5^QQ, the bottom boxes correspond to f2„, for 0 < n < 2^, 
and box n on level A; (counting the bottom as level 0) corresponds to subspace 
5*f)„ (see the following table). 
30 CHAPTER 1. INTRODUCTION 
(J f^io 
5'^Qo 
5^0 
HQ ill 
SCli 
" 2 " 3 
(J^fil 
5^2 
^ 4 ^ 5 
5^3 
isg ^ 7 
We have many choices to represent 5^Clo as direct sum of orthonormal 
basis subsets. The Wavelet basis fio © f^ i ® ^ ^i ® S^^i, the Subband basis 
6Qo © 5Qi e 5^2 © ^ ^3) and the Walsh basis fio © fii © • • • © fir are obtained. 
Thus, we constructed wavelet packets which provided a family of orthonormal 
bases for L2(K). The optimal representation of the data within the library 
of wavelet packets is obtained by using the so called "best basis algorithm" 
[81]. 
Chapter 2 
Diamond Wavelet Packets 
2.1 Introduction 
The aim of the wavelet analysis is mainly to provide different representations 
of functions (signals), as superpositions of elementary functions ("atoms" 
[18]). The corresponding representation is used for different purposes such 
as data compression, feature extraction, pattern recognition, operator and 
multiresolution analysis, etc. For many applications we refer to [19], [60] and 
[15]. An important aspect of wavelet transform is to obtain the good decom-
positions that are adapted to a given problem. It is known that continuous 
decompositions are closely related to the Coherent States (CS) approach [31]. 
It is well known that an elegant permutation of the theory of CS can be ob-
tained through the language of group representation theory. The simplest 
example, namely the wavelets and Gabor functions are obtained from the 
afiine group ax + b and the Weyl-Heisenberg (canonical) group respectively. 
These two examples are particularly interesting in a signal analysis. 
A tool combining the canonical and the wavelet analysis was proposed 
in [78], [79]. A generalization of this study to a multidimensional analysis 
was done in [46]. In this case, usual representations of a such bigger group 
are no more square integrable as in the wavelet case. Only the restriction 
of those representations to a suitable quotient space (phase-spaces) of the 
group restores the square integrability and thus leads to a system of CS. In 
this work, we call this new system of CS the "affine diamond packets", since 
the group considered is the diamond one with a dilation parameter. 
Parallel to this continuous study of canonical and wavelet analysis, a fun-
damental work [21], [22] on the discretization of those CS was done. Instead 
of encoding the continuous parameters of the group, one is lead to restrict 
it to discrete values. The essential problem, in signal analysis, is reduced to 
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find a numerically stable algorithm for reconstruction of a given signal from 
its "atomic decomposition" [18]. This leads to the notion of frames [21], [35], 
which is a main ingredient in the analysis and synthesis of signals. 
In this work, we address the problem of finding a frame which includes 
both canonical and wavelet frames: that is, we want to generate "library 
functions", called the affine diamond packets. The later may give a theoret-
ical foundation of the time frequency analysis modelling the human speech. 
The same problem was examined in terms of signal processing in [67], by 
mean of a "three indices tTansioTms". In the continuoMS, this was proposed 
in [78], [79], [46]. In this study, we propose a frame in one dimensional case: 
that is, as in canonical and wavelet study, the frame is labelled by two-indices 
and two-continuous gauge parameters. 
The chapter is organized as follows: in Section 2.2, we briefly recall the 
direct approach in defining the continuous affine diamond CS. In Section 2.3, 
we present the generic construction of the corresponding frames. We ana-
lyze the pointwise convergence of this new analysis introducing the discrete 
reproducing kernels [80] in Section 3. 
2.2 Continuous Diamond Wavelet Transform 
In this section, we introduce the basis notions of the theory of coherent states. 
We then apply it to the affine diamond group. 
2.2.1 Direct Approach 
Let G denote a locally compact group, // the left invariant Haar measure of 
G and U a Unitary Irreducible Representation (UIR) of G on some Hilbert 
space 7i. Then we have the following definition: 
Definition 2.1 The UIR U of G is square integrable if there exists a vector 
ip EH such that the following relation holds: 
cv. = pp^r fM5) | ( t ^ (5 )V ' ,V ' ) | '<oo , geG. (2.1) 
Ifip satisfies 2.1, then it is called an admissible vector in % and c^ the formal 
dimension of the representation U. 
The relation 2.1 implies that: 
W^:n-^L2{G,dn) 
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{W^f){9) = -^m9)f,^|^) (2.2) 
is an isometry map from H onto some subspace of L2{G,dn) and that sub-
space, denoted by W^Ti is characterized by the reproducing kernel condition: 
cl>{g)= I K{g,g')<t>{g')dti{g') (2.3) 
JG 
with the kernel 
K{g,g') = -{'^g\^Pg').i^, = U{g)^. 
The condition 2.1 is too stringent and even in the well known cases, i.e., 
the canonical group G = M "^ x R, the multidimensional wavelet group E" x 
(R+ X SO{n)), the Euclidean group E"+^ x 5 0 ( n + 1), the Poincare group 
R"+^ X SO{n + 1) etc., the definition 2.1 is not appropriate, since it leads 
to divergent integrals. The notion of square integrable modulo the subgroup 
(source of divergence) is introduced. Let, as before, G be a locally compact 
group, H its closed subgroup, X = G/H a homogeneous space, fi a quasi 
invariant on X and a a Borel section: X = G/H —> G. Then 
Definition 2.2 The UIR U of G in H is square integrable modulo the sub-
group H if the following integral holds: 
^ £ d M x ) \{U{a{x))^j;,^l;)\^ <oo,iP^n. (2.4) 
Thv^ the section a is called admissible. 
Formulae (2.1-2.4) hold replacing adequately g ^ G by x. The direct 
approach consists in choosing a in such manner that 2.4 holds. Let us apply 
this technique to the affine diamond group. 
2.2.2 Diamond Wavelets 
The one dimensional affine diamond group, known as the affine Weyl-Heisenberg 
group, consists of the set G = E+ x R^ x R equipped with the multiplication 
law 
g.g' = (a, b, jr, <t>){a', 6', v'; (/)') = {aa', abi + b, a'^i/v] (f)' + (l) + bf • av) (2.5) 
where a e M+, {b,v) E W, <j) E R respectively. 
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The relation 2.5 may be easily obtained as a usual matrix multiplication 
if we represent element g = (a, b, v; ^ ) e G in matrix realization: 
( I ail (f) \ 0 a b] . (2.6) 
0 0 1 / 
We easily see that the identity element is given by e = (1,0,0; 0) and that 
g-'^ = (a-\ -a-\ -av; -(p + b-v) . (2.7) 
This group G is unimodular i.e. the left and right Haar measure coincide: 
dnR{g) = dniig) = dnig) = -dadby^dcj). 
a 
We shall consider the Stone-Von-Neumann representation of G on L2(E) 
which is defined by [46] 
[U{a,b,v:,cl>)f] (x) = /(„,tv;^)(^) = -Le^i1>+-M-&f(^a-\x-b)) . (2.8) 
We will frequently need the Fourier transform of a function / e Z/2(K) defined 
by 
f{k) = - ^ / /(x)e-'^-^dx . (2.9) 
v27r JR 
Then, the relation 2.8 is rewritten equivalently as follows, 
U{a,b,v;<f>)f] (k) = v^e ' [*-4-a/ (a(^-^)) . (2.10) 
Let us consider the next one - parameter subgroup [78], 
H = {heG\h^{a,0,0;(f))}. 
Now a more general section from the corresponding homogeneous space 
X = G/H has of the form 
(^(x) = {l,b,mO){a{b,v),0,0;P{b,v)) = {a{b,v),b,v;P{b,v)) (2.11) 
where a = a{b,v) and /? = I3{b,v) are continuous functions on the phase-
space X with a generic point (b,v). 
The restriction of the representation U in 2.10 on X reads, 
U{a{b,v)f] {k) = yMb^e'^^'-^-!^''^f\a{b,v){k-v)) . 
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Let us associate to any / G L2{^) the following family of coefficients: 
{W,0f){b,v) = {f,^tj^ (2.12) 
where 
^-'-' y/ci{b, v) 
Now, the direct approach method consists in reconstructing f{x) from {Wa^f) {h, v) 
coefficients, as 
F{x)= I dbdvr,^{x). 
Jx 
Using the Fourier transform in 2.9 and assuming that a is a function depend-
ing only on V, Q; = a{y), we get 
Hk) = fit) [ dv \i>{a{v){k- v))fa{v) . (2.13) 
JR 
Notice that /3 = 0{b,v) dropped out naturally: indeed /5 = P{b,v) in the 
choice of the general section 2.11 plays the role of a gauge and thus may be 
taken to be trivial in the sequence. By change of integration variable: 
0 O 
k = k{v) = a{v){k-v) 
it follows that 2.13 leads to the resolution of the identity {F = a{i))f), if 
and only if oe'{y)a~^{y) is a constant function, i.e., 
where X,fj, are constants of integration. The corresponding admissibility 
condition reads 
d{^)= [\m\'—^<oo. (2.15) 
JR |l + A-«i 
Thus, A in 2.14 implies that the dilation parameter is constant, leading to the 
standard (canonical) Gabor analysis or usual windowed Fourier transform. 
More explicitly, next family constitute a family of coherent states 
{Ak,ds.) = A^^e'^ -(^-y^ {ti{x - b))] (2.16) 
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for a iJ, constant and ip E% = L2\ 
The Gabor function is here a dilated copy of ^: that is letting /i = 1, we 
get the pure windowed Fourier transform. On the other hand, A i^^  0 implies 
that, from 2.14, 
dbda 
dbdv = 
a2 
which implies the almost wavelet analysis by 
V'(M(^) = (M + A • x;)^ e---(^ -^ )V ((/x + kv){x - b)) 
or, in Fourier variables 
4.v)(^) = (/^  + A • v)-'^e''--'4 {{^i + Xv)-'{k - v)) . 
We get the usual wavelet analysis letting ij, = 0 and |A| >> 1. That is 
2.2.3 Continuous Transform 
Let us summarize the results in the usual continuous wavelet terms. The 
affine diamond group defined in 2.6 has a unique UIR, acting inTi = L2(K), 
following 2.8 or 2.10. The key point is that U{a,b,v;, 4>) is square integrable 
modulo the space type section 2.11 and a vector ^ e L2(M) is admissible and 
called "diamond wavelet", if it satisfies the condition 
c^ = \W l\m?Tr^-T\<<^- (2-17) 
Given a finite energy signal s e L2(M), its continuous diamond transform 
(with respect to the fixed analyzing diamond wavelet ^ ) , 
is given by 
= ifi + X-v)'' f e'^<^-^-^i^{{ii + X-v){x-b))dx (2.18) 
= {f^ + Xv)~'^ f e''^^{{n + Xv)-\k-v))dk. (2.19) 
^R 
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The main properties of the transform 
may be summarized as follows: 
(i) wk'^ conserves the energy of the signal 
f dbv\SxAbv)\''= f dx\s{x)\^ 
i.e., it is an isometry from the space of finite energy signals into the 
space of transforms ?{^,^ C L2{X,dbdv). Equivalently, the family of 
wavelets {V'6,ti} generates a resolution of the identity: 
/ dbdv_ iV'ft.w 
Jx 
>< Anl = 1 • 
(ii) The adjoint of W^''^, restricted to "Hx,^, yields the reconstruction for-
mula: 
(x) = — / dbdvipb,^{x)Sx,^{b,v) 
Cib Jx 
and the projection from L2{X) onto 'Hx,^ is the integral operator with 
reproducing kernel: 
KxA^, i\ b, v) = {4'^^, 1 i^lj) (2.20) 
that is the autocorrelation function of ip. 
As we can see [46], all those formula have their analogous 2-dimensional 
case. We will come back to those transform taking into account some modi-
fication. 
2.3 AfRne Diamond Frames 
This section is devoted to discussion on some aspects of non orthogonal 
discrete affine diamond wavelets expansions, parallel to the usual wavelets 
and windowed Fourier transforms [21]. 
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2.3.1 Atomic Decomposition 
In the last section, we considered the family ipb,v{x) in the continuous regime: 
AvM = (/^  + A • ?;)5e'^'(^-^V ((A^ + A • v){x - b)) , (2.21) 
or in Fourier variables 
^b,M = {^l + X• v)-^e''-H ((/x + A • v)-\k - v)) (2.22) 
where 6, v 6 K, A, A* some real values obtained from the direct approach to 
get ijj as admissible according to 2.15. 
Let us consider the lattice in R^ for some values of A and /z: 
Gm,n = {{m,n) G Z2 I 6 = a^nbo,v = X-^a^"" - ^l)} 
where ao,bo are real fixed numbers. Notice that, according to 2.14, 
1 
C = a^(A,/i) = fi + X-v_ 
Thus 
lim oIJ*(A, u) = u ,^ \imv(X,a) = Tnvn < oo 
and 
lima^(A,//) = (A-x;)-^ = a: - 1 m 
o 
Recall that Gm,n has no more group structure. According to 2.22, we have 
4'r.Ak) = ao^e*^"^<Vi (a^ik + fJiX-') - X'') . (2.23) 
Here, as in the continuous case, we get 
lim iPmAk) = e'^-'*H{k-mvjo) 
A->0,/i->l 
and this the discretely labelled family of canonical transform. Similar is read-
ily obtained in the wavelet limit where the condition |A| » 1 is reconsidered. 
lim ^4'mAk) = aJe'^-"'^'^o^(a^k). 
Now, the fundamental problem is to see if affine diamond coefficients (/, ijjrn,n) 
characterize a function / or are sufficient to reconstruct / . If any function 
/ can be written as such superposition, functions ^f}m,n ^^ called "atoms" 
and the corresponding expansions (/, ipm,n) the "atomic decomposition" [18]. 
Those questions are closely related to the existence of the frame which notion 
is briefly recalled for further investigation. 
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2.3.2 Continuous and Discrete Frames 
The integrability condition 2.4 may be written in the following fashion 
[ dfi{x)\^PM,\=A (2.24) 
Jx 
where, A is bounded linear operator on K with bounded inverse, 
^P^ = U{a{x))7p, ^en 
a is an admissible condition as before. 
Definition 2.3 The set of vectors ipx ^ ^HjX E X = G/H is a frame if 
(i) for every x G X, {tpx} is a linearly independent set 
(a) there exists A in 2.24 such that the integral converges weakly. 
This is in fact equivalent to say 
m{A)\\ff < f |(V. I / ) | X x ) < M ( A ) | | / | ^ V / e n, (2.25) 
Jx 
m(A), M(A) are the infimum and the supremum of the spectrum of A. m(A), M(A) 
are the frame bounds. 
We define the dual frame or basis as 
i>x = A - ^ x (2.26) 
and the frame condition 2.25 is satisfied with frame bounds M{A)~^ and 
m(A)~^. Prom 2.24 and 2.26, we see that the function / may be reconstructed 
using the dual basis ipx-
f{y) = ^  d^i{x){f I Vx)(A-^V.)(y) = I dtx{x){f I ^x)^x{y) . (2.27) 
This notion of continuous frame is borrowed from the theory of nonorthogonal 
expansions or atomic decomposition defined before. Indeed, if X is discrete 
and // a counting measure, we recover the classical definition of a frame [22] 
from 2.25: 
A\\ff < Y, KV'.o I f)? < B\\f\\\x, eX.CL' (2.28) 
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where d is the range of the lattice XQ. In our case, d = 2 and the sequences 
{^m,n I f)m,neZ G / ^ (Z^ ) . (2 .29 ) 
The first inequality in 2.28 means that if Y,m,n \if I V'm.n)!^  is small, then 
11/IP should be more, whereas the last inequality is equivalent to say that, if 
2.29 is true then 
5 ] I ( / I V'm.n) r < 0 0 , V / e L 2 ( R ) . 
{V'm,rj}m,n6Z ^e a frame in H, then the operator 
(i^/)m,n = (/,V'm,„) 
is called the frame operator. F is bounded according to the second inequality 
in 2.28. Its dual F* is easily computed: 
{F* Cj) = {c,Ff) = {J2cm,ni^m,nJ) 
where c = {c ,^„}m,n€Z £ /^(Z^). 
The dual basis (frame) in 2.26 becomes, in discrete limit, 
and finally the reconstruction for / from (/, ^^.n) is the following. 
/ = J2^f I ^ m,n)4>m,n = ^ { f \ 4'm,n)i^m,n • ( 2 .30 ) 
m,n m,n 
Thus, knowing the dual basis ^i'm,n, which implies the inversion of F* F, we 
see how to recover / from the "atomic decomposition" defined in Section 
2.3.1. If A is close to B, then 
2 °° 
i,m,. = {F* F)-Vm,n = j - ^ E ^ '^-." (2-31) 
fc=0 
where 
R=l- -j^F* F ^ {F* F)-' = - r ^ ( l - R)-^ . A + B ^ ' A + S^ ' 
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And applying the iterative technique to / we get 
/ = (F* F)-\F* F)f= lim fN (2.32) 
o 
m,n 
To reconstruct / from {f,ipra,n)> if {cm,n}m,nez is a frame, we have now an 
algorithm in 2.32 which involves the knowledge of the frame bonds A and B. 
Our next step is to compute them. 
2.3.3 Frame Bounds 
We assume ip E fi = L2(R) to be admissible in the sense of 2.15. It is 
necessajy to estimate the frame bounds corresponding to the decomposition 
by 2.23. The relation 2.28 may be written in the following operational form 
A1<F*F<B1 . 
And now, we prove that F = F* F is bounded considering the expression 
m,n 
x^ {<{k! + M"') - A~') /(fc)/(fc') • (2.33) 
Tn,n 
Let us consider the Poisson formula, 
nGZ * l& ^ 
The generalization to AT-dimensional case is straight and will be used in the 
following work: 
^ e^^ainWkJ = ^ _ J2 5{k - [lUq) (2.35) 
[n]6ZJV l l i = l 9 » [/]eZJ^ 
scalar product in M.^. 
where [n]q = {riiqi, • • • ,njvgiv), [l]-iq = (^ . • • • , J^), Wg • k is the usual 
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By mean of 2.34, the relation 2.33 becomes: 
"0 ZT, JVt-m,l 
= '^ fdk \f{k)\'J2\^ {a^{k + nX-') - X-') r 
boJu ^ 
+Rest{f) (2.36) 
with 
Rest{f) = ^ V f dkij (a^{k +iiX-^) - \-^) 
xip [a^ik + MA-^ ) + ( ^ - A - V 
2o / 
xf{k)f[k + 27rr (2.37) 
Now, Rest{f^ is bounded using the Cauchy-Schwarz inequality and the 
variable change k = k- ^ ^ in 2.37, 
\Rest{f)\ < ~'£\[dk\f{k)\'\i;{a^{k + ^iX-')-X-') 
27r/, 
x|V'Uj*(fc + //A-^)-(A-'--p)j 
fdk\f{k)\'\i,{a^{k + fiX-')-X-') 
2TrL 
^ 1 
x|^ a^(^ + AiA-^)-(A-^ + —^) 
^ 
(2.38) 
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Using the same Cauchy-Schwarz on the summation over m, we get, 
X \[dk\f{k)?\'4>(a^{k + txX-')-X-')\ 
JR 
x\^p[a^{k + ^lX-')-{X-' + '^j^) (2.39) 
and finally, 
\Rest{f)\ < ^ l l / ir E [^ .^^  ( ^ ^ ) -^ A.. ( - ^ ^ ) ] ' (2.40) 
where 
7A.;,(0 = sup 5 ] IV' {a^ik + fiX-') - X-') I 1^ {a^{k + fiX'') - {X-' - 0 ) 
- mez 
All this calculus is, therefore, a proof of the following lemma. 
Lemma 2.4 / / ^ , OQ are such that 
inf ElV^W(^ + M-')-A-')l>o 
meZ 
(2.41) 
sup Y^ IT/; (a^(^ + /iA"^) - A"') | < oo (2.42) 
IxAi) = sup \rp {a^{k + nX-') - X'') \ \4> {a^{k + //A"^) - (A"^ - 0 ) 
(2.43) 
decays as fast as 
(l+|A-^-il)-^^^^ 6>0 (2.44) 
44 CHAPTER 2. DIAMOND WAVELET PACKETS 
then there exists a critical b^ > 0 such that ipm,n constitute a frame for 
bo < b^ and the frame bounds are 
B{X, fi) = ^ I sup 5 ^ IV (a^ik + fiX-') - X-') r 
E 
¥0 
,^ '^ &) -<'-' (-^ '1 (2,46) 
The limit condition (A = 0,// = 1) and (A -^ 0,// = 0) give the usual 
frame bounds of the canonical and wavelet frames. 
2.4 Pointwise Convergence 
In this section we show that the expansion of function converges uniformly. 
2.4.1 Correlation Functions 
According to 2.36, 2.12 and 2.20, we have 
/ ( £ ) = / m ( 5 ) + Restmif) 
where 
fm{x) = [ Km{x - X')f{x - x ' ) rfx' 
JR 
Km{x - x') = a^KxMx, a^x') 
^A,/i(£- x') = 5 ] T / ' ( X - n6o) V(x' - Ti6o)e»^~'(^-'')(^-^') (2.47) 
n 
Here again, we see that the correlation in 2.47 tends to the reproducing 
kernel q{x - x') given in [80], when /i -^ 0, A~^  > 1 and 6o = 1. Moreover, 
2.47 is a "quasi-positive delta sequence" in Li(M) as it is shown below. 
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2.4.2 Uniform Convergence 
Let us define a sequence {5m(-,^')}mez of functions in Li(R), indexed by a 
real continuous parameter. Then a quasi positive delta sequence is a sequence 
{<^m(-,^ ')}mez satisfying the following properties: 
1. There exists C > 0 such that 
.+00 
\Sm{x-x!)\dx<oo (2.48) 
J —< 
2. There exists C > 0 such that 
rx'+C 
lim / 5m {x- x') dx = 1 (2.49) 
that is a uniform convergence on compact subsets of E. 
3. For every 7 > 0 
sup \5m {x_ - x')| —> 0, m —> 00 . (2.50) 
|i—x'|>7 
Thus, if {6m {x_ - x!)}mei. is a quasi-positive delta sequence, 
fm (x) = Sm{x- x')f{x!)d^ —^ f{x),m —> 00 . (2.51) 
JR 
It remains to show that reproducing kernels Km {x — x') constitute a quasi-
positive delta sequence. To this, first we assume the admissibility 2.15 and 
the e- regularity conditions 2.44 to hold for the "father wavelet" V'(^)- Thus 
for the reproducing kernel Km (x-x!) we have the following relation: 
•ji^Kx,^ {x - x!) 9x*i dx <Cf-' ' '^(l + k - £ ' | ) ~ ' , (2.52) 
0<ki,k2<e,lG N, Cl-'"^ < C,° |A-'(1 - fj,)\'. Then the following proposi-
tion is easily proved. 
Proposition 2.5 The reproducing {Km {x-x!)}m^z is a quasi-positive delta 
sequence and 
fm (x) = Km{x- x')/(x')dx' -^ f{x),m —^ 00 , (2.53) 
uniformly. 
It is enough to use the regularity condition 2.52 and see that the condi-
tions in (2.48-2.50, 2.53) hold. 
Chapter 3 
Sharp Operator and Image 
Classification 
3.1 Introduction 
The aim of this Chapter is to measure the oscillation behaviour of images 
and classify them based on their oscillation behaviour. This helps in choosing 
an appropriate compression technique for a certain class of images. We have 
studied the Hardy-Littlewood maximal function and the sharp operator to 
measure the oscillatory behaviour of images and have defined the information 
function for the classification of images. With the sharp operator we measure 
the oscillation in the neighbourhood of each pixel of an image. 
The maximal function was introduced by Hardy and Littlewood [34] to 
solve a problem in the theory of functions of complex variable. Based on 
this idea John and Nirenberg [45] introduced the concept of Bounded Mean 
Oscillation (BMO) functions. Fefferman and Stein [25] introduced the sharp 
function (denoted by / * ) and found that a function / G BMO is equivalent 
with / * G Loo- The theory of H^ spaces (Hardy Spaces) received impetus 
fi-om the work of Fefferman and Stein. Their work resulted in the identifica-
tion of the dual of H^ with BMO. The idea of applying the sharp operator to 
measure the oscillation is propoed by Axel Becker, ITWM, while developing 
distortion measure. We have defined the information function for classifica-
tion of images which has application in choosing compression techniques. 
For every pixel 2 in an image / we calculate f*{z). The range of f*{z) is 
partitioned into small sub-intervals of equal length and we count the number 
of pixels whose sharp function values lie in the small sub-intervals. We plot 
a histogram of intervals of f*{z) verses number of pixels. The shape of 
histogram gives us information of oscillation in an image. Therefore we call 
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this histogram information function, denoted by "In{f)". 
To realize a classification we calculate the distances between the informa-
tion functions not only by classical mathematical norms on function spaces 
(e.g., Li, L2 or Loo), but as distances of their graphs. The classical mathemat-
ical norms on function spaces are based on the vertical distances between the 
curves, as we are interested to measure the shape of information functions, 
we treat the curves as graphs. 
In section 3.2, we have described the theoretical results of the maximal 
function, BMO and the sharp function. In section 3.3, we have defined 
the information function. In section 3.4, details of the classical and planar 
distances are explained. The image classification is given in section 3.5. We 
have presented our computational results in section 3.6. 
3.2 Theoretical Results 
The Hardy-Littlewood maximal function was developed to solve a problem 
in the theory of functions of complex variable. The analogue for integrals, 
which is required for the function theoretic applications, is also derived by 
Hardy and Littlewood [34]. 
DefiLnition 3.1 Let M" be the n-dimensional Euclidean space and f(x) be 
a real valued measurable function on E". For such a function f on K" its 
Hardy-Littlewood maximal function is defined by the formula 
M/(x) = s u p | ^ | | / ( y ) | d y : Q c R " , x e Q } , (3.1) 
where the supremum ranges over all finite cubes Q in R" and X{Q) is the 
Lebesgue measure of Q. 
The function Mf{x) has the following properties: 
(i) 0 < Mf{x) < 00 
(ii) M{f + g){x) < Mf{x) + Mg{x) 
(iii) M{af){x) = \a\Mf{x) 
where / , g are measurable functions on R" and a is some scalar quantity. 
It is easy to find a function whose maximal function is un-bounded. 
Example 3.2 For f{x) = |a;|* with t > 0, we get Mf{x) = 00 for each 
xeR. 
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Now we state a Hardy-Littlewood maximal theorem. 
Theorem 3.3 For each function f e Li(M") we have 
A({x : M/(x) > 0 ) < 6"r^||/||i, i > 0 . 
Proof. See [84], page 142. 
An interesting application of the maximal theorem is a version of the 
Lebesgue differentiation theorem. 
Theorem 3.4 (Lebesgue Differentiation Theorem). Let f G Li(R"). For 
almost all X EW* and for every decreasing sequence of cubes {Qj)'^^, such 
that n^iQj = {x}, we have 
^^ uTTT / ^^y^^y=-^(^^ • (3.2) 
Proof. See [77], page 81. 
The space BMO, i.e. bounded mean oscillation of functions is introduced 
by John and Nirenberg [45]. 
Definition 3.5 A measurable function f on R" has bounded p-mean oscil-
lation, 1 <p < oo, if 
MO, = sup Ij—r J \f{x) - fql^dx) ' < oo (3.3) 
where the supremum ranges over all finite cubes Q in R" and fg = jj^ L f{x)dx 
is the mean value of the function f on the cube Q. 
The set of all functions of bounded p-meaii oscillation is denoted by 
5M0p(R"). 11/11 
BMOp is "almost" a norm since it has the following proper-
ties. 
(i) \\f + 9\\BMOP < WfWsMOp + WQWBMOP 
(ii) hfWsMOp = \a\ • II/IIBMOP 
(iii) | | / | |BMOP = 0 if and only if / = constant almost every where, 
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where f,gase measurable functions on R" and a is some scalar quantity. 
If we define 
we get a norm of / and BMO'p becomes a Banach Space. On the other way 
we can say, | | / | |BMOP becomes a norm if we identify functions which differ 
by a constant. With this identification BMOp{W) becomes a normed space, 
and ultimately a Banach space. 
Fefferman and Stein [25] introduced "sharp function" / * that mediates 
between BMOp and Lp spaces. It is defined as follows. 
Definition 3.6 Let f is locally integrable function on R". The sharp func-
tion f*{x) is represented by the formula, 
f*{x) = s^up^  ( 3 ^ / \f{y) - fQl'dy'j " . (3.4) 
Of course, / £ BMOp is identical with / * G L^o- It is also observed that 
there are unbounded functions in BMOp(R). 
Example 3.7 The function f{x) = In |a;| on R is in BMOi{R). 
After calculation it comes out to be ||ln|x|||BMOi ^ 2. So, the un-bounded 
function In |a;| is in BMOi(R). 
It is important to note that it does not matter in which Lp norm we 
measure the oscillation. This is clear from the following corollary. 
Corollary 3.8 For each p, 1 <p < 00, there exists a constant Cp such that 
for each f G BMOp{W) we have 
IBMOI < ll/llBAfOp < Cpll/llsAfOi 
Proof. See [84], page 156. 
In view of the above corollary the spaces BMOp{W) are equivalent for 
all p, 1 < p < 00. 
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3.3 Information Function 
It is clear from the definition of the sharp function that for a pixel z in 
an almost uniform grey level region in an image, f*{z) will be very small. 
However, for the contrast region we get large f*{z) values. We count the 
number of pixels that lie in a small interval of / * (z) range. The histogram 
of intervals of /*(z) range verses number of pixels are plotted in Section 3.6. 
We name this histogram of an image / as information function of the image, 
denoted by In(f). 
Definition 3.9 The information function of an image f is a piecewise con-
stant function defined as follows: 
In{f){x) = X{{z e R : f*{z) e [t rj,{t+l)r])}) if x € [trj,{t + l)rj) , 
(3.5) 
for t = 0,1, • • • , n e ZQ" (the set of positive integers with zero). Here, rj is a 
fixed, positive number and A is the Lebesgue measure. 
In other words, if R is the range of / * , divide R equi-distantly into n sub-
intervals, i.e., R = UjLo-^ t = [^ '7) (* + 1) jy), jy a fixed, positive number, then 
In{f){x) = X [f*-\l,)) for xe It, 
/ * " denotes the pre-image. 
The choice of 77 is very important. In our study on various types of images 
we found that, e.g., f*{z) e [0,70], so we partitioned this interval into 250 
sub intervals and fixed 77 = 70/250 (length of the sub intervals). 77 can not 
be an arbitrary small number, then there would not be any pixel in some sub 
intervals and the very purpose of information function will become irrelevant. 
The distribution of the information function is defined by d/„(/)(<) = 
X{{x E R : In{f){x) > t}), defined for i > 0. It is clear firom the definition 
that din(f){t) is a decreasing function on [0,oo). The following proposition 
connects d/„(/)(*) and | |/n(/)| |p. 
Proposition 3.10 For 1 <p < 00, 
din(f){t) < t-^\\In{f)r^ (3.6) 
and 
/•oo 
llM/)ll^=p/ t^-%,^f){t)dt. (3.7) 
Jo 
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3.4 Planar Distance 
By now we axe able to draw the plots of information functions of various 
types of images. The problem is to classify images based on their information 
functions. We have explained earlier that we are interested in the oscillatory 
behaviour of images and that is given through the information functions. 
We want to keep the similar information functions (similar in shape) in one 
class. We want to measure "essential difference" of information functions. 
For example, a small shift of information function to the right means a small 
shift of / * "upwards" and the image is overall oscillatory. For any normal 
function norm this difference may be rather big, but it is not what we are 
looking for. Another approach is to see the functions as graphs and to look at 
their distance as a distance of sets. This is better for our purpose. Therefore 
we treat functions not as a single variable but instead as sets of points in the 
plane. 
A continuous function / : [a, b] —> E can be represented by its graph, 
Gf = {{x,y) : X e [a,b], y = f{x)} C M .^ This allows replacement of 
the vertical distance between the functions f{x) and f{x), by some planar 
distance between the sets of points Gf and Gt. The distance from a point 
(x, y) to a set G is defined as, 
rf((x,j/),G)= inf | |(a;,y)-(x',2/') | |2. 
(x',y')eG 
This is the shortest distance from a point to a set in the plane. The distances 
from the points in the set Gi to the set G2 can be combined into the set 
of distances as follows, D{Gi,G2) = {d{{x,y),G2) : {x,y) e Gi}. The 
Hausdorff distance is defined as follows: 
dniGuGi) ^ max{sup(I>(Gi,G2)),sup(D(G2,G'i))} . 
The Hausdorff distance, dH{Gf,Gf) only measures distance at the worst lo-
cation and totally ignores distances elsewhere. Hence we look for alternative 
methods which provide a more complete summary of the deviations. Here, 
G/i and G/j are the graphs of functions / i and /2. The planar distance from 
a function / i to fi is defined in [58] in the following way, 
P A ( / i -^ /a) = / d{{x,h{x)),Gf,rdx 
J a 
where i = 1,2,00 (we replace the integral by the sup norm for i = 00). 
This distance is not symmetric but can be made symmetric. The Symmetric 
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Distance between the functions / i and /a is defined as, 
We have used SD2 distance in our classification. 
3.5 Image Classification 
The image classification is made on the basis of the planar distance between 
the curves as explained in Section 3.4. We have tested several types of images 
ranging from natural to artificial. The details of these images are explained 
in Chapter 1.1, Section 1.1.4. We conclude that most of the images fall into 
one of the following class. 
• Class A: The information function is concentrated towards the small 
values of the sharp function f*{x) i.e. the maximum number of pixels 
in the image have small sharp function values. It gives the impression 
of more uniform region in the image. As for example, the plots of zelda, 
lena, washsat, peppers and frog pictures. 
• Class B: We have Gaussian like structure of the information function, 
e.g., woodl2, woods, bridge pictures. 
• Class C: The plot of information function indicates the large contrast 
as well as maximum uniform region in the image, e.g., squares, crosses 
and circles pictures. 
In Figure 3.1, images and their information functions are plotted. It 
is clear from the information function of the Zelda picture, that maximum 
number of pixels lie in the beginning of domain of the function i.e., maximum 
number of pixels have small sharp function values. Whereas in the cases of 
wood image, an image of class B, information function looks entirely different: 
The shape is like a Gaussian function. The image of wood includes more 
oscillation than the image of zelda. Certainly the information content in 
both the images are entirely diff'erent and so choosing the same compression 
algorithm is doubtful. We have explained in Chapter 5 that it would not 
be helpful to apply FIC for the images of class B. The information function 
of image of "squares", a class C image, shows one long bar and few small 
bars. Though wide regions in the image are uniform, the drastic change in 
grey-scale value (edges) is clearly seen in the form of small bars. Thus, the 
shape of information function changes according to the information contents 
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in an image. This ultimately helps us in choosing an appropriate compression 
technique. How the three widely used compression techniques, wavelet, FIC 
and JPEG respond to images of different class is discussed in Chapter 5 
i 
(a) zelda.ps (b) wood8.ps (c) squares.ps 
Figure 3.1: Images and their information function. The function is rescaled 
along the x and y axes to [0,1] because the distance criteria depend on the 
relative units of x and y. 
3.6 Results 
We have chosen the representatives of Class A, B and C as Zelda, WoodS 
and Squares images. This choice is made on the basis of three entirely dif-
ferent information functions. We investigate the images (through their infor-
mation function) in the neighbourhood of the representatives of each class. 
We have used SD2 distances between the information functions for defining 
those neighbourhood and have explained the reason for doing so in Section 
3.4. Apart from SD2 distances we have computed other distances aswell in 
the following table. We found that L2 distances of various information func-
tions from the Zelda image (a representative of Class A) has wide variation 
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(0.066115 to 0.233454) whereas SD2 distances are close to each other. This 
fulfills our purpose. 
Through our classification it is possible to classify a vast majority of 
images but it is also possible to find an image which does not belong to any 
of the mentioned classes. The original images and the plot of information 
functions of the images are given in figures 3.2 to 3.7. 
Class A: Classical distances of information functions from zelda.pgm 
Image 
lena 
washsat 
peppers 
frog 
Li distance 
0.052097 
0.035931 
0.055542 
0.089787 
L2 distance 
0.130330 
0.066115 
0.125600 
0.233454 
Loo distance 
0.589720 
0.472602 
0.529881 
0.987842 
Class A: planar distances of information functions from zelda.pgm 
Image 
lena 
washsat 
peppers 
frog 
SDi 
0.015408 
0.019207 
0.018449 
0.013523 
SD2 
0.023932 
0.025735 
0.027204 
0.022932 
SD^ 
0.080549 
0.078651 
0.079285 
0.102521 
Class B: Classical distances of information functions from woodl2.pgm 
Image 
holz8 
bridge 
Li distance 
0.097757 
0.105675 
1/2 distance 
0.140880 
0.150318 
Loo distance 
0.341071 
0.493059 
Class B: planar distances of information functions from woodl2.pgm 
Image 
woods 
bridge 
5Di 
0.031661 
0.040694 
SD2 
0.054915 
0.049997 
SD^ 
0.140757 
0.125386 
Class C: Classical distances of information functions from squares.pgm 
Image 
crosses 
circles 
Li distance 
0.001115 
0.000984 
L2 distance 
0.005032 
0.003851 
Loo distance 
0.032911 
0.036442 
Class C: planar distances of information functions from squares.pgm 
Image 
crosses 
circles 
5A 
0.000678 
0.000737 
5^2 
0.003515 
0.002745 
SD^ 
0.032911 
0.036442 
y'yS'^''. 
\TLni A • 
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(a) zelda.ps (b) lena.ps 
(c) washsat.ps (d) peppers.ps 
(e) frog.ps 
Figure 3.2: Original Images of class A 
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Figure 3.3: The information function of the images of class A. The function is 
rescaled along the x and y axes to [0,1] because the distance criteria depend 
on the relative units of x and y. 
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(a) wood 12 ps (b) wood8.ps 
(c) bridge ps 
Figure 3 4- Original Images of class B 
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Figure 3 5- The information function of the images of class B. The function is 
rescaled along the x and y axes to [0,1] because the distance criteria depend 
on the relative units of x and y 
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(a) squares ps (b) crosses.ps 
(c) circles.ps 
Figure 3.6: Original Images of class C 
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Figure 3.7: The information function of the images of class C. The function is 
rescaled along the x and y axes to [0,1] because the distance criteria depend 
on the relative units of x and y. 
Chapter 4 
Distortion Measures 
The root-mean-squared error (RMSE) or other similar measures are exten-
sively used to compare images or measure distortion between the original 
image and a compressed image. It has long been accepted that distortion 
measures like RMSE are inaccurate in predicting perceptual distortion [76]. 
It is difficult to explain this perception process. We can not recover all the in-
formation in an image from just the intensity. The intensity map in an image 
is the result of a combination of many factors, such as the surface property 
of objects, the illumination source and its direction, the atmospheric condi-
tion and the properties of the detector amongst many. Just by looking at 
the grey level value at a pixel, we cannot differentiate a contribution from 
each of these factors. An image is a projection of a 3D scene on to a 2D 
surface. The depth information has been collapsed and the image is under 
constrained. We cannot recover the depth information without additional 
information, such as the size and position of some objects in the scene [37]. 
In the eye an image is formed on the retina by the lens. The retina 
consists of about 6-8 million cones, which are sensitive to colour and about 
100 million rods which are sensitive to motion and intensity. The necessary 
information is extracted in the retina and, using the visual channels, the 
information is passed to the visual cortex for perception and cognition. Many 
of the biological vision processes can be modelled by mathematical functions 
such as convolutions and discriminant operators [33]; however, many other 
processes, such as the receptive field in the retina and the visual cortex, 
cannot be modelled [32]. 
By studying the rods, cones and neurons we cannot understand the vision 
process. Marr expresses it: 
• • • trying to understand perception by studying only neurons is 
like trying to understand bird flight by studying only feathers: 
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it just cannot be done. In order to study bird flight we have to 
understand aerodynamics; only then do the structures of feathers 
and different shapes of bird wings make sense. [57], page 27. 
Some remarkable contribution in this domain is made by Mannos et al 
[56], Pearlman [64], Sullivan et al [75], Teo et al [76] and many others. 
The concept of distance for comparing two patterns of a fabric, studied 
by Neunzert et al [61], is the motivating factor for the study of this Chapter. 
In Section 4.2 and 4.3, we have proposed the use of total variation error 
and Sobolev error for distortion measure. The Sobolev error provides better 
results for continuous images while total variation error is a natural candidate 
for images with discontinuities and sharp fluctuations. Proposed by Axel 
Becker, ITWM, we describe a bounded mean oscillation error (BMOE) in 
Section 4.4. All the distortion measures have their own success stories and 
the computational results are given in Tables 1 and 2. 
4.1 Quality Control Measure 
The concept of distance between two patterns are extensively studied by 
Neunzert and his group at the university of Kaiserslautern [62] while tackling 
practical problems of quality control. The problem is to detect irregularities 
in the thickness of an artificial fabric and automatic recognition of paper 
currency. The finite set of ideal patterns (e.g. perfect bank notes) and a 
smeared pattern (old and well used notes) were given. The problem was to 
identify the old bank notes. The other problem: to find a pattern closest 
to the ideal pattern (a fabric with uniform thickness) when a finite set of 
smeared or noise contaminated patterns are given. 
We describe here the work of Neunzert and his group in finding an ap-
propriate distance measure between the two patterns of a fabric. It is a 
problem of on-line quality control of a fabric. The visual and mechanical 
properties of these fabrics depend on the homogeneity of these fibres, ho-
mogeneity with respect to the local density of the fibres and homogeneity 
with respect to their directions. If there are areas of different density, they 
look like dark or light clouds; the defect of nonuniform density is therefore 
called "cloudiness". Clouds reduce the quaUty of a fabric; traditionally this 
quality is judged through visual inspection - experts looked at the fabric and 
ranked its quality. To get a more objective judgment, one needs a measure 
for nonuniformity. The company takes on-line images of the fabric; ca 1 m 
long pieces of the fabric ribbon are mapped and should be evaluated on-line 
in order to change or to stop the production process if the quality decreases. 
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The problem consists in developing a mathematical model evaluated for 
fabric images, which describes the nonuniformity of these images in a way 
corresponding to the judgment of quality by experts. For usual measures i.e. 
Lp, relative entropy etc., few small holes in a fabric could be equal to one big 
hole in another fabric, but this is not fit from the quality detection point of 
view. The measure must detect the large hole. In terms of quality measure 
large whole is worse than few small holes. 
At the end of the production process a piece of the fabric is screened by a 
laser and the intensity of the transparent light is measured "pointwise". Such 
a point has a diameter corresponding to that of the laser beam and there are 
ca. N = 5000 points in each image. The points are called pixels - and to each 
pixel a grey value, i.e. the measured intensity, is assigned. The grey value 
of pixel (z, j ) is denoted by //jj and assumed to be nonnegative. Since the 
interest lies in intensity fluctuations in relative, not in absolute values, the n 
is normalized by 
where Ni • N2 = N is the total number of pixels. The absolute uniformity 
would mean //jj = ^ for all {i,j), this uniform distribution is denoted by 
o 
fJ-ij. The various distances used for the purpose is described below. 
4.1.1 Usual Measure 
Since // is given by an iV-tuple i.e. /x e R^, so any distance known in E^ 
can be used, for example, a distance between a /x and jj'ij in R^ is given by 
V iJ 
But this was not the idea of quality control. It is better to understand in 
case of one dimension fabric. A cloud is a section a < i < P, in which /ij is 
larger (light cloud) or smaller (dark cloud) than the average Mi= jf. 
66 CHAPTER 4. DISTORTION MEASURES 
1 
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s 
2 
dark cloud 
I I I , 
I I I , 
' ' 1 
light cloud 
Figure 1.4.1 
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—1 
_L 
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For a fabric with a large hole of length say ^AT in the middle, the corre-
sponding fj, could be 
12J_ 12J_ n n —— —1. 
length f^  
Here Hhoie is normalized to 1. There are ^iV pixels of intensity y ^ and ^N 
pixels of intensity 0, which sums up to 1. Such a fabric has a big very dark 
hole - 10% of the image are completely dark. 
For another rather regular fabric - not uniform, but oscillating and with-
out big holes: 
Mosc — 
'2 1 4 1 2 1 4 1 
3N'3N'3N'3N' 
2 j _ 4 j_^ 
siv'siv 
Here M i - t^i = 3^ and therefore 
^2 (/^o«c. A*) = 
AT? 
3N 3y/N' 
The distance of /li^ oie to uniformity is 
Both fabrics - the oscillating one and the one with the big dark hole -
have the same d2-distance, but certainly not the same quality, rfp-distances 
have the property that they are invariant against index permutations. 
3VN' 
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4.1.2 Relative Entropy 
It is a natural measure for the distance to uniformity. Since a comparison is 
made with /*, it is called relative entropy. It is defined by 
dent (M> ^) = X ) '^ •J ^^^ = J2 »^J ^" ^ y + ^" N. 
But what was true for dp is also true for dent and therefore bad for quality 
control purpose. It is invariant against index permutations, i.e. a big hole 
would count as many small ones. 
Several entropy measures are also discussed in Kapur [47] page 483, but 
they have the same drawback. Therefore not suitable for quality control 
purpose. 
4.1.3 Appropriate Distance 
The idea of a hole is considered more seriously here. A hole is an index 
domain (a set of neighbouring pixels) Q, in which /itjj — ^ has one sign, 
either it is lajger or smaller than ^ everywhere in Cl. The size of the hole is 
given by the size of Q, ajid by the deviations of the grey values from average. 
It is called "hole volume" and define as 
E (/^ 'i - iv^  
In one-dimensional fabrics, for sake of simplicity, consider CI a section [a, P] 
and then the hole volume is 
0 1 
j-a 
a, P are boundaries of holes. The largest hole is, therefore, denoted by 
0 
D(Li,li) = max 
l<a</9<iV E(^i - N) ]=a 
or in two dimensions 
D{fj,,jj') = max 
n connected 
E(^o-]^) 
{ij)en 
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It is a distance and it cares for index permutations. It has a long mathemat-
ical tradition - in a field of pure mathematics, namely theory of numbers. 
And therefore there is much known about it. Like many other methods it 
has a drawback too, and that is to find a fast algorithm. 
4.2 Total Variation Error 
Impressed by observations from fluid dynamics where total variation (TV) 
plays an important role for shock calculations, this related idea of TV is 
applied to image processing. This is useful to restore discontinuities such 
as edges. In 1992 Rudin et al [70] has proposed non linear total variation 
based noise removal algorithms. It has been conjectured in [69] that the 
proper norm for image restoration is the total variation norm and not the L2 
norm. TV norms are essentially Li norms of derivatives, hence Li estimation 
procedures are more appropriate for the subject of image restoration. The 
space of functions of bounded total variation plays as important role when 
accurate estimation of discontinuities in solutions is required [63]. 
Let the observed intensity function uo{x,y) denote the pixel values of a 
noisy image for x,y eCl. Let u{x, y) denote the desired clean image, so 
UQ{X, y) = u{x, y) + n{x, y) , 
where n is the additive noise. The approach of Rudin et al [70] consist in 
solving the following constrained minimization problem 
Minimize / \'S/u\dxdy 
Jo. 
subject to the constraints 
/ udxdy= / Uodxdy and (4.1) 
^n Ja 
/ < {u — UQY dxdy — a^ . 
The first constraint corresponds to the assumption that the noise has zero 
mean and the second that its standard deviation is a. This constraint varia-
tional problem can be solved using the Lagrange multiplier method. Cham-
boUe and Lions [12] proved the existence and uniqueness for problem 4.1. 
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Encouraged with the above approach we have used total variation for 
distortion measure between images and call it Total Variation Error (TVE). 
It is defined as 
TVE= [ \V{f-9)\dxdy, 
where |V / | = y/f^ + f'y, f is the original image and g is the approximation 
of / . Our result on various types of images is given in Tables 1 and 2. 
4.3 Sobolev Error 
The idea behind using Sobolev norm for measuring distortion (distance) after 
compression, between the two images, is the following: 
• The Sobolev norm comprises the computation of local derivative oper-
ators. 
• The derivative gives the relation between the neighbouring pixels. 
• It gives the meaningful discontinuities in gray level. 
Definition 4.1 //"'(fi) = {/ G Lii^) \ D°f e Lii^), \ a \< m}, m is any 
positive integer, is called the Sobolev space of order m. 
H"^{Q,) is a Hilbert space with respect to the inner product 
(/,^)if".(n)= J2{D''f,D'^g)L,in). 
\a\<m 
For m = 1 and Q, = {{x, y)\a<x<b,c<y<d} = a, rectangle with sides 
of length b — a and d — c, 
(/,p)Hi(n) = J ] ^ ^ ° / ' ^"^)i2(n), 
laKl 
where, a = (0,0), (0,1), (1,0) and | a |= ai + aa < 1- So, 
- /f r,\ ^/^f ^3. ,,df dg 
- {f,9}Lm + ( ^ , ^}Lm + ( ^ , ^}Lm . 
The computational result is given in Tables 1 and 2. 
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4:A BMO Error 
The BMOE stands for bounded mean oscillation error. The idea behind 
defining BMOE is the following. The human visual system can not resolve 
the errors in areas of higher oscillation as it does in the regions of lower 
oscillation. Therefore, the more stress is put on errors which are more visible. 
Definition 4.2 For two images f : I —> [0,"i] and f : / —> [0,m] the 
bounded mean square error is defined as 
BMOEifJ) = (^^^l^\f{x) - f{x)\'exp{-0.5 f*\x))dx^ ' , (4.2) 
where /*(x) is sharp function and / C K .^ 
The definition and theoretical results of sharp function is given in Chapter 
3. 
The following proposition mentions some of the elementary properties of 
BMOE. 
Proposition 4.3 For each junction f and f in Lp(R''), the following is true: 
(i) BMOEifJ):^ BMOEifJ) . 
(ii) BMOE{Xf,Xf) = A exp{^)BMOE{f,f), 
for a constant A £ E^ . 
(in) BMOEif + A, / ) = BMOE{f, / - A), 
for a constant X ER^ . 
(iv) For any other arbitrary function g in Lp(]R^), 
BMOEif, f + g) < BMOEifJ) 
+ [^Jj9ix)\'expi-0.5 f*\x))dxy . 
(v) 0 < BMOEif, / ) < oo • 
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4.5 Computational Results 
The plots of the different distortion measures of "peppers" image are given 
in Figure 4.1. The Image is compressed in different compression ratios (CR) 
using wavelets, fractal and JPEG algorithms. The CRs and corresponding 
errors (BMOE, Sobolev, TVE and MSE) are shown on X and F axis respec-
tively. The BMOE matches human perception here. At CR 32:1, BMOE 
tells that FIG is the best compression algorithm, i.e., it has less distortion 
in compressed image in comparison to wavelets and JPEG. It is clear from 
the Figure 4.2. Top left is the original image and the other three are the im-
ages compressed with wavelets, fractal and JPEG having equal compression 
ratios. The MSE fails miserably whereas Sobolev and TVE gives perceptual 
distortion like BMOE at compression ratios higher than 40:1. This image 
belongs to class A of our classification. The images of this class have enough 
uniform regions. We have repeated the process for rest of the images of class 
A and for the images of class B. It is found that the BMOE is a good choice 
for distortion measure of the images of class A. However it has drawback too. 
BMOE fails to give perceptual distortion for images of class B. The distances 
are given in Tables 1 and 2. 
tnopcppsraFraa dK* -
'bmofMpfMraJpsg dM* 
-SobpappanWcorwt CM* -
-Sobpapp«r«FnctcW -
'Sotp*pf»[«Jp*g (W 
luMfwccanWcomt liar -
TnMfMppariFmct dW -
•mMp«pijBflJ[»g dtf 
Corrfntmcft ftMo 
Figure 4.1: Different distortion measures: BMO, Sobolev, TVE & MSE 
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Our computational results for different distortion measures are given in 
the following Table. 
Image: Peppers, CR 32:1 
Algorithm 
wavelet 
Fractal 
JPEG 
MSE 
39.7012 
43.3606 
62.4071 
PSNR 
32.1428 
31.7599 
30.1785 
TVE 
10.5462 
10.6643 
12.4391 
Sobolev 
12.2851 
12.5335 
14.7356 
BMOE 
0.157765 
0.11214 
0.230362 
Ranking* 
II 
I 
III 
Image: Zelda, CR 16:1 
Algorithm 
wavelet 
Fractal 
JPEG 
MSE 
8.80429 
17.5769 
11.7603 
PSNR 
38.6839 
35.6814 
37.4266 
TVE 
5.54797 
6.80572 
6.25757 
Sobolev 
6.2916 
7.99342 
7.13565 
BMOE 
0.0788366 
0.0732709 
0.0859891 
Ranking* 
II 
I 
III 
Table 1: Table of distortion measure of images of class A 
*Ranking is based on human perception. 
Remark: BMOE is according to human perception whereas other dis-
tortion measures fail miserably. These images belong to our Class A. The 
most effective compression algorithm for this class of images is discussed in 
Chapter 5. 
Image: Bridge, CR 16:1 
Algorithm 
wavelet 
Fractal 
JPEG 
MSE 
174.327 
239.042 
207.197 
PSNR 
25.7172 
24.3461 
24.967 
TVE 
23.3321 
24.5156 
25.3108 
Sobolev 
26.8088 
28.9837 
29.1176 
BMOE 
0.0011908 
0.00166951 
0.00197013 
Ranking* 
I 
III 
II 
Image: Holz8, CR 20:1 
Algorithm 
wavelet 
Fractal 
JPEG 
MSE 
92.021 
158.822 
98.5858 
PSNR 
28.4919 
26.1217 
28.1927 
TVE 
17.8883 
19.8303 
18.194 
Sobolev 
20.2981 
23.496 
20.727 
BMOE 
1.06151e-06 
8.54413e-07 
2.81139e-06 
Ranking* 
I 
III 
II 
Table 2: Table of distortion measure of images of class B 
*Ranking is based on human perception. 
Remark: All distortion measures except BMOE match human perception 
in case of holz image. However, in case of bridge image only MSE matches 
human perception. The images belong to our Class B. FIC is worst for this 
class of images. Details are discussed in Chapter 5. 
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Figure 4.2: Top left: Original image of Peppers, CR 32-1, Top right: Com-
pressed image with wavelet, Below left- Compressed image with FIC, Below 
right- Compressed image with JPEG 
Chapter 5 
Comparative Study of 
Compression Techniques 
5.1 A Best Compression Algorithm? 
In Chapter 3 we have explained how to measure oscillatory behaviour of im-
ages. We have classified images into three different classes based on their 
oscillatory behaviour. The oscillation in an image is measured through our 
"information function". The aim of our present Chapter is to apply the clas-
sification in choosing a proper compression technique. We have used wavelet 
image compression (WIC), fractal image compression (FIC) and JPEG in 
our study. How our image classification helps in choosing a particular com-
pression algorithm is discussed in Section 5.2. 
The choice of a particular algorithm for a given application depends on 
many factors. In applications where compression is to reduce storage require-
ments, the encoding operation often need not to be performed in real time 
(as in image transmission applications). The encoder can be quite complex 
(in sense of computing time) since it will be used only once for a given image, 
while a fast decoder is desirable since it will be used repeatedly. This allows 
us to use an algorithm even if it takes more computation time, with a greater 
emphasis on final image quality. 
The input image characterization such as dynamic range, image noise, 
frequency content, pixel-to-noise correlation and image resolution may all 
affect the performance and thus the choice of an algorithm. In general, 
weighting of each factor in making a decision is highly dependent on the 
application. We have discussed many factors which can influence the choice 
of a compression algorithm in Sections 5.3, 5.4 and 5.5. 
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5.2 Algorithms for our Class of Images 
5.2.1 Images of Class A 
On the basis of the information functions of images of this class (details 
in Chapter 3) it is clear that each image of this class has enough uniform 
regions and relatively smaller portion of the image has the fine-details. The 
uniformness in an image is measured with the number of pixels which have 
small sharp function values. 
If we do not take into account the computation time, then for compres-
sion ratios up to 16:1, all the three compression algorithms, i.e., WIC, FIC 
and JPEG give more or less compatible result, but for higher compression 
ratios, say 32:1, fractal or wavelet encoding give better results. Although for 
wide uniform regions, fractal encoding is the best choice but for preserving 
fine details at higher compression ratios, wavelet encoding works well. It is 
not recommended to compress images with fractal encoding at higher com-
pression ratios if the fine details are of interest. As for example, in the case 
of human face with fractal encoding at higher CRs, the artifacts develop at 
eyes or mouth. See images in Figure 5.1. 
Therefore we conclude that for higher compression ratios (more than 16:1) 
WIC is the best algorithm if fine-details are of interest whereas FIC is the best 
algorithm if we discard the fine-details or the fine-details are of no interest. 
The performance of JPEG is poor. 
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(a) wconst032.pgm (b) trna032.pgin 
(c) jpeg032.pgm 
Figure 5.1: Compressed images of Lena, CR 32:1, Coder: (a) Wavelet, (b) 
Fractal, (c) JPEG 
Image: Lena, CR 32:1 
Algorithm 
wavelet 
Fractal 
JPEG 
MSE 
37.0356 
46.137 
59.3369 
PSNR 
32.4446 
31.4903 
30.3976 
TVE 
9.6005 
10.006 
11.4349 
Sobolev 
11.3669 
12.0937 
13.7875 
BMOE 
0.174641 
0.21161 
0.293235 
Ranking* 
I 
II 
III 
* Ranking is based on human perception. 
In case of Lena picture all the distortion measures are equally good, i.e., 
according to human perception. Lena belongs to Class A. BMOE is according 
to human perception for all images of Class A whereas other measures are 
not always according to human perception (details in Chapter 4, Section -^-S-V A,-.U/ / 
-v/" r 
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5.2.2 Images of Class B 
The images of this class have Gaussian like information function. This indi-
cates more non-uniformness or sharp grey-level variation in images. These 
images have not enough self similar regions. We take an image of bridge, 
a low resolution contrast picture, and compressed it with wavelets, fractal 
and JPEG. We fixed the CR for all the three encoders to 16:1. The fractal 
algorithm gives the worst results for the images of this class. The wavelet 
encoding is the best choice for the images of this class. The distortion is mea-
sured for higher compression ratios aswell. Thus, for CRs upto 16:1, JPEG 
is compatible with WIG, but for higher compression ratios the best result is 
obtained with wavelet algorithm. 
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(a) wconst016 pgm (b) tma016.pgm 
(c) jpegOie.pgm 
Figure 5.2: Compressed images of Bridge, CR 16:1, Coder: (a) Wavelet, (b) 
FVactal, (c) JPEG 
Image: Bridge, CR 16:1 
Algorithm 
wavelet 
Fractal 
JPEG 
MSE 
174.327 
239.042 
207.197 
PSNR 
25.7172 
24.3461 
24.967 
TVE 
23.3321 
24.5156, 
25.3108 
Sobolev 
26.8088 
28 9837 
29.1176 
BMOE 
0.0011908 
0.00166951 
0.00197013 
Ranking* 
I 
III 
II 
* Ranking is based on human perception. 
Only MSE matches human perception. 
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5.2.3 Images of Class C 
Most of the images of Class C are synthetic images. They have enough "self-
similar" regions. Here, fractal encoding is the best choice. In case of images 
of Squares, with the fractal encoding we get a reasonably good compression 
even for CRs more than 150:1 whereas JPEG is unable to compress it higher 
than than CR 55:1 (due to its technical limitation in this case). At CR 150:1, 
with WIC, artifacts develop along the edges, that can be clearly seen in the 
following image. 
Figure 5.3: Compressed image of Squares, Left: 
Right: Coder - Fractal, CR 165:1 
Coder - Wavelet, CR 150:1, 
5.3 Bit Rate Criteria 
In some applications the priority is to achieve a very high degree of compres-
sion even at the cost of low image quality. In contrast, other applications may 
require a high degree of image quality that can only be achieved at modest 
compression ratios. Such requirements can severely limit the choice of the 
compression algorithm. In general, for the majority of compression schemes, 
there is a certain range of output bit rates for which the algorithm is most 
effective. For example, the compression algorithm JPEG for compression 
ratios (CR) greater than 32:1 is not at all effective. In JPEG the original 
image is partitioned into 8 x 8 blocks and is independently transformed us-
ing DCT. The DCT coefficients are then normalized and quantized using a 
user-defined normalization array that is fixed for all blocks. The normal-
ization and quantization process produce many zero-valued coefficients for 
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each block separately and this is not optimal globally. The artifacts in the 
form of squares are clearly seen in the compressed images of compression ra-
tios greater than 32:1 by JPEG algorithm. For example, see the compressed 
images of Lena having compression ratios 32:1 with different compression 
algorithms (see images in Figure 5.1). 
5.4 Computation Time 
While encoder and decoder of comparable complexity may be acceptable in 
many transmission applications, a simple decoder is more desirable in ap-
plications where it is repeatedly used such as image storage and retrieval 
systems, fractal encoding takes longer time whereas decoding is fast enough. 
The encoding time with fractal Encoders vary greatly, ranging from 3514 sec-
onds (if all possible searches ar^ allowed) for the CR 15:1 of Zelda image to 
just a few seconds (relaxing some condition and adjusting parameters). In 
FIG if we allow all the possible searches for self similar regions, the com-
putation time becomes very large. Whereas relaxing some condition makes 
encoding faster. So, at high fidelity, the encoding times are very high; at 
moderate quality they are just ?i few seconds. 
The encoder and decoder of JPEG are relatively faster than that with 
wavelets. 
5.5 User Friendly Algorithm 
Some applications require a compression algorithm to operate at varying bit 
rates or with different degree of image quality. In such cases, it is desirable 
to have the ability to optimally and easily trade off the bit rate for the recon-
structed image quality by adjusting a small set of compression parameters 
( which usually control the degj-ee of quantization). The algorithms such as 
JPEG and wavelet can inherently operate in this manner while it is difficult 
to get the images of arbitrary compression ratios with fractal encoders. 
Chapter 6 
Wavelet Packet Approximation 
6.1 Introduction 
The aim of this chapter is to generalize some of the results of wavelets ap-
peared in Bertoluzza [8] and Chambolle et al [13], for wavelet packets. We 
have proved the projection erroj- estimates in Besov and Lp norm and given 
some numerical results. We start with the sequences of functions due to 
Wickerhauser [81].For n = 0,1,2,3, • • • 
*2„(0 = \/2^0fc^„(2i - k) (6.1) 
fcez 
^2n+i(t) ^ V2 J]6fe*„(2t - k) (6.2) 
Jtez 
where a = {ofc} and b = {bk} are the filters as defined in Section 1.5 of 
Chapter 1. The space fi„ := {/ | / = 5]fcezCfc*„(< - k)} are the linear 
span of the integer translates of ^ 's. Taking Sf{t) = V2f{2t) we get 5n„ = 
2^T» ® ^2n+i, or more generally 
(J*fi„ = fi2*n e • • • e f^2*(n+l)-l ] k > 0. 
This follows to refine the decomposition L2(K) = e„n„ by scales, and for 
every partition P of the non-negative integers into the sets of the form hn = 
{2*n, • • • , 2*(n + 1) - 1}, the collection of functions 
^;j^. = 2*/2*„(2*f-j),/,„ eP,je z, 
is an orthonormal basis of L2{M) . These collection of functions give rise to 
many bases including Walsh, wavelet and subband basis. A Wavelet packet 
83 
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basis of L2(K) is an orthonormal basis selected from among the functions 
'Let /(*) be a function in LziR) and let {cp : p e Z} be the coefficients of 
/(f) in 5^Qo. Here, Cp = j2^/^<ifo{2H - p)f{t)dt and the La function given 
by the projection will be denoted by 
PU{t)=J2cp'2''^'M'^''t-p)- (6-3) 
pez 
From {cp} we may calculate the coefficients of f{t) in any space 5''Qn, for 
0 <k < L, and 0 < n < 2^~*, by applying the filters to the sequences {cp}. 
Thus we have 
nk 
/
oo 
2fc/2^^(2*f - p)f{t)dt (6.4) 
p E Z,0 < k < L, 0 < n < 2^~*. The coefficients of f{t) in the subspace 
5*n„ form a sequences {Cp'' : p e Z}. 
We shall consider the family of Besov spaces S°(Lp(K)), 0 < a < oo, 
0 < p < 00 and 0 < g < oo. These spaces have a derivatives in Lp{R). If we 
set p = g = 2 then 5 f (L2(R)) is the Sobolev space IV^iLziR)) and for a < 1, 
1 < p < oo and q = oo, B^{Lp{R)) is the Lipschitz space Lip{a, Lp{R)). 
The following is the definition of wavelet packet of class r. 
Definition 6.1 A wavelet packet of class r, r G N, is o function ^ G L2(M) 
satisfying the following properties. 
(i) a '^eLoo(M),s = 0 , l , - - - , r 
(ii) ^ is decreasing at infinity together with its derivatives of order lower 
or equal to r 
(Hi) J^t''^(t)dt = 0,forO<k<r 
(iv) The collection of functions 
is an orthonormal basis of L2( 
6.2 Theoretical Results 
We prove here some results concerning the projection error estimates in Besov 
spaces. Assume that a and p satisfy ^ < | + 1, so that B°{Lp{R)) is 
embedded in Li(E). The following is the characterization of Besov functions. 
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Proposition 6.2 Let '9^^ be the wavelet packet of class r and letO < a <r. 
Let f e Lp{R) then \\f\\B<^{Lp{R)) is equivalent to a norm of the sequences 
of wavelet packet coefficients {c^^}, 
1 
j>0 \ n,k 
,"J|P 
The above proposition can be used in the following theorem to obtain an 
error estimate. 
Theorem 6.3 Let ^^j, be the wavelet packet of class r and letO < P < a < 
r. Then for L>0, 
11/ - Pi/| |3.(Lp(R)) < C\\f\\B^{Lp{R)) 2-^("-^) 
Proof. We have, 
j>L n,k 
Prom proposition 6.2 we get, 
\\f - PLfh^^iMR)) = (E(E2^'"2^'^''Mcrr'' 
^j>L \n,k 
, j>L \ n,k 
f^' 
\j>L \n,k 
< C | | / | | B J ( L , ( R ) ) 2 - ^ ( - ^ ) . 
Now we prove a result using wavelet packets to characterize Lp spaces. 
As explained earlier, if we take p = q then 5°(Lp(R)) = W°'{Lp{R)), which 
measures smoothness of order a in (Lp(R)). In case of wavelet packets. 
3 n,k 
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Theorem 6.4 Let ^"fe be the wavelet packet of class r. Then for L>0, 
| | /-Pi/lk(R)<2-°^| |/ |ka(MR)). 
Proof. 
ii/-Pi/ik(R) = EEi^! 
\j>L n,k 
P. IP 
— 1 2-^2^ 2aL 
^j>L n,k 
^ ' ."J IP 
'fc 
\ j n,k 
< 2~^"^\\f\\w<-{Lp(M.)) • 
6.3 Numerical Experiments 
We take f{x) = e"^ '" sin(40x) + e'", see figure 6.1, a C°° function defined 
on the interval [0,1]. The result of the approximation of our test function 
is given in the following table. ||/ - PiflU for different value of L and N 
is computed, where AT represents the number of non-zero coefficients of the 
wavelet packet coefficients. 
u. \ 
10 
10 
10 
10 
8 
8 
8 
^ \ 
140 
224 
353 
559 
78 
92 
128 
\\i - P^ih \ 
0.000652 
0.000395 
0.000237 
0.000114 
0.002252 
0.001828 
0.001079 
6.3. NUMERICAL EXPERIMENTS 87 
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Figure 6.1: The test function 
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