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Motivated by a number of recent experimental and computational studies of the dynamics of fluids
plunged in quenched-disordered external fields, we report on a theoretical investigation of this topic
within the framework of the mode-coupling theory, based on the simple model of the hard-sphere
fluid in a Gaussian random field. The possible dynamical arrest scenarios driven by an increase
of the disorder strength and/or of the fluid density are mapped, and the corresponding evolutions
of time-dependent quantities typically used for the characterization of anomalous self-diffusion are
illustrated with detailed computations. Overall, a fairly reasonable picture of the dynamics of
the system at hand is outlined, which in particular involves a non-monotonicity of the self-diffusion
coefficient with fluid density at fixed disorder strength, in agreement with experiments. The disorder
correlation length is shown to have a strong influence on the latter feature.
I. INTRODUCTION
In the past few years, the effect of a smooth static
random potential energy landscape on the dynamics of
a variety of soft matter systems has been the focus
of a number of studies, based on experiments involv-
ing optically generated disordered environments and on
computer simulations of models designed to reproduce
such a setup.1–16 The motivations behind these stud-
ies are diverse. From a fundamental point of view, dy-
namics in quenched-random environments are an im-
portant paradigm of dynamics in complex systems, of-
ten characterized by anomalous relaxation and transport
phenomena.17–19 The possibility to directly monitor par-
ticle trajectories and corresponding extended regimes of
subdiffusive motion in colloidal suspensions exposed to
disordered speckle patterns therefore represents a nice
opportunity to gain new insight into this problem.1–9 On
the more practical side, interaction of a soft-matter sys-
tem with a random light field appears as a convenient
means to tune its dynamical properties and to control its
behavior,10–16 with significant prospects in terms of ap-
plications. Thus, microfluidic speckle sieves and sorters,
displaying the ability to fractionate flowing colloidal mix-
tures, have recently been described.12,13 In the limit of
strong interaction with disorder, persistent trapping oc-
curs, allowing one to manipulate large numbers of parti-
cles on which the imposed optical environment acts as a
random array of essentially inescapable wells.10,11,16
At the theoretical level, the problem has a quite long
history dealing with independent tracers in random po-
tential energy landscapes. For Newtonian dynamics, a
simple percolation argument has been put forward, com-
bining a topographic view of the energy landscape with
the constraints of conserved mechanical energy and pos-
itive kinetic energy.20–22 In this picture, a low-energy
tracer is always trapped in a finite region of space,
because any allowed initial position is completely sur-
rounded by impassable barriers. This is not the case
at high energy, where an infinite domain is available, in
which a tracer can always meet saddles it can cross. The
border between the two regimes corresponds to a con-
tinuum percolation transition at a well-defined thresh-
old energy. It drives a diffusion-localization transition
in the tracer motion, in the vicinity of which anomalous
diffusion unfolds as a consequence of the fractal geom-
etry of the incipient percolation cluster. This scenario
has been confirmed by computer simulations of particles
moving in a model speckle field23 and manifestly also
applies when the energy landscape is produced by ran-
domly placed obstacles interacting with the tracers via
soft potentials.24–27 The case of Brownian dynamics re-
quires more elaborate considerations and more sophisti-
cated approaches.28–35 Indeed, because of the presence of
the fluctuating thermal bath, energy barriers can be over-
come through activated hopping processes nonexistent in
the energy-conserving case. A variety of scenarios re-
sults, depending on space dimension and statistics of the
random energy landscape.33–35 In many important cases,
the late-time behavior of the tracer is proved to remain
diffusive at all temperatures or disorder strengths, with
a rapid decrease of the diffusion coefficient and a rapid
increase of the time needed to reach the asymptotic diffu-
sive regime as temperature decreases or disorder strength
increases.30,32,33,35,36
In the present study, our aim is to go beyond the re-
striction to independent tracers and to report on a theo-
retical investigation of the dynamics of fluids plunged in
smooth random potential energy landscapes encompass-
ing the case of finite-density fully interacting systems.
There are only few schemes allowing one to tackle such an
issue from first principles. Here, we consider the frame-
work of the mode-coupling theory (MCT), in broad use in
studies of slow dynamical phenomena in strongly corre-
lated fluid systems.37,38 From its numerous applications
in varied situations, a clear picture of the strengths and
weaknesses of MCT has emerged. On the one hand, the
theory has repeatedly been found able to correctly pre-
dict or reproduce nontrivial dynamical evolutions, such
as the reentry phenomenon and onset of logarithmic re-
2laxation in the glassy dynamics of colloidal suspensions
with short-ranged attractions39–42 or, more recently, the
strong non-monotonic variation of the dynamics of flu-
ids confined in slit pores.43,44 On the other hand, MCT
displays a marked trend towards an overestimation of dy-
namical slowing-down with increasing static correlations
and typically predicts sharp ergodicity-breaking transi-
tions where only smooth dynamical crossovers are to
be found in the actual behavior of the systems under
study.45,46 It should be anticipated that both these pos-
itive and negative features of MCT will show up in this
work as well.
In practice, the present investigation builds on previ-
ous MCT studies of fluids in quenched-disordered envi-
ronments, that dealt with fluids confined in random ar-
rays of immobile obstacles representing streamlined mod-
els of amorphous porous solids. Early work in the field
addressed the single-particle limit, the so-called random
Lorentz gas, in particular,47–50 then an extension to finite
fluid densities appeared more recently.51–55 The corre-
sponding theoretical predictions have subsequently been
compared with computer simulation results and shown to
outline a very reasonable picture of the dynamics of the
systems at hand,56–62 thereby supporting the idea that
the MCT framework can indeed be put to good use in
studies of fluids in randomness.
The connection with the present problem follows from
the observation that the MCT equations for the random
fluid-matrix systems eventually make no reference at all
to the particulate character of the disorder.53,54 This nat-
urally suggests that they might have a broader domain
of application, an intuition easily confirmed by rederiving
them under the sole minimal assumption that the fluid
evolves in some statistically homogeneous environment of
unspecified nature.53 Thus, within MCT, the dynamics
of fluids in disordered matrices and in smooth random
fields are described by the same equations, that become
specialized to any given class of system only through the
use of the matching structural information as input for
them. Since many aspects of the predictions of the the-
ory are generically determined by the nonlinearities of
its equations and the bifurcation schemes they allow un-
der smooth evolutions of the fluid structure factors,37,38
it follows that these MCT dynamics have a lot in com-
mon. In fact, from the mere structure of the equations
basically results only one overall picture of dynamics in
statistically homogeneous quenched randomness, which
interpolates between ideal glassy dynamics in the bulk
and a diffusion-localization transition scenario at vanish-
ing density and strong disorder. Therefore, many predic-
tions of the theory are interchangeable between different
classes of systems. In previous work on random fluid-
matrix systems,51–55 the focus was on intermediate scat-
tering functions, in reflection of the interest in studies
of the glass transition under nanoscale confinement.63–65
Here, we shall rather direct the discussion towards signa-
tures of anomalous self-diffusion. Eventually, the whole
picture in both cases is given by the reunion of these
results. Once this somewhat rigid universal framework
is recognized, one easily conceives to investigate specific
features of a given class of systems with common phys-
ical ingredients by studying particular instances only,
thought to be representative and chosen for their simplic-
ity. This is the case in the present work, where a special
type of random energy landscape is considered. There
is an obvious caveat, however, inasmuch as the theory
is structurally bound to fail to capture the whole diver-
sity of the behaviors discussed above, with their possible
nontrivial dependences on disorder statistics and micro-
dynamics. A similar difficulty has recently been discussed
in the case of the Lorentz gas.66
The paper is organized as follows. In Sec. II, the simple
model of a fluid in a smooth random potential energy
landscape considered in this work is introduced, together
with the theoretical tools needed for its study. In Sec. III,
the predictions of MCT for its dynamics in the single-
particle and ideal-gas limits are reported, while the finite-
density regime is addressed in Sec. IV. Finally, Sec. V is
devoted to discussion and concluding remarks.
II. MODEL AND THEORETICAL
FRAMEWORK
A. Fluid and random-field models
A simple model of a fluid plunged in a smooth ran-
dom potential energy landscape is generically defined by
a potential energy function of the form
V (rN ) =
N−1∑
i=1
N∑
j=i+1
v(|ri − rj |) +
N∑
i=1
udis(ri), (1)
where N is the fluid particle number and rN ≡
{r1, r2, . . . , rN} denotes the particle position vectors.
The first contribution is the usual interparticle poten-
tial energy, expressed as a sum of pair terms involving
a spherically symmetric interaction potential v(r). The
second one corresponds to the random external poten-
tial and is a sum of identical one-body terms, with udis a
smooth energy profile sampled from a functional ensem-
ble equipped with some predefined probability density.
Because of this field probability distribution, the statis-
tical mechanics of such a system is based on two types
of averages, as is customary in the presence of quenched
disorder. First, one gets the usual average over thermal
fluctuations, denoted by 〈· · · 〉 and taken for one given
realization of udis, then comes the disorder average, de-
noted by · · · and taken over all realizations of udis.
In the following, we wish to take advantage of the fact
mentioned in introduction, that the MCT equations re-
main the same regardless of the details of the disorder,
to keep the model as simple as possible. Therefore, v(r)
is taken as a hard-core potential of range σ. As for udis,
the simplest choice certainly is a statistically homoge-
neous Gaussian random field (GRF),67,68 which can be
3realized in practice in many different ways, e.g., as a
linear superposition of random sinusoidal waves,69 as a
sum of interactions with randomly placed impurities,70 or
through coarse-graining of a random field, not necessar-
ily Gaussian in nature, over large enough regions.71 The
latter scheme is directly relevant to polarizable colloids in
speckle patterns.1–9 Such a GRF is fully specified by its
mean, which can be set to zero without loss of generality,
and its covariance function K(r), hence
udis(r) = 0, udis(r)udis(r′) = K(|r− r
′|). (2)
Here, for definiteness, a Gaussian covariance is chosen,
K(r) = ǫ2e−(r/ξ)
2
, (3)
with ǫ a measure of the local energy fluctuations and ξ
the correlation length of the disorder.
Finally, the above model can obviously be laid down
in any space dimensionality d, in order to reflect the sit-
uation in experiments and computer simulations, where
systems in one, two, and three dimensions have been in-
vestigated. However, in-depth analyses of the MCT equa-
tions derived from first principles for fluids (quantal or
classical) in randomness have shown that a direct quanti-
tative application of the theory in less than three dimen-
sions gives rise to serious difficulties.72–77 Therefore, all
actual calculations in this work have been performed on
the three-dimensional model, for which the theoretical
anomalies are more easily tamed.77 Whether this pro-
vides useful insight into lower-dimensional systems has
then to be assessed on qualitative grounds, based on the
genericness and robustness of the bifurcation singulari-
ties ruling the dynamical scenarios of MCT37,38 and on
physically motivated expectations for the evolution of the
underlying nonlinear feedback mechanisms with the pa-
rameters of the model.
B. Structural properties
In order to quantify the structural properties of a fluid
in a random environment and provide input to the MCT
equations, a number of static quantities need to be de-
fined and computed.
In response to a given realization of the random en-
ergy landscape, a fluid develops a complicated inhomo-
geneous one-body density profile 〈ρˆ(1)(r)〉, with ρˆ(1)(r)
denoting the usual one-body density operator.78 Being a
functional of a random field, this profile is a random field
itself. Hence, a basic characterization thereof is in terms
of its mean 〈ρˆ(1)(r)〉, equal to the fluid number density
ρ, and of its two-point correlation function, defining the
disconnected total correlation function hd(r) through
ρ2hd(|r− r′|) = 〈ρˆ(1)(r)〉〈ρˆ(1)(r′)〉 − ρ2. (4)
At the two-point level as well, further information on the
particle distribution in the system is gained by directly
averaging the two-body density operator ρˆ(2)(r, r′),78
leading, as in the bulk, to the total correlation function
h(r) via
ρ2h(|r− r′|) = 〈ρˆ(2)(r, r′)〉 − ρ2. (5)
By mere subtraction, the connected total correlation
function hc(r) is obtained,
ρ2hc(|r− r′|) = 〈ρˆ(2)(r, r′)〉 − 〈ρˆ(1)(r)〉〈ρˆ(1)(r′)〉. (6)
Correlatively, in reciprocal space, static structure factors
of three types can be formed. With nq =
∑N
j=1 e
iq·rj
a Fourier component of the microscopic fluid density,
δnq = nq − 〈nq〉, and f˜q the Fourier transform of f(r),
they read
Sdq =
〈nq〉〈n−q〉
N
= ρh˜dq , (7)
Sq =
〈nqn−q〉
N
= 1 + ρh˜q, (8)
Scq =
〈δnqδn−q〉
N
=
〈nqn−q〉 − 〈nq〉〈n−q〉
N
= 1 + ρh˜cq,
(9)
following the same nomenclature as above. The depen-
dence of all the above functions on a single scalar vari-
able (distance or wavevector modulus) results from the
assumption of statistical isotropy.
The splitting of correlations into connected and dis-
connected components, embodied in the identities h(r) =
hc(r) + hd(r) and Sq = S
c
q + S
d
q , is a crucial feature of
the physics of quenched-disordered systems.79 It reflects
the presence of two qualitatively different sources of fluc-
tuations in the problem and actually amounts to the res-
olution of two contributions endowed with well-defined
and distinct physical contents. Thus, the disconnected
correlations measure the disorder-induced fluctuations of
thermal averages, while the connected ones quantify the
thermal fluctuations about these averages.
In order to compute the above structural quantities,
one can resort to approximate integral equation theories,
best derived by combining standard approaches of liquid-
state physics with the replica trick, a classic tool of the
theory of quenched-disordered systems. One then pro-
ceeds in two steps.80,81 First, the nature of the disorder
is switched from quenched to annealed, and the corre-
sponding statistical mechanics of s noninteracting identi-
cal copies (“replicas”) of the disordered system of interest
is worked out for generic integer s. Then, the properties
of the original quenched-disordered system are retrieved
by taking the limit s→ 0, after an analytic continuation
of the latter results has been performed with due account
for the permutational symmetry of the equivalent repli-
cas.
It turns out that the application of this scheme to a
fluid in a GRF leads to particularly simple results.67,68
The key point here is that the annealed random field
4in the replicated systems can be straightforwardly inte-
grated out, hence an exact recasting of the problem in
terms of symmetric s-component mixtures with pairwise
interactions only (thanks to the Gaussianity of the dis-
order),
vab(r) = v(r)δab − βK(r), (10)
where a and b denote replica indices (a, b = 1, . . . , s), δab
is the usual Kronecker symbol, and β = 1/(kBT ), with
T the temperature and kB Boltzmann’s constant. The
attractive character of the effective disorder-induced in-
teraction −βK(r) reflects the fact that the particles of
the replicated systems tend to cluster, by populating the
most favorable locations and avoiding the least favorable
ones in the random potential energy landscape. From
this reformulation, it is immediate that the equations de-
scribing the structure of a fluid in a GRF can be directly
derived from those of the well-established theory of sim-
ple fluid mixtures.78 Thus, in the limit s→ 0, where the
total and direct correlation functions of the replicated
systems obey lims→0 hab(r) = h(r)δab + h
d(r)(1 − δab)
and lims→0 cab(r) = c(r)δab+c
d(r)(1−δab), the Ornstein-
Zernike (OZ) equations for simple mixtures lead to the
so-called replica OZ equations,
h(r) = c(r) + ρ(c⊗ h)(r) − ρ(cd ⊗ hd)(r), (11)
hd(r) = cd(r) + ρ(c⊗ hd)(r) + ρ(cd ⊗ h)(r) − 2ρ(cd ⊗ hd)(r),
(12)
where ⊗ denotes a convolution in real space and c(r) and
cd(r) are the direct correlation function and disconnected
direct correlation function, respectively, from which the
connected direct correlation function cc(r) is obtained
via the equality c(r) = cc(r) + cd(r). The same limit-
ing process can be applied to approximate closure rela-
tions linking the correlation functions and the interaction
potentials. Starting with the hypernetted-chain (HNC)
equations for mixtures,78 this leads to the replica HNC
closure,
c(r) = −βv(r) + β2K(r) + h(r) − ln [1 + h(r)] , (13)
cd(r) = β2K(r) + hd(r)− ln
[
1 + hd(r)
]
, (14)
that was introduced in previous work67,68 and is used in
the following. The choice of this approximation is the re-
sult of a compromise. Indeed, as is well known,78 it lacks
accuracy in the pure hard-sphere case, but it performs
very well on systems with ultrasoft interactions,82–84 to
which belongs the inter-replica disorder-induced effective
pair potential vab(r) = −βK(r), a 6= b. In any case,
we checked that our main results undergo quantitative
changes only if other standard approximation schemes
are used for the computation of structural properties.
The numerical solutions of Eqs. (11)-(14) in real and
reciprocal spaces with d = 3 have been obtained by a
standard method,78 based on a discretization of the cor-
relation functions at range values ri = i δr with i =
0, 1, . . . , 212 and δr = 0.01σ, a Picard iterative method
with Broyles mixing, and fast Fourier transform cycles to
compute the convolutions in the OZ equations.
C. Mode-coupling theory
The main outcome of MCT consists of time-evolution
equations for normalized autocorrelation functions of
density fluctuations, also called intermediate scatter-
ing functions (ISF).37,38 Specifically, for a fluid in a
quenched-random environment,53,54 the collective dy-
namics is described by the connected ISF,
φcq(t) =
〈δnq(t)δn−q(0)〉
NScq
=
〈nq(t)n−q(0)〉 − 〈nq〉〈n−q〉
NScq
,
(15)
and the self dynamics by the self ISF,
φsq(t) = 〈n
s
q(t)n
s
−q(0)〉, (16)
where nsq = e
iq·rs , with rs corresponding to the posi-
tion of one chosen fluid particle considered as tagged.
Again, the sole dependence of the ISFs on the wavevec-
tor modulus follows from statistical isotropy. Note that,
from a theoretical point of view, the reference to the
connected ISF is a natural one, since the dynamics of
the system indeed proceeds from thermal fluctuations,
while the disorder-induced correlations are static in na-
ture. However, in experiments and computer simulations,
one would typically access the full ISF,
φq(t) =
〈nq(t)n−q(0)〉
NSq
=
Scqφ
c
q(t) + S
d
q
Sq
, (17)
in which the static effect of quenched disorder manifests
itself as a time-persistent contribution, Sdq /Sq, unrelated
to any possible glassiness in the collective dynamics.52 No
such difficulty exists for the self dynamics, since, contrary
to 〈nq〉, 〈n
s
q〉 vanishes for any infinite sample.
As a first step, the theory involves the derivation of
generalized Langevin equations for both types of density
correlators via standard projection operator methods. In
a suitable overdamped limit,85,86 which we adopt for sim-
plicity, taking advantage of the fact that the predictions
of MCT at long times are essentially independent of the
details of short-time dynamics,37,38 they read
τcq φ˙
c
q(t) + φ
c
q(t) +
∫ t
0
mcq(t− τ)φ˙
c
q(τ)dτ = 0, (18)
τ sq φ˙
s
q(t) + φ
s
q(t) +
∫ t
0
msq(t− τ)φ˙
s
q(τ)dτ = 0, (19)
with τcq = S
c
q/(D0q
2), τ sq = 1/(D0q
2), D0 the short-time
diffusivity, and the initial conditions φcq(0) = φ
s
q(0) = 1.
Here and in the following, the possibility of hydrody-
namic interactions between the particles is disregarded,
although they might be sizeable in the actual experimen-
tal systems of interest.1–9 The functions mcq(t) and m
s
q(t)
5are the so-called memory kernels, each expressed as the
autocorrelation function of a suitable random force.
Then, in order to capture the effects of caging and
of scattering by static microscopic heterogeneities on
the dynamics of density fluctuations, the memory ker-
nels are evaluated by projecting the random forces onto
products of density modes, δnkδnq−k and δnk〈nq−k〉 for
mcq(t), n
s
kδnq−k and n
s
k〈nq−k〉 for m
s
q(t). After some
algebra,53,54 one gets mcq(t) = F
c
q [φ
c(t)] and msq(t) =
F sq [φ
c(t), φs(t)], with the functionals
F cq [f
c] =
∫
ddk
(2π)d
[
V
(2)
q,kf
c
kf
c
|q−k| + V
(1)
q,kf
c
k
]
, (20)
F sq [f
c, f s] =
∫
ddk
(2π)d
[
v
(2)
q,kf
s
kf
c
|q−k| + v
(1)
q,kf
s
k
]
, (21)
and vertices
V
(2)
q,k =
1
2
ρScq
[
q · k
q2
c˜ck +
q · (q− k)
q2
c˜c|q−k|
]2
SckS
c
|q−k|,
(22)
V
(1)
q,k = ρS
c
q
[
q · k
q2
c˜ck +
q · (q− k)
q2
1
ρ
]2
SckS
d
|q−k|, (23)
v
(2)
q,k = ρ
[
q · (q− k)
q2
]2 (
c˜c|q−k|
)2
Sc|q−k|, (24)
v
(1)
q,k =
[
q · (q− k)
q2
]2
h˜d|q−k|. (25)
Gathering Eqs. (18)-(25), a closed self-consistent set
of equations is obtained, from which predictions can be
made for the dynamics of a fluid in randomness, based
on structural information only. As pointed out in intro-
duction, these equations are very generic, in that they
make no reference to the detailed nature of the disorder
and only involve structural properties of the fluid in its
random environment. It follows that many predictions
based on them are equally generic. The specialization to
fluids in Gaussian random fields considered in this work
can therefore be expected to provide results representa-
tive of a much broader class of systems.
Analysis of the low q regime leads to additional dy-
namical equations for two observables playing a cen-
tral role in most characterizations of complex dynam-
ics in fluids, the mean-squared displacement δr2(t) =
〈|rs(t)− rs(0)|2〉 and the mean-quartic displacement
δr4(t) = 〈|rs(t)− rs(0)|4〉. Thus, plugging the expansion
φsq(t) = 1−
q2
2d
δr2(t) +
q4
8d(d+ 2)
δr4(t) +O(q6) (26)
into the MCT equations for φsq(t), one gets through iden-
tifications at the lowest orders in q,86
δr2(t) +D0
∫ t
0
m(0)(t− τ)δr2(τ)dτ = 2dD0t, (27)
δr4(t) +D0
∫ t
0
m(0)(t− τ)δr4(τ)dτ =
2(d+ 2)D0
∫ t
0
[
2 +m(2)(t− τ)
]
δr2(τ)dτ,
(28)
m(0)(t) = F (0)[φc(t), φs(t)], and m(2)(t) =
F (2)[φc(t), φs(t)], with the functionals
F (0)[f c, f s] =
1
d
∫
ddk
(2π)d
k2
[
ρ(c˜ck)
2Sckf
c
k + h˜
d
k
]
f sk, (29)
F (2)[f c, f s] =
3
d(d+ 2)
×
∫
ddk
(2π)d
k2
[
ρ(c˜ck)
2Sckf
c
k + h˜
d
k
] [∂2f sk
∂k2
+
d− 1
3k
∂f sk
∂k
]
.
(30)
The numerical solutions of these equations with d =
3 have been achieved using standard algorithms.85–87
In particular, after moving to bipolar coordinates, the
wavevector integrals in the memory kernels have been ap-
proximated by Riemann sums, based on an equispaced
grid of 300 values with step size δq = 2π/(212δr) ≃
0.1534/σ (imposed by the parameters chosen for the
structural calculations), starting at δq/2. Such a dis-
cretization clearly involves a cutoff of the low q divergence
of some of the vertices, which might look worrying at first
sight. In fact, careful analyses of the effect of such a cutoff
on the solutions of MCT equations have shown that, on
the contrary, it is actually useful to eliminate spurious
long-time anomalies originating in this divergence72–77,
and that the quantitative uncertainties introduced by
the arbitrariness of its value remain modest provided the
space dimension is three or larger,77 hence the restriction
of the present theoretical study to three-dimensional sys-
tems.
III. DYNAMICS IN THE SINGLE-TRACER
AND IDEAL-GAS LIMITS
Since it has been the focus of most past theoretical
and computational studies, we first consider the dynam-
ics in the noninteracting regime, which indistinctly cor-
responds to the single-tracer limit (ρ→ 0 for any σ) and
to the ideal-gas limit (σ → 0 at any ρ). In both cases,
the replica HNC closure turns out to be exact, as can be
checked by a direct calculation of the static correlation
functions introduced above. In particular, one uniformly
gets hd(r) = exp[β2K(r)]− 1.
As for the MCT equations, using Scq → 1, S
d
q = ρh˜
d
q ,
and ρ → 0 or c˜cq → 0, one easily finds that the distinc-
tion between connected and self dynamics vanishes, as
6does the dependence on ρ, and that each memory ker-
nel reduces to its term linear in the ISF, with h˜dq as the
sole required structural information. Furthermore, the
disorder correlation length ξ, which is the only relevant
lengthscale in the considered limit, can be straightfor-
wardly scaled out, provided it is used as unit of length
together with a unit of time proportional to ξ2/D0. Here,
this Brownian time is chosen as tξ = ξ
2/(2D0), i.e., the
time at which the extent of free diffusion in one direc-
tion of space equals the disorder correlation length. As
expected on physical grounds, this eventually leaves the
relative disorder strength ∆ = (βǫ)2, which compares
the local potential energy fluctuations to the thermal en-
ergy, as the sole dimensionless parameter controlling the
dynamics of the system.
The influence of ∆ on the time dependence of the
ISFs is illustrated in Fig. 1, where the chosen wavevector
q ≃ 2π/ξ corresponds to a real space scale of the or-
der of ξ, but the behavior is essentially the same at any
q. Increasing ∆ from zero, the relaxation of the density
fluctuations is expectedly found to slow down, with the
gradual development of a weak algebraic tail extending to
longer and longer times, until a critical value ∆c ≃ 1.14
is reached, at which it lasts forever. Above ∆c, the re-
laxation becomes partially arrested and an infinite-time
plateau appears, whose level continuously grows with ∆.
The decay to this plateau proceeds through the same
algebraic tail as below ∆c, which now progressively re-
cedes as ∆ increases. A standard asymptotic study of the
MCT equations in the vicinity of ∆c gives φ
s
q(t) ∝ t
−1/2
for the tail, ∝ (∆−∆c)
−2 for the leading behavior of the
diverging characteristic time marking the end of the tail
symmetrically on both sides of ∆c, and ∝ (∆ −∆c) for
the leading behavior of the plateau level in the arrested
state,37,53,54,88 in full agreement with the numerical re-
sults.
From the ISFs, the mean-squared displacement δr2(t)
can be computed via Eqs. (27) and (29). The evolution of
its time dependence with ∆ is shown in Fig. 2, together
with that of two derived quantities commonly used to
magnify and quantify deviations from normal diffusion,
namely, the time-dependent diffusion coefficient,
D(t) =
1
2d
dδr2(t)
dt
, (31)
and the local exponent,
µ(t) =
d ln[δr2(t)/(dξ2)]
d ln(t)
. (32)
In normal diffusion, δr2(t) is linear in time, hence D(t)
is a finite constant and µ(t) ≡ 1. The behavior of the
three functions naturally parallels that of the ISFs. In-
creasing ∆ between zero and ∆c, diffusion progressively
slows down, with the appearance of a subdiffusive regime
extending over a broader and broader time interval (cor-
responding to the algebraic tail in the ISFs), after which
a normal diffusive behavior is recovered in the long-time
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FIG. 1. Effect of the relative disorder strength ∆ on the time
evolution of the intermediate scattering functions φsq(t) =
φcq(t) at q ≃ 2pi/ξ, in the noninteracting limit, with d = 3.
From left to right, bottom to top: ∆ = 0, 0.9∆c, 0.99∆c,
0.999∆c, 0.9999∆c , 0.99999∆c , ∆c, 1.00001∆c , 1.0001∆c ,
1.001∆c, 1.01∆c, 1.1∆c. The dotted line is a guide for the
eye illustrating the critical decay law φsq(t) ∝ t
−1/2.
limit. At ∆c, the subdiffusive regime lasts indefinitely.
Above ∆c, the partially arrested relaxation of the den-
sity fluctuations leads to a similar arrest of diffusion, with
δr2(t) saturating at a finite value, which decreases with
increasing ∆. The same subdiffusive regime as below ∆c
is found, now receding with increasing ∆. Again, asymp-
totic results can be derived, which fully agree with the nu-
merical results and give δr2(t) ∝ t1/2 in the subdiffusive
regime, a leading-order linear vanishing ∝ |∆−∆c| of the
late-time diffusion coefficient limt→∞D(t) when ∆→ ∆c
from below, and a leading order divergence ∝ (∆−∆c)
−1
of limt→∞ δr
2(t) when ∆→ ∆c from above.
37,53,54,88
The mean-quartic displacement δr4(t) is also a quan-
tity of interest, since it can be used to form the so-called
non-Gaussian parameter
α2(t) =
d
d+ 2
δr4(t)
[δr2(t)]2
− 1, (33)
which provides a complementary simple measure of de-
viations from normal diffusion, now at the level of the
spatial behavior of the propagator instead of its time
dependence. Indeed, in normal diffusion, the propaga-
tor is Gaussian, hence α2(t) identically vanishes by con-
struction. The influence of ∆ on the time dependence
of δr4(t) and α2(t) is displayed in Fig. 3. For ∆ be-
tween zero and ∆c, the vanishing of α2(t) at long times
confirms that normal diffusion is recovered in this limit,
as inferred above from the late-time behavior of δr2(t)
alone. In the subdiffusive regime at and around ∆c, one
gets δr4(t) ∝ t, i.e., the power-law behavior one would
expect from a Gaussian propagator with δr2(t) ∝ t1/2,
but a clear non-Gaussian effect is present in the form of
an excess prefactor [α2(t) > 0] asymptotically equal to
π/2. Finally, above ∆c, when diffusion is arrested, δr
4(t)
saturates at a finite value, with again an excess prefac-
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FIG. 2. Effect of the relative disorder strength ∆ on the
time evolution of the normalized mean-squared displacement
δr2(t)/(dξ2) (top panel), of the time-dependent diffusion co-
efficient D(t) (middle panel), and of the local exponent µ(t)
(bottom panel), in the noninteracting limit, with d = 3. From
top to bottom in all panels: ∆ = 0, 0.9∆c, 0.99∆c, 0.999∆c,
0.9999∆c , 0.99999∆c , ∆c, 1.00001∆c , 1.0001∆c , 1.001∆c,
1.01∆c, 1.1∆c. The dotted lines are guides for the eye il-
lustrating limiting behaviors.
tor with respect to a Gaussian expectation. This pref-
actor equals 2 asymptotically close to ∆c and displays a
leading-order linear growth with ∆−∆c above.
These MCT predictions reproduce many qualitative
features of the dynamical scenario brought on by an
energetic continuum percolation transition20–22 and ob-
served in various computer simulation studies.23–27 In-
deed, the transition at ∆c, with its vanishing of the late-
time diffusivity on one side and divergence of a local-
ization length on the other, manifestly corresponds to a
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FIG. 3. Effect of the relative disorder strength ∆ on the
time evolution of the normalized mean-quartic displacement
δr4(t)/[d(d+2)ξ4] (top panel) and of the non-Gaussian param-
eter α2(t) (bottom panel), in the noninteracting limit, with
d = 3. From top to bottom in the top panel, from bottom to
top in the bottom panel: ∆ = 0, 0.9∆c, 0.99∆c, 0.999∆c,
0.9999∆c, 0.99999∆c , ∆c, 1.00001∆c , 1.0001∆c , 1.001∆c,
1.01∆c, 1.1∆c. The dotted lines are guides for the eye il-
lustrating limiting behaviors.
bona fide diffusion-localization transition, in the vicinity
of which an extended regime of subdiffusive motion un-
folds. Moreover, the local exponent of the mean-squared
displacement and the non-Gaussian parameter display a
reasonable agreement with available simulation data, in
terms of their shapes as functions of time and of their evo-
lutions with disorder strength.26,27 From a quantitative
point of view, however, an obvious weakness of MCT lies
in its predicted critical exponents and amplitudes, which
are constrained to a unique set by the very structure of
its self-consistent equations and the bifurcation scheme
it allows. On this point, we might incidentally note that
the pairing found in MCT of a subdiffusion exponent
limt→∞ µ(t) = 1/2 with a critical non-Gaussian param-
eter limt→∞ α2(t) = π/2 − 1 also appears as a special
case in the mean-field-like theory of continuous-time ran-
dom walks (CTRW) with power-law distributed waiting
times, which is a priori based on quite different physical
principles.19
Amore subtle discrepancy between the percolation and
MCT scenarios is observed in the diffusive regime. In-
deed, in the percolation picture, the infinite cluster sus-
8taining diffusive motion always coexists with bounded
regions, in which particles might be indefinitely trapped
with nonvanishing probability. It follows that, even in
the diffusive regime, the self ISFs and the non-Gaussian
parameter never actually fully relax to zero. These phe-
nomena have been analyzed in detail in the case of the
Lorentz gas,89–92 where it could be shown that the MCT
predictions give a fairer description of the dynamics if as-
sessed against that of the particles confined to the span-
ning cluster only.62 A similar rule of thumb probably ap-
plies to the present class of systems as well.
Although the agreement might be largely coinciden-
tal, we should also mention that the MCT prediction for
the transition threshold appears very reasonable. Indeed,
the average potential energy of a tracer in a GRF, gener-
ically given by −βǫ2, equals −1.07ǫ at ∆c ≃ 1.14, a value
that happens to lie very close to −1.03ǫ, the percolation
threshold estimated by Zallen and Scher from empirical
arguments.21
Qualitative agreement with the diffusion-localization
transition picture means that MCT faces more serious
difficulties when dealing with systems that show a strong
slowing-down of their dynamics, but in which thermal
fluctuations eventually restore a long-time normal diffu-
sive behavior at any disorder strength. This is typically
what happens with Brownian tracers plunged in many
types of smooth random potential energy landscapes (in-
cluding Gaussian random fields),30,32,33 but, notably, not
all.34,35 In such a case, the diffusion-localization tran-
sition predicted by MCT is an obvious artifact of the
theory. In many respects, this situation appears remi-
niscent of the one with bulk glassforming liquids, where
the ideal glass transition predicted by MCT actually has
to be looked upon as an avoided transition, because of
intervening thermally activated processes not included
in the theory.45,46 Despite this issue, however, the MCT
framework has repeatedly been found to provide a suc-
cessful platform for qualitative, sometimes semiquantita-
tive, studies of complex dynamics in soft matter systems.
This is how it will be applied in the next section, in or-
der to investigate the effect of density on the dynamics
of fluids in random energy landscapes.
IV. DYNAMICS AT FINITE DENSITY
In actual experiments, the particle number density
might be low, but it is always finite.1–13 Then, the pair
interactions between the particles are expected to inter-
play with the slowing and trapping effect of the random
energy landscape and to alter the dynamics compared
to the single-tracer limit, to a degree that naturally de-
pends on the level of crowding in the system. Thus, there
is a clear interest in investigating the influence of density
on the dynamics of fluids in random energy landscapes.
In particular, with applications in mind, such as trap-
ping, sieving, or sorting, which precisely deal with finite-
density systems,10–13 such a study might provide useful
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FIG. 4. Dynamical phase diagram of a three-dimensional
hard-sphere fluid plunged in a Gaussian random field with
Gaussian covariance, for a ratio of the disorder correlation
length to the particle diameter ξ/σ = 0.5. The lines corre-
spond to the diffusion-localization transitions, type A (con-
tinuous) ideal glass transitions, and type B (discontinuous)
ideal glass transitions. H denotes the higher-order singularity
formed where the two glass transition lines meet and C the
crossing point between the diffusion-localization and type B
glass transition lines.
guidelines for the choice of optimal operating conditions
for these processes.
As soon as ρ 6= 0, the particle diameter σ is added to
the disorder correlation length ξ as a relevant character-
istic lengthscale, and the ratio ξ/σ becomes a defining
property of the system. In the present section, we shall
mainly focus on the typical case ξ/σ = 0.5, which belongs
to the most experimentally relevant regime ξ/σ <∼ 1.
1–9
Results for other values of ξ/σ, also in this regime, will
be mentioned at the end. In the following, σ will be used
as unit of length and the corresponding Brownian time
tσ = σ
2/(2D0), i.e., the time it takes a free particle to
diffuse over its own diameter in one direction of space, as
unit of time.
We first consider the dynamical phase diagram of the
system, which represents its state of arrest depending on
the reduced density ρσ3 and relative disorder strength
∆ = (βǫ)2. It is obtained by systematically varying both
state parameters and solving the equations
f cq
1− f cq
= F cq [f
c],
f sq
1− f sq
= F sq [f
c, f s], (34)
obeyed by the infinite-time limits f cq = limt→∞ φ
c
q(t) and
f sq = limt→∞ φ
s
q(t),
37,38 whose existence has been proved
recently.93
The results are shown in Fig. 4. Three dynamical
states are found: (i) fluid, with f cq = f
s
q = 0 at all q, in
the weak disorder and low-to-moderate density regime,
(ii) glassy, with f cq 6= 0 and f
s
q 6= 0 at all q, in the
strong disorder and/or high density regime, and (iii) lo-
calized, with f cq = 0 and f
s
q 6= 0 at all q, in an inter-
9mediate regime. The transitions from the fluid or local-
ized states to the ideal glass are of type B/discontinuous,
i.e, f cq and f
s
q are discontinuous at the transition, at
high density, and of type A/continuous, i.e, f cq and f
s
q
are continuous at the transition, at strong disorder. In
the region where the nature of the ideal glass transition
scenario changes, a so-called higher-order singularity is
formed.37,38 As for the transition from the fluid to the
localized state, it is continuous in terms of f sq and cor-
responds to a diffusion-localization transition essentially
similar to the one described in the previous section. At
this point, it might be useful to recall that the current
definition of a glass refers to the existence of dynamically
self-induced time-persistent density correlations beyond
the equilibrium static ones imprinted on the fluid by the
random field and that, according to Eq. (17), one always
has limt→∞ φq(t) = (S
c
qf
c
q + S
d
q )/Sq > 0 in quenched
disorder, even if f cq = 0. In particular, this implies that,
although the system is said nonglassy when the diffusion-
localization transition takes place, it does display frozen
disorder-induced amorphous density correlations liable to
sustain such a transition.
In terms of dynamical states and transitions between
them, the present phase diagram is analogous to the one
obtained for random fluid-matrix systems,53,54 as could
actually be anticipated from the common mathematical
structure of the theory for both problems. However,
details of its shape reflect specificities of the system at
hand. In this respect, two features seem particularly
relevant. First, the diffusion-localization transition line
shows a markedly reentrant behavior, with, in the low
density regime, an increase of the localization thresh-
old with increasing density. Second, the discontinuous
glass transition line is quite steep, so that dynamical ar-
rest at high density appears weakly sensitive to disor-
der strength. For pragmatic reasons, we shall not insist
on the glass transitions at strong disorder, beyond the
diffusion-localization transition line. Indeed, they lie in
a domain where the fluid might be expected to remain
out of equilibrium over any relevant timescale, because
the particles fail to efficiently redistribute across the sys-
tem, as entailed by the predicted diffusion-localization
transition. This creates serious difficulties in the theory,
which is based on equilibrium assumptions, as well as in
experiments and computer simulations, where the sys-
tem ages.7,9 Therefore, in the following, we shall make
the conservative choice to focus on the sole dynamical
transitions that can be reached directly from the fluid
state.
The diffusion-localization transition is triggered by the
increase of the linear vertices v
(1)
q,k, which depend on h˜
d
q
only, as shown by Eq. (25). Accordingly, the shape of
the diffusion-localization transition line and the associ-
ated dynamical evolutions within MCT can be straight-
forwardly traced back to changes of the latter static quan-
tity. At low density, h˜dq essentially consists of a broad
peak at small q, whose overall amplitude decreases with
increasing ρ at constant ∆. The initial increase of the
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FIG. 5. Late-time diffusion coefficient of a three-dimensional
hard-sphere fluid plunged in a Gaussian random field with
Gaussian covariance, for a ratio of the disorder correlation
length to the particle diameter ξ/σ = 0.5. The lines are
guides for the eye.
localization threshold with increasing density therefore
corresponds to the mere compensation of this density ef-
fect by an increase of the relative disorder strength. At
moderate and high density, h˜dq is small at low q and its
main feature is a peak at a wavevector nearly correspond-
ing to the contact distance between two particles. Its
height grows with ρ at constant ∆, hence the reversal
of the direction of variation of the localization thresh-
old with density. From the resulting reentrant behavior
of the diffusion-localization transition line, the predic-
tion by MCT of non-monotonic dynamics at constant ∆
can be immediately deduced. Indeed, the isodiffusivity
curves, i.e., the lines in the phase diagram along which
the late-time diffusion coefficient,
D∞ = lim
t→∞
D(t) = D0
[
1 +D0
∫ ∞
0
m(0)(t)dt
]−1
, (35)
remains constant, are generically expected to run more or
less parallel to the boundary of the fluid domain, which
is a mere limiting case thereof. This naturally entails the
possibility of non-monotonic variations of D∞ with ρ at
constant ∆, as easily confirmed by explicit MCT calcula-
tions. Their results are shown in Fig. 5, where diffusion
coefficients first increasing, then decreasing, with increas-
ing density at constant ∆ are readily seen, provided the
disorder strength is not too low.
In order to gain a mere phenomenological understand-
ing of the behavior of the system, these observations sug-
gest to look for simple physical arguments explaining the
changes in h˜dq , from which to tentatively infer plausible
dynamical evolutions independently of the MCT formal-
ism. At low density, the fluid particles simply tend to oc-
cupy the most energetically favorable regions of the ran-
dom energy landscape. But, because of their excluded-
volume interactions, they are progressively forced to oc-
cupy less and less favorable ones as density grows. On
average, at constant ∆, this leads to a weaker binding
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FIG. 6. Effect of the relative disorder strength ∆ on the time evolution of the normalized mean-squared displacement
δr2(t)/(dσ2) (top left panel), of the time-dependent diffusion coefficient D(t) (top right panel), of the local exponent µ(t)
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3 = 0.5, ξ/σ = 0.5, d = 3.
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∆c, 1.0001∆c , 1.001∆c, 1.01∆c, 1.1∆c. The dotted lines are guides for the eye illustrating limiting behaviors.
of the particles to their preferred locations and an ensu-
ing reduction of the correlations imprinted on the fluid
by the random field, which are precisely those measured
by h˜dq . At the dynamical level, for the very same rea-
son, trapping is expected to gradually become less effec-
tive on average with increasing density, with an overall
acceleration of the dynamics as a result. At moderate
and high density, the shape of h˜dq suggests that, in this
regime, the influence of the random energy landscape on
the fluid is predominantly indirect and mediated by the
excluded-volume interactions. Thus, a reasonable quali-
tative picture of the system seems to be that of a fluid
constrained by the particles most strongly pinned in the
wells of the random energy landscape, quite similar to a
fluid-matrix system.53,54 In such a case, the dynamics of
the particles whose motion is hindered by those residing
in the lowest energy minima is expected to slow down
with increasing density, by a mere crowding effect.
Clearly, the behavior predicted by MCT is fully consis-
tent with these phenomenological considerations. More-
over, experimental evidence has been gathered in favor of
a reentrant dynamics of colloids plunged in random light
fields.9 Therefore, it appears that MCT correctly cap-
tures the dynamical evolutions of the system at hand,
as it does in a number of other cases,39–44 despite some
obvious limitations, such as the prediction of sharp tran-
sitions that might actually be avoided.
The steepness of the line of discontinuous ideal glass
transitions delimiting the fluid domain at high density
and small-to-moderate disorder strength can also be un-
derstood from simple arguments. In this regime, the
physics of the system is dominated by excluded-volume
interactions, that efficiently screen the smooth random
energy landscape. It follows that the disconnected den-
sity correlations remain small compared to the connected
ones, that essentially reproduce the correlations of the
dense fluid without random field. Therefore, the collec-
tive quadratic vertices V
(2)
q,k , whose increase is then the
main determinant of the discontinuous ideal glass tran-
sition, display a rather modest disorder-strength depen-
dence, leading to the one of the density at which dynam-
ical arrest takes place.
We might now proceed to report the behavior of some
time-dependent quantities of interest in various regions
of the state diagram. The intermediate scattering func-
tions have been thoroughly studied in the case of the
fluid-matrix systems,53,54 and the generic properties de-
rived there, which actually stem from the overall struc-
ture of the MCT equations, hold without change in the
present case as well. Therefore, to avoid unnecessary rep-
etition of previous work, we shall concentrate on quan-
tities pertaining to the mean-squared and mean-quartic
11
displacements, which are also those most often reported
in experimental and computational studies.
The effect of crossing the diffusion-localization tran-
sition line by increasing ∆ at fixed density is shown in
Fig. 6, where ρσ3 = 0.5 and the critical disorder thresh-
old ∆c ≃ 2.25. As already mentioned, the transition
is triggered by the increase of the linear contribution to
the self kernel msq(t). Therefore, the behavior of the re-
ported quantities is essentially the same as in the non-
interacting limit, with alterations in the form of humps
at short times. These, whose presence here is due to
the coupling of the self and collective dynamics through
v
(2)
q,k and whose amplitude increases with density, reflect
caging effects readily seen in the curves at ∆ = 0. An im-
portant aspect of the diffusion-localization transition is
its absence of counterpart in the collective dynamics. In-
deed, while the self dynamics becomes complex and slow
or even arrested, the collective one remains simple and
fast; that is, the coherent superposition of the individual
anomalous motions results in an essentially featureless
relaxation. Although this might seem puzzling at first
sight, there is in fact no particular difficulty or incon-
sistency here, for a number of reasons. On the physical
side, as already stressed, it is the decay of the connected
ISF which is fast, but the more experimentally relevant
full ISF always displays a strictly arrested contribution
corresponding to the inhomogeneous equilibrium density
profile developed by the fluid in response to its random
environment. Moreover, there is no need in principle that
the particles can diffuse across the system in order to re-
lax spontaneous thermal density fluctuations about this
profile, as measured by the connected ISF. Local pro-
cesses might be sufficient, and there is no obvious reason
why they should develop singularities because, at very
large length- and timescales close to ∆c, the self dynam-
ics might turn out ergodic or not. Thus, the key point
here is the pre-existence of a time-persistent inhomoge-
neous density profile, representing a very different situa-
tion compared to the ideal glass transition of a bulk fluid,
where the primary issue is the spontaneous emergence of
such a profile. Remarkably, once it is established, one
similarly finds that it can sustain localization, either right
at the transition, as in one-component systems,37,38 or
after some delay, in the case of the small component in
strongly size-disparate binary mixtures.94–97 In the lat-
ter case, the secondary diffusion-localization transition
in the ideal glass is also seen to leave the collective dy-
namics unaffected. At a more formal level, within the
memory function formalism, one can actually show that
the collective and self ISFs are two independent corre-
lation functions, hence they do not need to display the
same type of behavior in general.98 This generic claim is
substantiated by studies of simple toy models, in which
one precisely observes self dynamics significantly slower
and more complex than collective dynamics.99–102 Closer
to the present system of interest, computer simulations
of fluids in random obstacle arrays, for which MCT pre-
dicts a similar transition scenario, did evidence strongly
contrasting decay patterns and characteristic timescales
for self and collective dynamics at moderate-to-strong
disorder,56,57 in qualitative agreement with the theoreti-
cal expectations.53,54
The approach towards the discontinuous ideal glass
transition line through an increase of ρσ3 at fixed dis-
order strength is illustrated in Fig. 7, with ∆ = 2.0 and
the ideal glass transition density ρgσ
3 ≃ 0.965. In this
regime, the relaxation is dominated by the slowing-down
of the collective dynamics, to which the self one is en-
slaved via the quadratic term in msq(t). Thus, the main
observed features are those familiar and well-studied
within the MCT for bulk glassforming liquids,37,38,85,86
that we briefly describe. As glassy arrest sets in, quan-
tities such as the mean-squared displacement develop an
increasingly extended plateau reflecting transient local-
ization by caging. This plateau, to which a diverging
timescale ∝ |ρ − ρg|
−1/(2a) is attached, is reached ac-
cording to a power law ∝ −t−a, and left according to
another one ∝ tb, also known as the von Schweidler law.
At longer times, a simple diffusive behavior is recovered,
with a late-time diffusion coefficient decreasing with den-
sity and vanishing at the transition ∝ |ρ−ρg|
1/(2a)+1/(2b)
to leading order. The exponents a and b (0 < a < 1/2
and b > 0) obey
Γ(1− a)2
Γ(1− 2a)
=
Γ(1 + b)2
Γ(1 + 2b)
= λ, (36)
where Γ denotes Euler’s gamma function and the so-
called exponent parameter λ is a definite function of
the vertices and non-ergodicity parameters at the tran-
sition. In the standard scenario valid for bulk fluids, the
von Schweidler law directly crosses over to simple dif-
fusion. This is also the case here, provided ∆ is not
too large. Otherwise, if ∆ is such that the system lies
close enough to the diffusion-localization transition line,
a transient domain of subdiffusive motion inserts itself
between the two regimes, as a consequence of the sub-
critical but nonnegligible linear term in msq(t). The phe-
nomenon is clearly visible in Fig. 7, where an effective
subdiffusion exponent µeff ≃ 0.7 can be read off, accom-
panied by a long time shoulder in α2(t).
In all cases, the dynamical signatures of caging ap-
pear at earlier times than those of the random energy
landscape. The reason directly lies in the significant sep-
aration of lengthscales between the typical cage size and
the disorder correlation length, as seen in Fig. 8 illustrat-
ing the diffusion-localization transition scenario at high
density, with ρσ3 = 0.95 and ∆c ≃ 2.12. Clearly, the in-
cipient plateau due to caging lies well below ξ2/σ2, while
subdiffusion starts above. Physically, this simply reflects
the fact that a particle has first to escape the cage formed
by its neighbors before it can explore and feel the influ-
ence of its quenched-random environment.
We finally consider the effect of the disorder correlation
length on the dynamical phase diagram, by reporting in
Fig. 9 the boundaries of the fluid domain at different ra-
tios ξ/σ. This effect is clearly significant, with a fluid
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domain extending to larger and larger disorder strengths
at high density as ξ/σ increases (note the use of a log-
arithmic scale on the ∆ axis). To a large extent, this
result can be understood from the initial growth of the
localization threshold with density, which is found to be
merely controlled by ρξ3, hence the large differences in
initial slope in the ρσ3-∆ plane. This is consistent with
the physical picture introduced above, in which the low-
density behavior of the system was interpreted in terms of
a progressive filling of the energetically favorable regions
of the random energy landscape. Indeed, since ξ acts as a
similarity length for the random field, the density of such
regions naturally scales as ξ−d in space dimension d, ir-
respective of the detailed energetic criteria used for their
definition. For not too large values of ξ/σ, the localiza-
tion threshold reaches a maximum at a density increasing
with ξ/σ, beyond which it becomes a decreasing function
of ρ. This evolution has been explained above as a tran-
sition towards the behavior of a fluid effectively confined
by the particles most strongly pinned in the random en-
ergy landscape, the maximum resulting from the complex
interplay of quenched energetic disorder and excluded-
volume interactions. In such a scenario, since the den-
sity of deeply trapped particles should also scale as ξ−d,
the effective confinement strength is expected to decrease
with increasing ξ/σ, hence a change in the direction of
variation of ∆c occurring at progressively higher density,
as indeed predicted by MCT.
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FIG. 9. Effect of the ratio of the disorder correlation length to the particle diameter ξ/σ on the boundaries of the fluid state of a
three-dimensional hard-sphere fluid plunged in a Gaussian random field with Gaussian covariance. Left panel: ∆ as a function
of ρσ3, right panel: ∆ as a function of ρξ3. The lines correspond to the diffusion-localization and type B (discontinuous) ideal
glass transitions. From bottom to top, left to right: ξ/σ = 0.25, 0.5, 0.625, 0.75.
V. SUMMARY AND CONCLUSION
In this paper, the dynamics of fluids plunged in smooth
quenched-random potential energy landscapes has been
investigated within the framework of the mode-coupling
theory, based on the simple model of the hard-sphere
fluid in a statistically homogeneous Gaussian random
field. The possible transitions to dynamically arrested
states triggered by variations of the disorder strength
and/or of the fluid density have been mapped, and the
corresponding evolutions of experimentally relevant time-
dependent observables and derived quantities character-
ized.
The quality of the MCT predictions for the system
at hand seems to be on a par with what is typically
found in applications of this scheme. On the one hand,
the theory inescapably outputs dynamical transitions
as a consequence of increasing static correlations, de-
spite the fact that this possibility is clearly ruled out
in some cases.30,32,33 This means that a sharp transition
is systematically predicted, where only a strong dynam-
ical slowing-down likely takes place, which manifests it-
self in experiments and simulations in the form of non-
ergodic behaviors, ageing phenomena, and ensuing devi-
ations from exact equilibrium results (for the late-time
diffusion coefficient, for instance).1–9 This is exactly the
situation met in MCT studies of bulk glassforming liq-
uids, which nevertheless remain quite successful.45,46 On
the other hand, the theory is found to capture some
nontrivial qualitative evolutions of the dynamics, such
as its non-monotonicity with fluid density at fixed dis-
order strength, which has precisely been observed in
experiments.9 The predictions for the local exponent of
the mean-squared displacement and for the non-Gaussian
parameter in the disorder-dominated regime are also in
fair agreement with available simulation data.26,27 Al-
together, it therefore appears that, notwithstanding its
obvious limitations, MCT can be put to good use to gain
some insight into the physics of the considered class of
systems. Thus, as shown in the previous section, the
MCT predictions can be used as a guide in order to de-
vise simple phenomenological arguments allowing one to
explain the overall evolutions of the dynamics in mere
physical terms.
As a microscopic first-principle approach, the present
theory also represents a potentially interesting tool to ef-
ficiently investigate how selected changes to the physical
characteristics of the system might impact its dynam-
ical behavior. In this respect, the effect of the disor-
der correlation length has been addressed as an example
and clearly shown to be significant, although it does not
seem to have been much discussed in the available liter-
ature. We believe that this type of exploratory studies
could be quite helpful for the design of applications. For
instance, in order to develop microfluidic speckle sieves
or sorters12,13 that evenly work over an as-a-broad-as-
possible colloidal density range, our results clearly sug-
gest that random optical fields with a short disorder cor-
relation length should be favored, since they precisely
entail a weaker density dependence of particle diffusion.
Further refined prescriptions would certainly follow from
the extension of the present study to colloidal mixtures,
which are by nature the actual systems on which the
considered fractionation processes operate. The corre-
sponding theoretical developments are straightforward,
but the associated numerical calculations are much more
demanding. They are therefore left for future work.
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