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Abstract—In the realms of computer vision, it is evident that
deep neural networks perform better in a supervised setting with
a large amount of labeled data. The representations learned with
supervision are not only of high quality but also helps the model
in enhancing its accuracy. However, the collection and annotation
of a large dataset are costly and time-consuming. To avoid the
same, there has been a lot of research going on in the field
of unsupervised visual representation learning especially in a
self-supervised setting. Amongst the recent advancements in self-
supervised methods for visual recognition, in SimCLR Chen et
al. shows that good quality representations can indeed be learned
without explicit supervision. In SimCLR, the authors maximize
the similarity of augmentations of the same image and minimize
the similarity of augmentations of different images. A linear
classifier trained with the representations learned using this
approach yields 76.5% top-1 accuracy on the ImageNet ILSVRC-
2012 dataset. In this work, we propose that, with the normalized
temperature-scaled cross-entropy (NT-Xent) loss function (as used
in SimCLR), it is beneficial to not have images of the same
category in the same batch. In an unsupervised setting, the
information of images pertaining to the same category is missing.
We use the latent space representation of a denoising autoencoder
trained on the unlabeled dataset and cluster them with k-means
to obtain pseudo labels. With this apriori information we batch
images, where no two images from the same category are to be
found. We report comparable performance enhancements on the
CIFAR10 dataset and a subset of the ImageNet dataset 1. We
refer to our method as G-SimCLR 2 3.
Index Terms—Self-supervised Representation Learning, Clus-
tering, Contrastive Learning, Visual Recognition
I. INTRODUCTION
The huge success of deep learning algorithms in computer
vision is heavily dependent on the quality and the informa-
tion content of the latent visual representations learned from
the input images. There has been almost a decade of very
successful research in the field of supervised representation
learning from images using different variants of convolutional
neural networks [1], [2], [3], [4], [5]. However, the complex
parametric structure of deep convolutional neural networks
makes it heavily dependent on the amount of labeled training
data. Though, humongous amount of labeled data helps in in-
creasing both the accuracy of these models and the information
content of the visual representation learned in these models,
§Equal contribution
1https://github.com/thunderInfy/imagenet-5-categories
2Code available at https://github.com/ariG23498/G-SimCLR
3This paper is accepted at ICDM 2020 DLKT workshop.
the collection and labeling of a large dataset are extremely
expensive and time-consuming. However, the amount of unla-
beled data (e.g. images on the Internet) is practically unlimited
in nature except for some domains like healthcare. Hence
to remedy the expensive efforts of creating a huge amount
of labeled datasets, there has been an increasing amount of
research dedicated to the field of unsupervised (i.e. where
no explicit label information is used) visual representation
learning. Methods that have come out as a byproduct of this
research effort, have shown tremendous performance with re-
spect to their fully supervised counterparts. Features learned by
these methods have been very useful for several downstream
visual recognition tasks such as image classification, object
detection, instance segmentation, and so on even with very
less labeled data [6], [7], [8], [9], [10].
When dealing with unsupervised regimes, methods that are
based on self-supervised learning have shown great promise. In
self-supervised learning, explicit labels are not used; instead,
we utilize the unlabeled dataset to formulate an auxiliary
supervised learning problem e.g. predicting rotation angle
from images, placing image patches in the right place, placing
video frames in the right order, and so on [11], [12], [13].
Another approach that we see in SimCLR [9] is contrasting
different views of images and training models to maximize
the agreement between the views of the same images while
minimizing the agreement between the views of other images.
A linear classifier trained with the representations learned
using this approach yields a 76.5% top-1 accuracy on the
ImageNet ILSVRC-2012 dataset [14].
However, in [15] Khosla et al. show that SimCLR being
dependent on the sampling probability might learn represen-
tations that can distant images from the same label space if
they appear in the same training batch. This in turn hurts the
representations learned for subsequent downstream tasks. This
can turn out to be a crucial problem if the downstream task
is highly imbalanced in its label space. For example, in a
dataset with 5 classes if one class is a majority class having
the maximum number of training samples, then there is a very
high probability that samples from that majority class will be
in the same batch while training SimCLR. If images belonging
to the same class are sent to the same batch for training
in SimCLR, the model might learn representations that can
distant the images of the same class in the latent space which
can hurt the quality of the learned representations.
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Motivated by these findings and work present in [16] by
Caron et al. we propose a simplistic approach for generating
prior information of the label space without using any explicit
labels and then trying to enhance the quality of the represen-
tations learned via SimCLR through this apriori information.
We use a denoising autoencoder (fully convolutional) [17] in a
self-supervised setting where we minimize the reconstruction
loss between the input and noisy images and extract the
latent space representations from the trained autoencoder. We
leverage this latent feature map from the autoencoder to cluster
the input space of images and assign each input image to
the corresponding cluster which we refer to as pseudo labels.
We incorporate this prior pseudo label information while
determining the training batches for SimCLR which minimizes
the risk of getting images from the same label space in the
same batch. We report comparable performance gains achieved
using G-SimCLR i.e. the proposed method on two datasets -
CIFAR10 [18] and a subset of ImageNet [19] (referred to as
ImageNet Subset throughout the paper). To encourage research
along similar lines we also open-source the code to reproduce
our experiments.
II. METHODOLOGY
In SimCLR, Chen et al. have shown that a strong suite
of stochastic data augmentation operations, suitable non-linear
transformations and contrastive learning with large batch size,
and longer training time enhance the quality of the learned
representations significantly. In this work, we present an
additional step on top of the SimCLR framework to ensure
two semantically similar images do not get treated differently.
The schematics of this additional step is presented below -
• First, we train a denoising autoencoder (fully convolu-
tional) on the given dataset.
• In the second step, we take the encoder-learned robust
representations (also referred to as latent space represen-
tations) and use k-means to get initial cluster assignments
of those representations. We refer to these cluster assign-
ments as pseudo labels for the given dataset.
• Finally, we use these pseudo labels to prepare the batches
and use them for SimCLR training.
We present this methodology in Figure 1. In the first step
of our methodology, a denoising autoencoder is used which
enhances the robustness of the latent feature representation
when compared to a vanilla autoencoder. This is done by
distorting the input image(x) to get a semi-distorted version of
the same by means of Gaussian noise. The corrupted input(xˆ)
is then mapped, as in case of a vanilla autoencoder, to a latent
representation z = f(xˆ), where z ∈ Rd. The latent encoder
representation z now helps in reconstructing the distortion-
free image input in the decoding phase and the average
reconstruction loss is minimized to learn the parameters of
the denoising autoencoder.
Once the denoising autoencoder is trained, the encoder
representations are extracted from all the input images. This
representation of the input data space is denoted by Y ∈ Rn×d,
where n is the total number of input images and d is the dimen-
sionality of the encoder representation. We use k-means on this
representation space of the images (Y ) to get dense clusters
(assume the number of clusters to be k). The clusters formed
by minimizing the within-group variance and maximizing the
between-group variance, ensures that the images which are
similar to each other fall in the same cluster and which are
different falls in different clusters. The cluster assignment is
given by dij = 1, when ith image falls in the jth cluster else
dij = 0. These assignments are considered as pseudo labels
in our work, used for selecting the images for each batch in
training SimCLR.
In the final step of our methodology, instead of randomly
sampling the mini-batch of p samples, we use the pseudo
labels (obtained by k-means clustering on the autoencoder
representations) to sample the images in each of the batches. In
order to minimize the risk of having similar images in the same
batch while SimCLR training, which might adversely impact
the representations, we use a pseudo label based stratified
sampling methodology in preparing the training batches. In our
current implementation, we have kept the batch size and clus-
ter number to be the same, k. So, while preparing the training
batches, we perform random sampling (without replacement),
stratified by the pseudo labels. k-means clustering does not
ensure equal-sized clusters. This means that some batches
will have more from one cluster and less from others. This
ensures that our method does not provide a hard constraint on
the images of the batches to belong to different and discrete
classes only.
We then follow the same training objective as SimCLR
but on the pairs of augmented examples derived from the
batches formed using the aforementioned methodology. The
loss function (NT-XEnt) for training SimCLR (as well as G-
SimCLR) is expressed as
`i,j = − log exp (sim(zi, zj)/τ)∑2N
k=1 1[k 6=i] exp (sim(zi, zk)/τ)
(1)
where sim denotes cosine similarity, z denotes the outputs
from the non-linear projection head as used in the original
SimCLR work, and τ denotes the temperature hyperparameter.
Overall, the primary additional step as discussed above does
introduce an additional bottleneck in terms of computational
complexity and execution time. We do not put too much
focus on generating the pseudo labels, these are used only
to guide the batch formation systematically. In the original
SimCLR work large batch sizes (typically 4096) are used
to have enough negative samples. However, maintaining such
large batch sizes is computationally expensive and G-SimCLR
provides a simple way to remedy that.
III. EXPERIMENTAL SETUP
Denoising autoencoder. A Gaussian noise centered at 0
with a standard deviation of 0.01 is provided as the input
layer of the denoising autoencoder. This layer adds Gaussian
noise to the input images. The autoencoder learns from the
mean squared error loss (MSE loss) between the noisy and
Fig. 1. The proposed method involves training a denoising autoencoder to
capture a latent space representation for the given dataset. We then cluster
this latent space to generate pseudo labels for the given dataset. Finally, we
use these pseudo labels to prepare the data batches for SimCLR training on
the given dataset.
the original images. Adam optimizer [20] is used to update
the weights of the network. Using early stopping (with a
patience of 5) the autoencoder trains for 100 epochs. After
the autoencoder is trained, the latent space representation of
each training image is extracted. The representations are taken
from the bottleneck of the autoencoder.
Clustering with k-means. By applying k-means clustering
algorithm on the latent space representations of images, we
retrieve the cluster labels for each image. The choice for the
number of clusters is 64. Empirically, we found out that it
is helpful to have a cluster number that is large enough to
capture the implicit marginal distribution of the given dataset.
One could also use domain knowledge to determine this value
[21]. More rigorous experimentation to study the effect of
the number of k on the contrastive learning task and further
downstream tasks has been left as a scope for future work.
SimCLR and G-SimCLR. Our approach of SimCLR train-
ing is not exactly similar to what is presented in the orig-
inal paper. We refer to this variant of SimCLR as SimCLR
with minor modifications. ResNet [4] is used as the feature
backbone network to extract meaningful representations from
the input images (and their augmentation variants). Similar to
SimCLR we map these representations to a lower-dimensional
space using a shallow fully-connected network with ReLU
non-linearity. We use a subset of augmentation operations used
in SimCLR. Specifically, we use random horizontal flips and
color distortions. The optimizer used is stochastic gradient
descent with a cosine learning rate decay [22] instead of LARS
[23]. A temperature (τ ) value of 0.1 is used.
Linear evaluation and label efficient fine-tuning. For linear
evaluation of the representations learned using our variant of
SimCLR and G-SimCLR we only use a linear layer. We further
fine-tune the representations with 10% labeled examples from
the datasets we use. We report the final performances from
these experiments in Tables II and III respectively. For these
experiments, we use early stopping and train with the default
values of the Adam optimizer in Keras 4.
Our variant of SimCLR and G-SimCLR differ only in the
way the training batches are made. In our proposed approach,
the training images are ordered in a batch of 64 samples. The
organization of images in a batch is such that no two images
belonging to the same cluster are to be found in the same
batch. The choice of 64 as the batch size is not cherry-picked.
We use 64 clusters so that in a batch of 64 images, we can
group images belonging to distinct clusters in a batch.
Below we present dataset-specific configuration details.
A. CIFAR10
The latent space of the autoencoder is (4,4,128) dimen-
sional. Our variant of SimCLR and G-SimCLR are trained
for 15 epochs. For the feature backbone network, we use a
variant of ResNet that is specifically suited for the CIFAR10
dataset 5.
B. ImageNet Subset
We experiment with two autoencoders for this dataset. With
the first kind, we use 3 hidden layers for encoder and decoder
respectively. The latent space here is (28,28,128) dimensional.
The second kind has 5 hidden layers in the encoder and the
decoder. The latent space here is (7,7,1024) dimensional. We
find that the deeper autoencoder encapsulates more robust and
discriminative visual representations in its latent space. We use
ResNet50 6 as the feature backbone network and we train it
for 200 epochs.
IV. EXPERIMENTAL RESULTS
We observe the performance of the fully convolutional
denoising autoencoder on a given dataset in terms of its recon-
struction loss. Since our approach is completely unsupervised
in nature, the train and validation reconstruction losses give us
a directional understanding of the quality of the representations
learned with the autoencoder network as shown in 2. The
convergence of the train and validation reconstruction losses
indicate that the representations learned are meaningful and
informative.
Fig. 2. Train and validation reconstruction losses of the denoising autoencoder
networks trained on the CIFAR10 and ImageNet Subset datasets respetively.
4https://keras.io/api/optimizers/adam/
5We use this implementation - https://github.com/GoogleCloudPlatform/keras-
idiomatic-programmer/blob/master/zoo/resnet/resnet cifar10.py
6We use tf.keras.applications.ResNet50 as seen here -
https://keras.io/api/applications/resnet/.
TABLE I
IMAGE INDICES AND THEIR CLUSTER LABELS AS GENERATED BY
k-MEANS. WE TREAT THESE CLUSTER LABELS AS PSEUDO LABELS IN
G-SIMCLR.
Image index Cluster label
36 0
61 15
99 47
11 48
47 14
In an unsupervised setting, we do not know how many
categories the images belong to. In our approach, we cluster
the latent space representations of images into 64 clusters. The
image representations close to each other fall into the same
cluster, while the ones that are far away, belong to different
clusters. From the t-SNE [24] projections (as shown in Figure
3) of the latent space representations (as learned by the
denoising autoencoder), it is evident that the representations
of similar images cluster together. We do not make use of
the typical cluster evaluation metrics like Normalized Mutual
Information Score [25] and Rand Index [26] since they involve
comparisons with the ground-truth labels, thereby eliminating
the need for supervision as much as possible. We do not treat
the clustering problem very rigorously; we make use of it just
enough to generate the pseudo labels needed to systematically
construct the mini-batches for SimCLR.
Fig. 3. t-SNE projections of the latent space representations learned by the
denoising autoencoder on the CIFAR10 and ImageNet Subset datasets.
In Table I we show how we represent the pseudo labels for
G-SimCLR.
Figure 4 shows the loss (NT-Xent) curves as obtained from
the G-SimCLR training with the CIFAR10 and ImageNet
Subset datasets. We can see that in both cases the loss decrease
is steady suggesting good progress in G-SimCLR training.
To compare G-SimCLR with our variant of SimCLR, we run
two downstream supervised classification tasks on the visual
representations that each of them learns. We first run linear
evaluation on the classification task and later fine-tune the
models with 10 % data and then evaluate again.
For linear evaluation we report the validation accuracy in
Table II for different levels of the feature backbone network
and the projection head denoted as P1, P2 and P3 where
Fig. 4. Loss (NT-Xent) curves as obtained from the G-SimCLR training with
the CIFAR10 and ImageNet Subset datasets respectively.
TABLE II
PERFORMANCE OF THE LINEAR CLASSIFIERS TRAINED ON TOP OF THE
REPRESENTATIONS (KEPT FROZEN DURING TRAINING LINEAR
CLASSIFIERS) LEARNED BY G-SIMCLR.
Linear evaluation
CIFAR10 ImageNet Subset
Fully supervised 73.62 67.6
SimCLR with minor modifications
P1 37.69 52.8
P2 39.4 48.4
P3 39.92 52.4
G-SimCLR (ours)
P1 38.15 56.4
P2 41.01 56.8
P3 40.5 60.0
TABLE III
PERFORMANCE OF WEAKLY SUPERVISED CLASSIFIERS TRAINED ON TOP
OF THE REPRESENTATIONS LEARNED BY G-SIMCLR. WE FINE-TUNED
THE REPRESENTATIONS WITH ONLY 10% LABELED DATA.
Fine-tuning (10% labeled data)
CIFAR 10 ImageNet Subset
SimCLR with minor modifications 42.21 49.2
G-SimCLR (ours) 43.1 56.0
• P1 denotes the feature backbone network + the entire
non-linear projection head - its final layer
• P2 denotes the feature backbone network + the entire
non-linear projection head - its final two layers
• P3 denotes the feature backbone network only
Next in Table III we report the validation accuracy where
the representations learned by our variant of SimCLR and
G-SimCLR are fine-tuned with only 10% labeled training
examples. In this case, we do not use any layer from the non-
linear projection head. The results reported suggest that the
intuition behind G-SimCLR is valid.
The results reported suggest that the guided apriori provided
to batches in G-SimCLR is indeed more performant than our
SimCLR variant.
V. CONCLUSION
In this work, we build on top of the original SimCLR
work and present a simple yet effective way to form robust
mini-batches for SimCLR training. We study the main com-
ponents used in G-SimCLR (proposed method) i.e. denoising
autoencoder and the intermediary clustering step and we report
comparable performance enhancements on two datasets.
We are hopeful G-SimCLR will be able to remedy the prob-
lems of SimCLR e.g. requirement of maintaining large batch
sizes, false positives in the learned representation space, and so
on. Benchmarking G-SimCLR on more standardized datasets
(such as ImageNet, Flowers, Caltech-101, etc.), more detailed
study on the autoencoder-learned latent space representations,
using more efficient algorithms for clustering remain as future
scopes of improvements for us.
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