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The dynamic, accurate measurement of pupil size is extremely valuable for studying a large
number of neuronal functions and dysfunctions. Despite tremendous and well-documented
progress in image processing techniques for estimating pupil parameters, comparatively
little work has been reported on practical hardware issues involved in designing image
acquisition systems for pupil analysis. Here, we describe and validate the basic features
of  such a system which is based on a relatively compact, off-the-shelf, low-cost FireWire
digital camera. We  successfully implemented two conﬁgurable modes of video record: a
continuous mode and an event-triggered mode. The interoperability of the whole system
is  guaranteed by a set of modular software components hosted on a personal computer
and  written in Labview. An ofﬂine analysis suite of image processing algorithms for auto-
matically estimating pupillary and eyelid parameters were assessed using data obtained
in  human subjects. Our benchmark results show that such measurements can be done ina  temporally precise way
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1.  Introduction
Pupillometry aims at producing accurate measurements of
tonic and phasic changes in pupil size. Over the last few
decades, the breadth of application of this methodological
approach has considerably expanded in both basic research
and clinical practice due to increasing evidence demonstrat-
ing the validity of using pupillary response as an objective and
non-invasive physiological marker of normal and abnormal
functioning of the nervous system (for reviews see [1–4]). Pupil
abnormalities have indeed been shown to be correlated with
a large number of physiological and mental disorders such as
multiple sclerosis [5,6], migraine [7], diabetes [8], alcoholism
[9], depression [10], anxiety/panic desorder [11], Alzheimer
diseases [12], Parkinson [13], autism [14], and schizophrenia
[15]. In ophthalmology, pupillometry is now part of routine
protocols for the preoperative assessment of refractive surgery
(e.g. [16–18]) and is considered a valuable aid for screening
visual ﬁeld defects and diagnosing lesions of the anterior
visual pathway (e.g. [19–24]). It is also considered essential to
distinguish physiological anisocoria from the much less fre-
quently occurring syndrome of Horner (for review see [25]).
Among other clinical ﬁelds of applications of pupillometry
outside ophthalmology are the monitoring of central states in
anesthesiology [26,27], the follow-up of medicamentous drug-
addiction [28,29], and evaluation of cognitive process [30–33].
Several reports have also sucessfully detected drowsiness and
fatigue states on the basis of pupil-motility proﬁles [34–43].
Today, modern pupillometers generally consist of an
infrared-sensitive (IR) imaging sensor coupled with a digital
interface for recording, processing and reporting pupil data
in an automated fashion. Although the operational principles
of these sensors differ, they share the same basic require-
ment pioneered by Lowestein and Loewenfeld [44], which is
to allow pupil measurements to be performed under sco-
topic conditions. Several models of pupillometers are available
commercially and their widespread use in clinical practice is
obviously interesting for standardizing procedures and com-
paring data. Efforts in this direction are actually evidenced
by the considerable number of published reports on the rel-
ative performance of such commercial systems (e.g. [45–52]).
However, being generally designed for speciﬁc applications,
commercial devices typically lack versatility of use and, in
addition to their relatively high cost, offer little prospects
for extensibility, due to their proprietary nature. Because of
these shortcomings, several research groups have developed
and described their own solutions for automated IR pupil-
lometry (e.g. [53–56]). Though exhibiting high performance in
certain aspects, such custom prototypes also have their share
of disadvantages and limitations, which may include, among
others: poor spatial resolution; low sampling frequency; no
built-in synchronization capabilities with other devices; rel-
atively high degree of complexity for assembling hardware
parts themselves often highly specialized and not so easily
available; use of high end off-the-shelf proprietary compo-
nents, raising the overall cost of the system; and necessity
of solid knowledge in low-level language programming (e.g.
C/C++), narrowing the realm of development to expert pro-
grammers. b i o m e d i c i n e 1 1 2 ( 2 0 1 3 ) 607–623
In an attempt to circumvent many  of these problems,
we developed a low-cost, easily assembled and reproducible
image  acquisition system based on a compact, off-the-shelf,
plug-and-play FireWire digital camera capable of autonomous,
real-time image  capture and digitalization. A modular soft-
ware  suite running in standard Windows-based PC platforms
ensures the interoperability of the camera, the streaming
and storage of raw image  data, and the off-line analysis of
pupil size. Developed in LabVIEW, a high-level graphical pro-
gramming environment, the software offers easily extendable,
out-of-the-box functionality. The design and technical charac-
teristics of our system are described such that any developer
with a minimum of technical expertise in hardware integra-
tion and high-level programming will be able to implement
a similar or perhaps even better solution. We also report
results of tests aimed at benchmarking our system against
three important application criteria: (i) time accuracy of syn-
chronization procedures; (ii) hardware/software constraints
for reliable real-time video acquisition; and (iii) spatial res-
olution of pupil size measurements.
In an effort to ensure and motivate the reproducibility of
our image  acquisition system, complementary information
and software source code can be obtained free of charge by
contacting carjulio@peb.ufrj.br or jbaron@icb.ufmg.br. We also
created a publicly accessible discussion forum through which
questions or comments about the system can be posted. This
discussion forum is hosted by Google Groups and is acces-
sible at http://groups.google.com/group/image-acquisition-
system-for-pupillometry?src=email&hl=pt-BR&pli=1.
2.  Materials  and  methods
2.1.  Overview
The system hardware is composed of a FireFly®MV
camera (Point Grey Research, Richmond, Canada, USA,
www.ptgrey.com/products/ﬁreﬂymv/), a desktop computer
and an illumination source. The camera consists of a 1/3”
progressive scan CMOS, an IEEE1394a standard interface for
data transmission and a 4-pin general purpose I/O (GPIO)
connector for device control and powering [57]. It is important
to bear in mind that this digital camera enables autonomous
image capture and digitalization, thereby eliminating the
need of a dedicated acquisition board. The desktop computer
is responsible for receiving and storing the data sent by
the camera. For illumination, our system uses a controllable
infrared (IR) source but can also carry out pupil measurements
under ambient lighting conditions.
The software was developed and tested under Windows
XP and Vista operational systems (Microsoft® Corporation,
Washington, USA) using LabView 8.5, a high-level graphical
programming language environment developed by National
Instruments (www.ni.com, Texas, USA). We  also took advan-
tage of two add-on software tools from National Instruments:
(1) the Visual Development Module 8.5, a comprehensive
library of image  processing routines and (2) the NI-IMAQdx
driver library which handles the low level interfacing with the
IEEE1394 (FireWire) camera bus. Although Windows operating
systems are not deterministic hard real-time systems, the
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utonomy of the acquisition module based on standard
IDC–IEEE 1394a interfaces ensures the identiﬁcation of
issing frames. In our design, image  processing as well as
ampling gap identiﬁcation and correction are performed
fﬂine. In the following sections, we provide a more  detailed
escription of the hardware and software components used
n our development project.
All human protocols used in this study were approved by
he Ethics Committee of the Federal University of São Paulo
nder the license no. 0763/10. All subjects signed a consent
orm.
.2.  Hardware  for  image  acquisition
he core functionality of our system is provided by a rela-
ively compact, low-cost FireWire camera (around US$ 275
t the time of writing). Like any digital cameras with on-
oard standardized IEEE1394a communication protocols, it
ffers appreciable advantages for robust and ﬂexible image
cquisition, especially when timely controlled applications
re required. It supports isochronous data transfer, thereby
uaranteeing real-time image  transmission with very low, reli-
ble latency time. It also permits the user to set, ﬂexibly and
n the ﬂy, a wide variety of parameters such as video modes,
ain, exposure time, or area of interest deﬁned by the industry
tandard known as 1394 TA Digital Camera Speciﬁcation (IIDC
or short, for more  details see [58]). Although the availability
f speciﬁc functionalities is tied to the ﬁrmware of the camera
rovided by a particular manufacturer, our implementation
elies on fairly standard interoperability features that should
e encountered in most IIDC–IEEE1394a-based cameras.
Of particular importance for our project is the possibility to
nlay in each captured frame a sequence of characters thereby
egistering the time of occurrence of that frame. This fea-
ure, known as timestamps, is important for non real-time
ystem, because it guarantees the post hoc identiﬁcation of
on-captured frames. Note that the independence of times-
amps from the computer bus clock, a feature not encountered
n all USB cameras, but intrinsic to digital cameras, increases
he accuracy of this process.
In our project, the main utility of the camera GPIO connec-
ivity was either to allow the trigger of the camera by external
evices or to transform the camera itself as a triggering device.
he ﬁrmware of the camera allows actually three modes of
ynchronization with other external devices: (1) a frame-by-
rame mode, where an external pulse must be generated to
apture each frame. In this case, the acquisition rate is unable
o reach its maximum nominal rate of 120 Hz in free mode
57]; (2) a ‘video clip’ mode, which relies on a single pulse to
ctivate the I/O channel responsible to initiate the record of a
equence of frames. This mode starts the capture at random
ithin a duration period of less than one frame, as will be
emonstrated further below in the Section 3; (3) a strobe gener-
tion mode, which emits a TTL pulse of adjustable width at the
eginning of the image  integration process when the camera
ensor is exposed. Through this mode, the strobe signal can be
sed to initiate the stimulation process. For modes (2) and (3),
he camera is able to work at its maximum acquisition rate.
A potential drawback of the standard IIDC–IEEE 1394a inter-
ace is that point-to-point connections between the camera o m e d i c i n e 1 1 2 ( 2 0 1 3 ) 607–623 609
and the computer are in theory limited to 5 m,  with longer
distances being possible only using hubs and repeaters. More-
over, while desktop connectivity is done via a 6-pin connector,
interfacing with a laptop can only be done with a 4-pin con-
nector. This means that, for the latter case, an external power
supply is required. To overcome this limitation, we  success-
fully powered our camera via a Universal Serial Bus (USB–5V),
through a simple adaptation of the IEEE1394 cable. Note that
the IEEE1394 speciﬁcations recommend voltage supplies rang-
ing between 8 and 35 V, which is a priori incompatible with our
adaptation, but in practice, at least in our hands, this solution
worked well. For portable PCs without native IEEE1394 port, it
is possible to use readily available expansion cards known as
PCMCIA or Express cards.
Considering the aforementioned characteristics of the
camera and the diversity of experimental paradigms we  envi-
sioned to establish, we decided to develop two monocular
prototypes of image  acquisition. The ﬁrst one is portable,
suitable to human anatomy and designed to perform pupil
analysis under controlled scotopic and/or photopic environ-
ments; the second prototype is in principle more  versatile
since the camera is not tied to the subject and can therefore
be used to ﬁlm the eye of human subjects from a wide range
of distance and angles.
2.2.1.  Head-mounted  arrangement
This set-up consists of a scuba diving mask (Fig. 1A) as well as a
camera, one white light-emitting diode (LED) and four IR LEDs,
all mounted on a printed circuit board (Fig. 1B). The maximum
power emitted by each IR LED was ﬁxed to 0.12 mW/cm2. This
value is in conformity with the security range determined by
the International Commission on Non-Ionizing Radiation Pro-
tection (10 mW/cm2 for a period of 17 min). The white LED was
planned for providing pupillary reﬂex stimulation. All LEDs are
controlled by software through the I/O channels of the cam-
era. The diving mask guarantees a precise adjustment to the
anatomy of an adult human head and good isolation from
ambient light (Fig. 1C). The white circular patch apposed on
the upper eyelid of the subject shown in Fig. 1D is used to
convert pixel values into metric units (see item Section 2.3.1.2).
2.2.2.  Desk-mount  camera  arrangement
The FireFly®MV camera is sold with protective encapsula-
tion (24.4 mm × 44 mm × 34 mm)  which allows easy mounting
on a desktop stand for remote pupillometric measurements.
Since our software was not designed to compensate for head
movements, it is necessary to restrict such movements by
accommodating the subject on chin rest and forehead rest. A
lens with adjustable focal length and aperture was also added
in order to account for variation of distance between the sub-
ject and the camera. We recommend to chose a lens with
manual zoom since the FireFly®MV ﬁrmeware does not sup-
port automatic focus control. For illumination, ambient light
or/and an IR light source may be used. For visual stimulation,
we have successfully employed a CRT monitor as well as a
multi-channel LED device described by Pinto et al. [59].
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Fig. 1 – Portable, head-mounted prototype for pupil analysis. (A) Overview of the internal part of the goggle. (B) Close up of
the electronic hardware of the prototype, showing how the IIDC-IEEE 1394a FireFly®MV camera is assembled onto a small
printed circuit board together with four IR LEDs distributed around the micro-lens of the camera (for a uniform illumination),
and a white LED for visual stimulation. (C) Subject wearing the goggle during a recording session. (D) Circular patch afﬁxed
to the upper lid in order to estimate the pixel/mm relationship re
Fig. 2 – Block diagram summarizing the basic operations of
the system software, emphasizing in particular the
relationship between data acquisition as well as analysis
modules and their associated data storing ﬁles.
2.3.  System  software
The software is made of two independent, albeit cooperative,
components that communicate through a database (Fig. 2):
(1) an image  acquisition component, responsible for feeding
data to the system in a timely controlled way and (2) a
pupil analysis component, responsible for manual correction
of pupil estimation as well replenishing the databank by
inserting estimated values of pupil diameter. The communi-
cation among the two software components is accomplished
through a databank whose structure is formed by AVI movie
ﬁles and data about timestamps, frame indices, and I/O
Fig. 3 – System software architectquired for absolute measurements of pupil size.
channels status, all saved in the Technical Data Management
Streaming (TDMS) ﬁle format. The latter has been devel-
oped relatively recently by National Instruments for rapidly
streaming large amounts of data to the hard drive (for more
details see http://zone.ni.com/devzone/cda/tut/p/id/3727).
Although the autonomy of the two software components
allows their partial or entire modiﬁcation without compromis-
ing the system functional structure, it is worth mentioning the
existence of a hierarchical dependency between them due to
a certain degree of serialization in the data processing proce-
dure.
Fig. 3 schematizes the internal structure of the two  com-
ponents, which is deﬁned by intermediate modules with their
own independent user interface. Below, we describe each of
these modules in more  detail.
2.3.1.  Image  acquisition
2.3.1.1.  System  conﬁguration  module.  This module presents
three selectable 8-bit achromatic video modes to the user:
(1) 640 × 480 at 30 Hz; (2) 640 × 480 at 60 Hz and (3) 320 × 240
at 120 Hz. For each video mode, several image properties
like gain, brightness and gamma  correction have been set as
default value though, in principle, all of these properties are
conﬁgurable.2.3.1.2.  Pixel-to-metric  unit  conversion  module.  This module
enables the user to deﬁne the relationship between the image
size in pixel and its real world metric size, a necessary step
ure (see Section 2 for details).
c o m p u t e r m e t h o d s a n d p r o g r a m s i n b i
Fig. 4 – Correction of the lens radial distortion. (A) Original
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or later reporting pupil size measurements in absolute terms.
hen the camera is at a distance from the subject, a simple
rocedure is used: ﬁrst, a snapshot of an object of know size
e.g. ruler) is placed on the sample vertical plane of view as that
f the to-be-measured eye; then, the user select two points on
his image,  whose distance in pixel will be used for metric con-
ersion according to the real world size of this image  segment,
 data to be entered beforehand by the software operator. Due
o the practical difﬁculty of ﬂexibly introducing (and removing)
 reference object within the head-mounted goggle, pixel-
o-metric unit conversion is accomplished by sticking over
he subject eyelid a thin, circular patch of known size (6 mm
iameter, see Fig. 1D), which adheres to the eyelid without
pplication of adhesive products, due to its adequate concav-
ty and rigidity. Next, continuous video capture is started and
he software detects the boundaries of the circular patch and
stimates its diameter on a frame-by-frame basis. This oper-
tion ends when the patch size estimated in a user-deﬁned
umber of consecutive frames fall below one standard devi-
tion of the sample. It is worth mentioning at this point that
he eyelid patch is disposable and does not deform when ster-
lized with alcohol. Furthermore, according to subject reports,
t does not cause discomfort and becomes unperceivable very
uickly.
Due to the small focal length (3.6 mm)  and the short
istance between the subject’s eye and the lens of the head-
ounted camera (∼30 mm),  images are more  susceptible to
uffer from radial distortion of the lens (Fig. 4A). An optional
rocedure of the software module permits to circumvent this o m e d i c i n e 1 1 2 ( 2 0 1 3 ) 607–623 611
problem. It is based on NI Vision Assistant routines (for more
details, see NI, [60]), which calculate an appropriate correction
matrix that have to be applied to each image  frame before the
process of detection and estimation of the pupil (e.g. Fig. 4B).
2.3.1.3.  Plug-in  for  event-triggered  video  clip  acquisition.  Two
different image  acquisition modes, herein referred as plug-
ins, were developed. The ﬁrst one is controlled by the ﬁnite
state machine (FSM) depicted in Fig. 5A and consists in captur-
ing video frames for a user-deﬁned number of short-duration
trials varying from milliseconds to seconds. A conﬁgurable
inter-trial interval is also executed. Due to the relatively
small number of frames acquired in each trial, data storage
is made initially in primary memory  (RAM), thereby mini-
mizing frame loss during acquisition. Note that, to use this
approach, the amount of memory  required for each trial needs
to be allocated before the initiation of the recording session
(CaptureStartUp). The detection of camera failures aborts the
acquisition process, which in turn ﬂushes out allocated mem-
ory and ﬁnalizes the FSM.
The FSM for a single trial is shown in Fig. 5B. Initially, the
system waits for an external trigger to start capturing frames
(Synchronization state). The end of a trial occurs when the total
number of allocated frames is effectively reached or when
the duration of the trial conﬁgured by the user has elapsed,
both events being controlled by the Timing state. As the sys-
tem returns to the Record Session FSM (Movie record state), the
buffer is emptied by transferring the captured frames from
RAM to hard disk.
2.3.1.4.  Plug-in  for  long-term  continuous  recording.  This
approach is controlled by the FSM shown in Fig. 6. It per-
forms software-triggered continuous acquisition, in theory,
for as long as disk space is available (longest time tested:
12 min). Here, buffering of image  data in RAM is impossible
because of the large volume of frames to be stored. Instead,
writing-to-disk operation is performed on a frame-by-frame
basis. A problem with this approach is that the system is
more susceptible to frame loss due to data-saving bottlenecks
in speed normally introduced by slow writes to disk. The
CaptureStarUp state initializes the different parameters of
the recording session like stimulus (LED) onset and offset.
If the run mode of the camera is not veriﬁed, the recording
session is aborted. The presentation of stimuli during a
session is deﬁned by the Stimulus event conﬁguration state.
Information about timestamps, frame index, and subject
data are stored at the end of the session. A drawback of this
recording mode is that it is based on the clock of the operating
system, meaning that small cumulative delays in recording
duration may be introduced depending on the priority of the
acquisition process.
2.3.1.5.  Protocol  validation  module.  A validation module
was build to allow users to identify missing frames in the
recorded image  sequence as a pre-processing screening step
before initiating the more computationally demanding task
of detecting and estimating pupil parameters in a large stack
of images. This module indicates the time of occurrence of
lost frames for each trial of the record session. Trial validation
can also be done on the basis of three additional variables:
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Fig. 5 – Finite state machine (FSM) for the hardware triggered trial-based video recording mode. Transition dependency is
shown among states that deﬁne (A) the whole recording session and (B) a single trial. The beginning of a FSM is indicated
t enby a black dot, the end is indicated by the same black dot bu
the acquisition rate, the total number of frame loss and the largest
consecutive failure.  The acquisition rate, calculated according to
the total number of frames divided by the time duration of the
acquisition, permits to check if the nominal rate conﬁgured
for a given recording session was achieved. The total number
of frames lost evaluated together with the largest consecutive
failure is an important indicator for deciding on the strategy
to be adopted for recovering the lost samples. Note that, incircled.
addition to compromise pupil analysis, errors in the recovery
process can potentially lead to misestimation of signiﬁcant
events, like blinks.2.3.2.  Ofﬂine  plug-ins  for  pupil  analysis
In our design, extraction of pupil parameters is performed
ofﬂine. In this respect, it is important to stress that numer-
ous image-processing techniques already exist, ranging from
c o m p u t e r m e t h o d s a n d p r o g r a m s i n b i o m e d i c i n e 1 1 2 ( 2 0 1 3 ) 607–623 613
Fig. 6 – Finite state machine (FSM) for the long-term
continuous recording mode. As Fig. 5, the black dot with
and without the circle indicates the end and beginning of
the FSM, respectively.
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Fig. 7 – Flowchart of the pupil segmentation algorithm. (A)
For each raw image of a video footage, the procedure
increases the signal-to-noise ratio of the pupil by (B)
delimiting an ROI centralized on the pupil and (C) cropping
the resultant image into a circular shape. (D) It then
computes an intensity proﬁle of the remaining pixels and
(E) determines a pupil segmentation threshold as the
second zero-crossing of the derivative of the gray-scale
intensity proﬁle. (F) The threshold is used to binarize the
image. Result examples are shown on the right-hand sidessentially heuristics methods to mathematically sophisti-
ated model-based estimation algorithms (for more  detailed
nformation, see for example [61,62]). Our solution did not
nvolve the construct of genuinely new algorithms, but rather
he implementation of rather standard image-processing
echniques used for this type of application, such as intensity
hresholding and edge detection. Our aim was to obtain a bal-
nced tradeoff between processing efﬁciency and estimation
obustness. Obviously, the success of our approach depends on
he imaging quality of the eye. The pupil extraction algorithm
mplemented herein assumes that the outlined of the pupil is
ircular. A priori information on the range of pupil sizes for
ach subject category was also used in the procedure.
.3.2.1.  Pupil  segmentation.  The procedure starts by loading
n AVI data ﬁle. For the purpose of improving processing
peed, the size of each input image  (Fig. 7A) is reduced to a
ectangular region of interest (ROI, Fig. 7B), which is set in
unction of pupil center and radius values obtained in the
revious frame. As a result, the pupil in the current image
ets automatically centralized and this process is dynami-
ally updated. For this to work, it is assumed that the input
mage contains only one eye as well as at least a portion of the
upil. Note that no ROI-based image  reduction is performed
hen prior information about the locus and size of the pupil
s not available, as it is the case, for example, when the ﬁrst
rame of the ﬁlm is being considered or when the pupil is being
ntirely occluded by the eyelid (blinks). Further improvements
n signal-to-noise ratio are obtained by cropping the ROI into
 circular shape (Fig. 7C), which effectively removes most of
he low intensity pixels typically clustered around the corners
f the ROI. From the viewpoint of pupil detection, such pixels
epresent a noise source because of their similarity in intensity
ith pupil-deﬁning pixels.of each processing step box.
The next step in the procedure is to construct a gray-scale
histogram (Fig. 7D) in order to analyze the pixel’s intensity
distribution on the resultant image.  This approach relies on
the strong response of the iris to infrared illumination, which
creates a peculiar histogram whose ﬁrst peak corresponds
by in large to the pupil (low-intensity pixels). A heuristically
deﬁned moving average ﬁlter (n = 7 bins) is applied over the
histogram to smooth noisy peaks and valleys. The derivative
of the histogram is then computed (Fig. 7E), which gener-
ates a typical curve with a point of maximum (positive peak)
and minimum (negative peak) for each histogram peak. A
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Fig. 8 – Flowchart of the pupil estimation algorithm. The latter subdivides into two concurrent algorithms: (A–C) one
estimates the centroid and radius of the pupil from binarized images obtained at the end of the segmentation process; (D–F)
the other one generates an edge-map of each image obtained after gain increase in signal-to-noise during the segmentation
process. (G) Results from both concurrent algorithms serve as input data for selecting the best pupil-ﬁtting circle, using a
modiﬁed version of the Randomize Circle Detect (RCD) algorithm (see body text for more  details). Result examples are
shown on the right-hand side of each processing step box.
pupil-segmentation threshold is obtained by detecting the
second zero-crossing of the derivative (bin 48 in the exam-
ple shown in Fig. 7E), which corresponds to the rightward tail
of the ﬁrst peak in the gray scale histogram. Binary images are
then obtained by setting all pixels below threshold to one, and
all the remaining pixels to zero (Fig. 7F).
2.3.2.2.  Pupil  size  estimation.  For robust size estimation of
the pupil, two independent, albeit complementary, algorithms
were further implemented. The ﬁrst one is applied on the
binary images obtained earlier (Fig. 8A, same as Fig. 7F) and
aims at estimating the centroid and radius of the pupil.
The centroid of an object is the center of mass of that
object provided that the object has a constant density with
respect to background. Following the segmentation process,
the image  often contains spurious pixels outside the pupil
area that are generated by artifacts such as non-uniform
lighting conditions, eyelashes and shadows. To remove these
spurious pixels, a morphological ﬁlter known as erosion [63]
is applied. Within the pupil area, noise is characterized by
black blobs caused by IR illumination. To remove it, another
morphological ﬁlter known as dilatation [63] is applied.
After having used these two morphological operations(Fig. 8B) more  accurate estimates of centroid and radius
of the pupil can be computed (Fig. 8C). Because both esti-
mates are not so accurate when derived by the above
algorithm, especially when the pupil is partially occluded
by eyelashes and eyelids, they are not used as ﬁnal values.
Rather, they serve as input parameters to a more  robust
algorithm for ﬁnding the circumference of the pupil (see
below).
A concurrent algorithm was implemented to provide an
edge map  of each gray-scale ROI image  obtained before bina-
rization (see Fig. 8D, same as Fig. 7C). A conventional Canny
operator [64] is used to obtain this map,  which accurately high-
lights the border of the pupil (Fig. 8E). Noisy pixels within the
circumscribed pupil area are removed by applying a logical
AND operation onto the binary edge-map using a mask ﬁlter.
The latter is created by inverting the contrast polarity of the
binary images obtained after application of the morphologi-
cal operations (Fig. 8B). Beforehand, these binary images are
further eroded up to three times, so that they get reduced in
size. This guarantees that the mask ﬁlter does not encroach
on the border of the pupil edge. As can be seen in Fig. 8F, the
end result is a well-delineated pupil border enclosing a noise
free region.
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Fig. 9 – Conﬁgurations of candidate points for deﬁning best
pupil-ﬁtting circles according the Directed Circle Detect
algorithm. (A) Ensemble of candidate points used to deﬁne
different sets of quadruple points. (B and D) Conﬁgurations
of quadruple points commonly retained by the algorithm in
the absence of pupil occlusion. (C, E and F) Conﬁgurations
commonly used by the algorithm when the pupil is
occluded, during an eyeblink for instance.c o m p u t e r m e t h o d s a n d p r o g r a m s 
The circumference of any round shapes present in the edge
aps is identiﬁed by a Randomize Circle Detect algorithm
RCD), described in details by Chen and Chung [65]. Brieﬂy, this
lgorithm uses three points, p1 (x1, y1), p2 (x2, y2) and p3 (x3,
3), along the edges detected by the Canny ﬁlter and deﬁnes
he center of circumference as:
a123 =
∣∣∣∣∣∣
x22 + y22 − (x21 + y21) 2(y2 − y1)
x23 + y23 − (x21 + y21) 2(y3 − y1)
∣∣∣∣∣∣
4((x2 − x1)(y3 − y1) − (x3 − x1)(y2 − y1))
b123 =
∣∣∣∣∣∣
2(x2 − x1) (x22 + y22) − (x21 + y21)
2(x3 − x1) (x23 + y23) − (x21 + y21)
∣∣∣∣∣∣
4((x2 − x1)(y3 − y1) − (x3 − x1)(y2 − y1))
and the radius as:
123 =
√
(x1 − a123)2 + (y1 − b123)2
Validation of the circumference is accomplished by calcu-
ating the distance between a fourth point p4 (x4, y4) and the
ircumference center (a123, b123), which can be mathematically
ormulated as:
4→123 =
∣∣∣∣
√
(x4 − a123)2 + (y4 − b123)2 − r123
∣∣∣∣
Thus, p4 will belong to the circumference if, and only if, the
istance d4→123 is zero, or close to zero, since the width of the
dge of the pupil is wider than a single pixel.
Nonetheless, due to the large number of pixels making
p the Canny-ﬁltered images and the random selection pro-
ess accomplished by the RCD algorithm, the identiﬁcation
f pupil circumference becomes cumbersome when 1000 of
ideo frames need to be processed. Moreover, for the human
ye, this method is more  susceptible to error due to the exis-
ence of another circumference corresponding to the edge
ormed by the iris and the sclera (limbus).
To circumvent these problems, we  modiﬁed the RCD algo-
ithm by making the search for points on a potential circle a
on-random process. The goal of this modiﬁcation is to force
he search for 12 points present in the putative pupil border
eﬁned by the edge map.  The point of origin for this search
s the centroid estimated in binarized and morphologically
ltered images, as illustrated in Fig. 8C. From this point, the
oftware makes a pixel-by-pixel walk in 12 cardinal directions
ntil a border is found (Fig. 9A). On the basis of predeﬁned
onﬁgurations (Fig. 9B–F), the algorithm then selects four sets
f quadruple points out of the 12 points detected. A minimum
f one and a maximum of ﬁve different sets of quadruples
an be chosen, each potentially associated with its respec-
ive circle. Last, the algorithm selects, among all candidate
ets of quadruple points, the one that will allow drawing the
est pupil-ﬁtting circle. This selection process ﬁrst rejects all
andidate sets that do not conﬁgure a circle and elects the
et with the shortest d4→123 (see above). As a tie-break crite-
ion, the set yielding a circle with the smallest proportional
rea difference in relation to the area obtained after bina-
ization and morphological ﬁltering is retained. An example
f best pupil-ﬁtting circle derived from the above algorithmic
teps can be seen in Fig. 8G. Note that increasing the numberof quadruple sets usually improves estimation performance,
but lowers processing speed. The user is free to determine
the desired conﬁgurations beforehand, using heuristic crite-
ria of optimality for coping with the widest possible spectrum
of situations putatively generated by the motility of the pupil
and eyelid of the particular group of subjects under study. For
adult human subjects, we found that choosing all conﬁgu-
rations except that shown in Fig. 9E usually yields the best
results. Fig. 10 illustrates which one of the candidate sets is
usually selected in function of different topologies of ocular
structures and demonstrates the capacity of our algorithm
to cope with adverse conditions for estimating pupil size. In
that regard, it is interesting to mention that in addition to pro-
vide radius and center estimates of the pupil, our algorithm
also provides robust information about the aperture of the
eyelid.
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Fig. 10 – Representative examples of pupil estimation performance under different ocular conditions. First row shows the
real image of the pupil with the circumference derived from the Directed Circle Detect (DCD) algorithm. Second row shows
the result of the binarization and morphological ﬁltering process as illustrated in Fig. 8C. Third row shows the edge-map
derived after a Canny ﬁltering operation and intra-pupillary noise removal. The black arrows going in centrifugal directions
point toward the 12 candidate points detected by the DCD algorithm on the basis of which one or two sets of quadruples
will be optimal for determining pupil circumference. Optimal sets are indicated at the top of the ﬁgure and differ depending
on whether the pupil is entirely visible (A–C), partially occluded in its upper and bottom part (D–F) or only covered by the
upper eyelid (G–I). The circular patch, indicated by the white arrow in (G), refers to the round ﬂexible plastic piece used to
.2).convert pixel values into metric units (see item Section 2.3.1
2.3.2.3.  Post-processing  artifact  rejection  module.  The auto-
matic procedure described above evidently reduces the overall
analysis time that a manual procedure would actually take.
Yet, it is not completely immune to estimation errors. Cer-
tain contingencies such as large pupil displacements across
consecutive frames, non-homogeneous illumination or pupil
occlusion may indeed potentially lead to erroneous estimates.
For this reason, we decided to build an error visualization
and correction module that allows the user to scroll back and
forth through the whole video record and to visualize, on
a frame-by-frame basis, the estimated outline of the pupil
superimposed on the raw image  of the eye. New values of
pupil center and radius can be assigned using two numer-
ical ﬁelds available for this purpose. The option to save all
the applied changes is given to the user when exiting the
module. Alternatively, depending on the number of total
frames to be manually corrected, reprocessing automatically
the whole video record, or part of it, after having redeﬁned
some pupil analysis criteria (e.g. inclusion of more  than four
points for deﬁning candidate vectors) might be a more  efﬁ-
cient option. For further analysis of pupillary and palpebralresponses, it is also important to correct for the temporal arti-
facts introduced by occasional frame acquisition failures. This
information is contained in the vector of timestamps saved in
the TDMS ﬁle together with the estimation results of pupil
diameter.
3.  Results
3.1.  Timing  accuracy  of  synchronization
Many experimental paradigms require accurate synchroniza-
tion between image  acquisition of the eye and other bio-signal
recording and/or stimulus presentation devices. To evaluate
up to what point our system can fulﬁll this requirement,
we ﬁrst veriﬁed the temporal ﬁdelity of frame capture. For
this test, the camera was set to acquire images continu-
ously (free mode) at a 120 Hz sampling rate and to generate
a strobe for each frame build. The strobe duration is con-
ﬁgurable between 0 and 4095 times 1.024 MHz  (Tclock of the
camera). We chose a value of 512, which generated a strobe
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Fig. 11 – Temporal accuracy of the strobe signal of the camera measured with a digital oscilloscope during two different
epochs displayed column wise. (A) Signal generated by a signal generator to simulate a trigger pulse. (B) Strobe signal
outputted by the camera. For both recording epochs, the duration between strobe pulses was around 8.33 ms with only tens
of microseconds jitters. Lack of synchronization between signals shown in (A) and (B) exempliﬁes a problem inherent in
using a TTL pulse to trigger the camera, which is that timing uncertainty cannot be less than the duration of a single video
frame. The digital oscilloscope (Agilent Technologies, model DSO 3202A) has a 200 MHz  bandwidth, 1 Gs/s sampling rate,
with accuracy of ±100 ppm on the horizontal scale and ±3% in the vertical scale.
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euration of 0.524 ms.  The strobe signal was displayed on a
SO 3202A precision digital oscilloscope (Agilent Technolo-
ies, Santa Clara, USA) together with an aperiodic pulse signal
f 1 ms  that was outputted by a signal generator to simulate
n externally triggered signal. As depicted in Fig. 11, which
hows two representative epochs of both signal traces, strobe
ulses (bottom row) were emitted as expected by the camera
peciﬁcation: They occurred at a regular interval and a cor-
ect width (temporal jitter on the order of tenth of s) with a
oltage output of 3.3 V. This means that the strobe output of
he camera can be securely used for triggering other devices
hat need to be synchronized with image  acquisition of the
ye.
Next, we  tested the reliability of triggering image  acquisi-
ion externally. Fig. 11 illustrates an inherent limitation of this
pproach, which is that the trigger signal (simulated in the
pper row) may arrive at anytime during the build-up process
f a frame. This means that if an external device is to trig-
er the camera, response-timing uncertainty of the camera
annot be less than the duration of a single video frame. The
oint to be tested is if such an uncertainty can be more  than
ne frame. During frame assembly, the camera veriﬁes the sta-
us of all I/O channels. However, depending on the width of
he TTL pulse and its temporal offset at the beginning of ﬁrst
rame acquisition, the I/O signalization may be lost. Results
f experiments in which we  applied trigger pulses of differ-
nt widths (from 5 to 10 ms  and steps of 1 ms)  show that aminimum pulse width of 6 ms was actually necessary to avoid
loss of synchronism.
3.2.  Assessing  hardware  constraints  for  reliable
real-time  video  acquisition
Because our Labview-based software operates in a non real-
time Windows environment, our video acquisition methods
present an opportunity for a higher priority thread to take
precedence over the control loop of our data acquisition soft-
ware. In theory, any Windows application thread, regardless
of its priority, can indeed be preempted by one of many soft-
ware and hardware sources. This introduces the possibility
for jitter in our control loop once the data are being brought
into Labview and saved to disk. In this respect, it is impor-
tant to mention that the number of concurrent applications
and processes running at the time of recording is likely to
worsen the occurrence of such an outcome and should be min-
imized before starting video acquisition. Hardware features of
the host PC such as RAM and processor speed should also have
a signiﬁcant impact on image  acquisition reliability. To assess
the extent to which the aforementioned factors may in effect
deteriorate the performance of our prototypes, we performed
a battery of tests on standard PCs and for both acquisition
plug-ins described in the Section 2.
For the trial-based trigged recording method, the experi-
ment was performed on three different platforms chosen for
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Table 1 – Computer conﬁgurations used to evaluate the system performance.
Conﬁguration Processor RAM (Gbytes) OS Number of
opened
process
1 Intel core 2–1.6 GHz 2 VistaTM SP2 70
2 Pentium IV −3.0 GHz 1 XP SP2 30
3 Intel core 2–1.8 GHz 1 XP SP2 33
Fig. 12 – System timing performance of the triggered,
trial-based video acquisition mode for different desktop
conﬁgurations (see Table 1). (A) Histogram count of the
number of frame lost for trials of duration varying between
1 and 50 s. (B) Same as (A), but for durations between 60
Fig. 13 – System timing performance of the long-term
continuous recording mode. Recording session consisted in
24 repeats of 12 min  video frame acquisition. Black dots
linked up by a solid line depict the total number of frame
loss identiﬁed for each repeat. Open circles linked up by a
dotted line show the highest number of frames lost in aand 80 s.
having distinct features especially with respect to their oper-
ational system, memory  capacity and processor speed (see
Table 1). For this purpose, we tested seven different recording
periods (1, 10, 30, 50, 60, 70 and 80 s), each repeated 10 times.
The camera was set to a spatial resolution of 320 × 240 and a
sample frequency of 120 Hz, yielding a total of 9.216 Mbytes/s
of data. Fig. 12A shows the results obtained for recording
durations between 1 and 50 s. Clearly, the highest consecu-
tive failures occurred for conﬁguration 1, a problem that is most
likely related to the operating system and the number of pro-
cesses running in the background. On the other hand, note
that there is no frame loss when tests are run under conﬁg-
uration 3. For time durations between 50 and 80 s (Fig. 12B),
conﬁguration 2 showed a clear drop in performance compared
to conﬁguration 1. This can be straightforwardly explained byrow for each repeat.
the fact that recording durations longer than 60 s required allo-
cation of virtual memory  in hard disk. The difference observed
between conﬁguration 1 and conﬁguration 3, which have rather
similar hardware features, again reﬂects the workload of the
operating system and the inﬂuence of concurrent processes.
The excellent performance of conﬁguration 3 for a recording
period of up to 70 s should fulﬁll the demand of most trial-
based experimental paradigms.
For the long-term continuous recording approach, we used
only one platform. In this case, the inability to store in buffer
such large data blocks inevitably increased the probability of
frame loss. To minimize this problem, we chose a computer
running Windows XP and featuring an Intel® Core i5 750 pro-
cessor as well as 2 Gb of RAM. Data were gathered using 26
repeats, all performed at a sampling frequency of 120 Hz and
lasting twelve minutes, a duration that is often chosen, for
example, in drowsiness studies (e.g. [34,35]). Results were eval-
uated by calculating the average proportion of frames lost
and/or the mean highest number of frames consecutively lost
during a given acquisition process. Fig. 13 shows the highest
number of frames lost in a row and the proportion of frames
missed for each repeat. It is evident that considering the large
number of frames acquired in this protocol (n = 87,600), only
very few frames were actually lost (average across all repeats:
0.03%). Most often, such frame drops occurred singly, allow-
ing their interpolation using immediately ﬂanking data points,
especially at a sampling frequency of 120 Hz. Instances of more
serious data loss were rare. In our tests, the worst case was
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Fig. 14 – Representative pupillogram of a normal adult
subject recorded under constant dim light conditions. (A)
Pupil diameter estimated with two blinks events for a 60 s
period. (B) Zoom in on the ﬁrst large negative peak
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Fig. 15 – Comparison between manual and automatic
measurements of pupil diameter. Correlation between
manual and automatic estimation performed using NIH
ImageJ software for manual measurement. The solid line
corresponds to x = y line, and dashed line indicates the
slope of a linear ﬁt; n = 120.enoting an eyeblink.
een during repeat 19 with a sampling gap of 256 ms  (31 frames
t a sampling frequency of 120 Hz) that may have resulted in
asking important information such as the occurrence of a
link.
.3.  Pupil  size  measurements
xperiments were also carried out to assess the spatial accu-
acy of our pupillometer. By ﬁlming a circular patch of known
iameter (the same as that shown in Fig. 1D) positioned on
he ‘eye’ of a plastic human-head model and averaging circu-
ar estimates of that patch (n = 79,684 frames), we  calculated
 spatial resolution of 0.07 mm/pixel when the camera was
et to video mode 320 × 240 at 120 Hz. Reducing the sampling
requency of the camera by half (60 Hz) and increasing the
ixel density to 640 × 480 pixels resulted in an improvement
f 0.03 mm/pixel.
We also recorded several long-lasting sessions in human
olunteers, a situation which obviously imposes more  severe
onditions for analyzing pupil size, since not only variations
f pupil diameter but also eye and eyelid movements need
o be dealt with. Overall, the algorithm detailed in the Sec-
ion 2 yielded robust size estimates of human pupils. Fig. 14A
hows an example of ﬂuctuations in pupil diameter, measured
n darkness during a period of 60 s (no prior dark adapta-
ion), using the head-mounted goggle system. Filtering out
he points on the curve where the blinks occurred, the pupil
iameter ranged from 4.6 to 5.8 mm,  with an average value of
.4 ± 0.40 mm,  in agreement with other studies carried under
imilar conditions (see, for example, [66]). As can be seen inFig. 14A, the algorithm is also able to detect blinks (pupil diam-
eter = 0 mm)  and estimate their duration (Fig. 14B). In future
work, more  sophisticated algorithms may be implemented in
order to recover the kinematics of eyelids, taking for example
the proportion of ocular area being covered as a referential
feature [55].
To assess the accuracy of the estimation algorithm, we
manually ﬁt a circle to the perceived pupil boundary, using the
ImageJ 1.44 software (NIH, http://rsb.info.nih.gov/ij/) and com-
pare with system’s automatic process. A total of 120 frames
were randomly chosen from pupillometric video sequences
obtained from three human subjects (40 frames per subject).
As can be seen in Fig. 15, we found a high correlation ( = 0.91;
p < 0.0001; Spearman’s rank correlation test) between manual
and automatic estimates. The pairs of points were distributed
near the line of equality (solid line), indicating a high level of
agreement between measurements. The slope of regression
line (dotted line) was 1.0 with a 95% conﬁdence interval of
0.98–1.02. Note that manual measurements tend to provide
slightly higher values than the automatic. This is conﬁrmed
looking the median values of the two types of estimates (25th
and 75th percentile was used as a measure of population dis-
persion): 54 pixels (39–56) for the automated and 55.5 pixels
(40–57) for ImageJ software. However, when statistically com-
pared, these values were not different (p > 0.05; Wilcoxon
signed-rank test). Lu and collaborators [67] also observed this
tendency and conjectured that the minor difference is not nec-
essarily an error of the automatic method but an inconsistence
in the manual measurements.
4.  Discussion
The prototypes described herein are now in routine use in
our laboratory. They provide a complete, ﬂexible, low-budget
and powerful solution for pupillometric measurements on
the basis of which numerous research paradigms and clin-
ical applications can be developed. Our benchmark results
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show that changes in pupil size can be recorded in a tem-
porally precise way and at a sampling frequency of up to
120 Hz. In the spatial domain, our estimation shows that a
spatial resolution of 0.03 mm can be achieved. This situates
our system in a competitive position compared to commercial
pupillometers, whose nominal resolution ranges between 0.1
and 0.01 mm.  Blink detection is also accurate, but the mea-
surement of its duration need improvements. This problem
occurs because the algorithm does not estimate precisely the
beginning and the end of eyelid closure. However, the system
is capable of measuring eyelid opening (Fig. 10G), which can
be used to derive precise metrics of blink duration, based on
the relationship between eyelid opening and estimated pupil
diameter.
A distinguishing feature of our pupillometric system lies
in the use of an independent acquisition module (FireWire
digital camera) based on IIDC–IEEE1394a interface, which
eliminates the necessity of acquisition board interfacing.
In general, for biomedical image  processing applications,
FireWire cameras have recognized potentials for providing
comprehensive, high-performance and cost-effective plat-
form solutions. Moreover, they are widely available in the
market and count on a large body of user expertise and stan-
dards that help to drive and sustain economies of scale. More
speciﬁcally in relation to our application, several features
associated with the FireWire camera interface proved to be of
great beneﬁt, such as: (i) power supply capability of the cam-
era via IEEE1394 connection, thereby reducing risks of noise
contamination from external sources, a feature of particular
importance when pupil measurements is to be combined with
biopotential recordings; (ii) retrievable timestamps, enabling
the identiﬁcation and correction of frame loss inherent to non
real-time operating systems, such as Windows; (iii) insertion
of digital labels to identify experimental variables such as sen-
sory stimuli or behavioral events; (iv) output digital lines for
accurate synchronization and triggering of other devices; (v)
different build-in synchronization methods (see methodology
for details). Furthermore, the particular FireWire camera we
used in this work has the great advantage of being ﬂexibly
incorporable into different experimental set-ups due to its
compact physical format and demountable casing. As a result,
we were successful in building two prototypes, each targeting
a speciﬁc domain of application: (1) a head-mounted goggle
prototype, ideally suited for pupil tests necessitating stable
mesoscopic or scotopic light conditions such as those typically
applied in refractive surgery (e.g. [16,17]) or sleepiness-related
evaluations (e.g. [35,36,41,42]); and (2) a desk-mount proto-
type for remote recordings at a ﬁxed and sufﬁciently long
pupil-camera distance, such that a variety of visual stimu-
lation devices (e.g. video monitors, LEDs) can be placed in
front of a subject without causing obstruction in its ﬁeld of
view. The latter experimental arrangement is actually used in
a wide range of experimental scenarios designed, for example,
to diagnose lesions at various processing stages of the visual
system (reviewed in [1,3]) or to evaluate pupillary metrics for
indexing psychiatric disorders (e.g. [68]).The reproducibility and modiﬁability of the herein
described prototypes are facilitated not only by their hard-
ware  structures based on PC platforms and IIDC–IEEE1393
standard cameras, but also by the programming environment b i o m e d i c i n e 1 1 2 ( 2 0 1 3 ) 607–623
i.e. Labview and the independent pluggable module phi-
losophy used in our software implementation. Labview is
a relatively easy-to-learn high-level graphical programming
language optimized for fast development and run-time
debugging. It has a rich set of data visualization options,
sophisticated libraries to capture and process images (NIVi-
sion) and supports interactions with several programming
languages (e.g. MatlabTM, C/C++), providing great ﬂexibility
for programming strategies heavily based on code reuse. Lab-
view is also inherently modular, a feature that has helped us
to implement a complete software solution for pupillometry
as an integrated set of speciﬁc and independent components
(plug-ins) and user interfaces. This modular architecture,
combined with our choice to clearly separate online image
acquisition from ofﬂine data analysis, offer interesting options
for adapting pupillometric methods in function of speciﬁc
experimental needs. We  actually hope to help the research
community in that direction by making all the modules that
manage the two different image  acquisition modes described
in this work open-access and open-source software. This soft-
ware  package should deliver a self-sufﬁcient and ready-to-use
solution for time-controlled image  acquisition provided that
the camera speciﬁed herein is wired properly. It should also
be helpful as a starting point for the implementation of new
image acquisition solutions incorporating, for example, other
FireWire digital cameras. At this point, it is important to
point out that our system was developed for Windows XP
and Vista using Labview 8.5. In order to guarantee compati-
bility of this system with more  recent operating systems like
Windows 7 and 8, Labview version 8.5 needs to be upgraded
following National Instruments instructions (version 2009
SP1 or later ones for Windows 7; version 2012 for Windows
8).
Another important point to be discussed, and for which val-
idation results have been presented in this paper, is that direct
data transfer from FireWire cameras to Windows-based PC
platforms presents some limitations for time-critical, deter-
ministic video acquisition. The problem does not reside in
the camera itself, but in popular Windows-based operating
environments, which are not designed to support preemptive
priority scheduling and minimal interrupt latency as real-
time operating systems do. As demonstrated in the Section
3, this lack of determinism does not hamper rigorous analysis
of pupillary behavior. Notwithstanding, certain hardware and
software precautions need to be taken. As a general rule of
thumb, timing performance scales up with computer hard-
ware  features such as RAM capacity and processor speed.
Operating systems that allow users to minimize the number of
running processes competing for resources should be also be
preferred (e.g. Windows XP). If more  recent operating systems
like Windows 7 or 8 are to be chosen, particular attention will
need to be paid in matching the hardware features of the host
computer with the speciﬁc demands of the operating system.
Serious system performance drops are to be expected other-
wise. Moreover, it is strongly recommended to disable tasks
such as anti-virus scanning, disk defragmentation and other
applications during recording sessions. Moreover, although
non-speciﬁc tests have been carried out to test the inﬂuence
of hard disk storage capacity on system timing performance,
our experience shows that it is preferable to reserve a large
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mount of memory  (at least 5 times the size demanded by a
ecording session) to minimize frame loss and signal disconti-
uity during video acquisition. To overcome this high demand
or disk space (76 Kbytes per frame for 8 bits, 320 × 240 pixel
mages), different strategies of data reduction can be adopted.
ne strategy is to apply compression ﬁlters during online data
treaming and saving. However, most of these ﬁlters degrade
he original image  (modify raw pixel values) and prevent the
ecovery of the timestamps embedded in the frame. A sec-
nd approach is to use the kind of interlacing methods widely
mployed in the analog camera, television or VHS video world.
ccording to a battery of tests in which we downscaled batches
f images using conventional interlacing protocols (one and
wo-dimensional line reduction), no signiﬁcant variations in
upil diameters were found. In general, the strategies cited
bove reduce signiﬁcantly the data volume, but increase frame
oss due to the time necessary for processing for the comput-
rs descried in Table 1. Non-destructive compactors such as
IP, ARJ or 7z can reduce the ﬁle size up to 60%, but can only
e applied after acquisition and storage of the ﬁlm.
Finally, it is worth mentioning that although originally
eveloped as monocular systems, our head- and desk-mount
rototypes can be modiﬁed to support a second (FireFly MV)
amera. This binocular conﬁguration can be achieved simply
y installing a two-port Firewire PCI card in the PC and by
lightly modifying a part of the image  acquisition software.
e actually tested this new conﬁguration and observed no
igniﬁcant changes in performance. This again demonstrates
nother advantage of using FireWire cameras in that both
he scheduled real time (isochronous) and demand-driven
synchronous I/O capabilities are in principle guaranteed for
ultiple IIDC–IEEE1394a devices and with minimal CPU load-
ng.
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