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1 Introduction
Let M be a Riemannian manifold of dimension n ≥ 4. A a connection A
on a vector bundle over M is a Yang-Mills connection if the curvature FA
satisfies
D∗AFA = 0.
This is the Euler-Lagrange equation for the functional
E[A] =
∫
M
|FA|
2.
Let {Ak} be a sequence of Yang-Mills connections with uniformly bounded
energy, i.e.
sup
k
E[Ak] <∞.
Then the set
S =
{
x ∈M : lim
k→∞
r4−n
∫
Br(x)
|FAk |
2 ≥ ε0 for all r > 0
}
is called the blow-up set of the sequence {Ak}. G. Tian [20] proved that the
blow-up set S is closed and Hn−4-rectifiable. Moreover, the energy densities
satisfy
|FAk |
2 dvol ⇀ |FA∞ |
2 dvol + 8π2Θ dHn−4|S
as k → ∞, where A∞ is the limiting connection defined on M \ S, Θ de-
notes the density function, and Hn−4 is the (n − 4)-dimensional Hausdorff
measure. Furthermore, if the limiting connection A∞ is admissible, then
the generalized mean curvature of S is equal to 0 (see [20, 16]). This result
generalizes a theorem of K. Uhlenbeck in dimension 4.
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In this paper, we consider a smooth minimal submanifold S of dimension
n− 4. Our aim is to construct a sequence {Ak} of smooth Yang-Mills con-
nections whose blow-up set is equal to S.
In the first step, we construct a suitable family of approximate solutions.
To this end, we assume that the normal bundle of S can be endowed with
a complex structure J and a complex volume form ω. Each approximate
solution is described by a set (v, λ, J, ω), where v is a section of the normal
bundle of S, λ is a positive function on S, and (J, ω) is a SU(2)-structure
on NS.
For every point x ∈ S, the normal components of an approximate solution
A coincide with the basic instanton on the fibre NSx, i.e.
A(e⊥1 ) =
−(y − εv)2 i− (y − εv)3 j − (y − εv)4 k
ε2λ2 + |y − εv|2
A(e⊥2 ) =
(y − εv)1 i− (y − εv)4 j + (y − εv)3 k
ε2λ2 + |y − εv|2
A(e⊥3 ) =
(y − εv)4 i+ (y − εv)1 j − (y − εv)2 k
ε2λ2 + |y − εv|2
A(e⊥4 ) =
−(y − εv)3 i+ (y − εv)2 j + (y − εv)1 k
ε2λ2 + |y − εv|2
,
where {e⊥α : 1 ≤ α ≤ 4} denotes a SU(2) basis for the fibre NSx.
Our aim is to deform the connection A to a nearby connection A˜ = A + a
such that A˜ is a solution of the Yang-Mills equations.
In the following, we denote by h the second fundamental form of the sub-
manifold S, and by R the Riemann curvature tensor of M .
Theorem 1.1. Suppose that H1(M) = 0. Then, for each ε > 0, there exists
a mapping Ξε whch assigns to each set of glueing data (v, λ, J, ω) ∈ C
2,γ(S)
a section of the vector bundle NS ⊕R⊕Λ2+NS of class C
γ(S) such that the
following holds.
(i) If (v, λ, J, ω) is a set of glueing data such that
‖v‖C2,γ (S) ≤ K,
‖λ‖C2,γ (S) ≤ K, inf λ ≥ 1,
‖(J, ω)‖C2,γ (S) ≤ K,
2
then we have the estimate∥∥∥∥Ξε(v, λ, J, ω)
−
(
∆vρ +
n−4∑
i,j=1
4∑
ρ,σ=1
hij,ρ hij,σ vσ +
n−4∑
i=1
4∑
ρ,σ=1
Riρσi vσ,
1
λ
∆λ+
1
4
n−4∑
i,j=1
4∑
ρ=1
hij,ρ hij,ρ +
1
4
n−4∑
i=1
4∑
ρ=1
Riρρi −
1
4
|θ|2,
1
λ2
n−4∑
i=1
∇i(λ
2 θi,ρσ)
)∥∥∥∥
Cγ(S)
≤ C ε
1
64 .
(ii) If Ξε(v, λ, J, ω) = 0, then the approximate solution A corresponding to
(v, λ, J, ω) can be deformed to a nearby connection A˜ satisfying D∗
A˜
FA˜ = 0.
In Section 2, we recall some results about the linearized operator on R4.
In particular, the kernel of the linearized operator on R4 is isomorphic to
R
4 ⊕ R4 ⊕ Λ2+R
4 (compare [3]).
In Section 3, we study the mapping properties of a model operator on the
product manifold Rn−4 × R4.
In Section 4, we construct a family of approximate solutions of the Yang-
Mills equations. More precisely, given any set of glueing data (v, λ, J, ω)
satisfying
‖v‖C2,γ (S) ≤ K,
‖λ‖C2,γ (S) ≤ K, inf λ ≥ 1,
‖(J, ω)‖C2,γ (S) ≤ K,
we construct a connection A such that
‖D∗AFA‖Cγ
3
(M) ≤ C ε
2.
Here, the weighted Ho¨lder space Cγν (M) is defined as
‖u‖Cγν (M) = sup (ε+ dist(p, S))
ν |u(p)|
+ sup
4dist(p1,p2)≤
ε+dist(p1,S)+dist(p2,S)
(ε+ dist(p1, S) + dist(p2, S))
ν+γ |u(p1)− u(p2)|
dist(p1, p2)γ
.
In Section 5, we derive uniform estimates for the operator LA = LA+DAD
∗
A.
Here, LA is the linearization of the Yang-Mills equations at an approximate
3
solution A. The additional term DAD
∗
A must be included because LA is not
an elliptic operator.
To derive uniform estimates independent of ε, we need to restrict the op-
erator LA to a subspace E
γ
ν (M) ⊂ C
γ
ν (M). A 1-form a belongs to E
γ
ν (M)
if
∫
NSx
4∑
α=1
〈a(e⊥α ), FA(X, e
⊥
α )〉 = 0
for all x ∈ S and all vector fields of the form
X = εwρ e
⊥
ρ + µ (y − εv)ρ e
⊥
ρ + rρσ (y − εv)σ e
⊥
ρ
with w ∈ NSx, µ ∈ R, and r ∈ Λ
2
+NSx.
In Section 6, we apply the contraction mapping principle to deform the
approximate solution A to a nearby connection A˜ = A+ a such that
(I− P)(D∗
A˜
FA˜ +DA˜D
∗
A˜
a) = 0,
where (I−P) is the fibrewise projection from Cγν (M) to the subspace E
γ
ν (M).
In particular, if the balancing condition
P(D∗
A˜
FA˜ +DA˜D
∗
A˜
a) = 0
is satisfied, then A˜ is a Yang-Mills connection.
In Section 7, we calculate the leading term in the asymptotic expansion of
P(D∗
A˜
FA˜ +DA˜D
∗
A˜
a) = 0.
This concludes the proof of Theorem 1.1.
An example is discussed in Section 8.
A related balancing condition occurs in the work of R. Schoen and D. Pol-
lack [15] on the constant scalar curvature equation in conformal geometry.
In this way, an infinite dimensional problem is reduced to solving a finite
dimensional balancing condition. The balancing condition ensures that the
energy is stationary with respect to variations of the glueing data. For the
constant scalar curvature equation, an asymptotic expansion for the energy
of a multi-peak solution was calculated in A. Bahri and J. M. Coron [2].
Similar results have been proved for constant mean curvature hypersurfaces
(see [4, 5, 6]).
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In the examples mentioned above, the blow-up set consists of isolated points
and each approximate solution is characterized by a finite-dimensional set of
glueing data. In our situation, the space of approximate solutions is infinite-
dimensional. This leads to technical difficulties. A similar problem occurs
in the work of F. Pacard and M. Ritore´ [13] on the gradient theory of phase
transitions, and in our earlier work on the Ginzburg-Landau equations in
higher dimensions.
The author is grateful to Professor Gang Tian for discussions, and to the
referee for valuable comments.
2 The kernel of the linearized operator on R4
The basic instanton on R4 is given by the formula
B1 =
−y2 i− y3 j− y4 k
ε2 + |y|2
B2 =
y1 i− y4 j+ y3 k
ε2 + |y|2
B3 =
y4 i+ y1 j− y2 k
ε2 + |y|2
B4 =
−y3 i+ y2 j+ y1 k
ε2 + |y|2
,
where {i, j, k} is the standard basis of su(2), i.e.
i(
∂
∂y1
) = −
∂
∂y2
, i(
∂
∂y2
) =
∂
∂y1
, i(
∂
∂y3
) =
∂
∂y4
, i(
∂
∂y4
) = −
∂
∂y3
,
j(
∂
∂y1
) = −
∂
∂y3
, j(
∂
∂y2
) = −
∂
∂y4
, j(
∂
∂y3
) =
∂
∂y1
, j(
∂
∂y4
) =
∂
∂y2
,
k(
∂
∂y1
) = −
∂
∂y4
, k(
∂
∂y2
) =
∂
∂y3
, k(
∂
∂y3
) = −
∂
∂y2
, k(
∂
∂y4
) =
∂
∂y1
.
Note that [i, j] = 2 k, [j, k] = 2 i, [k, i] = 2 j. The curvature of B satisfies
FB,12 = −FB,34 =
2ε2 i
(ε2 + |y|2)2
FB,13 = −FB,42 =
2ε2 j
(ε2 + |y|2)2
FB,14 = −FB,23 =
2ε2 k
(ε2 + |y|2)2
.
We first recall some well-known facts about this solution. In the first step,
we construct a frame which is asymptotically parallel as |y| → ∞.
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Lemma 2.1. Let
u = (ε2 + |y|2)−
1
2
(
µ yρ + rρσ yσ
) ∂
∂yρ
for some µ ∈ R and r ∈ Λ2+R
4. Then
DB,αu = ε
2 (ε2 + |y|2)−
3
2
(
µ δρα + rρα
) ∂
∂yρ
.
Proof. We only consider the case µ = 1, r = 0. By definition of B, we have
(ε2 + |y|2)
3
2 DB,1u = (ε
2 + |y|2)
∂
∂y1
− y21
∂
∂y1
− y1y2
∂
∂y2
− y1y3
∂
∂y3
− y1y4
∂
∂y4
+ y1
(
y2
∂
∂y2
+ y3
∂
∂y3
+ y4
∂
∂y4
)
+ y2
(
− y2
∂
∂y1
+ y3
∂
∂y4
− y4
∂
∂y3
)
+ y3
(
− y2
∂
∂y4
− y3
∂
∂y1
+ y4
∂
∂y2
)
+ y4
(
y2
∂
∂y3
− y3
∂
∂y2
− y4
∂
∂y1
)
= ε2
∂
∂y1
,
(ε2 + |y|2)
3
2 DB,2u = (ε
2 + |y|2)
∂
∂y2
− y2y1
∂
∂y1
− y22
∂
∂y2
− y2y3
∂
∂y3
− y2y4
∂
∂y4
+ y1
(
− y1
∂
∂y2
+ y4
∂
∂y3
− y3
∂
∂y4
)
+ y2
(
y1
∂
∂y1
+ y4
∂
∂y4
+ y3
∂
∂y3
)
+ y3
(
y1
∂
∂y4
− y4
∂
∂y1
− y3
∂
∂y2
)
+ y4
(
− y1
∂
∂y3
− y4
∂
∂y2
+ y3
∂
∂y1
)
= ε2
∂
∂y2
,
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(ε2 + |y|2)
3
2 DB,3u = (ε
2 + |y|2)
∂
∂y3
− y3y1
∂
∂y1
− y3y2
∂
∂y2
− y23
∂
∂y3
− y3y4
∂
∂y4
+ y1
(
− y4
∂
∂y2
− y1
∂
∂y3
+ y2
∂
∂y4
)
+ y2
(
y4
∂
∂y1
− y1
∂
∂y4
− y2
∂
∂y3
)
+ y3
(
y4
∂
∂y4
+ y1
∂
∂y1
+ y2
∂
∂y2
)
+ y4
(
− y4
∂
∂y3
+ y1
∂
∂y2
− y2
∂
∂y1
)
= ε2
∂
∂y3
,
(ε2 + |y|2)
3
2 DB,4u = (ε
2 + |y|2)
∂
∂y4
− y4y1
∂
∂y1
− y4y2
∂
∂y2
− y4y3
∂
∂y3
− y24
∂
∂y4
+ y1
(
y3
∂
∂y2
− y2
∂
∂y3
− y1
∂
∂y4
)
+ y2
(
− y3
∂
∂y1
− y2
∂
∂y4
+ y1
∂
∂y3
)
+ y3
(
− y3
∂
∂y4
+ y2
∂
∂y1
− y1
∂
∂y2
)
+ y4
(
y3
∂
∂y3
+ y2
∂
∂y2
+ y1
∂
∂y1
)
= ε2
∂
∂y4
.
The remaining cases are left to the reader.
Lemma 2.2. For every r ∈ Λ2+R
4, we have the identity
DB(rρσ yσ Bρ) = −FB
(
rρσ yσ
∂
∂yρ
, ·
)
.
Proof. By direct calculation, one can see that
rρσ yσ ∂ρBα + rραBρ = 0
for all r ∈ Λ2+R
4. This implies
rρσ yσ FB,ρα = rρσ yσ (∂ρBα − ∂αBρ + [Bρ, Bα])
= rρσ yσ (∂ρBα −DB,αBρ)
= rρσ yσ ∂ρBα + rραBρ −DB,α(rρσ yσ Bρ)
= −DB,α(rρσ yσ Bρ).
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This proves the assertion.
In the second step, we study the linearized operator (cf. [17]), which we
denote by LB . The operator LB is given by the formula
LBa = D
∗
BDBa− ∗[FB , a].
Using the Weitzenbo¨ck formula
D∗BDBa+DBD
∗
Ba = ∇
∗
B∇Ba− ∗[FB , a],
we obtain
LBa+DBD
∗
Ba = ∇
∗
B∇Ba− 2 ∗ [FB , a].
In particular, LB +DBD
∗
B is an elliptic operator.
Lemma 2.3. For every a ∈ Ω1(R4) we have
LBa+DBD
∗
Ba = 2D
∗
BP+DBa+DBD
∗
Ba.
Hence, the operator LB +DBD
∗
B is positive semidefinite.
Proof. By definition of LB, we have
LBa = D
∗
BDBa− ∗[FB , a]
= D∗BDBa− ∗DBDBa
= D∗BDBa+D
∗
B ∗DBa
= 2D∗BP+DBa.
From this the assertion follows.
Our aim is to describe the kernel of the operator LB +DBD
∗
B : C
2,γ
1+ν(R
4)→
Cγ3+ν(R
4).
Proposition 2.4. Let
a = FB
(
εwρ
∂
∂yρ
+ µ yρ
∂
∂yρ
+ rρσ yσ
∂
∂yρ
, ·
)
for some w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4. Then a satisfies P+DBa = 0 and
D∗Ba = 0.
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Proof. Using the Bianchi identity, we obtain
DBa = εwρDB,ρFB + µ yρDB,ρFB + rρσ yσDB,ρFB + 2µFB .
Since FB ∈ Λ
2
−R
4, this implies P+DBa = 0. Similarly, we obtain
D∗Ba = (D
∗
BFB)
(
εwρ
∂
∂yρ
+ µ yρ
∂
∂yρ
+ rρσ yσ
∂
∂yρ
)
= 0.
This proves the assertion.
Corollary 2.5. Let
a = FB
(
εwρ
∂
∂yρ
+ µ yρ
∂
∂yρ
+ rρσ yσ
∂
∂yρ
, ·
)
for some w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4. Then a satisfies LBa+DBD
∗
Ba = 0.
We now prove the converse statement. Due to the conformal invariance of
the Yang-Mills equations in dimension 4, we may lift the problem on S4.
The kernel of the linearized operator on S4 is described in the following
result which is well-known.
Lemma 2.6. Let a be a 1-form on S4 such that LB,g
S4
a = 0. Then there
exists some w ∈ R4, µ ∈ R, and an infinitesimal gauge transformation u
such that
a = FB
(
εwρ
∂
∂yρ
+ µ yρ
∂
∂yρ
, ·
)
+DBu.
Proposition 2.7. Let 0 < ν < 1. Assume that a ∈ C2,γ1+ν(R
4) satisfies
LBa+DBD
∗
Ba = 0.
Then a is of the form
a = FB
(
εwρ
∂
∂yρ
+ µ yρ
∂
∂yρ
+ rρσ yσ
∂
∂yρ
, ·
)
for some w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4.
Proof. Using integration by parts, we deduce that LBa = 0 and D
∗
Ba = 0.
We now lift the problem to S4. The round metric on S4 is given by
gS4 =
4ε2
(ε2 + |y|2)2
gR4 .
9
Using the estimate
|a(y)|R4 = O(|y|
−1−ν),
we obtain
|a(y)|S4 =
ε2 + |y|2
2ε
|a(y)|R4 = O(|y|
1−ν).
The conformal invariance of the Yang-Mills equations implies that LB,g
S4
a =
0. From this it follows that
a = FB
(
εwρ
∂
∂yρ
+ µ yρ
∂
∂yρ
, ·
)
+DBu,
where w ∈ R4, µ ∈ R, and u denotes an infinitesimal gauge transformation.
The function u can be written as
u = −rρσ yσ Bρ + u0,
where r ∈ Λ2+R
4 and u0 = O(|y|
−ν). Therefore, we obtain
a = FB
(
εwρ
∂
∂yρ
+ µ yρ
∂
∂yρ
+ rρσ yσ
∂
∂yρ
, ·
)
+DBu0.
Since D∗Ba = 0, it follows that D
∗
BDBu0 = 0. Since u0 ∈ C
3,γ
ν (R4), we
conclude that u0 = 0. Therefore, we obtain
a = FB
(
εwρ
∂
∂yρ
+ µ yρ
∂
∂yρ
+ rρσ yσ
∂
∂yρ
, ·
)
.
This proves the assertion.
3 The model problem on Rn−4 × R4
Let B be a connection on Rn−4 × R4 which is invariant under translations
along the Rn−4 factor and agrees with the basic instanton along the R4
factor. This implies
B(e⊥1 ) =
−y2 i− y3 j− y4 k
ε2 + |y|2
B(e⊥2 ) =
y1 i− y4 j+ y3 k
ε2 + |y|2
B(e⊥3 ) =
y4 i+ y1 j− y2 k
ε2 + |y|2
B(e⊥4 ) =
−y3 i+ y2 j+ y1 k
ε2 + |y|2
,
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where
i(e⊥1 ) = −e
⊥
2 , i(e
⊥
2 ) = e
⊥
1 , i(e
⊥
3 ) = e
⊥
4 , i(e
⊥
4 ) = −e
⊥
3 ,
j(e⊥1 ) = −e
⊥
3 , j(e
⊥
2 ) = −e
⊥
4 , j(e
⊥
3 ) = e
⊥
1 , j(e
⊥
4 ) = e
⊥
2 ,
k(e⊥1 ) = −e
⊥
4 , k(e
⊥
2 ) = e
⊥
3 , k(e
⊥
3 ) = −e
⊥
2 , k(e
⊥
4 ) = e
⊥
1 .
Furthermore, B(ei) = 0 for 1 ≤ i ≤ 4.
The linearized operator satisfies
LBa = D
∗
BDBa+ (−1)
n ∗ [∗FB , a]
Using the Weitzenbo¨ck formula
D∗BDBa+DBD
∗
Ba = ∇
∗
B∇Ba+ (−1)
n ∗ [∗FB , a],
we obtain
LBa+DBD
∗
Ba = ∇
∗
B∇Ba+ (−1)
n 2 ∗ [∗FB , a],
For abbreviation, let LB = LB +DBD
∗
B .
We define the weighted Ho¨lder space Cγν (Rn−4 × R4) by
‖u‖Cγν (Rn−4×R4) = sup (ε+ |y|)
ν |u(x, y)|
+ sup
4(|x1−x2|+|y1−y2|)≤
ε+|y1|+|y2|
(ε+ |y1|+ |y2|)
ν+γ |u(x1, y1)− u(x2, y2)|
(|x1 − x2|+ |y1 − y2|)γ
.
More generally, we define
‖u‖
Ck,γν (Rn−4×R4)
=
k∑
l=0
‖∇lu‖Cγ
ν+l
(Rn−4×R4).
Let Ek,γν (Rn−4 × R4) be the set of all a ∈ Ω1(Rn−4 × R4) such that a ∈
Ck,γν (Rn−4 × R4) and
∫
{x}×R4
4∑
α=1
〈a(e⊥α ), FB(X, e
⊥
α )〉 = 0
for all x ∈ Rn−4 and all vector fields of the form
X = εwρ e
⊥
ρ + µ yρ e
⊥
ρ + rρσ yσ e
⊥
ρ
with w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4.
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Proposition 3.1. The operator LB maps E
2,γ
1+ν(R
n−4×R4) into Eγ3+ν(R
n−4×
R
4).
Proof. It is obvious from the definition that LB maps C
2,γ
1+ν(R
n−4×R4) into
Cγ3+ν(R
n−4 × R4). We now assume that a ∈ C2,γ1+ν(R
n−4 ×R4) satisfies
∫
{x}×R4
4∑
α=1
〈a(e⊥α ), FB(X, e
⊥
α )〉 = 0
for all x ∈ Rn−4 and all vector fields of the form
X = εwρ e
⊥
ρ + µ yρ e
⊥
ρ + rρσ yσ e
⊥
ρ
with w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4. Taking derivatives in horizontal
direction, we obtain
∫
{x}×R4
4∑
α=1
n−4∑
j=1
〈∂j∂ja(e
⊥
α ), FB(X, e
⊥
α )〉 = 0.
Furthermore, integration by parts gives
∫
{x}×R4
4∑
α=1
4∑
β=1
〈DB,e⊥
β
DB,e⊥
β
a(e⊥α ), FB(X, e
⊥
α )〉
+ 2
∫
{x}×R4
4∑
α=1
4∑
β=1
〈[FB(e
⊥
α , e
⊥
β ), a(e
⊥
β )], FB(X, e
⊥
α )〉
=
∫
{x}×R4
4∑
α=1
4∑
β=1
〈a(e⊥α ),DB,e⊥
β
DB,e⊥
β
FB(X, e
⊥
α )〉
+ 2
∫
{x}×R4
4∑
α=1
4∑
β=1
〈a(e⊥α ), [FB(e
⊥
α , e
⊥
β ), FB(X, e
⊥
α )]〉
= 0.
Thus, we conclude that
∫
{x}×R4
4∑
α=1
〈(LBa)(e
⊥
α ), FB(X, e
⊥
α )〉 = 0
for all x ∈ Rn−4 and all vector fields of the form
X = εwρ e
⊥
ρ + µ yρ e
⊥
ρ + rρσ yσ e
⊥
ρ
with w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4.
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Proposition 3.2. Let 0 < ν < 1, b ∈ Cγ3+ν(R
4), and η ∈ S(Rn−4). More-
over, assume that the Fourier transform of η satisfies ηˆ(ξ) = 0 for |ξ| ≤ δ
for some δ > 0. Then there exists a 1-form a ∈ C2,γ1+ν(R
n−4 × R4) such that
LBa = η(x) b(y).
Proof. We perform a Fourier transformation in the Rn−4 variables. Let
η(x) =
∫
Rn−4
eixξ ηˆ(ξ) dξ.
For every ξ ∈ Rn−4, there exists a 1-form aˆ(ξ, ·) ∈ C2,γ1+ν(R
4) such that
4∑
β=1
DB,βDB,β aˆα(ξ, y) + 2
4∑
β=1
[FB,αβ , aˆβ(ξ, y)]− |ξ|
2 aˆα(ξ, y) = −bα(y)
for 1 ≤ α ≤ 4 and
4∑
β=1
DB,βDB,β aˆi(ξ, y)− |ξ|
2 aˆi(ξ, y) = −bi(y)
for 1 ≤ i ≤ n− 4. We now define a 1-form a by
aα(x, y) =
∫
Rn−4
eixξ ηˆ(ξ) aˆα(ξ, y) dξ
for 1 ≤ α ≤ 4 and
ai(x, y) =
∫
Rn−4
eixξ ηˆ(ξ) aˆi(ξ, y) dξ
for 1 ≤ i ≤ n− 4. Then the 1-form a satisfies
n−4∑
j=1
∂j∂jaα +
4∑
β=1
DB,βDB,βaα + 2
4∑
β=1
[FB,αβ , aβ ] = −η(x) bα(y)
for 1 ≤ α ≤ 4 and
n−4∑
j=1
∂j∂jai +
4∑
β=1
DB,βDB,βai = −η(x) bi(y)
for 1 ≤ i ≤ n− 4. From this we deduce that LBa = η(x) b(y).
Proposition 3.3. Let 0 < ν < 1, and suppose that a ∈ E2,γ1+ν(R
n−4 × R4)
satisfies LBa = 0. Then a = 0.
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Proof. Let b ∈ Cγ3+ν(R
4) and ζ ∈ S(Rn−4) be given. We define a function
η ∈ S(Rn−4) by η(x) = ζ(x + x0) − ζ(x). Then the Fourier transform of η
satisfies ηˆ(0) = 0. We approximate η by functions ηδ such that
ηˆδ(ξ) = 0
for |ξ| ≤ δ and
ηˆδ(ξ) = ηˆ(ξ)
for |ξ| ≥ 2δ. Using the condition ηˆ(0) = 0, we obtain
‖Dn−4(ηˆ − ηˆδ)‖
L
p
p−1 (Rn−4)
≤ C δ1−
n−4
p ,
hence
∥∥(1 + |x|)n−4 (η − ηδ)∥∥Lp(Rn−4) ≤ C δ1−
n−4
p
for all p ≥ 2. From this it follows that
‖η − ηδ‖L1(Rn−4) ≤
∥∥(1 + |x|)−(n−4)∥∥
L
p
p−1 (Rn−4)
∥∥(1 + |x|)n−4 (η − ηδ)∥∥Lp(Rn−4)
≤ C δ1−
n−4
p
for all p ≥ 2. This implies
‖η − ηδ‖L1(Rn−4) → 0
as δ → 0.
For each δ > 0, the 1-form ηδ(x) b(y) lies in the image of LB . Since a belongs
to the kernel of LB , we obtain∫
Rn−4×R4
〈a(x, y), ηδ(x) b(y)〉 = 0.
Letting δ → 0, we obtain∫
Rn−4×R4
〈a(x, y), η(x) b(y)〉 = 0,
hence∫
Rn−4×R4
〈a(x, y), ζ(x) b(y)〉 =
∫
Rn−4×R4
〈a(x− x0, y), ζ(x) b(y)〉.
Since b and ζ are arbitrary, we conclude that a(x, y) = a(x− x0, y). There-
fore, a(x, y) is constant in x. Using Proposition 2.7, we obtain
a = FB(X, ·),
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where X is a vector field of the form
X = εwρ e
⊥
ρ + µ yρ e
⊥
ρ + rρσ yσ e
⊥
ρ = 0
for suitable w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4. This proves the assertion.
Proposition 3.4. Let 0 < ν < 1. Then we have the estimate
‖a‖C2,γ
1+ν (R
n−4×R4) ≤ C ‖LBa‖Cγ3+ν(Rn−4×R4)
for all a ∈ E2,γ1+ν(R
n−4 × R4).
Proof. By Schauder estimates, it suffices to prove that
sup (ε+ |y|)1+ν |a(x, y)| ≤ C sup (ε+ |y|)3+ν |LBa(x, y)|.
Suppose that this estimate fails. Then there exists a sequence of 1-forms
a(j) ∈ E2,γ1+ν(R
n−4 × R4) such that
sup (ε+ |y|)1+ν |a(j)(x, y)| = 1
and
sup (ε+ |y|)3+ν |LBa
(j)(x, y)| → 0.
Then there exists a sequence of points (xj , yj) ∈ R
n−4 × R4 such that
sup (ε+ |yj|)
1+ν |a(j)(xj , yj)| ≥
1
2
.
There are two possibilities:
(i) Suppose that the sequence |yj| is bounded. After passing to a sub-
sequence, we may assume that the sequence a(j) converges to a 1-form
a ∈ E2,γ1+ν(R
n−4 ×R4) such that
sup (ε+ |y|)1+ν |a(x, y)| ≤ 1
and
LBa = 0.
Using Proposition 3.3, we conclude that a = 0. This is a contradiction.
(ii) We now assume that |yj | → ∞. Let
a˜(j)(x, y) = |yj |
1+ν a(j)(x+ xj , |yj | y).
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After passing to a subsequence, we may assume that the sequence a˜(j) con-
verges to a 1-form a˜ such that
sup |y|1+ν |a˜(x, y)| ≤ 1
and
d∗da˜+ dd∗a˜ = 0.
Thus, we conclude that a˜ = 0. This is a contradiction.
Proposition 3.5. Let 0 < ν < 1. Assume that b ∈ Cγ3+ν(R
4) satisfies
∫
R4
〈b, FB(X, ·)〉 = 0
for all x ∈ Rn−4 and all vector fields of the form
X = εwρ e
⊥
ρ + µ yρ e
⊥
ρ + rρσ yσ e
⊥
ρ
with w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4. Moreover, let η ∈ S(Rn−4). Then there
exists a 1-form a ∈ E2,γ1+ν(R
n−4 × R4) such that
LBa = η(x) b(y).
Proof. Let
η(x) =
∫
Rn−4
eixξ ηˆ(ξ) dξ.
For every ξ ∈ Rn−4, there exists a 1-form aˆ(ξ, ·) ∈ C2,γ1+ν(R
4) such that
4∑
β=1
DB,βDB,β aˆα(ξ, y) + 2
4∑
β=1
[FB,αβ , aˆβ(ξ, y)]− |ξ|
2 aˆα(ξ, y) = −bα(y)
for 1 ≤ α ≤ 4 and
4∑
β=1
DB,βDB,β aˆi(ξ, y)− |ξ|
2 aˆi(ξ, y) = −bi(y)
for 1 ≤ i ≤ n− 4. Furthermore, aˆ(ξ, ·) satisfies
∫
R4
〈aˆ(ξ, ·), FB(X, ·)〉 = 0
for all x ∈ Rn−4 and all vector fields of the form
X = εwρ e
⊥
ρ + µ yρ e
⊥
ρ + rρσ yσ e
⊥
ρ = 0
16
with w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4. We now define a 1-form a ∈
E2,γ1+ν(R
n−4 × R4) by
aα(x, y) =
∫
Rn−4
eixξ ηˆ(ξ) aˆα(ξ, y) dξ
for 1 ≤ α ≤ 4 and
ai(x, y) =
∫
Rn−4
eixξ ηˆ(ξ) aˆi(ξ, y) dξ
for 1 ≤ i ≤ n− 4. Then the 1-form a satisfies
n−4∑
j=1
∂j∂jaα(x, y) +
4∑
β=1
DB,βDB,βaα + 2
4∑
β=1
[FB,αβ , aβ ] = −η(x) bα(y)
for 1 ≤ α ≤ 4 and
n−4∑
j=1
∂j∂jai(x, y) +
4∑
β=1
DB,βDB,βai = −η(x) bi(y)
for 1 ≤ i ≤ n − 4. Thus, we conclude that a ∈ E2,γ1+ν(R
n−4 × R4) and
LBa = η(x) b(y).
Corollary 3.6. Let 0 < ν < 1, and suppose that b ∈ Eγ3+ν(R
n−4 × R4) has
compact support. Then there exists a 1-form a ∈ E2,γ1+ν(R
n−4×R4) such that
‖a‖
C2,γ
1+ν (R
n−4×R4)
≤ C ‖b‖Cγ
3+ν (R
n−4×R4)
and
LBa = b.
Proof. It follows from Proposition 3.4 that the range of the operator LB :
E2,γ1+ν(R
n−4 × R4) → Eγ3+ν(R
n−4 × R4) is a closed subspace of the Banach
space Eγ3+ν(R
n−4 × R4). By Proposition 3.5, it contains all 1-forms of the
form η(x) b(y), where η ∈ S(Rn−4) and b ∈ Cγ3+ν(R
4) satisfies
∫
R4
〈b, FB(X, ·)〉 = 0
for all x ∈ Rn−4 and all vector fields of the form
X = εwρ e
⊥
ρ + µ yρ e
⊥
ρ + rρσ yσ e
⊥
ρ
with w ∈ R4, µ ∈ R, and r ∈ Λ2+R
4. The assertion follows now by approxi-
mation.
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Proposition 3.7. Let 0 < ν < 1. Suppose that b ∈ Eγ3+ν(R
n−4 × R4) is
supported in the set {(x, y) ∈ Rn−4 × R4 : |x| ≤ δ, |y| ≤ 2δ4}. Then there
exists a 1-form a ∈ C2,γ1+ν(R
n−4 × R4) such that a is supported in {(x, y) ∈
R
n−4 × R4 : |x| ≤ 2δ, |y| ≤ 2δ2},
‖a‖C2,γ
1+ν (R
n−4×R4) ≤ C ‖b‖Cγ3+ν (Rn−4×R4)
and
‖LBa− b‖Cγ
3+ν ({(x,y)∈R
n−4×R4:|y|≤2δ4}) ≤ C δ ‖b‖Cγ
3+ν(R
n−4×R4)
and
‖LBa− b‖Cγ
3+ν (R
n−4×R4) ≤ C | log δ|
−1 ‖b‖Cγ
3+ν (R
n−4×R4).
Proof. By Corollary 3.6, there exists a 1-form a ∈ E2,γ1+ν(R
n−4 × R4) such
that
‖a‖C2,γ
1+ν (R
n−4×R4) ≤ C ‖b‖Cγ3+ν (Rn−4×R4)
and
LBa = b.
Let ζ be a cut-off function on Rn−4 such that ζ(x) = 1 for |x| ≤ δ, ζ(x) = 0
for |x| ≥ 2δ, and
sup δ |∇ζ|+ sup δ2 |∇2ζ| ≤ C.
Furthermore, let η be a cut-off function on Rn−4 satisfying η(y) = 1 for
|y| ≤ 2δ4, η(y) = 0 for |y| ≥ 2δ2, and
sup |y| |∇η|+ sup |y|2 |∇2η| ≤ C | log δ|−1.
Then we have the estimates
‖η ζ a‖C2,γ
1+ν(R
n−4×R4) ≤ C ‖b‖Cγ3+ν (Rn−4×R4)
and
‖LB(ζ a)− b‖Cγ
3+ν({(x,y)∈R
n−4×R4:|y|≤2δ4})
= ‖LB(ζ a)− ζ LBa‖Cγ
3+ν({(x,y)∈R
n−4×R4:|y|≤2δ4})
≤ C δ ‖a‖C1,γ
1+ν (R
n−4×R4)
≤ C δ ‖b‖Cγ
3+ν (R
n−4×R4)
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and
‖LB(η ζ a)− b‖Cγ
3+ν(R
n−4×R4)
= ‖LB(η ζ a)− η ζ LBa‖Cγ
3+ν (R
n−4×R4)
≤ C | log δ|−1 ‖a‖C1,γ
1+ν (R
n−4×R4)
≤ C | log δ|−1 ‖b‖Cγ
3+ν (R
n−4×R4).
From this the assertion follows.
4 Construction of the approximate solutions
In this section, we describe the construction of the approximate solutions.
To this end, we assume that the normal bundle NS can be endowed with a
SU(2)-structure (J, ω). Here, J is a complex structure and ω is a complex
volume form on NS.
Let ∇′ = ∇+θ be a connection on the normal bundle NS such that θ is a 1-
form with values in the Lie algebra Λ2+NS and (J, ω) is parallel with respect
to the connection ∇′. The 1-form θ is uniquely determined by the covariant
derivative of the pair (J, ω) with respect to the Levi-Civita connection ∇.
Since (J, ω) is parallel with respect to ∇′, the connection induced by ∇′ on
the bundle Λ2+NS is flat.
The connection ∇′ induces a splitting of the tangent space TNS into hori-
zontal and vertical subspaces. Let {e′i : 1 ≤ i ≤ n − 4} be an orthonormal
basis for the horizontal subspace with respect to∇′, and let {e⊥α : 1 ≤ α ≤ 4}
be a SU(2) basis for the vertical subspace V .
In the first step, we define a connection on the pull-back bundle π∗NS of
the normal bundle under the natural projection π : NS → S. Since we may
identify a neighborhood of S in M with a neighborhood of the zero section
in NS, this gives a connection on a small neighborhood of S in M . In the
second step, we show that this connection can be extended to the whole of
M using suitable cut-off functions.
The glueing data consist of a set (v, λ, J, ω), where v is a section of the
normal bundle NS, λ is a positive function on S, and (J, ω) is a SU(2)
structure on the normal bundle NS. As in Section 3, let {i, j, k} be a basis
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for the Lie algebra su(NS) such that
i(e⊥1 ) = −e
⊥
2 , i(e
⊥
2 ) = e
⊥
1 , i(e
⊥
3 ) = e
⊥
4 , i(e
⊥
4 ) = −e
⊥
3 ,
j(e⊥1 ) = −e
⊥
3 , j(e
⊥
2 ) = −e
⊥
4 , j(e
⊥
3 ) = e
⊥
1 , j(e
⊥
4 ) = e
⊥
2 ,
k(e⊥1 ) = −e
⊥
4 , k(e
⊥
2 ) = e
⊥
3 , k(e
⊥
3 ) = −e
⊥
2 , k(e
⊥
4 ) = e
⊥
1 .
We consider a connection of the formDA = ∇
′+A. The vertical components
of A are defined by
A(e⊥1 ) =
−(y − εv)2 i− (y − εv)3 j− (y − εv)4 k
ε2λ2 + |y − εv|2
A(e⊥2 ) =
(y − εv)1 i− (y − εv)4 j+ (y − εv)3 k
ε2λ2 + |y − εv|2
A(e⊥3 ) =
(y − εv)4 i+ (y − εv)1 j− (y − εv)2 k
ε2λ2 + |y − εv|2
A(e⊥4 ) =
−(y − εv)3 i+ (y − εv)2 j+ (y − εv)1 k
ε2λ2 + |y − εv|2
.
Since the basic instanton on R4 is SU(2)-equivariant, this definition is inde-
pendent of the choice of SU(2)-frame {e⊥α : 1 ≤ α ≤ 4}. Furthermore, the
horizontal components of A are defined by
A(e′i) = −ε∇
′
ivρA(e
⊥
ρ )− λ
−1∇iλ (y − εv)ρ A(e
⊥
ρ )
for 1 ≤ i ≤ n− 4.
Lemma 4.1. The curvature of A is given by
FA(e
′
i, e
⊥
α ) = −
(
ε∇′ivρ + λ
−1∇iλ (y − εv)ρ
)
FA(e
⊥
ρ , e
⊥
α )
and
FA(e
′
i, e
′
j) =
(
ε∇′ivρ + λ
−1∇iλ (y − εv)ρ
)
·
(
ε∇′jvσ + λ
−1∇jλ (y − εv)σ
)
FA(e
⊥
ρ , e
⊥
σ )
+Cij +A
(
Cij (y − εv)
)
,
where Cij ∈ Λ
2
−NS is the curvature of the connection ∇
′.
Proof. By definition of A, we have
FA(e
′
i, e
⊥
α ) = ∇
′
e′i
A(e⊥α )−∇e⊥αA(e
′
i) + [A(e
′
i), A(e
⊥
α )]
= −ε∇′ivρ
(
∇e⊥ρ A(e
⊥
α )−∇e⊥αA(e
⊥
ρ ) + [A(e
⊥
ρ ), A(e
⊥
α )]
)
− λ−1∇iλ (y − εv)ρ
(
∇e⊥ρ A(e
⊥
α )−∇e⊥αA(e
⊥
ρ ) + [A(e
⊥
ρ ), A(e
⊥
α )]
)
= −ε∇′ivρ FA(e
⊥
ρ , e
⊥
α )
− λ−1∇iλ (y − εv)ρ FA(e
⊥
ρ , e
⊥
α )
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and
FA(e
′
i, e
′
j) = Cij +∇
′
e′i
A(e′j)−∇
′
e′j
A(e′i) + [A(e
′
i), A(e
′
j)]−A([e
′
i, e
′
j ])
= ∇′e′i
A(e′j)−∇
′
e′j
A(e′i) + [A(e
′
i), A(e
′
j)] + Cij +A
(
Cij y
)
= ε∇′ivρ ε∇
′
jvσ
(
∇e⊥ρ A(e
⊥
σ )−∇e⊥σA(e
⊥
ρ ) + [A(e
⊥
ρ ), A(e
⊥
σ )]
)
+ ε∇′ivρ λ
−1∇jλ (y − εv)σ
(
∇e⊥ρ A(e
⊥
σ )−∇e⊥σA(e
⊥
ρ ) + [A(e
⊥
ρ ), A(e
⊥
σ )]
)
+ λ−1∇iλ (y − εv)ρ ε∇
′
jvσ
(
∇e⊥ρ A(e
⊥
σ )−∇e⊥σA(e
⊥
ρ ) + [A(e
⊥
ρ ), A(e
⊥
σ )]
)
+ Cij +A
(
Cij (y − εv)
)
= ε∇′ivρ ε∇
′
jvσ FA(e
⊥
ρ , e
⊥
σ )
+ ε∇′ivρ λ
−1∇jλ (y − εv)σ FA(e
⊥
ρ , e
⊥
σ )
+ λ−1∇iλ (y − εv)ρ ε∇
′
jvσ FA(e
⊥
ρ , e
⊥
σ )
+ Cij +A
(
Cij (y − εv)
)
.
This proves the assertion.
Let {ei : 1 ≤ i ≤ n− 4} be an orthonormal basis for the horizontal subspace
with respect to the Levi-Civita connection ∇. Then we have the following
result:
Lemma 4.2. The curvature of A satisfies
FA(ei, e
⊥
α ) = −
(
ε∇ivρ+λ
−1∇iλ (y− εv)ρ+ θi,ρσ (y− εv)σ
)
FA(e
⊥
ρ , e
⊥
α )
and
FA(ei, ej) =
(
ε∇ivρ + λ
−1∇iλ (y − εv)ρ + θi,ρα (y − εv)α
)
·
(
ε∇jvσ + λ
−1∇jλ (y − εv)σ + θj,σβ (y − εv)β
)
FA(e
⊥
ρ , e
⊥
σ )
+ Cij +A
(
Cij (y − εv)
)
,
where Cij ∈ Λ
2
−NS is the curvature of ∇
′.
Proof. Since ∇′ = ∇ + θ, the orthonormal basis {ei : 1 ≤ i ≤ n − 4} is
related to the orthonormal basis {e′i : 1 ≤ i ≤ n− 4} by
e′i = ei + θi,ρσ yσ e
⊥
ρ .
The assertion follows now from Lemma 4.1.
Using Lemma 2.1, we obtain the following result.
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Lemma 4.3. Suppose that µ is constant and r is a section of the vector
bundle Λ2+NS such that ∇
′r = 0. Let
u = (ε2λ2 + |y − εv|2)−
1
2
(
µ (y − εv)ρ + rρσ (y − εv)σ
)
e⊥ρ .
Then the covariant derivative of u satisfies the estimate
‖DAu‖C1,γ
3
(M)
≤ C ε2.
Hence, as we move away from the submanifold S, the connection A ap-
proaches a flat connection. Therefore, we can extend A trivially to M .
Our aim is to derive estimates for D∗AFA in C
γ
3 (M). To this end, we assume
that the glueing data (v, λ, J, ω) satisfy the estimates
‖v‖C2,γ (S) ≤ K,
‖λ‖C2,γ (S) ≤ K, inf λ ≥ 1,
‖(J, ω)‖C2,γ (S) ≤ K
for some K > 0. All implicite constants will depend on K.
Proposition 4.4. If the set (v, λ, J, ω) is admissible, then we have the es-
timate
‖D∗AFA‖Cγ
3
(M) ≤ C ε
2.
Proof. Since B is a Yang-Mills connection on R4, we have
4∑
β=1
DA,e⊥
β
FA(e
⊥
α , e
⊥
β ) = 0.
Using Proposition 2.4, we obtain
4∑
β=1
DA,e⊥
β
(
∇ivρ FA(e
⊥
ρ , e
⊥
β )
)
= 0,
4∑
β=1
DA,e⊥
β
(
λ−1∇iλ (y − εv)ρ FA(e
⊥
ρ , e
⊥
β )
)
= 0,
4∑
β=1
DA,e⊥
β
(
θi,ρσ (y − εv)σ FA(e
⊥
ρ , e
⊥
β )
)
= 0.
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From this it follows that
4∑
β=1
DA,e⊥
β
FA(ei, e
⊥
β ) = 0.
Therefore, we obtain
‖D
∗g0
A FA‖Cγ3 (M) ≤ C ε
2.
Here, g0 denotes the product metric on NS, i.e.
g0(ei, ej) = δij
g0(ei, e
⊥
α ) = 0
g0(e
⊥
α , e
⊥
β ) = δαβ .
Let g be the pull-back of the Riemannian metric onM under the exponential
map exp : NS → M . Then the metric g satisfies an asymptotic expansion
of the form
g(ei, ej) = δij + 2
4∑
ρ=1
hij,ρ yρ +O(|y|
2)
g(ei, e
⊥
α ) = O(|y|
2)
g(e⊥α , e
⊥
β ) = δαβ +O(|y|
2),
where h denotes the second fundamental form of S. In particular, the volume
form of g is related to the volume form of g0 by
(
det g
det g0
) 1
2
= 1 +Hρ yρ +O(|y|
2),
where H is the mean curvature vector of S. Since the mean curvature of S
is 0, we obtain
(
det g
det g0
) 1
2
= 1 +O(|y|2).
Thus, we conclude that
‖D∗AFA‖Cγ
3
(M) ≤ C ε
2
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5 Estimates for the linearized operator in weighted
Ho¨lder spaces
Our aim in this section is to analyze the mapping properties of the linearized
operator LA : Ω
1(M)→ Ω1(M).
Proposition 5.1. Suppose that b ∈ Cγ3+ν(M) is supported in the set {p ∈
M : dist(p, S) ≤ 2δ4} and satisfies
∫
NSx
4∑
α=1
〈b(e⊥α ), FA(X, e
⊥
α )〉 = 0
for all x ∈ S and all vector fields of the form
X = εwρ e
⊥
ρ + µ (y − εv)ρ e
⊥
ρ + rρσ (y − εv)σ e
⊥
ρ
with w ∈ NS, µ ∈ R, and r ∈ Λ2+NS. Then there exists a 1-form a ∈
C2,γ1+ν(M) which is supported in the region {p ∈ M : dist(p, S) ≤ 2δ
2} such
that
‖a‖C2,γ
1+ν (M)
≤ C ‖b‖Cγ
3+ν (M)
and
‖LAa− b‖Cγ
3+ν({p∈M :dist(p,S)≤2δ
4}) ≤ C δ ‖b‖Cγ
3+ν (M)
and
‖LAa− b‖Cγ
3+ν(M)
≤ C | log δ|−1 ‖b‖Cγ
3+ν (M)
.
Proof. Let {ζ(j) : 1 ≤ j ≤ j0} be a partition of unity on S such that each
function ζ(j) is supported in a ball Bδ(pj), and
|{1 ≤ j ≤ j0 : x ∈ B4δ(pj)}| ≤ C
for all x ∈ S and some uniform constant C. For each 1 ≤ j ≤ j0, there
exists a 1-form a(j) ∈ C2,γ1+ν(M) which is supported in the region {(x, y) ∈
NS : x ∈ B2δ(pj), |y| ≤ 2δ
2} such that
‖a(j)‖C2,γ
1+ν (M)
≤ C ‖ζ(j) b‖Cγ
3+ν(M)
and
‖LAa
(j) − ζ(j) b‖Cγ
3+ν({p∈M :dist(p,S)≤2δ
4}) ≤ C δ ‖ζ
(j) b‖Cγ
3+ν(M)
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and
‖LAa
(j) − ζ(j) b‖Cγ
3+ν(M)
≤ C | log δ|−1 ‖b‖Cγ
3+ν (M)
.
We now define
a =
j0∑
j=1
a(j).
Then we have the estimates
‖a‖C2,γ
1+ν (M)
≤ C sup
1≤j≤j0
‖a(j)‖C2,γ
1+ν (M)
≤ C sup
1≤j≤j0
‖ζ(j) b‖Cγ
3+ν(M)
≤ C ‖b‖Cγ
3+ν(M)
,
‖LAa− b‖Cγ
3+ν ({p∈M :dist(p,S)≤2δ
4}) ≤ C sup
1≤j≤j0
‖LAa
(j) − ζ(j) b‖Cγ
3+ν({p∈M :dist(p,S)≤2δ
4})
≤ C δ sup
1≤j≤j0
‖ζ(j) b‖Cγ
3+ν(M)
≤ C δ ‖b‖Cγ
3+ν (M)
,
‖LAa− b‖Cγ
3+ν (M)
≤ C sup
1≤j≤j0
‖LAa
(j) − ζ(j) b‖Cγ
3+ν(M)
≤ C | log δ|−1 sup
1≤j≤j0
‖ζ(j) b‖Cγ
3+ν (M)
≤ C | log δ|−1 ‖b‖Cγ
3+ν (M)
.
This proves the assertion.
Proposition 5.2. For every b ∈ Cγ3+ν(M), there exists a 1-form a ∈ C
2,γ
1+ν(M)
such that
‖a‖C2,γ
1+ν (M)
≤ C ‖b‖Cγ
3+ν(M)
and
d∗da+ dd∗a = b.
Proof. Since H1(M) = 0, the operator d∗d + dd∗ : Ω1(M) → Ω1(M) is
invertible. Hence, there exists a 1-form a such that
d∗da+ dd∗a = b.
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Therefore, it remains to show that
‖a‖
C2,γ
1+ν (M)
≤ C ‖d∗da+ dd∗a‖Cγ
3+ν(M)
.
By Schauder estimates, it suffices to show that
sup (ε+ dist(p, S))1+ν |a| ≤ C sup (ε+ dist(p, S))3+ν |d∗da+ dd∗a|.
Suppose that this estimate fails. Then there exists a sequence of positive
real numbers εj and a sequence of 1-forms a
(j) ∈ C2,γ1+ν(M) such that
sup (εj + dist(p, S))
1+ν |a(j)| = 1
and
sup (εj + dist(p, S))
3+ν |d∗da(j) + dd∗a(j)| → 0.
Then there exists a sequence of points pj ∈M such that
sup (εj + dist(pj, S))
1+ν |a(j)(pj)| ≥
1
2
.
There are two possibilities:
(i) Suppose that dist(pj, S) is bounded from below. After passing to a
subsequence, we may assume that the sequence a(j) converges to a 1-form
a ∈ Ω1(M) such that
sup dist(p, S)1+ν |a| ≤ 1
and
d∗da+ dd∗a = 0.
From this it follows that a is smooth. Since the operator d∗d + dd∗ :
Ω1(M) → Ω1(M) has trivial kernel, it follows that a = 0. This is a contra-
diction.
(ii) We now assume that dist(pj , S) → 0. After rescaling and taking the
limit, we obtain a 1-form a˜ ∈ Ω1(Rn−4 × R4) such that
sup |y|1+ν |a˜| ≤ 1
and
d∗da˜+ dd∗a˜ = 0.
Thus, we conclude that a˜ = 0. This is a contradiction.
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Proposition 5.3. Suppose that b ∈ Cγ3+ν(M) is supported in the region
{p ∈ M : dist(p, S) ≥ δ4}. Then there exists a 1-form a ∈ C2,γ1+ν(M) which
is supported in the region {p ∈M : dist(p, S) ≥ δ8} such that
‖a‖C2,γ
1+ν (M)
≤ C ‖b‖Cγ
3+ν(M)
and
‖LAa− b‖Cγ
3+ν (M)
≤ C
(
| log δ|−1 + δ−16 ε2
)
‖b‖Cγ
3+ν (M)
.
Proof. By Proposition 5.2, there exists a 1-form a ∈ C2,γ1+ν(M) such that
‖a‖C2,γ
1+ν (M)
≤ C ‖b‖Cγ
3+ν(M)
and
d∗da+ dd∗a = b.
Let now η be a cut-off function such that η(p) = 0 for dist(p, S) ≤ δ8,
η(p) = 1 for dist(p, S) ≥ δ4 and
sup dist(p, S) |∇η| + sup dist(p, S)2 |∇2η| ≤ C | log δ|−1.
Then the 1-form η a is supported in the region {p ∈ M : dist(p, S) ≥ δ8}
and satisfies
‖LA(η a)− b‖Cγ
3+ν (M)
= ‖D∗ADA(η a) +DAD
∗
A(η a) + (−1)
n ∗ [∗FA, η a]− η (d
∗da+ dd∗a)‖Cγ
3+ν (M)
≤ ‖D∗ADA(η a) +DAD
∗
A(η a) + (−1)
n ∗ [∗FA, η a]− d
∗d(η a)− dd∗(η a)‖Cγ
3+ν (M)
+ ‖d∗d(η a) + dd∗(η a)− η (d∗da+ dd∗a)‖Cγ
3+ν(M)
≤ ‖D∗ADA(η a) +DAD
∗
A(η a) + (−1)
n ∗ [∗FA, η a]− d
∗d(η a)− dd∗(η a)‖Cγ
3+ν (M)
+ ‖d∗d(η a) + dd∗(η a)− η (d∗da+ dd∗a)‖Cγ
3+ν(M)
≤ C δ−16 ε2 ‖a‖
C1,γ
1+ν (M)
+ C | log δ|−1 ‖a‖
C1,γ
1+ν (M)
≤ C δ−16 ε2 ‖b‖Cγ
3+ν (M)
+ C | log δ|−1 ‖b‖Cγ
3+ν (M)
.
This proves the assertion.
In the following, we will choose δ = ε
1
16 . Let κ be a cut-off function such
that κ(p) = 1 for dist(p, S) ≤ ε
1
4 and κ(p) = 0 for dist(p, S) ≥ 2 ε
1
4 .
Let Ek,γν (M) be the set of all b ∈ Ω1(M) such that b ∈ C
k,γ
ν (M) and
∫
NSx
κ
4∑
α=1
〈b(e⊥α ), FA(X, e
⊥
α )〉 = 0
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for all x ∈ S and all vector fields of the form
X = εwρ e
⊥
ρ + µ (y − εv)ρ e
⊥
ρ + rρσ (y − εv)σ e
⊥
ρ
with w ∈ NSx, µ ∈ R, and r ∈ Λ
2
+NSx.
We denote by I − P the fibrewise projection from Cγν (M) to the subspace
Eγν (M). Hence, if b is a 1-form, then the projection Pb is of the form
Pb(e⊥α ) = κ
(
εwρ + µ (y − εv)ρ + rρσ (y − εv)σ
)
FA(e
⊥
ρ , e
⊥
α )
for some w ∈ NS, µ ∈ R, and r ∈ Λ2+NS. Let Π be the linear operator
which assigns to every 1-form b the triplet
Πb = (w,µ, r) ∈ NS ⊕ R⊕ Λ2+NS.
We shall need the following estimate for the operator norm of the projection
operator P.
Proposition 5.4. For every 1-form b ∈ Cγ3+ν(M), we have the estimates
‖Πb‖Cγ (S) ≤ C ε
−2−ν−γ ‖b‖Cγ
3+ν (M)
and
‖Pb‖Cγ
3+ν (M)
≤ C ε−ν−γ ‖b‖Cγ
3+ν (M)
.
Proof. Without loss of generality, we may assume that
‖b‖Cγ
3+ν (M)
≤ 1.
Consider a point x ∈ S and let X be a vector field of the form
X = εwρ e
⊥
ρ + µ (y − εv)ρ e
⊥
ρ + rρσ (y − εv)σ e
⊥
ρ .
Using the estimate
sup (ε+ |y|)3+ν |b(x, y)| ≤ 1,
we obtain
∣∣∣∣
∫
NSx
κ
4∑
α=1
〈b(e⊥α ), FA(X, e
⊥
α )〉
∣∣∣∣ ≤ C ε−ν (|w| + |µ|+ |r|).
From this it follows that
sup |Πb(x)| ≤ C ε−2−ν .
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This implies
sup
4|x1−x2|≥ε
|Πb(x1)−Πb(x2)|
|x1 − x2|γ
≤ C ε−2−ν−γ .
Using the estimate
sup
4|x1−x2|≤ε
(ε+ |y|)3+ν
|b(x1, y)− b(x2, y)|
|x1 − x2|γ
≤ ε−γ ,
we deduce that
sup
|Πb(x1)−Πb(x2)|
|x1 − x2|γ
≤ C ε−2−ν−γ .
Thus, we conclude that
‖Πb‖Cγ (S) ≤ C ε
−2−ν−γ ,
hence
‖Pb‖Cγ
3+ν(M)
≤ C ε−ν−γ .
This proves the assertion.
Proposition 5.5. For every b ∈ Eγ3+ν(M) there exists a 1-form a ∈ C
2,γ
1+ν(M)
such that
‖a‖
C2,γ
1+ν (M)
≤ C ‖b‖Cγ
3+ν(M)
and
‖LAa− b‖
Cγ
3+ν ({p∈M :dist(p,S)≤ε
1
2 })
≤ C ε
1
16 ‖b‖Cγ
3+ν (M)
and
‖LAa− b‖Cγ
3+ν (M)
≤ C | log ε|−1 ‖b‖Cγ
3+ν (M)
.
Proof. Apply Proposition 5.1 to κ b and Proposition 5.3 to (1− κ) b.
Proposition 5.6. For every b ∈ Eγ3+ν(M) there exists a 1-form a ∈ C
2,γ
1+ν(M)
such that
‖a‖C2,γ
1+ν (M)
≤ C ‖b‖Cγ
3+ν(M)
and
(I− P)LAa = b.
Furthermore, a satisfies the estimate
‖ΠLAa‖Cγ (S) ≤ C ε
−2+ 1
32 ‖b‖Cγ
3+ν (M)
.
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Proof. By Proposition 5.5, there exists an operator S : Eγ3+ν(M)→ C
2,γ
1+ν(M)
such that
‖Sb‖
C2,γ
1+ν (M)
≤ C ‖b‖Cγ
3+ν (M)
and
‖LA Sb− b‖
Cγ
3+ν ({p∈M :dist(p,S)≤ε
1
2 })
≤ C ε
1
16 ‖b‖Cγ
3+ν (M)
and
‖LA Sb− b‖Cγ
3+ν (M)
≤ C | log ε|−1 ‖b‖Cγ
3+ν (M)
.
This implies
‖ΠLA Sb‖Cγ(S) = ‖Π(LA Sb− b)‖Cγ (S) ≤ C ε
−2+ 1
16
−ν−γ ‖b‖Cγ
3+ν (M)
.
From this it follows that
‖(I− P)LA Sb− b‖Cγ
3+ν(M)
≤ C | log ε|−1 ‖b‖Cγ
3+ν (M)
.
Therefore, the operator (I − P)LA S : E
γ
3+ν(M) → E
γ
3+ν(M) is invertible.
Hence, if we define
a = S
[
(I− P)LA S
]−1
b,
then a satisfies
‖a‖C2,γ
1+ν (M)
≤ C ‖b‖Cγ
3+ν (M)
and
(I− P)LAa = b.
This proves the assertion.
6 The nonlinear problem
Proposition 6.1. For every approximate solution A, there exists a nearby
connection A˜ = A+ a such that
‖a‖
C
2,γ
1+ν (M)
≤ C ε2−ν−γ
and
(I− P) (D∗
A˜
FA˜ +DA˜D
∗
A˜
a) = 0.
Furthermore, a satisfies the estimate
‖ΠLAa‖Cγ(S) ≤ C ε
1
32 .
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Proof. The connection A˜ = A+ a satisfies
D∗
A˜
FA˜ +DA˜D
∗
A˜
a = D∗AFA + LAa+DAD
∗
Aa+Q(a),
where Q(a) contains only quadratic and cubic terms. This implies
D∗
A˜
FA˜ +DA˜D
∗
A˜
a = D∗AFA + LAa+Q(a).
According to Proposition 5.6, there exists an operator G : Eγ3+ν(M) →
C2,γ1+ν(M) such that
‖Gb‖C2,γ
1+ν(M)
≤ C ‖b‖Cγ
3+ν (M)
and
(I− P)LAG = I.
We now define a mapping Φ : C2,γ1+ν(M)→ C
2,γ
1+ν(M) by
Φ(a) = −G (I− P) (D∗AFA)−G (I− P)Q(a).
Then we have the estimate
‖Φ(a)‖C2,γ
1+ν (M)
≤ C ‖(I− P) (D∗AFA)‖Cγ
3+ν (M)
+C ‖(I− P)Q(a)‖Cγ
3+ν (M)
≤ C ε−ν−γ ‖D∗AFA‖Cγ
3+ν(M)
+ C ε−ν−γ ‖Q(a)‖Cγ
3+ν (M)
≤ C ε−ν−γ ‖D∗AFA‖Cγ
3+ν(M)
+ C ε−2ν−γ ‖a‖2
C2,γ
1+ν (M)
+ C ε−3ν−γ ‖a‖3
C2,γ
1+ν (M)
≤ C ε2−ν−γ
for all a ∈ C2,γ1+ν(M) satisfying
‖a‖C2,γ
1+ν (M)
≤ ε
3
2 .
Moreover, we have
‖Φ(a)− Φ(a′)‖C2,γ
1+ν (M)
≤ C ε−ν−γ ‖Q(a) −Q(a′)‖Cγ
3+ν (M)
≤ C ε
3
2
−2ν−γ ‖a− a′‖
C2,γ
1+ν(M)
for all a, a′ ∈ C2,γ1+ν(M) satisfying
‖a‖C2,γ
1+ν (M)
, ‖a′‖C2,γ
1+ν(M)
≤ ε
3
2 .
Hence, it follows from the contraction mapping principle that there exists a
1-form a ∈ C2,γ1+ν(M) such that
‖a‖
C2,γ
1+ν (M)
≤ C ε2−ν−γ
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and
Φ(a) = a.
From this it follows that
G (I− P) (D∗AFA) + a+G (I− P)Q(a) = 0,
hence
(I− P) (D∗AFA) + (I− P)LAa+ (I− P)Q(a) = 0.
Thus, we conclude that
(I− P) (D∗
A˜
FA˜ +DA˜D
∗
A˜
a) = 0.
This proves the assertion.
Corollary 6.2. If A˜ satisfies
P (D∗
A˜
FA˜ +DA˜D
∗
A˜
a) = 0,
then A˜ is a solution of the Yang-Mills equations, i.e.
D∗
A˜
FA˜ = 0.
Proof. By definition of A˜, we have
(I− P) (D∗
A˜
FA˜ +DA˜D
∗
A˜
a) = 0.
Hence, if A˜ satisfies
P (D∗
A˜
FA˜ +DA˜D
∗
A˜
a) = 0,
then we obtain
D∗
A˜
FA˜ +DA˜D
∗
A˜
a = 0.
Using the Bianchi identity, we obtain
D∗
A˜
DA˜D
∗
A˜
a = D∗
A˜
D∗
A˜
FA˜ +D
∗
A˜
DA˜D
∗
A˜
a = 0.
Integrating over M , we conclude that
DA˜D
∗
A˜
a = 0,
hence
D∗
A˜
FA˜ = 0.
This proves the assertion.
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7 The balancing condition
Proposition 7.1. Let g0 be the product metric on the normal bundle NS
(cf. Section 4). Then the fibrewise projection Π(D
∗g0
A FA) is given by
Π(D
∗g0
A FA) =
(
∆v,
1
λ
∆λ−
1
4
|θ|2,
1
λ2
n−4∑
i=1
∇i(λ
2 θi)
)
.
Proof. Using the results from Section 4, we obtain
4∑
β=1
DA,e⊥
β
FA(ei, e
⊥
β ) = 0.
Moreover, the Bianchi identity implies that
DA,e⊥
β
FA(ei, e
⊥
α )−DA,e⊥αFA(ei, e
⊥
β ) +DA,eiFA(e
⊥
α , e
⊥
β ) = 0.
From this it follows that
n−4∑
i=1
4∑
α,β=1
(
∇e⊥
β
〈FA(ei, e
⊥
β ), FA(ei, e
⊥
α )〉 −
1
2
∇e⊥α 〈FA(ei, e
⊥
β ), FA(ei, e
⊥
β )〉
+∇ei〈FA(ei, e
⊥
β ), FA(e
⊥
α , e
⊥
β )〉
)
Xα
=
n−4∑
i=1
4∑
α,β=1
〈DA,eiFA(ei, e
⊥
β ), FA(e
⊥
α , e
⊥
β )〉X
α
= 〈D
∗g0
A FA, FA(X, ·)〉.
If X is a vector field of the form
X = εwρ e
⊥
ρ + µ (y − εv)ρ e
⊥
ρ + rρσ (y − εv)σ e
⊥
ρ ,
then we have
∫
NSx
n−4∑
i=1
4∑
α,β=1
(
∇e⊥
β
〈FA(ei, e
⊥
β ), FA(ei, e
⊥
α )〉 −
1
2
∇e⊥α 〈FA(ei, e
⊥
β ), FA(ei, e
⊥
β )〉
)
Xα
= −
∫
NSx
n−4∑
i=1
4∑
α,β=1
(
〈FA(ei, e
⊥
β ), FA(ei, e
⊥
α )〉∇βX
α −
1
2
〈FA(ei, e
⊥
β ), FA(ei, e
⊥
β )〉∇αX
α
)
= ε2 (4π2 |∇v|2 + 8π2 |∇λ|2 + 2π2 |θ|2)µ.
Similarly, we obtain
∫
NSx
4∑
α,β=1
〈FA(ei, e
⊥
β ), FA(e
⊥
α , e
⊥
β )〉X
α
= −ε2 (4π2 〈∇iv,w〉+ 8π
2 λ∇iλµ+ 2π
2 λ2 〈θi, r〉).
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Differentiating this identity, we obtain
∫
NSx
n−4∑
i=1
4∑
α,β=1
∇ei〈FA(ei, e
⊥
β ), FA(e
⊥
α , e
⊥
β )〉
)
Xα
=
n−4∑
i=1
∇ei
∫
NSx
4∑
α,β=1
〈FA(ei, e
⊥
β ), FA(e
⊥
α , e
⊥
β )〉X
α
−
∫
NSx
n−4∑
i=1
4∑
α,β=1
〈FA(ei, e
⊥
β ), FA(e
⊥
α , e
⊥
β )〉∇iX
α
= −ε2
(
4π2 〈∆v,w〉 + 8π2 λ∆λµ+ 8π2 |∇λ|2 µ+ 4π2 |∇v|2 µ+ 2π2
〈 n−4∑
i=1
∇i(λ
2 θi), r
〉)
.
Thus, we conclude that
∫
NSx
〈D
∗g0
A FA, FA(X, ·)〉
= −ε2
(
4π2 〈∆v,w〉 + 8π2 λ 〈∆λ, µ〉 − 2π2 λ2 |θ|2 µ+ 2π2
〈 n−4∑
i=1
∇i(λ
2 θi), r
〉)
.
From this the assertion follows.
Proposition 7.2. The fibrewise projection Π(D∗AFA) satisfies the estimate
∥∥∥∥Π(D∗AFA)
−
(
∆vρ +
n−4∑
i,j=1
4∑
ρ,σ=1
hij,ρ hij,σ vσ +
n−4∑
i=1
4∑
ρ,σ=1
Riρσi vσ,
1
λ
∆λ+
1
4
n−4∑
i,j=1
4∑
ρ=1
hij,ρ hij,ρ +
1
4
n−4∑
i=1
4∑
ρ=1
Riρρi −
1
4
|θ|2,
1
λ2
n−4∑
i=1
∇i(λ
2 θi,ρσ)
)∥∥∥∥
Cγ(S)
≤ C ε.
Proof. The Riemannian metric satisfies the asymptotic expansion of the
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form
g(ei, ej) = δij + 2
4∑
ρ=1
hij,ρ yρ
+
n−4∑
k=1
4∑
ρ,σ=1
hik,ρ hjk,σ yρ yσ
−
4∑
ρ,σ=1
Riρσj yρ yσ +O(|y|
3)
g(ei, e
⊥
α ) = O(|y|
2)
g(e⊥α , e
⊥
β ) = δαβ −
1
3
4∑
ρ,σ=1
Rαρσβ yρ yσ +O(|y|
3).
Using this asymptotic expansion, Proposition 7.2 can be deduced from
Proposition 7.1. The details are left to the reader.
Proposition 7.3. The fibrewise projection of D∗
A˜
FA˜ +DA˜D
∗
A˜
a satisfies
∥∥∥∥Π(D∗A˜FA˜ +DA˜D∗A˜a)
−
(
∆vρ +
n−4∑
i,j=1
4∑
ρ,σ=1
hij,ρ hij,σ vσ +
n−4∑
i=1
4∑
ρ,σ=1
Riρσi vσ,
1
λ
∆λ+
1
4
n−4∑
i,j=1
4∑
ρ=1
hij,ρ hij,ρ +
1
4
n−4∑
i=1
4∑
ρ=1
Riρρi −
1
4
|θ|2,
1
λ2
n−4∑
i=1
∇i(λ
2 θi,ρσ)
)∥∥∥∥
Cγ(S)
≤ C ε
1
32 .
Proof. Using the estimate
‖a‖
C
2,γ
1+ν (M)
≤ C ε2−ν−γ ,
we obtain
‖ΠQ(a)‖Cγ (S) ≤ C ε
−2−ν−γ ‖Q(a)‖Cγ
3+ν (M)
≤ C ε−2−2ν−γ ‖a‖2
C2,γ
1+ν (M)
+ C ε−2−3ν−γ ‖a‖3
C2,γ
1+ν (M)
≤ C ε2−4ν−3γ .
Moreover, we have
‖ΠLAa‖Cγ(S) ≤ C ε
1
32 .
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Hence, the assertion follows from Proposition 7.2.
Proof of Theorem 1.1. Let
Ξε(v, λ, J, ω) = Π(D
∗
A˜
FA˜ +DA˜D
∗
A˜
a).
The first part of Theorem 1.1 follows from Corollary 6.2, the second part
from Proposition 7.3.
8 An example
Suppose that the normal bundleNS can be endowed with a SU(2)-structure
(J, ω) which is parallel with respect to the Levi-Civita connection ∇. This
implies that θ = 0. Moreover, suppose that λ is a postive function on S
which satisfies the linear PDE
∆λ+
1
4
n−4∑
i,j=1
4∑
ρ=1
hij,ρ hij,ρ λ+
1
4
n−4∑
i=1
4∑
ρ=1
Riρρi λ = 0.
In addition, we assume that the following non-degeneracy conditions hold:
(i) The Jacobi operator of S is invertible.
(ii) The kernel of the operator
∆ +
1
4
n−4∑
i,j=1
4∑
ρ=1
hij,ρ hij,ρ +
1
4
n−4∑
i=1
4∑
ρ=1
Riρρi
is spanned by the function λ.
Proposition 8.1. Let (w,µ, r) be a section of the vector bundle NS ⊕R⊕
Λ2+NS such that
‖w‖C2,γ (S) ≤ ε
1
64 ,
‖µ‖C2,γ (S) ≤ ε
1
64 ,
‖s‖C2,γ (S) ≤ ε
1
64 .
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Then the connection A˜ = A+ a corresponding to (w,µ, r) satisfies the esti-
mate ∥∥∥∥Π(D∗A˜FA˜ +DA˜D∗A˜a)
−
(
∆wρ +
n−4∑
i,j=1
4∑
ρ,σ=1
hij,ρ hij,σ wσ +
n−4∑
i=1
4∑
ρ,σ=1
Riρσi wσ,
1
λ
∆(λµ) +
1
4
n−4∑
i,j=1
4∑
ρ=1
hij,ρ hij,ρ µ+
1
4
n−4∑
i=1
4∑
ρ=1
Riρρi µ,
1
λ2
n−4∑
i=1
∇i(λ
2∇ir)
)∥∥∥∥
Cγ(S)
≤ C ε
1
32 .
Proof. This follows immediately from Proposition 7.3.
For abbreviation, let
J(w,µ, r) =
(
∆wρ +
n−4∑
i,j=1
4∑
ρ,σ=1
hij,ρ hij,σ wσ +
n−4∑
i=1
4∑
ρ,σ=1
Riρσi wσ,
1
λ
∆(λµ) +
1
4
n−4∑
i,j=1
4∑
ρ=1
hij,ρ hij,ρ µ+
1
4
n−4∑
i=1
4∑
ρ=1
Riρρi µ,
1
λ2
n−4∑
i=1
∇i(λ
2∇ir)
)
.
If (w,µ, r) is a section of the vector bundle NS ⊕ R ⊕ Λ2+NS of class C
2,γ ,
then J(w,µ, r) is a section of the vector bundle NS ⊕ R ⊕ Λ2+NS of class
Cγ .
The kernel of J is a vector space of dimension 4. It consists of all triplets
(0, µ, r), where µ is constant on S and r is a parallel section of the vector
bundle Λ2+NS.
Proposition 8.2. There exists a section (w,µ, r) of the vector bundle NS⊕
R⊕ Λ2+NS such that
Π(D∗
A˜
FA˜ +DA˜D
∗
A˜
a) ∈ V,
where A˜ = A+ a is the connection corresponding to (w,µ, r).
Proof. By Proposition 8.1, we may write
Π(D∗
A˜
FA˜ +DA˜D
∗
A˜
a) = J(w,µ, r) +R(w,µ, r),
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where ‖R(w,µ, r)‖Cγ (S) ≤ C ε
1
32 for ‖(w,µ, r)‖C2,γ (S) ≤ ε
1
64 . Hence, the op-
erator −J−1R maps a ball of radius ε
1
64 in the Banach space C2,γ(S) into
a ball of radius C ε
1
32 in C2,γ(S). Using an appropriate sequence of smooth-
ing operators, we may approximate the mapping −J−1R by a sequence of
compact mappings. Each of these mappings has a fixed point in C2,γ(S) by
Schauder’s fixed point theorem. Taking limits, we obtain a fixed point of
the original mapping −J−1R in the Banach space C2,
γ
2 (S). With this choice
of the glueing data (w,µ, r), we obtain (w,µ, r) + J−1R(w,µ, r) = 0, hence
J(w,µ, r) +R(w,µ, r) ∈ V .
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