ABSTRACT In machine learning, training sample set management has an important impact on the performance of visual detection and tracking algorithms, as corrupted training samples degrade the tracking performance, especially in practical scenarios such as vehicular networks. However, how to evaluate and remove the corrupted training samples still remains a challenging topic. In this paper, we propose a novel scheme to remove the corrupted training samples in visual tracking, which will improve the tracking performance dramatically. In the proposed scheme, a novel training sample set management method based on the adaptive sample weight is presented. Specifically, similarity learning is first utilized to evaluate the quality of training samples with similarity score. Then, if the similarity score is below a certain threshold, the training sample is deemed as the corrupted one and is removed from the training sample set. The experimental results show that the proposed scheme obtains superior performances on visual tracking benchmarks and vehicular scenarios.
I. INTRODUCTION
Vehicle to everything (V2X) has been a research hotspot in recent years, where real-time information among V2X devices are collected and shared for automatic piloting. Further, vehicle trajectory prediction is of significant interest for advanced driver assistant systems in collision avoidance. It also plays an important role in networking protocol designs since network topology variations can be inferred from the predicted vehicle trajectories and exploited for communications performance improvement.
To accelerate the automatic piloting technologies in V2X, deep learning-based visual detection and tracking algorithms are the essential technology. Probabilistic trajectory prediction based on two types of mixture models is proposed in [1] , where the trajectory is predicted by calculating the probability for the future motion conditioned on the currently observed history motion pattern. More sophisticated models, such as recurrent neural network (RNN), long short-term memory (LSTM), and gated recurrent unit (GRU), can be exploited to achieve better results for modeling the dynamics of vehicle trajectories [2] . Note that, GRU is a variation of the LSTM, which aims to solve the gradient vanishing problem of a standard RNN.
Machine learning algorithms can be widely applied in V2X scenarios [3] , and emphasize the ability to learn and adapt to the environment with changes and uncertainties. Along with recent advances in a wide range of deep learning technologies, convolutional neural network (CNN) is helping pave the road to V2X in the advent of the fifth generation cellular systems (5G) [4] . The vehicular networks need timely and accurate information for the purpose of supporting V2X services [5] . So, real-time performance and acceptable accuracy are essential for machine learning algorithms. Furthermore, the data is required to be correct in online or off-line systems. In CNN-based machine learning algorithms, training sample data set plays the most important role. First, the training samples can be corrupted in different ways, leading to performance degradation. Second, using correct training sample can dramatically improve the performance. Therefore, training sample set management is necessary, which could optimize the performance of machine learning algorithms, especially in vehicular networks scenarios. Therefore, our proposed algorithm is designed based on the needs of V2X, where correct training sample and real-time performance are considered. Although our proposed algorithm is oriented to V2X systems, it could be applied to the machine learning algorithms in similar scenarios.
Visual tracking within the field of computer vision is an inevitably area in V2X and has attracted more and more attentions from various applications [6] , [7] . It is a difficult task due to significant appearance changes caused by occlusions, target deformation, and out of view, etc. In recent years, the above-mentioned problems have been addressed by tracking-by-detection paradigm with promising results, among which discriminative correlation filter (DCF) based trackers have achieved superior performances in terms of accuracy and real-time performance. Bolme et al. [8] first introduced correlation filters to visual tracking, and minimum output sum of squared error (MOSSE) filter in Fourier domain was proposed. A non-linear kernelized correlation filter (KCF) was proposed in [9] . The schemes in [10] and [11] extended the DCF with the capability of handling scale changes. However, the periodic extension of training samples applied in aforementioned DCF introduces unwanted boundary effects, which degrade the tracking performance severely. To address the boundary effects, correlation filter with limited boundaries (CFLB) was proposed [12] , where a mask on the samples was introduced into the loss function. Spatially regularized discriminative correlation filter (SRDCF) was another scheme which solved the same problem, where a spatial regularization component was introduced to penalize the correlation filter coefficients during learning. In this way, the DCF can be learned on larger image regions, leading to a more discriminative model [13] .
In tracking-by-detection methods, the appearance model needs to be trained based on samples of target and surrounding background. Typically, training samples and features are extracted based on the estimated target location. Namely, additional samples are extracted and labeled by the tracker itself, which lead to the inclusion of corrupted training samples. The corrupted training samples are included in the following ways, as shown in Fig. 1 . First, inaccurate tracking results may lead to misaligned training samples when confronted with non-rigid target deformation. Second, when the target is partially or fully occluded, the positive training samples are destroyed. Third, when some portion of the target leaves the view, the partial positive samples may lead to inaccurate tracking results. As a consequence, the model tends to drift and leads to tracking failure eventually. The above analysis indicates that the performance of tracker relates to the quality of the training sample set directly. Therefore, it is necessary to manage the quality of the training sample set for the purpose of avoiding model drift and tracking failure. For this purpose, Danelljan et al. [14] proposed a scheme named adaptive decontamination of the training set (SRDCFdecon), where a unified formulation by minimizing a single loss over both the target appearance model and sample quality weights was formulated. This formulation enabled corrupted samples to be down-weighted while the impact of the correct ones was increasing. Moreover, efficient convolution operator (ECO) for tracking was proposed in [15] , where a compact generative model of the training sample space was introduced. The generative model reduced the number of samples and maintained the diversity in the learning. However, the aforementioned training sample set management methods can not explicitly determine whether the training sample is corrupted.
Since not all the training samples are beneficial for the visual tracking task, a novel training sample set management method, which removes the corrupted training samples based on the adaptive sample weight, is proposed in this paper. Different from the DCF trackers which utilize exponentially decayed sample weight, our contribution focuses on the adaptive sample weight, where similarity score is utilized to determine whether the training sample is corrupted explicitly. By introducing the adaptive approach, intelligent solution and better performance based on practical scenario are expected.
In this paper, how to evaluate and remove the corrupted training samples with no value for visual tracking is researched. The proposed scheme use similarity learning VOLUME 7, 2019 to evaluate the quality of training samples, and the resulted similarity score is utilized to determine whether the training sample is corrupted. Specifically, the similarity score is first computed given the initial object appearance and the object appearance in current frame. Then, if the similarity score is below a certain threshold, the current training sample is deemed as the corrupted one. At last, the current sample weight is set to zero, meaning that the training sample is removed from the training sample set. The experimental results show that the proposed scheme obtains superior performances compared to the state-of-art trackers on visual tracking benchmarks. Note that, similarity learning is learned offline, and the resulted similarity function is evaluated online during tracking with high frame rates.
The rest of the paper is organized as follows. Section II reviews the related work including Siamese network based trackers and SRDCF. The proposed work is presented in Section III. Experimental results are given in Section IV, and finally some conclusions are drawn in Section V.
II. BACKGROUND A. SIAMESE NETWORK BASED TRACKERS
The appearance model learned online uses only the video itself as the training data, but this online approach can only learn simple models since the large-scale video dataset is not utilized. Some recent works utilized the offline convolutional neural network (CNN) pretrained on ImageNet [16] e.g. VGG-Net [17] , to obtain the feature of the target directly. However, the deep CNN is learnt for a different task, such as image classification [18] . To overcome the limitations, Siamese network based trackers are proposed, which are learned for the task of visual tracking with large-scale video dataset.
Up till now, there are two principal lines in Siamese network based trackers. The first one is based on matching learning. For instance, Tao et al. [19] proposed Siamese instance search tracker (SINT), which simply matched the initial target patch in the first frame with candidates in a new frame and returned the most similar patch by a learned matching function. Generic object tracking using regression network (GOTURN) [20] established the relationship between appearance and motion, which was learned offline in a generic manner. Fully-convolutional Siamese network (SiamFC) for object tracking was proposed in [21] , in which an alternative approach that focused on learning strong embeddings in an offline phase was presented. Different from learning an appearance model online, the matching learning based trackers are trained offline to discriminate whether two patches contain the same object or not. However, fixed similarity function cannot exploit video-specific clues that are advantageous for discrimination.
The other line is to combine Siamese network with correlation filter (CF) to take full advantage of end-to-end learning. Wang et al. proposed discriminant correlation filters network for visual tracking (DCFNet), where the DCF was treated as a special correlation filter layer added in a Siamese network. A CNN and CF combination (CFNet) scheme was trained endto-end to learn deep features that tightly coupled to CF [22] , where the CF was interpreted as a differentiable layer in a deep neural network. In addition, the effect of incorporating the CF into SiamFC was investigated in [22] , and CF did not improve the results for SiamFC.
Since not all the training samples are advantageous for the visual tracking task, it is necessary to do training sample set management. However, the aforementioned CNN-CF combination schemes do not consider this property. In this paper, we propose to evaluate and remove the corrupted training samples with no value for appearance model learning in order to improve the tracking performance. Likewise, the proposed scheme is a CNN-CF combination tracker, where an alternative approach is provided and improves the performance for SiamFC.
B. SRDCF
The DCF utilizes fast Fourier transform (FFT) to realize computational efficiency based on the circular correlation operation. Furthermore, due to the circularity, limited training samples are fully utilized to regress to a Gaussian function, and the target position is predicted by searching the maximum value of correlation response. However, the conventional DCF suffers from boundary effects, which severely degrade the tracking performance. Hence, SRDCF [13] is proposed to relieve the unwanted boundary effects, which achieves a large performance boost for DCF based trackers. Moreover, SRDCF is widely used in current visual tracking schemes as the baseline. Therefore, the proposed scheme is based on SRDCF.
In the formulation of SRDCF, filter coefficients residing outside the target region are suppressed by assigning higher spatial weights, which make the DCF learn on larger image region. Specifically, a spatial weight function ω is used to penalize the magnitude of the filter coefficients in the learning, where the importance of the filter coefficients is determined based on the spatial locations.
The objective function of SRDCF is formulated as:
where
is the convolution response of the filter h on the sample x k , d is the feature dimension, * denotes circular convolution, the sample weights α k denotes the impact of each training sample, and y k is set to a Gaussian function with the peak placed at the target center location.
The training stage is presented as follows. Due to the sparsity of the discrete Fourier transform (DFT) coefficientŝ ω, the filter h can be obtained by minimizing the loss function (1) in the Fourier domain: where the hat denotes the 2-dimensional DFT, and M × N is the spatial size of sample x k . The optimization problem in (2) is minimized by solving the normal equations A th =b t , where:
Eq. (3) and Eq. (4) are a real dMN × dMN linear system of equations. Gauss-Seidel iterative approach is proposed to compute the filter coefficients online. The algorithm proceeds by solving the following triangular system forh (j) in each iteration:
where A t = L t + U t .
III. DISCRIMINATIVE VISUAL TRACKING WITH ADAPTIVE SAMPLE WEIGHT A. FRAMEWORK OF DISCRIMINATIVE VISUAL TRACKING WITH ADAPTIVE SAMPLE WEIGHT
The objective of the proposed work is to evaluate and remove the corrupted training samples with no value for the tracking task. Therefore, adaptive sample weight is computed for this purpose. The overall framework of the proposed discriminative visual tracking with adaptive sample weight is shown in Fig. 2 . At the training stage, the adaptive sample weight is first computed given the initial object appearance and the object appearance in current frame. Then, training samples and features are extracted. In the end, filter h is updated to obtain new filter coefficients.
At the detection stage, multi-resolution detection samples and features centered at the previous target location are extracted. Specifically, the samples z r are extracted at multiple scales s r relative to the current target scale. Here s is the scale increment factor, and r is the value with respect to the number of scales. Then, the target location in current frame is estimated by applying the filter updated in the previous frame.
Typically, the response scores at all locations are first computed on a coarse grid:
where z denotes the feature extracted from the current image region, operator · is the point-wise multiplication, and F −1 is the inverse DFT (IDFT). Then, Newton's method is iteratively used to maximize the response scores interpolated by trigonometric polynomials. At last, the target location and scale are obtained with the highest response score.
B. TRAINING SAMPLE WEIGHT
In discriminative visual tracking, the appearance model is learned using training samples collected from the video frames. Specially, the new sample in each frame is included in the training sample set to account for the abrupt target appearance changes. Given training samples (x jk , y jk ), which denote the j-th training sample in frame k. Assume that n k samples from frame k ∈ {1, ..., t} are included in the training sample set, we rewrite the loss in (1) in a general form:
where L is the loss for training samples (x jk , y jk ) as a function of parameters h, and R(h) is a regularization function controlled by the constant λ. In (7), the sample weights α k ≥ 0 determine the impact of training samples from frame k. By increasing α k , a greater importance is given to the training samples (x jk , y jk )
extracted from frame k. Namely, the larger the training sample weight, the more important the training sample, and vice versa.
In standard DCF-based trackers, the sample weights are updated using a learning rate γ ∈ {0, 1} as α k = (1−γ )α k+1 . Due to α k ≤ α k+1 , the importance of older samples is decreasing in the learning process. In other words, such an exponential decay strategy reduces the older samples weights towards zero. However, it is unreasonable to decrease the old samples weights to zero because considering historical appearance is also important, which corresponds to the old sample.
Taking the priori information of old samples into account, we reformulate the prior sample weights:
where the constant α
In this way, recent frames are given a larger importance to account for the abrupt appearance changes, while the older frames have equal importance considering historical appearance. This means that old training samples have influence in the appearance model learning rather than letting the old frames have no impact. As shown in Fig. 3 , the red denotes the prior sample weights where the weights of older frames are equal, and the blue represents the decayed sample weights that decay towards zero. Furthermore, the experimental results in Section 4.2 validate the effectiveness of the prior sample weights. Specifically, the prior sample weight is first computed, and then the similarity learning (Sec. III-C) is utilized to compute the adaptive sample weight based on the prior sample weight. Therefore, the corrupted samples in old samples are removed. 
C. SIMILARITY LEARNING BASED ADAPTIVE SAMPLE WEIGHT
Training sample set management is an important research topic in visual tracking, whereas how to evaluate the quality of training samples still remains a challenging topic. The main contribution in this work is the similarity learning utilized to evaluate the quality of training samples and judge whether the training sample is corrupted.
In tracking-by-detection approaches, additional samples are extracted and labeled by the tracker itself, which lead to the inclusion of corrupted training samples. Furthermore, the tracker performance degrades when the training samples are corrupted due to occlusions, target deformation and out of view, etc. Therefore, it is necessary to remove the corrupted training samples in order to avoid model drift and tracking failure. For this purpose, we propose to remove the corrupted training samples which are disadvantageous for the appearance model learning, where the determination of whether the training sample is corrupted is made through similarity learning.
The similarity learning strategy is based on SiamFC [21] . Concretely, a matching function m(v, z) is learned to compare an exemplar sample v to the candidate sample z, and returns a high score if the candidate sample has high similarity to the past appearance of the target and a low score otherwise. Similarity learning is achieved by Siamese network, as shown in Fig. 4 . Specifically, an identical transformation ϕ is applied to two inputs and then both feature representations are combined through another function f (v, z) = g(ϕ(v), ϕ(z)). The identical transformation ϕ is realized through a series of convolutional and pooling layers, and cross-correlation layer is employed to combine the resulted feature maps. The similarity score map is formulated as:
where * denotes cross-correlation operation, and b is the bias term. The Siamese network is trained based on positive and negative sample pairs from ImageNet video dataset [23] , and logistic loss is adopted as the individual loss:
where w is the real-valued score of a single exemplarcandidate pair, and y ∈ {+1, −1} is the ground-truth label. Based on Eq. 10, the real-valued score would be larger when y's value is 1 to minimize the loss l(y, w). While y is -1, the real-valued score will be smaller to achieve the minimal loss. Hence, the real-valued score can reflect the similarity between two sample pairs.
As the individual loss is given (10), the loss of the score map is defined as the mean of individual loss:
where the score map w : D → R, and the ground-truth label y[u] ∈ {+1, −1} is required in each position in the score map:
where the values of the score map are deemed to belong to a positive example if they are within radius R of the center c, and k is the network stride.
In conclusion, the objective function of the Siamese networks is formulated as:
Here, stochastic gradient descent (SGD) is applied to obtain the parameters θ of convolutional networks.
Specifically, only the first frame is reliable and given as the ground-truth, hence the initial object appearance in the first frame is given as the exemplar v. The candidate z t is the target and surrounding background in frame t. Then, two inputs are propagated through two identical convolution network ϕ, and the resulted feature maps are cross-correlated to get the ultimate score map. Finally, the similarity of frame t to the initial object appearance is computed by maximizing the score map:
According to the similarity sim t , the sample weight of frame t is set to 0 if sim t is less than a certain threshold ε. In this work, ε is an experienced value. The mathematical formulation is as follows:
The Siamese network is trained offline, and the resulted similarity function is simply evaluated online with fixed parameters and no online updating during tracking. Namely, similarity score is computed online with high frame rates.
IV. EXPERIMENTS
We validate the proposed method by conducting comprehensive experiments on two datasets: OTB-2013 [24] and OTB-2015 [25] , and V2X scenarios.
Evaluation methodology: Two metrics are used to evaluate the trackers, including precision plot and success plot. The precision plot is calculated as the percentage of frames VOLUME 7, 2019 FIGURE 7. Attribute-based evaluation of the proposed DCFad algorithm. For clarity, only the top 10 trackers are displayed. Success plots are shown for six attributes using OPE. Each plot title consists of the number of videos and the respective attribute. The proposed algorithm obtains superior performance compared to existing trackers in these scenarios.
where the Euclidean distance between the ground truth and predicted object location is within a given threshold. The success plot illustrates the percentage of frames where the intersection-over-union overlap with the ground truth exceeds a threshold. The precision score with center location error lower than 20 pixels and the area under curve (AUC) displayed in the legends are used to rank the trackers in precious and success plots, respectively.
A. IMPLEMENTATION DETAILS
The proposed tracker is implemented with Matlab, as shown in Algorithm 1. Some implementation details are listed as follows.
For the training sample weights descried in Section 3.2, the learning rate γ is set to 0.035, and the number of older frames K is 50. We set the maximum number of stored training samples to 300, and similarity score starts to be calculated (14) . 6. Compute adaptive sample weight of frame t using (15). 7. Given adaptive sample weight α t , update filter coefficients h t using (3) and (4). until end of sequences.
after processing 10 frames. Histograms of Oriented Gradients (HOG) proposed in [26] is adopted as the feature, and 4 × 4 cell size and 9 gradient orientations are utilized. The feature dimension of HOG is fixed to 31, and the extracted features are multiplied by a Hann window to mitigate large discontinuity between opposite edges of a cyclic-extended image patch. For the similarity score computation, the threshold ε that determines whether the training sample is corrupted is 0.0054, and target in the first frame is utilized as the exemplar image. The kernel width is 0.1 for generating the Gaussian function, and N GS = 4 Gauss-Seidel iterations are used. To detect the scale of target, 7 scales and scale increment factor 1.01 are utilized as in SRDCF.
B. BASELINE COMPARISON
In this section, we evaluate the impact of proposed adaptive sample weight and compare it with prior sample weight and decayed sample weight. For a fair comparison, the three methods use the same parameter setting. Typically, decayed sample weight lets the weights of older frames decay to zero, and the prior sample weight lets the training samples older than 50 frames have equal sample weights. The proposed adaptive sample weight combines prior sample weight with similarity learning which sets the weights of corrupted samples to zero. Fig. 5 shows the results under one-pass evaluation (OPE) on the OTB-2013. From the success plot in Fig. 5 , the proposed adaptive sample weight obtains a AUC score of 64.2%, while in the case of prior sample weight, the AUC score decreases by 7.7%. This indicates that the proposed similarity learning used to evaluate and remove the corrupted training samples is effective and improves the tracking performance dramatically. The decayed sample weight obtains a AUC score of 55.8%, which decreases by 8.4% and 0.7% compared with adaptive sample weight and prior sample weight, respectively. This indicates that prior sample weight is more effective than decayed sample weight, where old samples are also important and let the weights decrease to zero is not reasonable. From the precious plot, the proposed method outperforms the prior sample weight and decayed sample weight by 2.3% and 2.5%, respectively.
C. OTB-2013 DATASET
We compare the proposed algorithm with 13 state-of-art trackers. These 13 trackers can be categorized into the following four classes: (1) convolutional features based tracker, including DeepSRDCF [27] ; (2) DCF-based tracker, including KCF [9] , SAMF [10] , fDSST [28] , SRDCF [13] , SRDCFdecon [14] , and ECO-HC [15] ; (3) Siamese network based tracker, including SINT [19] , SiamFC [21] , DCFNet [29] , and CFNet [22] ; and (4) representative tracking algorithm using multiple online classifiers, including Staple [30] . Fig. 6 shows the success plot over the 51 video sequences on OTB-2013. The AUC scores of each tracker are shown in the legend. From success plot in Fig. 6 , we can tell that the SINT performs best among Siamese network based trackers, with the AUC score of 63.5%. Among the compared CNN-CF combination trackers, the proposed tracker (DCFad) outperforms DCFNet and CFNet by 2% and 2.4%, respectively, where both DCFNet and CFNet use learned convolution features. In addition, the proposed scheme achieves marginal increase compared with DeepSRDCF, where the first convolutional layer is utilized as the feature. The DCF-based trackers, SRDCFdecon and ECO-HC rank the first and second place, respectively. The proposed scheme ranks third, and obtains an AUC score of 64.2%. However, SRDCFdecon obtains high AUC with low frame per second (fps), and 9. Qualitative performance of DCFad, ECO-HC [15] , SRDCFdecon [14] , SiamFC [21] , and DCTNet [29] trackers on eight challenging sequences of OTB-2015 (from top to down are Basketball, Bird1, Board, Box, Coupon, Freeman3, Human9 and Singer2, respectively.).
1) STATE-OF-THE-ART COMPARISON
ECO-HC employs hand-crafted features including HOG and Color Names. The proposed scheme has high fps compared to SRDCFdecon, and use only HOG as the feature. Moreover, the proposed scheme can judge whether the training sample is corrupted explicitly.
2) ATTRIBUTE-BASED EVALUATION
The tracking performances under different attributes are further analyzed. Fig. 7 shows the success plots of six different attributes. Only top ten trackers are shown in each plot for clarity.
From Fig. 7 , the following observations are concluded. First, in the case of deformation, DCFad ranks second following SINT, and outperforms ECO-HC and SRDCFdecon by 0.8% and 2.7%, respectively. This benefit comes from the similarity learning used to remove the misaligned training samples caused by inaccurate tracking results due to deformation. Second, in the case of out of view, the proposed approach outperforms SRDCF and SRDCFdecon by a large margin 10.5% and 5.5%, respectively. This shows that the proposed algorithm is effective for removing inaccurate tracking results induced by out-of-view. Third, DCFad does not perform well in the presence of out-of-plane rotation, where ECO-HC performs best with a AUC score of 60.8%. This may due to the fact that the proposed scheme considers out-of-plane rotation training samples as the corrupted ones, and the appearance changes caused by out-of-plane rotation are not learned by the appearance model. Finally, when confronted with occlusion, the proposed scheme exceeds SRDCF by 1.1%, which means that the proposed scheme does work in the case of occlusion. However, there is a gap compared with the first ranked tracker, and this could be explained by the fact that partial target information is useful for tracking robustness.
D. OTB-2015 DATASET
The comparison on the recently introduced OTB-2015 data set is provided, which extends OTB-2013 and contains 100 videos. Fig. 8 shows the success plot over all the 100 videos. Because the experimental results of some trackers are not available, only eleven trackers are compared. Among the DCF-based trackers, ECO-HC provides the best result with a AUC score of 64.3%, where linear weighting of the features and sample clustering are applied. The proposed tracker ranks behind DeepSRDCF with decrease by 1.4%, and this is due to the fact that convolutional features are more robust and effective than hand-crafted HOG. In addition, the performance between the proposed tracker and SRDCFdecon has marginal decrease, but the computation complexity of the proposed tracker is lower than that of SRDCFdecon. Typically, the proposed tracker runs at 15fps, while SRDCFdecon at 3fps.
E. QUALITATIVE EVALUATION ON OTB-2015
Some tracking results of the top performing trackers: ECO-HC, SRDCFdecon, SiamFC, DCFNet, and DCFad, on eight challenging sequences of OTB-2015 are presented. The qualitative evaluation results are demonstrated in Fig. 9 .
The ECO-HC performs well in Basketball, Board, and Coupon sequences, and this may attribute to the sample clustering which maintains the sample diversity. However, ECO-HC fails in sequences when target deformation occurs (Bird1, Human9, and Singer2) since the hand-crafted HOG is sensitive to deformation. Among the compared trackers, only SRDCFdecon manages training sample set using joint optimization, and performs worse than our scheme in the case of deformation, fast motion, illumination variation, and out-of-view (Basketball, Bird1, and Human9) as a result of joint optimization, where the weight optimization is done after the filter optimization. This causes the learned filter parameters to be updated based on the old training sample weights. SiamFC learns the similarity function in an offline fashion, therefore SiamFC fails when appearance changes caused by in-plane rotation and out-of-plane rotation occur (Basketball, Box, Board, Coupon, and Singer2). DCFNet is a CNN-CF combination based tracker, where online learning is introduced. However, DCFNet fails in large appearance changes caused by deformation (Bird1 and Human9) because of the weak representation power of learned convolutional features by a lightweight network. In addition, DCFNet fails in Board and Coupon sequences when the out-of-view happens as the DCFNet tracker updates the model using the corrupted training samples. The proposed tracker performs well in most of the scenarios, nonetheless drifts in the case of out-of-plane rotation and in-plane-rotation, e.g., Freeman3. Therefore, more efficient features with semantic information need to be considered.
The reason why the proposed algorithm performs well can be explained from the following two aspects. First, through the similarity learning based training sample set management, the corrupted training samples disadvantageous for the tracking task are removed. Second, let the old training samples have equal importance on the appearance model learning rather than letting the old training samples have no impact.
1) FAILURE CASES
Three failure cases are shown in Fig. 10 . For the Girl2 sequence, when fully long-term occlusion occurs, the proposed tracker fails to track the target as the target is beyond the search area due to occlusion. Therefore, how to eliminate background interference while expand the search area is a key problem. For Bolt sequence, the hand-crafted HOG is vulnerable to background interference, and not effective to differentiate foreground from background. In this case, convolutional features which carry semantic information are advantageous for tracking the target. For the challenging Ironman sequence, more discriminative model should be learned and applied. However, background clutters with appearance similar to the target yield high similarity score even though they are corrupted training samples, which lead to performance degradation. 
F. QUALITATIVE EVALUATION OF V2X SCENARIOS
The qualitative performance of the proposed algorithm on sequences of V2X scenarios are presented in Fig. 11 , and we can conclude that the proposed algorithm can achieve superior performance in V2X scenarios, including vehicles and pedestrians.
V. CONCLUSION
In this paper, we proposed a novel adaptive scheme to identify and remove the corrupted training samples in practical scenarios such as vehicular networks. The proposed scheme provides a general similarity learning method to evaluate the quality of training samples, so that corrupted training sample are removed. In addition, the proposed scheme is an alternative CNN-CF combination method with improved performance. The experimental results show that the proposed scheme achieves superior performance when compared with the state-of-art trackers on two visual tracking benchmarks and V2X scenarios. Her main research interests include the wireless network virtualization in fifth generation mobile networks, spectrum sensing and dynamic spectrum management in cognitive wireless networks, universal signal detection and identification, and network information theory. She is active in standards development, such as ITU-R WP5A/WP5D, IEEE 1990, ETSI, and CCSA. VOLUME 7, 2019 
