Polygon placement under translation and rotation
Résumé. -Cet article présente un algorithme général qui calcule une description analytique exacte de Vensemble des placements d'un polygone I (ayant m arêtes) libre de se déplacer en translation et rotation dans le plan sans intersecter un polygone E (ayant n arêtes). La complexité de l'algorithme est O
measured on the boundary of its (known) environment. Moreover, the above problem is intimitely related to the path planning problem [2, 9, 13, 14] . This problem has been attacked from different points of view in the Computational Geometry literature and is the same, in essence, as the polygon containment problem and the computation of the convolution of two polygons. When only translations, are allowed, several algorithms have been proposed for both problems [1, 6, 7, 8] . When both translations and rotations are allowed, Chazelle [6] has proposed an O (m 3 n 3 (m+ri) log mn) algorithm that computes ail stable free placements of / inside E, i. e. for which I makes three contacts with the boundary of E simultaneously. When both / and E are convex, the time complexity is reduced to O (mn 2 ). When only I is convex, Leven and Sharir [10] have proposed an algorithm which computes ail stable free placements in 0(mnX(mn) log mn) time. Hère X(q) is an almost linear function of q. Based on this resuit, Kedem and Sharir [9] have computed the topological and combinatorial structure of the 3-dimensional set of free placements within the same time bound. The gênerai case where both I and E may be non convex has been solved by Schwartz and Sharir [13] . The complexity of their algorithm is O (n 5 ) (m is considered fixed) in the case that / is a line segment (a ladder). This algorithm is rather involved and, according to the authors themselves, several technical delicate issues are ignored.
In this paper, we propose a rather simple method to handle the gênerai case where both I and E may be non convex and even not connected. Our algorithm provides a complete description of the set of all free placements. lts time complexity is O (m 3 n 3 log mn) which is close to optimal in the worst case since the solution may consist of Q(m 3 n 3 ) faces. Moreover, in some practical situations, it is shown to be O (n log n). This algorithm has been implemented and expérimental results are presented.
The paper is organized as follows. In Section 2, we introducé the notions of contact and of contact régions which are portions of the boundary of P(I, E). In Section 3, we present an algorithm to compute a contact-région and in Section 4, we show how to compute P (/, E). Final remarks are made in Section 5 and we conclude in Section 6. Similarly let E x , ...,£" and e u . , ., e n dénote the vertices and the edges of E. Both ƒ and E are defined in a référence frame 3% 0 = (O, x, y) and we will identify, in the sequel, vector u and the point M satisfying OM -u. For any subset si of the plane, we note sé* the subset deduced from sé by symetry of center O, For any point M, we note M e the point A 0 (M) and for any line segment a we note a e the line segment R Q (a).
CONTACTS AND CONTACT-REGIONS
We define a vertex-edge contact between I and £ as a pair (ƒ" e s ). Similarly, we define an edge-vertex contact to be a pair (E si i t ).
We define a contact-placement associated to contact (I h e s ) [resp. (E s , i t )] to be a placement (6, u) satisfying: T u°RQ (ƒ,)ee s [resp. E s eT u oR e (ij\.
A contact-placement is said to be free if, in addition, Vj, k:T u oR Q (ij) and e k do not intersect properly. An example of a free contact-placement is shown in Figure 1 . We define the contact-region associated to a contact (I l9 e s ) [resp. (E s , /,)] to be the closure of the set of all free contact-placements associated to contact (ƒ" e s ) [resp. {E s , i t )l and dénote it R(I h e s ) [resp., R(E S , f,)].
A double-contact-placement (or double-contact for short) is a (non necessarily free) contact-placement associated to two distinct contact-placements.
A triple-contact-placement (or triple-contact for short) is a (non necessarily free) contact-placement associated to three distinct contact-placements.
Notice that a contact région R (C) may be empty. This means that for ail positions of I involving contact C, ôl intersects dE properly. The relevance of the notions of contact-placement and contact-region comes from the fact that they yield a discrete description of the boundary of P(I, E\ as stated by the following crucial, though trivial, proposition:
c In order to compute ÔP (ƒ, E) we will compute R (C) for each contact C. To this aim, we need a more tractable characterization of R (C).
Let us define, for a fixed orientation G, jR e (C) as the set of vectors u such that (0, u) e R (C). It is clear that R(Q=\J R e (C). Let C = (J, ƒ) be a contact. e For any fixed orientation G, JR e (C) is the set of vectors u satisfying: In this section, we compute R(J y f) = R Q (J, f) for a fixed value of G. Let f=AB and ÂB dénote either edge T JO (AB) in case where C is a vertexedge contact or edge T JO {AB)* in case where C is an edge-vertex contact. Equations (1) and (2) show that the boundary of the set of free placements consist of line segments which are portions of ÂB. Moreover, any contactrégion R (J, ƒ) can be computed as stated by the following proposition: Proof: From Equations (1) and (2), R(J, f) is the set theoretic différence between a segment and a family of (fixed) parallelograms. The intersection between a segment and a parallelogram is a segment (possibly reduced to a point) or the empty set and can be computed in constant time. Thus the set theoretic différence between a segment and a family of parallelograms is a family of segments. Comptuting a parallelogram p jk takes constant time. As Figure 3 ). Once the end points of these 0 (mn) segments have been sorted along ÂB [which takes O(mn log mn) time], R(J, f) can be computed in time proportional to the number of these segments, which is O (mn). This achieves the proof.
• Notice that the end points of the segments composing R(J,f) are free double-contacts.
The gênerai case
Let f=AB and AB dénote now either edge T J&O (AB) in case that C is a vertex-edge contact or edge T JO (^5 e )* in case that C is an edge-vertex contact.
We have shown in Section 3.1 that, for any orientation 0, R Q (C) is a (possibly empty) family of segments S l9 . . ., S r which is the set theoretic différence between AB and the union of parallelograms p jk (0) (see the proof of Proposition 2 and Figure 3 ). Parallelogram /) Jfe In order to describe R (C), we will first compute the functions X jk (0) and Me).
Computation of X jk (0) and [i jk (0)
We restrict our study to the case of a vertex-edge contact. The case of an edge-vertex contact can be easily reduced to the case of a vertex-edge contact by considering that E moves instead of /.
As the functions ^(0) and u 7 -fc (0) depend only on the orientation of /, we can choose J as the center of rotation R Q . Thus the functions Xj fc (0) and 
Similar results can be obtained for the lines (SR) and (TS). • Parallelogram p (G) intersects ƒ along a segment denoted ]L (0), M (0)[ and we have the following equalities:
where x P dénotes the abscissa, in M o , of point P.
In order to find X(Q) and n(9)> we have to compute x M{6) . Let us first look at the case where x L{Q) = x A which means that A lies in /?(0). As p(Q) is convex, A belongs to p(Q) iff A belongs to the four half planes defining p (6). Thus, from sub-intervals of [0,2n[. All theses sub-intervals can be computed.in constant time.
Suppose now that x Lm^xA (resp., x M{Q)^xB ). In that case, L(0) [resp. M (6) ] is the intersection between edge ƒ and an edge a of p (0). Two edges ƒ and a intersect iff the end points of ƒ are not on the same side of the line containing a and, simultaneously, the end points of a are not on the same side of the line containing ƒ Given two points Z± and Z 2 and a line L with équation g(X, Y), Z l and Z 2 are not on the same side of L iff the product g(X Zl , Y Zl )g(X Z2 , Y Zl ) is négative. The coordinates of the end points of a are of type cs(Q) thus, from the result above and Proposition 3, we deduce that ƒ intersects a iff 0 satisfies two inequalities of type es (0) es (0) < 0. As bef ore, the set of 0 where ƒ and a intersect consist of a finite set of sub-
Because of the type of the équations of the lines supporting ƒ and a (Proposition 1) it is easy to see that the abscissa of the intersection point between ƒ and a is a function F a (Q) of type cs(0) when a is [U, T\ or [S, R] and of type es (B)/cs (0) when a is [R, U] or [T, S].
Let F min (0) be the minimum of
max(e) be the maximum of {F B (0), iy^O),
is defined on the interval(s) where x Lm = x A (resp.,
As X(Q) is smaller than |i(0) we have: 
2.
On each of these sub-intervals, X(Q) [resp., ja (9)] is ofone of the following types:
(a) 0 (resp., 1);
(c) cs(e)/cs(6). In order to compute R(C) we will first compute <D(C) and then apply !F to O(C). It is easy to see that O(C) can be decomposed into a finité set of non intersecting régions, which are limited by some functions X jk (0) and \i r w (0). Let q> be one of these régions and let [oc, p] be the range of 0 in cp.
Consider now the finite ordered set {oc 0 = a, . . ., a, = p } of orientations corresponding either to an end point of a sub-interval where the functionŝ jfc(ö) an d Hx ft'(6) defining <p keep a constant analytic form, or to the orientation of an intersection point between two such functions.
Let 9f be the sub-region defined by ^ = {(0, Ç)eq> : 0e[oc i5 ot l + 1 ]}. We call it a face of the diagram (see fig. 6 ). The interiors of those sub-regions do not Proof: We have to compute the different sub-regions cp f . This can be done by a plane sweep algorithm quite similar to the one described in [11] . This latter finds the contour of the set theoretic différence (or of any other boolean opération) between two families of polygons with a total number of N edges intersecting in t points in time 0 ((JV+t) log N).
The event point schedule [12] is initialized by the abscissae (orientations 0) of the end points of the sub-intervals where the X jk (Q) and the Uj fc (0) are defined. This séquence of abscissae is dynamically updated during the exécu-tion of the sweep by inserting in the event point schedule the orientations of the intersections between functions X(Q) and |a(0). The sweep line status consists of the list of functions ^(0), n(0) that intersect the sweep-line at orientation 0, sorted by increasing ordinates.
Instead of working with line segments as in [11] , we must deal with pièces of monotone quadratic curves. Two points must be outlined. First, two curves may intersect in two points; thus, when the sweep line stops at a point belonging to two curves, say y x an< i li> we mav nave to compute the additional intersection y x D y 2 . The second point is that we are able to compute intersections between two such curves. Indeed, due to Proposition 4 5 this problem reduces to the computation of the intersection between a line and a circle or to the intersection between a circle and a gênerai conic. Both computations can be done in constant time [5] .
This implies that the complexity of our algorithm is the same as the complexity of the one described in [11] , Hère N = 0 (mn) and t is the number of intersections between functions X(Q) and (0, (6) . Notice that functions X(Q) and |a(0) correspond to double-contacts (one of them being C). Thus an intersection between two such functions corresponds to a triple-contact (one of them being C). Thus the number t of intersections between curves X,(0) and |i(0) is equal to the number of possible triple-contacts involving contact C. This achieves the proof.
•
We are now in a position to compute R(C). Contact-région R(C) is the union of the images ^(cp,-) of all the sub-regions (p,. Let cp £ be one of the sub-regions cp^-, bounded by two functions X jk (0) and \i r k . (0). This proves that the coordinates of P i (9) and Q t (9) keep a constant analytic form on [a i9 a £+1 ]. Thus ^((p,) is a ruled surface which can be computed in constant time from (p f . We call it a face of R (C). We conclude this section by the following proposition: PROPOSITION 
6: R (C) consists of a finite (possibily empty) set of faces which can be computed in time O ({mn + t) log mn) where t is the number of triplecontacts involving contact C. In the worst case, t = O (m 2 n 2 ).

Faces, edges and vertices of R(C)
As we have seen in the previous section, contact-region R (C) is a finite set of faces !F (q> £ ) 0=1, . . ., k) where <p ( is a sub-region of O(C).
Such a face is bounded by the two curves J^(9, X jk (Q)) and ^(9, ^^ (9)) (which keep a constant analytic form) and possibly one line segment contained in the plane 9 = oc, and one line segment contained in the plane 9 = oc i + 1 . Theses curves are called the edges of the face. We distinguish two types of edges (see fxg. 7). The edges of type 1 belong to two different faces of R (C). The edges of type 2 belong to only one face of R (C). Each edge of type 2 lies on the boundary of R (C) and thus is a set of double-placements involving a pair of contacts, one of them being C. The edges of type 1 are always straight; the edges of type 2 may be either straight or curved.
An intersection between two edges of a face is called a vertex. A vertex which is the intersection of two edges of type 2 is a free triple-contact. Any edge contains at least one vertex which is a free triple-contact. Hence we have: PROPOSITION 
7: Tlte number of faces, edges and vertices are linearly related to the number of free triple-contacts.
COMPILATION OF F(/, E)
The case where only translations are allowed
From Proposition 1, the boundary of P(I, E) is the union of the R(C) for all the mn contacts C. We have shown in Section 3.1 that each R(C) is a collection of O(mri) disjoint line segments which can be computed in O(mn log mn) time. The end points of these segments are free double-contacts.
Moreover any free double-contact (C, C") is an end point of one segment S of R(C) and of one segment S' of R(C). Hence the two segments S and S' are adjacent edges in dP{l, E) and dP(I, E) is a set of closed polygonal curves with a total of O (m 2 n 2 ) edges. If we label the end points of the segments of R(C) with the corresponding double-contacts, we obtain in O(m 2 n 2 ) time the adjacency relationships between the edges of dP (I, E) . Lastly, we observe that the set of free placement P(I 9 E) can be trivially deduced from its boundary. Thus we have: PROPOSITION 
8: P(I, E) can be computed in time 0{m
2 n 2 log mn).
The gênerai case
In order to compute a complete description of the boundary of P(I, E), we compute first the set of ail its faces by Computing R (C) for all the mn contacts C. As stated by Proposition 6, Computing one contact-région R(C) takes O {(mn + t) log mn) time, where t is the number of triple-contacts involving C. Thus Computing all the faces of dP(I, E) takes O ((m 2 n 2 + T) log mn) time, where T is the total number of (not necessarily free) triple-contacts. In the worst case, T=Q(m 3 n 3 ) as shown in the appendix.
In addition, we compute the adjacency relationships between the faces of dP(I, E) as follows. Two faces of dP(I, E) are adjacent by an edge or a portion of an edge. This yields two types of adjacency relationships, depending on the type of the edge shared by the two faces (see Section 3.2.3).
Recall that R(C) has been computed by a sweep-plane algorithm. The adjacency relationships of type 1 can be easily computed during the sweeps Computing the contact-régions. At each stop of the sweep-line Computing a contact-région R (C), we output new adjacency relationships of type 1 between faces of R (C). This can be done without increasing the overall complexity of the plane-sweep algorithm.
Let us consider now the adjacency relationships of type 2. We label each edge of type 2 by the corresponding double-contact. While Computing .R (C), we associate to each double-contact D the list, sorted by increasing (6, Ç), of the faces which have an edge of type 2 labelled by D. Notice that D appears in exactly two contact-régions, R (C) and R (C). Thus to each double-contact D are associated two sorted lists of faces, denoted L(C) and L{C') (see flg. 8). A face of L(C) is adjacent to a face of L(C') iff there exists a 9 (a Ç if 0 is constant along D) for which they are both defined. Then, by merging in time O(|L(C)| H-|L(C')|) the two lists L(C) and L(C% we obtain the adjacency relationships of type 2 along D. As a face has at most four edges of type 2, Computing the adjacency relationships of type 2 requires time proportional to the number of faces which is no more than O (T) by Proposition 7. Lastly, we observe that the set of free placement P(I, E) can be trivially deduced from its boundary. Thus we have: PROPOSITION 
9: P(I y E) can be computed in time O ((m 2 n 2 + T) log mn) where T is the total number of (not necessarily free) triple-contacts. In the worst-case, T-Q(m 3 n 3 ).
FINAL REMARKS
Relative positions of / and E
The setP(/, E) is the closure of the set of placements of I such that the boundaries of / and E do not intersect. But we cannot immediatly deduce from P (I, E) what are the relative positions of / and E. When / and E are connected, there are three different situations: ƒ<=£, Eczî or If\E -0. When I and-or E are not connected, these situations occur for the différents connected components of ƒ and-or E.
When / is connected (E may be not connected), each connected component of P (/, E) is a set of placements that either fit / inside £, fit a connected component of E inside ƒ or fit I outside E. The distinction between the three situations can be done without increasing the complexity of the algorithm. Indeed, it is sufficient to perform the test for one point of a face bounding this component. Such a face is a face of a contact-région for some free contact C = (J, f). For a placement on this face, the situation dépends only on the type of J (convex or non convex) and on the local relative positions J convex J non-convex of I and E around J (see fig. 9 ). The distinction between the different cases can clearly be done in constant time. When I is not connected, each connected component Ij of / can be in one of the three above situations. Each connected component of P(I, E) is a set of placements where the situations for the different Ij are fixed. For the connected components of P (/, E) whose boundary contains a face corresponding to a contact involving a vertex of I p the distinction between the three situations can be done in constant time as described above. For the connected components of P (I, E) where no vertex of Ij is involved, we need, in addition, to check for one point of Ij whether it belongs to E or not
Actual time complexity
The 0((m 2 n 2 time complexity of our algorithm has been shown to be T) log mn) where T is the number of triple contacts which may be Q(m 3 n 3 ) as shown in the appendix. Thus our algorithm is close to optimal in the worst-case. Moreover, its actual complexity in practice may be much smaller. To enlight this point, we consider two situations: the case where I is a segment and the case where the complexity of E is locally bounded.
In case that I is a line segment, T=O(n 2 ). Indeed, a triple-contact corresponds to one of the three possible cases:
1. An end point of / is in contact with a vertex of E and the other end point of / is in contact with an edge of E.
2. An end point of I is in contact with a vertex of E and a vertex of E is in contact with the interior of L 3. The interior of ƒ is in contact with two vertices of E and an end point of I is in contact with an edge of £. . The complexity of our algorithm is thus O (n 2 log n) when I is a Une-segment, Let us consider now the following typical situation-of ten encounted in practice (referred to as a situation of bounded local complexity in [14] ). The number m of vertices of I is small (and thus can be considered to be a constant) and, in addition, the edges of E are not concentrated near each other compared with the size of I (its diameter 0-More precisely, let us define as in [14] the /-neighbors of a vertex E t of E as the edges and vertices of E which meet the closed dise of radius / about E v Let us suppose that for each vertex of E the number of its /-neighbors is bounded by a fixed number r independant of n. It is clear that if two edges e x and e 2 are involved in a double-contact, e ± is an /-neighbor of an end point of e 2 or e 2 is an /-neighbor of an endpoint of e v Let us call such a pair {e u e 2 ) a valid pair. As shown by Sifrony and Sharir [14] , ail such valid pairs can be found in time O (nlogn). We store, for each edge e of £ the list of edges é such that (e, e') is valid (such a list has less than e éléments).
Consider now the computation of a contact région R(C) where C is a vertex-edge contact involving edge e of E (in case of an edge-vertex contact, the two edges of E sharing the contact vertex are to be considered). The parallelograms we need to consider for the computation of R (C) are necessarily those corresponding to an adge of / and an edge é of E such that the pair (e, e') is valid. There are 0(1) such parallelograms which can be computed in time 0(1). This shows that the computation of R(C) takes 0(1) time and thus, the computations of dP (I, E) takes 0 (n) time.
In conclusion, for situations of bounded local complexity, our algorithm can be easily adapted to run in O (n log n) time.
Polyhedron placement under translation
Our algorithm can be easily extended to solve the analogous 3-dimensional problem when only translations are allowed. Let I and E be two polyhedra with respectively m and n triangular faces. A parallelogram p tj of Section 2 is now replaced by a convex polyhedron P tj with at most nine vertices, namely the Minkowski différence between two triangles of 3-space -which can be computed in constant time. Each contact-region is the set theoretic différence between a triangle and the union of P ip i. e. the union of the Minkowski différences between all pairs of faces of I and E. Each contact-region R (C) can be computed by the plane-sweep technique of [11] in O ((mn + t) log mn) time where t is the number of (not necessarily free) triple-contacts involving contact C. As there are mn such contact-regions, we can compute P(J, E) for two polyhedra in time O ((m 2 n 2 -f T) log mn), where T is the total number of (not necessarily free) triple-contacts. In the worst-case, T~O (m 3 n 3 ). Thus our algorithm is close to optimal in the worst-case since the solution may consist of Q(m 3 n 3 ) faces.
CONCLUSION
We have presented a gênerai and simple algorithm which computes all placements for a polygonal object/ (with m edges) which is free to translate and/or to rotate but not to intersect another polygonal object £. The worstcase time complexity of our algorithm is O (m 3 n 3 log mn) which is close to optimal. In the case where J is a line segment, the complexity is reduced to O (n 2 log n) and for situations of bounded local complexity the complexity is reduced to O (nlogn). The algorithm has been implemented. Figure 10 shows an example; the two polygons are shown in (a), a diagram is shown in (b) and shaded graphies displays of the subset of P(/, E) corresponding to placements with Icz E are shown in (c-e). The 9-axis is vertical and, for clarity, 0 ranges between 0 and 4 n.
The description of the boundary of free space computed by our method is well suited for motion planning. Indeed, each face has a simple analytical form which allows to easily compute a path between two points of a given face. Moreover, we have computed the topological structure of the set of faces. Actually, it is possible to compute a free motion between any two placements in time about proportional to the number of faces. Details can be found in [2] .
APPENDIX
Çl(m 3 n 3 ) is a lower bound for placement by translation and rotation
We present hère an example where the number of free triple-contacts is Q(m 3 n 3 ) and consequently, the number of faces of dP(I, E) is Q(m 3 n 3 ).
Let us consider a circle ^ with center Q and radius R on which n points (the polygonal région E) are regularly distributed. The région I consists of three groups B u B 2 , B 3 of (m + 3)/6 parallel straight line segments with length IR. The distance between two consécutive segments of B i (i= 1, 2, 3 ) is e.
These three groups are attached to a small equilateral triangLe O and the angle between any two segments belonging to two consécutive groups is equal to27t/3(see./ig. 11). Let us call L the distance between two consécutive points on ^ and let / be the maximum distance between the two extreme segments of a group B t . We have L = 2 R sin n/n and / = e (m -3)/6. For a sufficiently small £, at most one point of E can lie between two segments of a given group B t .
We claim now that the number of free triple-contacts is in this case Q(m 3 n 3 ). Indeed, let us call b a segment of B x and e a point of E such that b touches e and the center of O belongs to the line (eQ). Let é be the point opposite to e on <!?. When O goes from e to e\ the m/3 line segments of B 2 go through Q(n) points of E, yielding Q(mn) free double-contacts, all involving the contact (e, 6). Choosing any other line segment in B x and any other point in E yields Q(m 2 n 2 ) free double-contacts involving B 1 and B 2 .
Let us consider now a given free double-contact (e x , b x ), (e 2 , b 2 ), involving B x and B 2 (see/ig. 11). This double-contact is realized for any position of O in dise # such that the intersection point b 12 between b x and b 2 sees the line segment [e 1 e 2 ] under the constant angle 2rc/3. The locus of such positions is a circle arc denoted a passing through e ± and e 2 , contained in dise c ê. When b l2 moves on a, the line segments of B 3 go through a circle arc of ^ whose length is at least 2TC/3, meeting in that movement Q(n) points of E. Thus the number of free triple-contacts involving (e u b x \ (e 2 , b 2 ) is Q(mri) and the total number of free triple-contacts is O(m 3 n 3 ).
