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Abstract Metrics are often used to compare the climate impacts of emissions from various
sources, sectors or nations. These are usually based on global-mean input, and so there is the
potential that important information on smaller scales is lost. Assuming a non-linear
dependence of the climate impact on local surface temperature change, we explore the loss
of information about regional variability that results from using global-mean input in the
specific case of heterogeneous changes in ozone, methane and aerosol concentrations
resulting from emissions from road traffic, aviation and shipping. Results from equilibrium
simulations with two general circulation models are used. An alternative metric for capturing
the regional climate impacts is investigated. We find that the application of a metric that is
first calculated locally and then averaged globally captures a more complete and informative
signal of climate impact than one that uses global-mean input. The loss of information when
heterogeneity is ignored is largest in the case of aviation. Further investigation of the spatial
distribution of temperature change indicates that although the pattern of temperature re-
sponse does not closely match the pattern of the forcing, the forcing pattern still influences
the response pattern on a hemispheric scale. When the short-lived transport forcing is
superimposed on present-day anthropogenic CO2 forcing, the heterogeneity in the temper-
ature response to CO2 dominates. This suggests that the importance of including regional
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climate impacts in global metrics depends on whether small sectors are considered in
isolation or as part of the overall climate change.
1 Introduction
Global-mean metrics are commonly used for quantifying the impact of human activity on
climate (e.g. Forster et al. 2007; IPCC 2009; Fuglestvedt et al. 2010). Metrics, such as the
Global Warming Potential (GWP), are commonly used as a tool for aggregating information
and for placing emissions of different gases on a common scale. They are particularly useful
when comparing and evaluating the climate effects of several emission components, sources or
sectors (Rive et al. 2007; Berntsen and Fuglestvedt 2008; Fuglestvedt et al. 2008; Unger et al.
2008, 2009; Skeie et al. 2009) and they are frequently applied to assess the global consequences
of possible mitigation measures.
Suchmetrics normally use globally-average input to produce globally-averagemeasures and
give no information about the spatial variability of the impact. Even for relatively homogeneous
changes in greenhouse gas concentrations (such as carbon dioxide and methane) the climate
response (including that of surface temperature) is quite inhomogeneous (e.g. Boer and Yu
2003). Many other perturbations of atmospheric species, especially short-lived ones, produce a
distinctly heterogeneous radiative forcing which causes further inhomogeneity in the response
which can be strongly dependent on the location of the forcing (Forster et al. 2000; Joshi et al.
2003; Berntsen et al. 2005; Shindell et al. 2010). Additionally the sign of the forcing (and hence
response) varies between different species. Moving further down the cause and effect chain,
climate change leads to social and ecological impacts. These are likely to depend on the regional
distribution of the climate change and may also have a non-linear dependence on that change
(Kandlikar 1995, 1996; Manne et al. 1995; Hammitt et al. 1996; Tol 2002). In the case of such
spatial variability in the magnitude and sign of the response and impacts, global averaging may
lead to cancellations so that the strength of regional impacts is hidden. This problem has been
pointed out in several studies (e.g. Fuglestvedt et al. 2003; Tol et al. 2004; Shine et al. 2005;
Shindell and Faluvegi 2010; Joshi et al. 2011).
In this paper we investigate one method for including information on spatially variable
climate impacts in global metrics and explore how the loss of information about impact by
global averaging can influence the strength and ranking of the global climate impacts of the
transport sector. The problems related to the use of global-mean indicators or metrics in the case
of spatially heterogeneous perturbations are well-known and our study takes a step towards
actually quantifying how significant the loss of information can be in specific cases with a focus
on application for development of metrics. Using results from simulations with two General
Circulation Models (GCMs), we first investigate the heterogeneity in the net surface air
temperature response to ozone (O3) and methane (CH4) perturbations (i.e. the net effect of
emissions of ozone precursors NOx, CO and VOC) from three transport sectors: road traffic,
aviation and shipping. We then expand the analysis to include perturbations of aerosols for each
sector. Our study systematically compares the heterogeneity in response, and the following loss
of information by global averaging, across models, sectors and components.
The decision to focus on ozone precursors is motivated by the fact that these are
important components in the emissions from the transport sectors, with the majority of
emissions occurring in the Northern hemisphere. However, the net climate impact via
changes in atmospheric O3 and CH4 is difficult to determine, particularly for NOx, due to
inhomogeneities in forcing and response and due to compensating effects. Some of the
difficulties related to NOx are discussed in e.g. Fuglestvedt et al. (1999, 2010) and Shine et
al. (2005). The NOx-induced increase in O3 and the resulting climate response depends on
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the location of emissions. NOx emissions also lead to a longer-lived, more homogeneous
cooling effect due to reductions in CH4; climate model simulations presented in Shine et al.
(2005) indicate that the net effect of Northern hemisphere NOx emissions is a warming in
this hemisphere, but a cooling in the Southern hemisphere. While these opposing effects can
be of nearly the same order globally, and hence largely cancel, the regionality in the response
means that the regional or local impact may not cancel.
The relationship between climate change and the impact it causes is very uncertain.
Impact, or damage, functions can be defined in numerous ways and for different impact
categories, such as agriculture, health or ecosystems (Nordhaus and Boyer 2000; Tol 2002).
In economic studies impact is normally valued in monetary terms, often using a discounting
rate for weighting future impacts. The impact caused by a certain change in e.g. temperature
can also have significant regional difference and the impact functions can be defined as a
function of the regional change (Nordhaus and Boyer 2000). Furthermore, impacts can be
weighted, e.g. according to population or agricultural activity. One could for instance argue
that a temperature increase causes the most serious impact in populated regions or that
impact functions for agriculture should be weighted by agricultural area or production.
Estimating the impact of climate change requires assumptions about whether this impact has
linear, quadratic or some other functional dependence on the change. We assume non-linear
impact in this study and the impact is taken to be the square of the temperature change, a
relationship which has been used in several previous studies (Kandlikar 1995, 1996; Manne et
al. 1995; Hammitt et al. 1996); however an exact form has not been established.We build on the
main idea from Shine et al. (2005) and use two different simplified indicators, or metrics, to
calculate global climate impact of ozone precursor and aerosol emissions from transport. Our
study moves one step forward by calculating the climate impact of a specific sector and by
including a larger set of components. For the purpose of illustration we first apply a metric
assuming that the impact is given as the global-mean temperature change squared, i.e. using
global-mean input. The impact may also be represented by a metric that includes more of the
spatial heterogeneity in temperature change. The results are therefore compared to an alternative
metric which is first calculated locally and then averaged globally in order to see if we can
capture a more complete and informative signal, i.e. more representative of the true impact as
this alternative metric accounts for aspects of regional variability. For the purpose of our study
the temporal dimension in the impact function is ignored. Furthermore, both of our metrics
express the impact at the global level and do not provide any information about local or regional
impact. We emphasize that our metrics are simplified and chosen mainly for illustrative
purposes and to provide a clean analysis and comparison. Section 2 describes the analysis,
results are presented and discussed in Section 3 and conclusions are given in Section 4.
2 Analysis
Given the uncertainties in the climate response to imposed forcings, we present results using
output from two GCMs (ECHAM4 coupled to a slab ocean and HadSM3 (Williams et al.
2001; Stenke et al. 2008)) in order to represent at least some inter-model difference.
Equilibrium climate change GCM integrations were performed for global CO2 and CH4
increases and for perturbations of O3 from aviation, road traffic and shipping resulting from
present-day emissions (Ponater et al. 2009). Concentration changes are calculated using
chemical transport models. The HadSM3 also performed perturbations of black carbon (BC),
organic carbon (OC) and sulfate (SO4) resulting from emissions from the transport sectors
(Shine et al. 2011). Details of the simulations and data are given the supporting information (SI).
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In our analysis we use the surface air temperature (SAT) change, i.e. the difference between
each of the perturbed simulations and the reference case, and apply two simplified indicators for
the global impact caused by the change in temperature. The basis for our definition of metrics
for climate impact is the impact (or damage) function D 0 α(ΔT)n, which has been used in
several economic studies (Kandlikar 1995, 1996; Manne et al. 1995; Hammitt et al. 1996). Here
α is a factor converting impact to monetary terms and the dependence on temperature change is
often taken to be linear, quadratic or cubic (n01,2,3). Any spatially integrated estimate has the
disadvantage that it hides the distribution of impacts. Still, from reasons of applicability there is
a need for synthesis and aggregation, and assessments are often made on the global-mean level,
i.e. using global-mean temperature as input.
Following this we first assume that the global impact can be expressed as the square of the
global-mean temperature change, ΔT
 2
, where the overbar indicates a global average. We call
this our standard metric. In the framework of this paper we ignore the factor α. Next we define
an alternative metric assuming that any temperature change causes an impact which varies as
the square of the temperature change, that is ΔTð Þ2. Thus, instead of using global-mean values
as input, the impact is now calculated locally at each grid point and then averaged globally. This
alternative metric is less dependent on any global cancellation that may occur for the standard
metric and hence may retain important information about the true impact. If there is a non-linear
relationship between surface temperature change and climate impact, the spatial variability in
response can influence a global-mean metric. We therefore choose a quadratic relationship,
n02, in our metrics. In the case of n01, the level at which we do the global averaging would
make no difference. Another aspect of the choice of n02 is that the impact of temperature
change is symmetric about the no-perturbation case. We do not assert that this symmetry is, in
fact, realistic. As emphasized in the introduction, our simplified impact functions are mainly
serving illustrative purposes.
Our alternative metric corresponds to the mean square and the relationship between the
two metrics applied here can be expressed as
ΔT2MS ¼ ΔT
 2 þ σ2 ð1Þ
which in turn can be written
P
ΔT 2i
N
¼
P
ΔTi
N
 2
þ σ2 ð2Þ
where ΔTi is temperature change at point i, N is the number of grid points and σ
2 gives the
difference between the two approaches. The alternative metric has the characteristic that it
increases with the degree of spatial heterogeneity. We use annual-mean temperature changes,
averaged over all model years. This reduces the degree of spatial heterogeneity compared to
using e.g. single monthly means and we thus ignore any seasonal or shorter term component.
We further define a heterogeneity ratio (HR) as the ratio of the alternative and standardmetric
HR ¼ ΔT
2ð Þ
ΔT
 2 ð3Þ
A ratio higher than 1 shows that the response is heterogeneous and we capture more of
the regional variability than when the standard metric is applied, thus obtaining a more
complete signal in the calculation of global impacts.
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Even a homogeneous concentration change, such as an increase in CO2, causes an
inhomogeneous forcing and a consequent temperature response with a distinct geographical
distribution due to dynamics and spatial variability in the strength of feedbacks in the climate
system. Boer and Yu (2003) investigated the relationship between radiative forcing (RF) and
global-mean SAT response and found a tendency for a generic temperature response that
depends mainly on the distribution of the climate feedbacks, and only secondarily on the
forcing pattern. This view is supported by Lambert et al. (2011). In order to explore how
important the patterns of climate feedbacks/dynamics and RF are, respectively, for the
heterogeneity in the response to the transport perturbations, we define the normalized
heterogeneity ratio (NHR)
NHRi ¼ HRiHRCO2 transport ð4Þ
for transport sector i. This is the heterogeneity ratio for the short-lived perturbations in each
transport sector normalized by that of CO2 from total transport (see SI). (Because CO2 is so
long-lived, the heterogeneity associated with transport CO2 is no different to the heteroge-
neity associated with other sources of CO2.) Since the same dynamics and feedbacks affect
both the response to the CO2 perturbation and to the transport perturbations (this might not
be exactly the case for indirect aerosol effects, however we only consider indirect effects in a
simplified way—see SI), we are left with the signal caused by the departure of the pattern of
forcing from the more homogeneous CO2 case. The ratio thus quantifies the excess of
heterogeneity in the temperature change that can be directly attributed to the spatial
distribution of the transport related non-CO2 forcings.
3 Results and discussion
3.1 Climate impact of ozone precursor emissions
Figure 1a to f shows the annual-mean SAT change due to ozone precursor emissions (OPE—
net of O3, CH4 and primary mode O3 (O3PM), see SI) from aviation, road traffic and
shipping with ECHAM4 and HadSM3. The temperature change from aviation and road
traffic OPE shows a significant inter-hemispheric difference, with largest change in the
Northern hemisphere where the majority of emissions occur. There is also a longitudinal
pattern, which is similar for all sectors despite the different distributions of emissions and
RF, and which resembles the well-established land/ocean response for more homogeneous
forcing such as CO2 (Fig. 1g and h). The land/sea contrast, i.e. temperature over land areas
responding more strongly than over oceans, favors Northern hemisphere temperature change
and has been demonstrated to be a robust feature of modelled transient and equilibrium
climate change (e.g. Sutton et al. 2007). Studies suggest that for more uniform forcings the
temperature response depends on local response and global-mean forcing, and less on the
forcing pattern (Boer and Yu 2003; Lambert et al. 2011). However, Shindell et al. (2010)
found that for forcings that are highly inhomogeneous the surface temperature response is
fairly sensitive to the latitude of the forcing, but less so to the longitude. Though exhibiting
significant geographical variability, the SAT change due to shipping OPE shows less inter-
hemispheric difference than the two other sectors (because the O3 forcing itself has less
inter-hemispheric difference—see Myhre et al. (2011) and because the more homogeneous
CH4 and O3PM forcings dominate) and is, unlike the other sectors, negative everywhere.
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This is due to the strong negative RF of shipping CH4 and O3PM (Table SI1). The
geographical distribution is also more similar to that of total transport CO2, with the largest
temperature changes (though of opposite sign) occurring in high latitudes in both
hemispheres.
The zonal- and annual-mean SAT change by component (O3, CH4 and O3PM) from each
transport sector and model is shown in Fig. 2, together with the net temperature change.
Changes in O3 cause warming at all latitudes and show the largest inter-hemispheric
difference. CH4 causes a more symmetric cooling (as does O3PM, but as noted in Section
SI1, this response is assumed to be simply a scaled version of the CH4 response). The net
zonal-mean temperature change is positive for road traffic OPE, while shipping OPE has a
cooling impact. Aviation OPE causes a net warming in the Northern hemisphere, but a slight
cooling in the Southern hemisphere in HadSM3, while the temperature change is positive at
all latitudes in ECHAM4.
Next we aggregate the information to the global level and compare our two metrics for
climate impact. The results of our analysis of the climate impact of total transport CO2 and
OPE from the transport sectors are summarized in Table 1. The first column gives the global-
mean temperature change calculated from the spatial distributions in Fig. 1. The net RF of
O3, CH4 and O3PM is strongest for road traffic (Table SI1), resulting in the highest global-
mean temperature change from this sector, while shipping causes a net cooling. For all
sectors, the temperature change due to OPE is significantly smaller than that of total
transport CO2.
Looking at the global climate impact given by our two metrics, road traffic is again the
most important sector. However, because our metrics implicitly give equal weight to positive
and negative temperature changes, shipping causes a larger impact than aviation. Applying
the alternative metric does not change the ranking of sectors in terms of their impact
compared to the standard calculation.
Our metrics, and thus the heterogeneity in the temperature change, can be compared in
terms of absolute difference given by σ2 (Eq. 1) or the heterogeneity ratio, HR (Eq. 3), given
in Table 1. Looking at HR it is clear that of the three transport subsectors, aviation gives the
most heterogeneous response: the impact is ~90% higher for ECHAM4 when we apply the
alternative metric compared to the standard metric. For road traffic and shipping the
difference between the metrics is 27% and 14%, respectively. The response in HadSM3 is
generally more heterogeneous, especially for aviation OPE, where the alternative metric
gives a 7 times higher climate impact than the standard metric.
Aviation OPE in HadSM3 shows the largest ratio of Northern to Southern hemisphere
temperature change and net negative temperature change in the Southern hemisphere, which
leads to strong cancellations in the global-mean. For HadSM3, 50% of the additional signal
in the alternative metric can be attributed to this inter-hemispheric difference in temperature
response for aviation. This is demonstrated by calculating the metrics assuming that we have
only two gridboxes (a Northern and Southern hemisphere, i.e. N02 in Eq. 2). In this case the
only heterogeneity contributing to the difference between metrics, given by HR, is the inter-
hemispheric difference and we compare this with the HR calculated using all gridpoints to
see how much of the additional signal that is retained in the N02 case. Corresponding values
are somewhat lower for road traffic and shipping in HadSM3 and in ECHAM4. We note that
Fig. 1 Annual-mean surface air temperature change [°C] due to ozone precursor emissions (OPE). ECHAM4
model results are in the left hand column, HadSM3 in the right hand column. a and b aviation; c and d road
traffic; e and f shipping. g and h show the change due to CO2 from the transport sector as a whole. Note the
different scales
b
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because the metric values are very small, particularly for aviation, the HR values can get
quite high. In terms of absolute values (i.e. σ2) the difference between metrics is largest for
road traffic. However, this sector has a larger climate impact due to higher emissions of
ozone precursors. When normalized by emissions, the absolute difference between metrics is
largest for aviation, consistent with HR. By applying the alternative metric we are able to
detect a more complete signal of impact by capturing more of the spatial variability and we
find that we are losing most information by standard global averaging in the case of aviation
OPE.
Although perturbations of CO2 concentration give a more homogeneously distributed
forcing and temperature response than perturbations of short-lived species, the response still
shows a distinct geographical pattern (Fig. 1g and h, Table 1). The normalized heterogeneity
ratio, NHR (Eq. 4), shows the part of the additional signal in the alternative metric which is
Fig. 2 Annual, zonal-mean surface air temperature change [°C] by component for O3 (solid), CH4 (dot-
dashed) and O3PM (dashed). ECHAM4 model results are in the left hand column, HadSM3 in the right hand
column. a and b aviation; c and d road traffic; e and f shipping. The solid black line shows net temperature
change of these components for each sector
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caused by the departure of the pattern of forcing from the more homogeneous CO2 case and
indicates how important the spatial distribution of climate feedbacks and RF, respectively,
are for the pattern of temperature response. A NHR higher than 1 means heterogeneity in
forcing is more important than for the CO2 case. In our analysis NHR differs from 1 for road
traffic and aviation OPE in both models, and for shipping in HadSM3. In the case of
shipping in ECHAM4, however, the heterogeneity is similar to the heterogeneity for
transport CO2, a result which was seen in Fig. 1 and is consistent with CH4 being the more
dominant RF in this case versus the stronger RF of O3 for the other two transport sectors.
To further investigate the contributions of longitudinal and latitudinal variability in the
temperature change (Fig. 1) to our analysis we repeat the calculations of metrics, but now for
the (1D) zonally-averaged temperature fields (Table 2), and compare with the results from the
analysis with the 2D temperature field above. Going over to zonally-averaged data cannot (by
Table 2 Summary of standard and alternative metrics, heterogeneity ratios (HR) and normalized heteroge-
neity ratios (NHR) for CO2 from the transport sector as a whole and for ozone precursor emissions (OPE) from
aviation, road traffic and shipping using results from ECHAM4 (top) and HadSM3 (bottom). Values are
calculated using zonal-mean surface temperature changes
Global mean ΔT [°C] Standard metric [°C]2 Alternative metric [°C]2 HR NHR
ECHAM4
Total transport CO2 0.14 0.019 0.020 1.07 1
Aviation OPE 0.006 3.3E-05 5.4E-05 1.63 1.53
Road traffic OPE 0.014 2.1E-04 2.4E-04 1.16 1.08
Shipping OPE −0.012 1.6E-04 1.7E-04 1.07 1.00
HadSM3
Total transport CO2 0.15 0.024 0.027 1.14 1
Aviation OPE 0.003 8.4E-06 4.1E-05 4.9 4.3
Road traffic OPE 0.015 2.3E-04 3.5E-04 1.49 1.31
Shipping OPE −0.008 6.8E-05 7.4E-05 1.09 0.95
Table 1 Summary of standard and alternative metrics, heterogeneity ratios (HR) and normalized heteroge-
neity ratios (NHR) for CO2 from the transport sector as a whole and for ozone precursor emissions (OPE) from
aviation, road traffic and shipping using results from ECHAM4 (top) and HadSM3 (bottom)
Global mean ΔT [°C] Standard metric [°C]2 Alternative metric [°C]2 HR NHR
ECHAM4
Total transport CO2 0.14 0.019 0.022 1.13 1
Aviation OPE 0.006 3.3E-05 6.2E-05 1.88 1.66
Road traffic OPE 0.014 2.1E-04 2.6E-04 1.27 1.12
Shipping OPE −0.012 1.6E-04 1.8E-04 1.14 1.01
HadSM3
Total transport CO2 0.15 0.024 0.028 1.21 1
Aviation OPE 0.003 8.4E-06 6.1E-05 7.3 6.0
Road traffic OPE 0.015 2.3E-04 3.9E-04 1.69 1.40
Shipping OPE −0.008 6.8E-05 1.1E-04 1.56 1.30
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our definitions) affect the standard metric, but the effect of longitudinal variability will not be
captured in the alternative metric.
We use the heterogeneity compared to that of CO2 (i.e. NHR) for each transport sector
and calculate the ratio of the 2D and 1D analyses:
R ¼ NHRi  1ð Þ2D
NHRi  1ð Þ1D
ð5Þ
where 1 is the NHR for CO2. In the case of aviation and road traffic OPE we find that we
lose between 25% and 50% of the heterogeneity signal when using 1D instead of 2D data.
This means that the stronger climate impact suggested by the alternative metric is largely
caused by the fact that we capture more of the latitudinal heterogeneity, though the
longitudinal pattern of temperature change also contributes to the increased signal. Our
analysis shows that although the pattern of temperature response does not closely match the
pattern of the forcing, the forcing pattern still influences the response pattern on a hemi-
spheric scale. In particular, if a forcing is mostly in one hemisphere, then so is the response.
This is supported by the findings in Shindell et al. (2010). In the case of shipping, the NHR
is close to 1 for both models in the 1D analysis. The latitudinal variability in the response to
shipping OPE is thus close to that of total transport CO2, and the more complete signal
reflected by the higher values of the alternative metric is dominated by the longitudinal
pattern, as is obvious from Fig. 1e and f.
The climate sensitivity differs amongst the different forcing components (i.e. each
component has its own characteristic climate efficacy (Hansen et al. 2005)) and this is
implicitly included in our SAT changes. For a single forcing component or mechanism, the
efficacy only describes the modification of the global-mean effect, not the pattern. However,
for the net impact of a set of components, efficacy can contribute to the heterogeneity by
affecting the relative importance of the response to individual components which determines
the overall pattern. To investigate how this affects our analysis, we calculate the metrics and
ratios assuming an efficacy of 1, i.e. equal climate sensitivity parameters, for all perturba-
tions. These results are then compared to the original calculations. For aviation and shipping
we find somewhat lower heterogeneity ratio, while there is almost no effect on the results for
road traffic. We thus conclude that the main signal in our alternative metric is due to
differences in the heterogeneity in forcing and the consequent temperature response, rather
than differences in efficacy.
3.2 Climate impact of aerosols
In addition to O3 and CH4, there are several other components from transport that have
distinctly heterogeneous forcings, mainly BC and SO4, and aviation cirrus and contrails. In
this section we extend our analysis to include also temperature change from BC, OC and
SO4 (with a simplifying assumption that patterns of surface temperature change are the same
for the direct and first indirect (i.e. cloud albedo) forcings) from transport, using data from
simulations with HadSM3 (Shine et al. 2011). Note that we have been selective in our
inclusion of indirect effects—the cloud albedo forcing associated with SO4, whilst uncertain,
is arguably the least uncertain of any of the cloud indirect effects; at the other extreme, the
impact of aviation BC emissions on cirrus clouds, is highly uncertain, to the extent that not
even the sign is known (Lee et al. 2010). The HadSM3 simulations implicitly include a
representation of any semi-direct effects of BC on clouds (via changes in local relative
humidity and stability) although these effects are likely to be strongly model dependent. For
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aviation, the direct aerosol effect is believed to be negligible (Table SI1) and so we focus
only on road traffic and shipping.
For road traffic, zonal-mean temperature is similar in the Southern hemisphere in both the
OPE case and in the case of combined ozone precursors and aerosols (OPE+AER), while
there is an increased warming in the Northern hemisphere due to the addition of BC (Fig.
SI1). Because of the strong negative RF of SO4, shipping causes a stronger cooling in the
OPE+AER case. The difference between our metrics is more pronounced for the OPE+AER
road traffic case (Table 3) than for OPE alone (Table 1). The opposite is the case for
shipping.
3.3 Transport perturbations superimposed on a background atmosphere
When perturbations are compared to some reference climate change, it is not evident that a
negative temperature change leads to an overall cooling of climate—it could in fact only act
to reduce an already existing warming trend. Furthermore, in the analysis above both
positive and negative temperature changes are given equal significance through our assump-
tion of a quadratic relationship between temperature change and impact. However, it is not
obvious that a reduction in temperature would cause the same impact, or damage, as an
increase. To explore the consequences of assuming that the transport forcing is super-
imposed on other forcings, we combine the temperature change due to OPE for each sector
with the equilibrium temperature change representative of total anthropogenic CO2 since
pre-industrial times to calculate the total impact (Dtotal). We thus assume that the forcing
from CO2 is an approximation to the total anthropogenic forcing (which Forster et al. (2007)
show may indeed be the case for the present-day, although the net forcing is much more
uncertain) and look at the effect of the transport perturbations put on top. We are now
looking at the contribution of OPE from current transport to the total present-day impact of
human activity, ΔD0Dtotal−DCO2.
While we expect larger heterogeneity due to larger inter-hemispheric difference and non-
linearity, we now find smaller heterogeneity ratios (Table SI2) than in the isolated OPE case
(Table 1). We thus lose less information about regional variability when comparing the
impact of short-lived species to the reference climate change. Meanwhile, since we now
have a situation with higher background temperature, the climate impact in terms of our two
metrics from the transport sectors is larger than in the isolated OPE case. One explanation for
the lower heterogeneity we now observe is that the response pattern due to CO2 now
dominates and that the transport perturbations are not large enough to induce a substantial
modification. This is supported by the fact that the heterogeneity in the transport temperature
Table 3 Summary of standard and alternative metrics, heterogeneity ratios and normalized heterogeneity
ratios for CO2 from the transport sector as a whole and for the combined temperature change due to ozone
precursor emissions and aerosols (BC, OC, SO4 direct and indirect) (OPE+AER) from road traffic and
shipping using results from HadSM3
Global mean ΔT
[°C]
Standard metric
[°C]2
Alternative metric
[°C]2
HR NHR
HadSM3
Total transport CO2 0.15 0.024 0.028 1.21 1
Road traffic OPE+AER 0.04 1.4E-03 2.6E-03 1.86 1.54
Shipping OPE+AER −0.05 2.9E-03 3.2E-03 1.11 0.92
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responses, at least for ECHAM4, is not very different from CO2 (last column in Table SI2).
To investigate the sensitivity to the magnitude of perturbations more closely, we perform
several tests: (i) Temperature response due to CO2 doubling reduced by 50%, (ii) temper-
ature response to the transport sectors increased by a factor of 10 and (iii) both these changes
simultaneously. All these changes have relatively little impact on the heterogeneity ratios.
The approach described in Sections 3.1 and 3.2 is in line with standard metrics such as
GWP, which are applied on a constant CO2 background. Reisinger et al. (2011) found that
changing background concentrations leads to notable changes in GWPs. We find that our
metrics are quite sensitive to the background impact, i.e. the impact of the short-lived species
depends on the background temperature change. The above results indicate that when we
look at the transport sectors in isolation or compare them internally, global averaging can
lead to significant loss of information about the impact, and accounting for the regional
variability in global metrics can be important. However, when we assess the climate impact
of small sectors or perturbations in connection with the total impact this becomes less
important because the heterogeneity in the response to CO2 dominates. Using global-mean
metrics may be justified in this case.
3.4 Caveats
While all our analyses show the same main conclusions and characteristics, the exact values
of the results are quite sensitive to the magnitude of the perturbations and also to which
components we include in the definition of net climate impact. For road traffic, the BC
perturbation was performed with three different scaling factors: 250, 500 and 1,000. We
perform the analysis using these different scalings and find that the difference between our
standard and alternative metric is largest for the smallest perturbation. The temperature
response to the BC perturbations is discussed in more detail in Shine et al. (2011), where it is
shown that the inter-hemispheric difference is largest for the smaller scaling factors, perhaps
due to a non-linearity in the semi-direct response of clouds to BC. We also examine transport
O3 perturbations scaled by two different factors (100 and 500), and find a much smaller
impact on the analysis.
GCMs simulate a certain level of unforced variability that may mask the response
induced by perturbations. If there are large numbers of insignificant grid-point responses,
the additional signal we detect with the alternative metric could be affected by spurious
spatial structures representing this unforced variability. To exclude this possibility, grid-point
t-tests are performed for the response to ECHAM4 ozone perturbations. For the temporally
averaged response to O3 from the transport sectors, the temperature signal is statistically
significant at the 1% level in more than 99% of the grid-points.
A formal uncertainty analysis to determine the robustness of our normalized heteroge-
neity ratios and whether these are significantly different from 1 would require ensemble
results. We do, however, perform a simplified uncertainty analysis by splitting our existing
model runs into sub-means averaged over shorter time periods, thus obtaining a set of metric
and ratio values (see SI). Results indicate that our analysis is robust and shows that the
normalized heterogeneity ratios for OPE are significantly different from 1.
We implicitly assume that the temperature change due to changes in O3 and CH4 can be
added linearly to obtain the net response. Results from additional sensitivity simulations
with ECHAM4 comparing the zonal and global-mean RF and temperature change for a
combined O3 aviation and CH4 perturbation with the sum of these two perturbations
suggests that this assumption is supported by the model results (see SI). Finally, uncertainty
is related to the assumption that the forcing and response to O3PM and transport CH4
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follows the pattern of the global CH4. This is also the case for the assumption that SO4 direct
and indirect effects have the same distribution.
4 Conclusions
Using results from equilibrium climate change simulations with the ECHAM4 and HadSM3
GCMs, we have explored the heterogeneity in the surface air temperature response to ozone
precursor emissions (including changes in ozone concentration derived from CTM calcu-
lations and the corresponding methane concentration changes) and aerosol emissions from
road traffic, aviation and shipping. Ozone precursors are important components of the
emissions from transport, but their net climate impact via changes in atmospheric ozone
and methane is difficult to determine due to inhomogeneities in forcing and response, and
compensational effects. Furthermore, both ozone precursors and aerosols produce more
spatially heterogeneous RF than long-lived species like CO2 and the response can also be
more heterogeneous. Using two simplified metrics for climate impact we investigate the loss
of information about regional variability that results from the use of global-mean input in the
case of heterogeneous temperature change and explore an alternative metric for capturing
regional impacts. Though the possible loss of information about the distribution of impacts
by global averaging is conceptually obvious, there is nevertheless widespread use of global-
mean indicators and metrics. Our study takes a step towards quantifying the implications of
this loss of information for specific sectors and components.
Significant longitudinal and latitudinal variability in the surface air temperature response
to the perturbations in ozone, methane and aerosols from the transport sectors leads to global
cancellations and loss of information when the climate impact is calculated using a metric
based on input of global-mean temperature change. By applying a global metric which is
calculated locally and then averaged globally, we capture more of the regional variability
and detect a more complete signal of climate impact. This is most significant in the case of
aviation, where the climate impact is a factor 2 and 7 larger for the ECHAM4 and HadSM3
respectively, when we account for regional variability in the calculation. An investigation of
the contribution of longitudinal and latitudinal variability to the additional signal detected
indicates that, although the pattern of temperature response does not closely match the
pattern of the forcing, the forcing pattern still influences the response pattern in the case of
short-lived components, at least on a hemispheric scale.
Standard metrics such as GWP are applied on a constant CO2 background. We superim-
pose the short-lived transport forcing on present-day anthropogenic CO2 forcing and find
that our metrics are quite sensitive to the background impact. In this case the heterogeneity
in the temperature response to CO2 dominates, which suggests that the importance of
including regional climate impacts in global metrics depends on the type of analysis. If we
consider the transport sectors in isolation or compare them among each other, global
averaging can lead to significant loss of information about impact and accounting for
regional variability in global metrics can be important. However, when we assess the climate
impact of smaller sectors or perturbations in connection with an existing strong background
impact, the difference between the two metrics becomes smaller and using global-mean
metrics may be justified.
We use a relationship between climate change and impact which is often applied in
literature and which would apply to any non-linear case. However, the exact relationship can
in some cases be very uncertain. In other cases the relationship for a particular impact
category may be known, but is strongly dependent on the impact of interest. Furthermore,
Climatic Change (2012) 113:949–963 961
we use annual-mean temperature responses averaged over all model years and consider only
temperature change as input variable. Using results from two GCMs captures some of the
inter-model variability and we provide a simplified uncertainty calculation to investigate the
statistical robustness of our metrics.
Our analysis is a step towards quantifying the loss of small-scale spatial information
about climate impacts and is valid when constructing metrics for application at the global
scale. However, at this the stage the approach is not directly applicable to evaluating the
change in impact due to specific emission changes, for instance by multiplying emissions
with a metric to place them on a (for example) common “carbon-equivalent” scale, as is the
case with the global warming potential (GWP). This is because the GCM simulations use
prescribed concentration patterns derived from emission changes in CTM runs. The con-
centration changes can be sensitive to the location and seasonal (and perhaps even diurnal)
timing of emissions. For a pulse emission of e.g. NOx the spatial heterogeneity would also
be time dependent due to the different time scales of the impacts of NOx on O3 and CH4. For
application in policy-making, this sensitivity needs to be accounted for. A possible future
application of our approach is the inclusion of a measure of the spatial heterogeneity in the
impact in metrics such as the GWP or global temperature change potential (GTP) (e.g.
Fuglestvedt et al. 2010).
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