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In quantum information theory it is generally accepted that quantum mutual information is an
information-theoretic measure of total correlations of a bipartite quantum state. We argue that there
exist quantum states for which quantum mutual information cannot be considered as a measure
of total correlations. Moreover, for these states we propose a different way of quantifying total
correlations.
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I. INTRODUCTION
In quantum information theory it is generally accepted
that (i) total correlations of a bipartite quantum state
are quantified by quantum mutual information (see e.g.
[1–21])
T (ρAB) = I(ρAB), (1)
(ii) the total correlations T (ρAB) can be decomposed into
classical and quantum correlations (see e.g. [5–15, 17–
19])
T (ρAB) = C(ρAB) +Q(ρAB), (2)
(iii) the quantum correlations are dominated by the clas-
sical correlations (see e.g. [7, 8, 10, 12–15, 17])
C(ρAB) ≥ Q(ρAB). (3)
Notice that the quantum correlations are not only limited
to quantum entanglement, because separable quantum
states can also have correlations which are responsible for
the improvements of some quantum tasks that cannot be
simulated by classical methods [22–28].
However, there are some results that may raise doubts
as to whether the statements (i), (ii) and (iii) hold for
all ρAB. In the following we briefly review and discuss
a few of them. For example, it has been shown that
there are quantum states for which statements (i) and (ii)
cannot be simultaneously true, if quantum correlations
are measured by relative entropy of entanglement while
classical correlations are quantified by a measure based
on the maximum information that could be extracted
on one system by making a POVM measurement on the
other one [7].
Recently, it has been shown that for certain quan-
tum states the quantum correlations, as measured by
entanglement of formation, exceed half of the total cor-
relations, as measured by quantum mutual information,
∗Electronic address: Z.Walczak@merlin.phys.uni.lodz.pl
Q(ρAB) ≥ 12I(ρAB) [17]. If one assumes that state-
ments (i), (ii) and (iii) hold for all ρAB, then one con-
cludes that entanglement of formation cannot be consid-
ered as a measure of quantum correlations. However,
if one assumes that entanglement of formation is a mea-
sure of quantum correlations and statements (ii) and (iii)
hold, then it can be shown that for these quantum states
T (ρAB) ≥ I(ρAB).
Moreover, it has been shown that for certain quantum
states quantum correlations, as measured by entangle-
ment of formation, exceed total correlations, as measured
by quantum mutual information, Q(ρAB) ≥ T (ρAB)
[17, 29]. It means that entanglement of formation can-
not be considered as a measure of quantum correlations,
if one assumes that statements (i), (ii) and (iii) hold for
all ρAB. However, if one assumes that entanglement of
formation is a measure of quantum correlations and state-
ments (ii) and (iii) hold, then again one comes to conclu-
sion that for these quantum states T (ρAB) ≥ I(ρAB).
Furthermore, it has been shown that for some quan-
tum states quantum correlations, as measured by en-
tanglement of formation, exceed I(ρAB) − Q(ρAB), i.e.
Q(ρAB) ≥ 12I(ρAB) [18]. If one assumes that statements
(i) and (ii) hold for all ρAB, then one concludes that for
these states Q(ρAB) ≥ C(ρAB). However, if one assumes
that entanglement of formation is a measure of quantum
correlations and statements (ii) and (iii) hold, then once
again one comes to conclusion that for these quantum
states T (ρAB) ≥ I(ρAB).
These results suggest that statement (i) may not be
true for all bipartite quantum states. It is clear that if
(1) holds for all states, then one immediately concludes
that quantum mutual information must be a measure of
total correlations also in the case when the quantum state
has only classical correlations. This implies that
C(ρAB) = T (ρAB) = I(ρAB) (4)
for classically correlated quantum states.
In this Letter, we argue that there exist classically cor-
related quantum states for which quantum mutual infor-
mation cannot be considered as a proper measure of total
correlations and for these states we propose a different
way of quantifying total correlations.
2II. A TWO-QUBIT MIXED STATE
Assume that Alice and Bob share a pair of qubits in
the following state
ρAB = α|00〉〈00|+ (1− α)|11〉〈11|, (5)
where α ∈ (0, 1). This state cannot have quantum corre-
lations because it is separable and qubit A (B) is in the
state ρA(B) = α|0〉〈0|+(1−α)|1〉〈1| which is a mixture of
orthogonal states |0〉 and |1〉. Therefore, it is clear that
the correlations between two orthogonal states of qubits
A and B can be purely classical (see e.g. [9, 19, 30]).
Suppose now that Alice and Bob measure two observ-
ables MA = a0|0〉〈0| + a1|1〉〈1| and MB = b0|0〉〈0| +
b1|1〉〈1|, respectively. If the measurement outcome ofMA
(MB) is ai (bi), then qubit A (B) is certainly in the state
|i〉. Therefore, it is clear that the classical correlations
between two orthogonal states of qubits A and B are sim-
ply correlations between two classical random variables
A and B corresponding to the measurement outcomes of
MA and MB, respectively. Notice that A and B are ran-
dom variables with alphabets A = {a0, a1}, B = {b0, b1}
and probability mass functions pA(B) = [p
A(B)
i ], where
p
A(B)
i = Tr[|i〉〈i|ρA(B)] denotes the probability that the
measurement outcome ofMA (MB) is ai (bi). In the case
under consideration, it can be shown that
pA = (α, 1 − α), (6a)
pB = (α, 1 − α). (6b)
Assume now that first Alice performs a measure-
ment of MA and then Bob performs a measurement of
MB. If the measurement outcome of MA is ai, then
the post-measurement state of the system is given by
ρABi = (|i〉〈i| ⊗ I)ρAB(|i〉〈i| ⊗ I)/pAi . Therefore, the
conditional probability that Bob’s outcome is bj pro-
vided that Alice’s was ai is p
B|A
j|i = Tr[(I ⊗ |j〉〈j|)ρABi ]
while the joint probability that the measurement out-
come of MA and MB is ai and bj, respectively is given
by pABij = Tr[(|i〉〈i| ⊗ |j〉〈j|)ρAB ]. In the case under con-
sideration, it can be shown that
pB|A = [pB|A
j|i ] =
(
1 0
0 1
)
(7)
and
pAB = [pABij ] =
(
α 0
0 1− α
)
. (8)
Thus, we see that random variables A and B are not in-
dependent and therefore there exist classical correlations
between qubits A and B in the state (5).
Assume now, according to the statement (i), that total
correlations of a bipartite quantum state are quantified
by quantum mutual information which is defined in for-
mal analogy to classical mutual information as
I(ρAB) = S(ρA) + S(ρB)− S(ρAB), (9)
pA
α
1− α
pB
α
1− α
A
0 0
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FIG. 1: This diagram shows that B = f(A) and therefore
random variables A and B are perfectly correlated in the
information-theoretic sense, despite the fact that in this case
the mutual information can be arbitrarily small.
where S(·) denotes the von Neumann entropy. Then,
according to Eq. (4) the classical correlations between
qubits A and B are measured by the quantum mutual
information. In the case under consideration, it can be
shown that I(ρAB) is just classical mutual information
of random variables A and B given by
I(A : B) =
∑
i,j
pABij log2(p
AB
ij /(p
A
i p
B
j ))
= −α log2 α− (1 − α) log2(1− α). (10)
Therefore, we see that the classical correlations content
of the quantum state (5) can be arbitrarily small, as mea-
sured by classical mutual information, because α ∈ (0, 1).
Now, we check if these correlations can be really ar-
bitrarily small. From Eq. (7) it follows that if Alice’s
measurement outcome is ai, then Bob’s one is bi, i.e. B
is a one-to-one function of A, B = f(A) (see Fig. 1). It
means that the random variables A and B and what fol-
lows the states of qubits are perfectly correlated in the
information-theoretic sense. Therefore, we see that in
the general case quantum mutual information cannot be
considered as a measure of total correlations in bipartite
quantum states.
Now, we show why the classical mutual information
I(A : B) does not capture all the correlations be-
tween random variables A and B, except the case when
α = 1/2. We know that Shannon entropy of ran-
dom variable B, H(B) = −∑j pBj log2 pBj , is a mea-
sure of Alice’s a priori uncertainty about the measure-
ment outcome of MB and if the measurement outcome
of MA is ai, then Alice’s uncertainty about the measure-
ment outcome of MB is changed, preferably reduced,
to H(B|A = ai) = −
∑
j p
B|A
j|i log2 p
B|A
j|i . Therefore,
the information she gained about the measurement out-
come of MB due to the measurement of MA is given
by H(B) − H(B|A = ai). Thus, the average informa-
tion gain about the measurement outcome of MB due
to the knowledge of the measurement outcome of MA is∑
i p
A
i (H(B) − H(B|A = ai)) = H(B) − H(B|A), and
it can be shown that it is equal to I(A : B). Therefore,
we see that the average information gain about one ran-
dom variable due to the knowledge of other one can be
arbitrarily small although they are perfectly correlated.
3Thus it is clear that classical mutual information is not
a measure of correlations between two random variables,
it is rather a measure of their mutual dependency.
This conclusion leads us to the following question:
What is an information-theoretic measure of correlations
between random variables A and B? For a pair of ran-
dom variables with identical probability mass functions
Cover and Thomas [31] define it in the following way
C(A,B) = I(A : B)
H(A)
. (11)
The basic properties of C(A,B) are as follows [31] (i)
C(A,B) = C(B,A), (ii) 0 ≤ C(A,B) ≤ 1, (iii) C(A,B) =
0 if and only if A and B are independent, and (iv)
C(A,B) = 1 if and only if A and B are perfectly cor-
related in the information-theoretic sense.
In the case under consideration, pA = pB and it can
be shown that I(A : B) = H(A), therefore C(A,B) = 1,
i.e. A and B are perfectly correlated for all α ∈ (0, 1).
In the next section we show how to extend this definition
to the case when the probability mass functions are not
identical.
III. A TWO-QUTRIT MIXED STATE
Assume now that Alice and Bob share a pair of qutrits
in the following separable state
ρAB =
1
3
|11〉〈11|+ 1
3
|20〉〈20|+ 1
3
|22〉〈22| (12)
in which orthogonal states of qutrits A and B are classi-
cally correlated. Notice that ρA = 13 |1〉〈1|+ 23 |2〉〈2| and
ρB = 13 |0〉〈0| + 13 |1〉〈1| + 13 |2〉〈2|. Suppose now that Al-
ice and Bob measure two observables MA = a0|0〉〈0| +
a1|1〉〈1|+a2|2〉〈2| andMB = b0|0〉〈0|+b1|1〉〈1|+b2|2〉〈2|.
It can be easily shown that the probability mass functions
pA and pB are not identical, and they are given by
pA = (0, 13 ,
2
3 ), (13a)
pB = (13 ,
1
3 ,
1
3 ). (13b)
Assume now that first Alice performs a measurement
of MA and then Bob performs a measurement of MB. It
can be shown that
p
B|A
0|1 = 0, p
B|A
1|1 = 1, p
B|A
2|1 = 0, (14a)
p
B|A
0|2 =
1
2 , p
B|A
1|2 = 0, p
B|A
2|2 =
1
2 , (14b)
and
pAB = [pABij ] =

 0 0 00 13 0
1
3 0
1
3

 . (15)
Thus, we see that the random variables A and B are not
independent, and from Eqs. (14) it follows that Bob’s
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FIG. 2: This diagram shows that the random variables A and
B are not perfectly correlated in the information-theoretic
sense.
measurement outcomes are correlated with Alice’s ones,
but they are not perfectly correlated (see Fig. 2). Now,
we show how to quantify these correlations. We know
from classical information theory that for any two ran-
dom variables A and B (i)H(B|A) ≤ H(B) with equality
if and only if they are independent, and (ii) H(B|A) ≥ 0
with equality if and only if B = f(A), i.e. B is perfectly
correlated with A in the information-theoretic sense.
Therefore, it is clear that if H(B) > 0, then
1 ≥ H(B|A)/H(B) ≥ 0. (16)
Notice that this inequality can be rewritten in the fol-
lowing form
0 ≤ I(A : B)/H(B) ≤ 1. (17)
Therefore, the correlations between A and B can be mea-
sured by I(A : B)/H(B). In the case under consid-
eration, it can be shown that I(A : B) = log2 3 − 23 ,
H(B) = log2 3 and therefore
I(A : B)
H(B)
= 1− 23 (log2 3)−1. (18)
Assume now that first Bob performs a measurement
of MB and then Alice performs a measurement of MA.
If the measurement outcome of MB is bi, then the post-
measurement state of the system is given by ρABi = (I ⊗
|i〉〈i|)ρAB(I⊗|i〉〈i|)/pBi . Therefore, the conditional prob-
ability that Alice’s outcome is aj provided that Bob’s was
bi is p
A|B
j|i = Tr[(|j〉〈j|⊗I)ρABi ] while the joint probability
that the measurement outcome of MA and MB is aj and
bi, respectively is given by p
AB
ji = Tr[(|j〉〈j|⊗ |i〉〈i|)ρAB ].
It this case, the joint probabilities are given by (15) while
the conditional probabilities are as follows
pA|B = [pA|B
j|i ] =

 0 0 00 1 0
1 0 1

 . (19)
Thus, we see that Alice’s measurement outcomes are per-
fectly correlated with Bob’s ones (see Fig. 3). Now, we
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FIG. 3: This diagram shows the perfect correlations, in the
information-theoretic sense, between random variables A and
B, A = f(B), despite the fact that the mutual information
I(A : B) = H(A) ≃ 0.918.
explain why this is the case. We know that for any two
random variables A and B (i) H(A|B) ≤ H(A) with
equality if and only if they are independent, and (ii)
H(A|B) ≥ 0 with equality if and only if A = f(B), i.e.
A is perfectly correlated with B. Therefore, it is clear
that if H(A) > 0, then
1 ≥ H(A|B)/H(A) ≥ 0. (20)
Notice that this inequality can be rewritten in the fol-
lowing form
0 ≤ I(A : B)/H(A) ≤ 1. (21)
Therefore, the correlations between A and B can be mea-
sured by I(A : B)/H(A). In the case under considera-
tion, it can be shown that I(A : B) = H(A) and therefore
I(A : B)
H(A)
= 1. (22)
Thus, we see that the correlations between two ran-
dom variables A and B corresponding to the measure-
ment outcomes of MA and MB depend on the tempo-
ral order of the measurements performed by Alice and
Bob. Therefore, in order to capture all classical correla-
tions that can be observed in the state (12), we propose
to define a measure of correlations between two random
variables A and B in the following way
C(A,B) = Max
(
I(A : B)
H(A)
,
I(A : B)
H(B)
)
=
=
I(A : B)
Min(H(A), H(B))
. (23)
It is easy to note that (23) has the following proper-
ties (i) C(A,B) = C(B,A), (ii) 0 ≤ C(A,B) ≤ 1, (iii)
C(A,B) = 0 if and only if A and B are independent, and
(iv) C(A,B) = 1 if and only if A and B are perfectly
correlated in the information-theoretic sense. The first
property follows directly from (23). The second one fol-
lows from inequality 0 ≤ I(A : B) ≤ Min(H(A), H(B)).
The third property holds because I(A : B) = 0 if and
only if A and B are independent. And the last property
can be derived in the following way. If A = f(B) then
H(A|B) = 0 and I(A : B) = H(A). Thus C(A,B) =
H(A)/Min(H(A), H(B)) and taking into account that
H(f(B)) ≤ H(B) we get C(A,B) = 1. In the similar way
one can show that if B = f(A) then also C(A,B) = 1.
Conversely, assume that C(A,B) = 1. Then I(A : B) =
Min(H(A), H(B)). If Min(H(A), H(B)) = H(A) then
H(A|B) = 0 and this implies that A = f(B). And if
Min(H(A), H(B)) = H(B) then H(B|A) = 0 and this
implies that B = f(A). Moreover, it is easy to note that
C(A,B) is equal to I(A : B) if and only if I(A : B) = 0
or Min(H(A), H(B)) = 1.
If a state ρAB has only classical correlations then the
way of finding the correlations between two random vari-
ables A and B corresponding to the measurement out-
comes of MA and MB can be considerably simplified by
noting that in this case the Shannon entropies are just
equal to the von Neumann entropies and from Eqs. (4)
and (23) it follows that
T (ρAB) = I(ρ
AB)
Min(S(ρA), S(ρB))
. (24)
Thus, we see that for the classically correlated quan-
tum states ρAB–in the general case it is difficult to see
whether the state is classically correlated or entangled
one–total correlations should be quantified by (24) in-
stead of quantum mutual information, except these cases
for which Min(S(ρA), S(ρB)) = 1.
Now, it is natural to ask a fundamental question: Can
we apply our results for entangled states? Before we
answer this question we should recall that beyond ana-
lyzing the correlations in the simplest examples of states,
the Bell-like states and the Bell states, still very little is
known in this complex subject.
In [3] a measure of the total correlations based on
the correlation coefficient was introduced and it was
shown that for the Bell-like state |ψ+〉 = √α|01〉 +√
1− α eiϕ|10〉 this measure of the total correlations and
quantum mutual information have a single maximum at
α = 1/2, and they are equal to zero when α = 0 or α = 1.
Of course, this important result does not mean that the
quantum mutual information is a measure of the total
correlations in the Bell-like state. This suggests only a
possible connection between these two quantities. More-
over, we do not even know whether this property holds
for other two-qubit states.
Recently, in [14] it has been shown that for the Bell
state |φ+〉 = 1√
2
(|00〉 + |11〉) the quantum mutual in-
formation is equal to the amount of randomness which is
necessary to completely erase all the correlations in |φ+〉.
This remarkable result gives us an operational interpreta-
tion for the quantum mutual information, at least for the
Bell state. Moreover, it may shed new light on the con-
5nection between the total correlations and the quantum
mutual information.
Now, let us apply our results to the entangled states
|ψ+〉 and |φ+〉. Assume now that (i) Alice and Bob share
a pair of qubits in the state |ψ+〉, (ii) Alice and Bob
measure two observables MA = a0|0〉〈0| + a1|1〉〈1| and
MB = b0|0〉〈0|+b1|1〉〈1|, respectively, and (iii) first Alice
performs a measurement ofMA and then Bob performs a
measurement of MB. In this case, it can be easily shown
that (i) the probability mass functions pA and pB are
given by
pA = (α, 1 − α), (25a)
pB = (1− α, α), (25b)
(ii) the conditional probabilities are as follows
pB|A = [pB|A
j|i ] =
(
0 1
1 0
)
, (26)
and (iii) the joint probabilities are given by
pAB = [pABij ] =
(
0 α
1− α 0
)
. (27)
Thus, we see that Alice’s measurement outcomes are
perfectly correlated with Bob’s ones in the information-
theoretic sense, which follows directly from (26). More-
over, it can be shown that this result will be the same if
the sequence of measurements is opposite. Therefore, the
total correlations in the state |ψ+〉, understood as corre-
lations between the measurement outcomes of MA and
MB, are maximal for all α and ϕ, not only for α = 1/2
and all ϕ, as it was suggested in [3].
Notice that in the similar way it can be shown that
the total correlations in the state |φ+〉 are also maximal.
Of course, our result does not contradict the result pre-
sented in [14], because in general for two maximally corre-
lated quantum states the amount of randomness needed
to erase all the correlations may be different. For exam-
ple, it can be shown that for the maximally correlated
two-qubit state of the form (5) we need 1 bit of random-
ness if α = 1/2, and 2 bits of randomness if α 6= 1/2.
IV. CONCLUSION
In this Letter, we have shown that for bipartite quan-
tum systems there exist quantum states for which quan-
tum mutual information cannot be considered as a uni-
versal measure of total correlations, understood as the
correlations between the measurement outcomes of two
local observables. Moreover, for these states we have pro-
posed a different way of quantifying total correlations,
which takes into account that the correlations can de-
pend on the temporal order of the measurements. Fur-
thermore, we have shown that this way of quantifying
total correlations can be successfully applied in the case
of the simplest examples of entangled states, which were
studied in the literature from the other points of view.
However, it remains an open question whether the same
can be done for other non-classically correlated bipartite
quantum states.
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