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Resume { Cet article presente une approche statistique pour la segmentation, le suivi et la reconnaissance du geste dans des
sequences longues. Une technique d'apprentissage statistique, developpee recemment par Moghaddam et Pentland [6], est utilisee
pour creer une representation probabiliste compacte des apparences 2D du geste sur un sous-espace de dimension reduite. La
segmentation et le suivi du geste sont bases sur un critere du maximum de vraisemblance associe a ce modele d'apparence. La
reconnaissance du geste s'appuie sur un Modele de Markov Cache utilisant le modele probabiliste d'apparence comme modele
d'observation. L'approche est generale et peut s'appliquer a d'autres problemes de reconnaissance du mouvement.
Abstract { A generic approach for the extraction and recognition of gesture using raw grey-level images is presented. The
probabilistic visual learning approach proposed by Moghaddam and Pentland [6], is used to create a set of compact statistical
representations of gesture appearance on low dimensional eigenspaces. The same probabilistic modeling framework is used to
extract and track gesture and to perform gesture recognition over long image sequences. Gesture extraction and tracking are based
on Maximum Likelihood gesture detection in the input image. Recognition is performed by using the set of learned probabilistic
appearance models as estimates of the emission probabilities of a Continuous Density Hidden Markov Model (CDHMM). Although
the segmentation and CDHMM-based recognition use raw grey-level images, the method is fast, thanks to the data compression
obtained by probabilistic visual learning. The approach is comprehensive and may be applied to other visual motion recognition
tasks.
1 Introduction
La segmentation, le suivi et l'interpretation du mouve-
ment dans une sequence d'images restent des problemes
fondamentaux en analyse de scenes dynamiques. En par-
ticulier, la reconnaissance des gestes s'est recemment im-
posee comme une voie attractive et intuitive pour l'inter-
action homme-machine [8]. Dans ce domaine, la plupart
des methodes de la litterature necessitent le developpement
de systemes d'acquisition speciques (stereovision, utili-
sation de gants ou de marqueurs [10]) pour segmenter
et apprehender le mouvement de la main. Certaines ap-
proches s'appuient sur un modele 3D de l'objet a seg-
menter. Le recalage (qui reste delicat) du modele 3D sur
l'image est alors utilise a la fois pour la segmentation et
la reconnaissance. Les systemes speciques de ce type ne
peuvent par ailleurs e^tre appliques simplement a d'autres
problemes de reconnaissance du mouvement (comme la
reconnaissance du mouvement des levres, ou celle de l'ex-
pression faciale, etc.).
Dans cet article, nous proposons une approche par Mo-
dele de Markov Cache (MMC) et modele probabiliste d'ap-
parence pour la segmentation, le suivi et la reconnaissance
du geste sur une sequence longue. Les MMCs, utilises
avec succes en reconnaissance automatique de la parole
[9], ont ete consideres plus recemment dans le cadre de la
reconnaissance de l'ecriture et du geste. On peut citer ici
les travaux de Yamato et al. [12] sur la classication par
MMC de mouvements de tennis, en s'appuyant sur des
techniques de quantication vectorielle sur des sequences
d'images binaires. Le recalage temporel par programma-
tion dynamique, technique apparentee aux MMCs, a ete
propose par Darrell et Pentland [3], pour l'appariement
de sequences en niveaux de gris avec des ((templates)), par
simple correlation. D'autres etudes ont ete conduites pour
la reconnaissance du langage des sourds-muets. Starner
et Pentland [10] ont ainsi decrit un systeme par MMC,
pour l'interpretation d'un sous-ensemble de l'((American
Sign Language)). La position de la main, qui sert d'obser-
vation, est segmentee dans ce cas, en utilisant des gants
colores, ou plus recemment, en s'appuyant sur la couleur
specique de la peau.
L'approche que nous proposons ici pour la segmenta-
tion, le suivi et la reconnaissance, s'appuie sur une exploi-
tation directe des images en niveaux de gris, sans extrac-
tion de primitives speciques. La complexite calculatoire
a jusqu'a recemment exclu l'utilisation directe de l'image
comme vecteur d'observations. Pour repondre de maniere
ecace a ce probleme, nous considerons une approche par
modelisation probabiliste de l'apparence [6], basee sur un
apprentissage statistique permettant une reduction im-
portante de la dimension du probleme de reconnaissance.
L'approche est generale et peut s'adapter (en eectuant
simplement un nouvel apprentissage statistique sur des
sequences representatives) a d'autres problemes de recon-
naissance.
Les resultats preliminaires sur des sequences d'images
reelles montrent une bonne qualite de segmentation et de
reconnaissance (de l'ordre de 90 % avec un corpus de 5
gestes visuellement proches, 80 sequences d'apprentissage
avec 8 personnes dierentes et 120 sequences de test).
2 Modele probabiliste d'apparen-
ce pour la segmentation et le sui-
vi du geste
Les modeles d'apparence [7, 11] permettent de coder la
forme, la pose et l'illuminationd'objets 2D ou 3D dans une
representation compacte. Murase et Nayar [7] ont ainsi
developpe avec succes un systeme de reconnaissance d'ob-
jets 3D a partir de leurs apparences 2D. Turk et Pentland
[11] ont decrit une technique d'identication des visages
dans l'espace propre a partir des images en niveaux de
gris. Des extensions robustes de ces methodes ont ete pro-
posees par Black [1] et Dahyot [2] pour gerer les donnees
manquantes, occlusions ou les fonds tres structures.
Recemment Moghaddam et Pentland [6] ont propose
une approche probabiliste pour la representation de l'ap-
parence, par des modeles gaussiens ou multi-gaussiens,
identies dans une phase prealable d'apprentissage. Dans
le phase d'apprentissage, on reunit un ensemble represen-
tatif d'images en niveaux de gris x, de dimensions N ,
presentant les dierentes apparences 2D de la structure
a modeliser. Les statistiques du premier et second ordre
(moyenne  et matrice de covariance Q) sont estimees a
partir de cet ensemble d'apprentissage, pour elaborer un
modele d'apparence gaussien (a N variables) N (xj;Q).
La vraisemblance d'une image x (de dimension N ) s'ex-
prime par :
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L'evaluation directe de la vraisemblance (1) est cou^-
teuse, en raison de la dimension du vecteur image x (N
est de l'ordre de 100100 dans notre cas). En pratique, les
images du corpus d'apprentissage sont tres correlees. Une
decorrelation de ces images, par transformee de Karhunen-
Loeve (TKL) du vecteur aleatoire x, permet classiquement
de reduire la dimension du probleme [4]. Le calcul de la
TLK implique la diagonalisation de la matrice de cova-
riance :
Q =   
T
ou  designe la matrice des vecteurs propres, et  est la
matrice diagonale des valeurs propres. La TKL est alors
denie par la projection :
y = 
T
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La reduction de la dimension du probleme est obtenue
en approchant P (xj
) a partir des M (M  N ) com-
posantes principales associees a la TKL. Moghaddam et
Pentland [6] proposent, sur ce principe, une ((bonne)) ap-
proximation de P (xj;Q), sur l'espace engendre par les
M premiers vecteurs propres et son orthogonal :
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designent les composantes du vecteur y et les

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sont les valeurs propres.  est un parametre, dont la
valeur optimale (qui minimise la distance de Kullback-
Leibler entre P (xj;Q) et
^
P (xj;Q)) est donnee dans [6] :
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. Le residuel de la reconstruction
dans l'espace orthogonal, peut e^tre calcule ecacement a
partir des M premieres composantes principales :
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La moyenne et les premiers vecteurs propres sont presentes
a titre d'illustration sur la gure 1(a), pour un echantillon
d'apprentissage correspondant a une position de la main
dans le geste ((trois)).
Une fois que l'on a construit un modele d'apparence
caracterise par (;Q), la segmentation du geste sur la
premiere image de la sequence est obtenue par une estima-
tion au sens du maximum de vraisemblance. Une fene^tre
glissante de N pixels centree en (i; j) balaye l'ensemble de
l'image. L'observation est constituee par le vecteur x
(i;j)
des pixels de la fene^tre, ordonnes selon l'ordre lexicogra-
phique. La segmentation est obtenue en detectant la po-
sition de la fene^tre (i; j) conduisant a la vraisemblance
maximale, d'apres le modele (3). Pour cette phase de seg-
mentation, le modele d'apparence considere est construit
a partir de l'ensemble des images de la base d'appren-
tissage (espace propre ((universel))). La procedure est par
ailleurs completee par une recherche multiechelle pour la
gestion du facteur d'echelle, ainsi que par une recherche
locale pour gerer les legeres rotations de la main. La -
gure 1(b) montre un exemple de segmentation et la carte
de vraisemblance associee.
Pour les images suivantes de la sequence, un suivi du
geste est realise par un ltre de Kalman integrant le modele
d'apparence probabiliste dans la phase de mesure. Cette
procedure de suivi permet de gerer de grands change-
ments d'apparence, des angles de rotation ou des facteurs
d'echelles importants. La gure 2 presente un exemple de
segmentation et de suivi par un modele a vitesse constante.
3 Reconnaissance du geste par mo-
dele d'apparence et MMC
L'approche de reconnaissance automatique de gestes mi-
se en uvre est similaire a celle empruntee par la commu-
naute parole en reconnaissance automatique de mots isoles
[9]. Un ensemble de gestes fG
1
; G
2
; : : : ; G
P
g, observes au
travers de sequences d'images X en niveaux de gris, sont
analyses concurremment par P MMC fM
1
;M
2
; : : : ;M
P
g
a lois d'observation continues. Comme en parole, la re-
connaissance automatique de gestes procede en 3 etapes :
modelisation markovienne cachee, apprentissage des mo-
deles, reconnaissance proprement dite. Dans notre implan-
tation actuelle, les gestes a reconna^tre sont au nombre de
a b
Fig. 1: (a) Moyenne et premiers vecteurs propres associes au modele d'apparence de la main (geste ((trois))). (b)
Segmentation du geste par MV (a droite, la carte de ((log-vraisemblance))).
Fig. 2: Suivi de la main sur une sequence longue presentant des changements d'apparence, des grandes rotations et des
variations d'echelle (trames: 10, 20, 30, 40, 50).
5 et consistent, par analogie avec la parole, en la pro-
nonciation gestuelle, avec la main, des mots ((un)), ((deux)),
((trois)), ((deux puis trois)) et ((trois puis cinq)), chaque geste
debutant le poing ferme.
L'etape de modelisation consiste a adopter des cha^nes
de Markov cachees a topologie gauche-droite fondee sur
l'entrelacement d'etats ((statiques)) et d'etats ((transitoires)),
les premiers modelisant les positions quasi stables de la
main au cours du temps, les seconds les phases transi-
toires entre ces positions. An d'interdire le saut d'etats
stables, constitutifs de chaque modele, tout en autorisant
le saut d'etats transitoires, de duree d'occupation souvent
non signicative, la contrainte supplementaire a
ij
= 0; j >
i + 2, est appliquee a la topologie des cha^nes. Les lois
d'observation associees aux etats sont quant a elles conti-
nues et correspondent au modele d'apparence developpe
precedemment: la probabilite b
j
(x
t
) d'un etat q
j
d'avoir
produit a l'instant t l'image en niveaux de gris x
t
est cal-
culee suivant l'equation (3), q
j
modelisant indierement
un etat stable ou transitoire.
De par l'introduction du modele d'apparence dans le
formalisme markovien traditionnel, les lois d'observation
fb
j
(:)g et les probabilites de transitions a
ij
associees sont
apprises separement, pour chaque modeleM
i
, sur la base
d'un me^me corpus G
i
constitue de 16 sequences d'ap-
prentissage (8 personnes repetant 2 fois le me^me geste).
Chaque loi d'observation b
j
(:) est apprise conformement
au modele d'apparence, a partir de l'ensemble des images
de G
i
representatives des positions de la main modelisees
par q
j
. L'apprentissage des probabilites de transitions A =
[a
ij
] s'eectue par application iterative des formules de
reestimation de Baum-Welsh [9] au corpus de gestes G
i
suppose produit par M
i
. Avant apprentissage, les termes
a
ij
associes a chaque etat q
i
sont initialises de facon equi-
probable. Les probabilites initiales f
j
g ne requierent quant
a elles aucun apprentissage de par la topologie gauche-
droite retenue pour les cha^nes. La gure 3 represente,
de gauche a droite, le modele de geste ((deux:trois)) avant
puis apres apprentissage ainsi que le vecteur moyenne et
les premiers vecteurs propres associes a chaque etat q
j
,
utilises dans le calcul des lois d'observation b
j
(:).
Finalement, la reconnaissance des gestes proprement
dite est eectuee suivant le critere du maximum de vrai-
semblance. Le geste G
i
observe au travers d'une sequence
d'image d'entree X est declare reconnu si le modele M
i
conduit a la vraisemblance P (XjM
i
) maximum. Les vrai-
semblances sont calculees de facon classique par l'algo-
rithme de calcul des probabilites avant-arriere [9].
4 Resultats experimentaux
A titre de validation, une base de donnees de 200 se-
quences video (25 images/s) a ete realisee a partir de huit
personnes dierentes. Les sequence varient en longueur
entre 25 et 45 images et ont une resolution de 256256.
Nous disposons de cinq realisations pour chaque geste
et pour chaque personne, parmi lesquelles deux ont ete
reservees a l'apprentissage. Le temps de calcul par trame
a ete evalue a environ 200 ms (sur une station du tra-
vail standard) pour une dimension de la fene^tre d'analyse
de 100100 pixels. Toutes les segmentations obtenues par
le modele ont ete satisfaisantes et un taux de reconnais-
sance de 100% a ete constate pour les sequences qui ap-
partiennent a l'ensemble d'apprentissage ; un taux de 90%
est obtenu pour les 120 sequences de test. Une implan-
tation ((temps reel)) du systeme est envisagee sur un PC.
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Fig. 3: Le modele MMC de cinq etats utilise pour le geste ((deux:trois)). Chaque etat est represente par un modele
d'apparence gaussien dont la moyenne et les premiers vecteurs propres sont aches a droite.
geste un deux trois deux:trois trois:cinq
bonne classif. 87.5% 87.5% 100% 91.7% 95.8%
Tab. 1: Taux de reconnaissance pour les sequences de test.
Le tableau 1 presente les taux de reconnaissance pour les
sequences de test.
5 Conclusion
Dans cet article, nous decrivons une approche generale
pour la segmentation et la reconnaissance du geste sur
sequences lonques, utilisant directement les images en ni-
veaux de gris. Gra^ce a une representation probabiliste
compacte de l'apparence sur un sous-espace de dimension
reduite, une reconnaissance rapide peut e^tre obtenue sur
une station de travail standard. Des resultats experimen-
taux preliminaires ont ete presentes a titre illustratif sur
des sequences d'images reelles. Ils montrent des perfor-
mances encourageantes en reconnaissance et une bonne
robustesse du systeme dans la segmentation et le suivi du
geste. Pour valider l'approche dans un cadre plus general,
nous envisageons de l'appliquer a d'autres problemes d'ana-
lyse du mouvement, avec un nombre plus signicatif de
sequences de test (par exemple en reconnaissance du mou-
vement des levres).
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