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Geleitwort
Verbindendes Forschungsziel der von mir geleiteten Fachgruppe Schaltungstechnik
ist der systematische Entwurf und der bedarfsgerechte Einsatz von mikroelektro-
nischen Systemen in konkreten Anwendungen der Informations- und Automatisie-
rungstechnik. Unsere Aktivitäten umfassen Arbeiten auf System- und Schaltkrei-
sebene sowohl in digitaler als auch analoger Schaltungstechnik. Besondere Berück-
sichtigung ﬁnden massiv-parallele Realisierungsvarianten sowie die Bewertung der
Ressourceneﬃzienz entsprechender Implementierungen. Ressourceneﬃzienz bedeu-
tet hier, mit den physikalischen Größen Raum, Zeit und Energie sorgfältig umzu-
gehen.
Die enormen Fortschritte in der Mikroelektronik werden in naher Zukunft die In-
tegration von über 1 Milliarde Transistoren auf einem Quadratzentimeter Silizi-
umﬂäche erlauben. Bei eﬀektiven Kanallängen der MOS-Transistoren von deutlich
unter 100 Nanometern und bei Schichtdicken des Gate-Oxids von wenigen Atom-
lagen gelangt man bei der Fertigung allerdings zunehmend an die Grenzen der
Silizium-Technologie. Insbesondere die Zuverlässigkeit der realisierten Bauelemente
wird bei derart winzigen Strukturgrößen zunehmend ein Problem, da es immer un-
wahrscheinlicher wird, dass alle Bauelemente einer komplexen Schaltung fehlerfrei
funktionieren. Vorbilder für fehlertolerante Systeme sind in der Natur im Verlaufe
der biologischen Evolution in großer Anzahl realisiert worden. Es liegt daher Na-
he, natürliche Wirkprinzipien in die moderne Technik zu übertragen. In unserem
Forschungsschwerpunkt „Kognitronik“ konzentrieren wir uns diesbezüglich auf die
Modellierung neuronaler Informationsverarbeitungsprinzipien und deren Nutzung
in technischen Systemen. Neuronale Netzwerkmodelle bedienen sich intern einer
massiv-parallelen Informationsverarbeitung und haben im Allgemeinen eine modu-
lare, reguläre Systemstruktur.
Herr Eickhoﬀ befasst sich in seiner Dissertation mit der Frage, inwieweit ausge-
wählte neuronale Netzwerkmodelle auch die Eigenschaft der Robustheit und der
Fehlertoleranz aufweisen. Speziell analysiert er diese Eigenschaften für lokale Basis-
funktionsnetzwerke am Beispiel der Funktionsapproximation, indem er die Robust-
heit neuronaler Netze auf die gleichgradige Stetigkeit von Funktionen zurückführt
und eine formale Abschätzung der Auswirkungen von Rauschen in den Eingängen
und den internen Modellparametern auf die Ausgabe der betrachteten Netzwerkmo-
delle durchführt. Herr Eickhoﬀ weist nach, dass bei freier Wahl der Parameter die
beiden ausgewählten Netzwerkmodelle (RBF, LCNN) einen beliebig großen Fehler
im Ausgang produzieren können, d. h., nicht robust im Sinne der geforderten gleich-
gradigen Stetigkeit sind. Soll diese erreicht werden, müssen die Netzwerkparameter -
hier insbesondere die Gewichte der Neuroneneingänge - beschränkt werden. Er zeigt
ferner auf, wie sich Robustheit und Fehlertoleranz durch eine Erhöhung der Red-
undanz, d.h. durch zusätzliche Neurone im Netzwerk, verbessern lassen. Wie viele
und an welche Stellen zusätzliche Neurone eingefügt werden sollen, entscheidet er
über die Bewertung der Bedeutung, die dem Anteil des Neurons am Ausgabefehler
entspricht, und der Empﬁndlichkeit einzelner Neurone gegenüber Rauschen bzw.
Parameterschwankungen. Die Ergebnisse seiner Analysen lässt er abschließend in
konkrete Schaltungsentwürfe einﬂießen.
Herr Eickhoﬀ hat seine Dissertation im Graduiertenkolleg „Automatische Konﬁgu-
rierung in oﬀenen Systemen“ durchgeführt. Der Deutschen Forschungsgemeinschaft
sei an dieser Stelle noch einmal ausdrücklich für die ﬁnanzielle sowie strukturelle
Unterstützung und das damit verbundene Vertrauen gedankt.
Prof. Dr.-Ing. Ulrich Rückert
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Zusammenfassung
Aufgrund neuster Erkenntnisse in den kognitiven Wissenschaften und dem Biolo-
gieingenieurwesen ist es möglich, die Funktionsweise und die Zusammenhänge in
den grundlegenden biologischen Systemen besser zu verstehen. Parallel zu dieser
Entwicklung ermöglichen die aufkommenden Halbleitertechnologien und neuartige
Bauelemente einen Entwurf von komplexen Systemen mit einer Vielzahl an Kompo-
nenten, was den aktuellen Trend eines System-On-Chip übersteigen wird. Zusätzlich
nimmt die Zuverlässigkeit der Bauelemente in diesen Fertigungsprozessen ab, was
zusammen mit der hohen Komplexität den Einsatz adaptiver Systeme erfordert. In
dieser Arbeit wird die Fragestellung untersucht, ob sich Systeme, die biologischen
Prinzipien nachempfunden sind, für einen Einsatz unter diesen Randbedingungen
eignen und Alternativen zu klassischen Entwurfsverfahren darstellen. Im Speziellen
werden dabei die Robustheit und die Fehlertoleranz dieser neuartigen, informati-
onsverarbeitenden Systeme untersucht und Verfahren vorgestellt, mit denen diese
Eigenschaften verbessert werden können. Dafür werden Maße entwickelt, mit de-
nen sich die Qualität der Robustheit und Fehlertoleranz bewerten lässt. weiter wird
der Einsatz dieser biologischen Prinzipien in aufkommenden Silizium-Technologien
anhand analoger und digitaler Entwurfstechniken analysiert.
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Kapitel 1
Einleitung
Fehler passieren uns jeden Tag. Jedoch besitzen wir die Fähigkeit, aus diesen zu
lernen und sie beim nächsten Mal zu vermeiden. Auch können wir mit unserer Er-
fahrung uns nicht vertraute Situationen bewältigen und so zusätzliche Erkenntnisse
sammeln. Diese verschaﬀen uns einen Gewinn an Wissen, um in Zukunft für unbe-
kannte Situationen gewappnet zu sein. Auch der stetige Lernprozess, der mit unserer
Geburt begonnen hat, hat uns über die Jahre mit einzigartigen Fähigkeiten ausge-
stattet, die uns in der Bewältigung des alltäglichen Lebens und neuen Situationen
zur Seite stehen.
Alltägliche Beispiele zeigen unsere Stärken durch diesen Lernprozess. Beim Golfspiel
wird versucht, einen Ball (Durchmesser 42,67mm) mit möglichst wenigen Schlägen
in ein mehrere hundert Meter entferntes Loch (Durchmesser 10,8 cm) zu spielen.
Dafür gibt es für jede Spielbahn eine Vorgabe (PAR), die für einen guten Golfer die
durchschnittliche Schlagzahl angibt. Für das Einhalten der Vorgabe bleibt kaum
Raum für Fehler. Bei einem 500m langem PAR 5 schlägt ein guter Spieler den Ball
ca. 200m weit. Um mit dem zweiten Schlag eine gute Ausgangsposition zu haben,
darf bei dem ersten Schlag der Ball nicht mehr als 25m seitlich von der idealen
Bahn abweichen, da er sonst durch Hindernisse blockiert wird oder im hohen Gras
liegt. Nach einfacher Trigonometrie darf der Ball beim Starten höchstens eine Win-
keldiﬀerenz von 7,13 ◦ aufweisen. Trotz dieser hohen Anforderungen gelingt es vielen
Spielern dennoch, diese Genauigkeit einzuhalten und den Ball auf dem Fairway zu
platzieren.
Die Aussagen aus dem alltäglichen Leben lassen sich ebenfalls auf technische Sys-
teme übertragen. Auch hier wird der Raum für Fehler und Ungenauigkeiten immer
enger, so dass katastrophale Folgen entstehen können, wie z.B. der Absturz einer
Ariane 5 [Gle96] oder das Versagen einer Patriot-Rakete [Gen92]. Aber nicht nur
bei komplexer Software spielen Fehler eine große Rolle. Aufgrund der extrem ge-
stiegenen Komplexität über die letzten Jahre können Fehler innerhalb einer Sys-
temarchitektur eines Prozessors nicht mehr vollständig ausgeschlossen werden. Ge-
rade durch die fortgeschrittene Miniaturisierung werden sehr komplexe Systeme
auf einem einzigen integrierten Baustein ermöglicht. Strukturgrößen im Nanome-
terbereich erlauben eine höhere Anzahl von Bauelementen auf derselben Fläche
eines integrierten Bausteins als noch vor ein paar Jahren. Durch neue Materialien
und Techniken lassen sich Systeme auf Basis von Molekülen herstellen, welche die
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elektrische Funktionalität selbst übernehmen. Dies führt zu einer enorm hohen An-
zahl von verfügbaren, identischen Basiselementen. Andererseits gelangt man bei der
Fertigung an die Grenzen der Silizium-Technologie, so dass für eine hohe Zuverläs-
sigkeit einzelner Bauelemente entweder hohe Kosten aufgrund einer komplexen und
exakten Fertigung entstehen oder die Fehleranfälligkeit der Bauelemente ansteigen
werden. Zudem wirken sich bei Strukturgrößen im Nanometerbereich thermische
Störungen oder Hintergrundrauschen verstärkt auf die Genauigkeit der Parameter
eines Bauelementes aus.
Diese Umstände erfordern neue Konzepte bei dem Entwurf von Systemen; sei es
durch neuartige Werkzeuge, die bei der Entwicklung unterstützend eingreifen, oder
neuartige Architekturen, welche auf geänderte Randbedingungen reagieren. Auf-
grund der beobachteten Fähigkeiten des Menschen kann die Biologie Hilfestellun-
gen für neuartige Entwurfsmethoden bieten. Durch Erkenntnisse im Bereich der
Wahrnehmung oder Empﬁndung können so Prinzipien und Lernverfahren genutzt
werden, welche den Aufbau von adaptiven Architekturen ermöglichen. Mit Hilfe
von Wahrnehmungen können so Fehler von dem System selbstständig erkannt und
mit Hilfe von Lernverfahren darauf angemessen reagiert werden. Dadurch kann die
Toleranz des Systems gegenüber Fehlern erhöht werden, und ebenfalls wird der Ent-
wurf komplexer Systeme vereinfacht, weil aufgrund der Adaptivität Veränderungen
vom System selbst vorgenommen werden können.
Weiter weisen der Aufbau des Gehirns und die Möglichkeiten neuartiger Technologi-
en mehrere Gemeinsamkeiten auf, so dass eine Übertragung biologischer Prinzipien
auf technische Systeme denkbar scheint. Das Gehirn besteht aus einer großen An-
zahl von Neuronen, die auf vielfältige Art und Weise über Axone bzw. Synapsen
untereinander verbunden sind. So wird eine adaptive, parallele und energieeﬃziente
Verarbeitung von Informationen gewährleistet [Arb02, VBTG05]. Durch neuste Er-
kenntnisse auf dem Gebiet biologischer, neuronaler Netze und kognitiver Systeme
lassen sich so gänzlich neuartige Architekturen zur Informationsverarbeitung ein-
setzen, die zudem aufgrund ihrer Fähigkeiten, wie Adaptivität und Wahrnehmung,
Lösungen für die Probleme der fortgeschrittenen Miniaturisierung liefern.
Zielsetzung dieser Arbeit ist die Untersuchung von Fehlertoleranz und Robustheit
künstlicher neuronaler Netze. So soll die Eignung dieser Netze für innovative Lö-
sungskonzepte für die Probleme der zunehmenden Miniaturisierung in der Halb-
leiterfertigung näher betrachtet werden. In Anlehnung daran werden die Auswir-
kungen der technischen Umsetzung auf die Funktionsweise der neuronalen Netze
anhand analoger und digitaler Architekturen untersucht. Bei diesen Analysen ste-
hen besonders statische Neuronenmodelle, wie die radialen Basisfunktionen und das
Local Cluster Neural Network, im Fokus der Untersuchungen. Als Anwendung wird
die Approximation von Funktionen durch diese Netze betrachtet, da viele Anwen-
dungsgebiete neuronaler Netze auf diese Form zurückgeführt werden können. Weiter
3ist die Darstellung boolescher Funktionen für die Schaltungstechnik besonders in-
teressant, da sich so neue Konzepte beim Logikentwurf ergeben.
Die Untersuchungen konzentrieren sich auf drei zentrale Fragestellungen
• Auswirkungen von Fehlern und Störungen auf die Eigenschaften der Appro-
ximation durch neuronale Netze
• Methoden zur Verbesserung dieser Eigenschaften der neuronalen Netze
• Einﬂüsse der Technologieentwicklung,
in denen die Eignung der neuronalen Netze für den Einsatz in der Nanoelektronik
näher bestimmt wird. So wird in Kapitel 2 in die notwendigen Grundlagen zum
besseren Verständnis der Analysen eingeführt. Ausgehend von den mathematischen
Beschreibungen der Funktionsapproximation werden die Zusammenhänge zu künst-
lichen, neuronalen Netzen aufgezeigt. Weiter werden die Rahmenbedingungen der
Arbeit beschrieben, welche sich durch Charakterisierung der Technologieentwick-
lung ergeben. Die Auswirkungen dieser Rahmenbedingungen auf neuronale Netze
werden in Kapitel 3 untersucht. Dafür werden die Eﬀekte, welche sich aufgrund
von Störungen und fehleranfälligen Elementen ergeben, auf die Approximationsei-
genschaften der Netze abgeschätzt. Kapitel 4 stellt in Anlehnung daran mögliche
Vorgehensweisen vor, die zur Verbesserung der Robustheit und Fehlertoleranz neu-
ronaler Netze eingesetzt werden können. Speziell wurde darauf geachtet, dass diese
Methoden unabhängig vom verwendeten neuronalen Netz und dessen Trainingsver-
fahren eingesetzt werden können. Die Umsetzung neuronaler Verfahren auf digitale
und analoge Schaltungstechniken wird in Kapitel 5 vorgestellt. Im Besonderen wird
auf die Handhabbarkeit und die Wiederverwendbarkeit der Systeme geachtet und
deren Skalierung auf Basis der Complementary Metal Oxide Semiconductor, CMOS,
untersucht. Die Arbeit endet mit der obligatorischen Zusammenfassung in Kapitel
6.
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Kapitel 2
Funktionsapproximation durch
neuronale Netze
In diesem Kapitel wird auf die Approximation von Funktionen eingegangen. Zu-
nächst werden die mathematischen Grundlagen der Approximationstheorie vorge-
stellt, wobei die verwendeten Begriﬄichkeiten und Deﬁnitionen eingeführt werden.
Im Fokus dieser Arbeit stehen für diesen Zweck die neuronalen Netze. In Bezug auf
die Funktionsapproximation wird auf die Eigenschaften neuronaler Netze näher ein-
gegangen, und die verwendeten Topologien der verschiedenen Netze dieser Arbeit
werden vorgestellt.
Die verwendeten Modelle werden kurz erläutert, wobei diese Arbeit ausschließlich
statische Neuronenmodelle aufgrund ihrer mathematischen Darstellungsform ver-
wendet. Hierbei wird besonders auf die Multilayer Perceptrons und die Basisfunktio-
nen eingegangen, wozu als Besonderheit neben dem Multilayer Perceptron das Local
Cluster Neural Network betrachtet wird. Dabei wird kurz auf die Eigenschaften der
entsprechenden Netze und mögliche Trainingsverfahren eingegangen. Weitere und
ausführliche Informationen zu diesem Themengebiet ﬁnden sich in der Literatur
[Hay99, Bis95b, Arb02].
2.1 Funktionsapproximation
Bei der Approximation einer Funktion soll eine Funktion v durch andere Funktionen
genähert werden. Im Allgemeinen ist die Funktion v ein Element eines normierten
Raumes X mit der Norm ‖ · ‖, wobei jene Funktion durch Funktionen aus dem
Teilraum P ⊂ X dargestellt werden soll [Sau01].
Bei der Approximation einer Funktion mittels anderer Funktionen existiert eine
Vielzahl von mathematischen Fragen hinsichtlich qualitativer Aussagen über den
Fehler der Approximation, die Existenz einer Bestapproximation oder Aussagen
über die Dichte der Funktionenklassen, beschrieben durch die einfachen Objekte.
Dabei wird bei der Approximation eine Beschreibung so bestimmt, dass eine Norm
der Diﬀerenz zwischen der gesuchten Funktion f und der zu approximierenden
Funktion v minimal wird. Daneben kann eine Funktion auch so konstruiert werden,
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indem eine Menge von Punkten1 {(xi,yi)|v(xi) = yi,∀i} mit der Funktion an den
angegebenen Stellen übereinstimmt.
Der Fehler bei einer Approximation der Funktion2 v(x) durch die Folge von Funk-
tionen fn(x) wird durch
Fn(v) = inf
f∈Pn
‖v − f‖ (2.1)
mit P0 ⊆ P1 ⊆ P2 ⊆ . . . ⊆ Pn beschrieben, wobei für den Grenzwert gelten sollte
lim
n→∞
Fn(v) = 0 (2.2)
und die Funktion v somit approximiert werden kann. Pn ist eine Folge von Appro-
ximationsräumen, so z.B. der Vektorraum der trigonometrischen Funktionen
Pn = span{1, cos x, sin x, . . . , cosnx, sinnx}. (2.3)
Dabei gilt für eine Norm ‖ · ‖ für ein Element v ∈ X [BSM05, Pla04]
1. ‖v‖X ≥ 0 ∀v ∈ X
2. ‖v‖X = 0⇔ v = 0
3. ‖αv‖X = |α|‖v‖X ∀v ∈ X,α ∈ IR
4. ‖v + f‖X ≤ ‖v‖X + ‖f‖X ∀v,f ∈ X (Dreiecksungleichung).
Dabei sind typische Räume, in denen solche Approximationsprobleme betrachtet
werden, durch
Lp(X) =
{
f : X → IR :
∫
X
|f |pdt <∞
}
(2.4)
beschrieben, wobei als Norm die Integralnormen
‖f‖p =
(∫
X
|f(t)|pdt
) 1
p
1 ≤ p ≤ ∞ (2.5)
verwendet werden.
Eine wichtige Eigenschaft bei der Approximation ist die Dichte eines Unterraumes.
Mit Hilfe dieser Eigenschaft kann jede Funktion beliebig genau approximiert werden,
und die Deﬁnition lautet [Tka03]
Definition 1 (dicht). Eine Menge A ⊂ C(X) heißt gleichmäßig dicht in C(X),
dem metrischen Raum aller stetigen Funktionen, falls für jedes v ∈ C(X) und jedes
ǫ > 0 ein f ∈ A existiert, so dass |v(x)− f(x)| < ǫ für alle x ∈ X.
1 Der Exponent bezeichnet das jeweilige Element aus der Menge. Der Index bezeichnet dagegen
den jeweiligen Eintrag eines Vektors.
2 Die Problematik wird hier in einer Dimension betrachtet und lässt sich auf mehrere Dimensionen
übertragen.
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Abbildung 2.1: Verdeutlichung der Best-Approximation
Für eine Funktion f aus der Menge A gilt somit
∀ǫ > 0 ∀v ∈ C(X) ∃f ∈ A : ‖f − v‖∞ < ǫ. (2.6)
Als Konsequenz aus (2.6) bedeutet dies, dass jede Funktion f aus dem Unterraum A
die Funktion v beliebig genau approximieren kann. Neben der Konvergenz des Feh-
lers existiert in jedem normierten Raum X eine gleichmäßig beste Approximation,
die wie folgt deﬁniert ist [Sau01]
Definition 2 (Best-Approximation). Für eine Teilmenge ∅ 6= P ⊂ X eines nor-
mierten Raumes (X,‖·‖) und ein Element v ∈ X wird f ∗ die Best-Approximerende
zu v genannt, falls gilt
f ∗ ∈ P, ‖f ∗ − v‖ = inf
f∈P
‖f − v‖︸ ︷︷ ︸
=:Fv(P )
. (2.7)
Fv(P ) bezeichnet dabei die minimale Distanz des Elements f zu der Teilmenge P .
Abbildung 2.1 veranschaulicht die Deﬁnition der Best-Approximierenden. Die Funk-
tion v kann nicht exakt durch die Menge von Funktionen aus dem Unterraum P
approximiert werden, wobei die Funktion f ∗ hinsichtlich einer Norm den minima-
len Abstand zur Funktion v besitzt. Somit stellt f ∗ die optimale Approximation
dar. Dagegen bildet die Funktion fˆ ebenfalls eine Approximation zur Funktion v,
wobei allerdings ein größerer Abstand angenommen wird. Die Approximation ist
somit nicht optimal. Hierbei ist besonders die Existenz und die Eindeutigkeit der
Best-Approximierenden von Interesse sowie die Bestimmung der Funktion f ∗ oder
die Abschätzung hinsichtlich der minimalen Distanz.
Antworten auf derartige Fragen sind in der Mathematik bewiesen worden, und es
kann gezeigt werden, dass für jede kompakte Untermenge eines normierten Raum-
es für jedes Element dieses Raumes eine Best-Approximierende existiert. Die Ein-
deutigkeit dieser optimalen Approximation ist für streng konvexe Mengen erfüllt
[Pla04]. Existiert in dem Unterraum P genau eine Best-Approximierende, so heißt P
Existenzmenge und besitzt die Eigenschaft der Best-Approximation. Für weitere Ei-
genschaften bezüglich der streng konvexen Menge oder der Best-Approximierenden
sei auf die Literatur verwiesen [Sau01, Pla04].
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Einer der wichtigsten Sätze der Approximationstheorie ist der Satz von Weierstraß
[Ber12, Bis61], welcher die Approximation einer Funktion mittels Polynome behan-
delt. Dieser besagt, dass in jedem kompakten Intervall I ⊂ IR zu einer stetigen
Funktion v und jedem ǫ > 0 ein Polynom p existiert, so dass gilt
‖v − p‖ < ǫ. (2.8)
Dies bedeutet, dass der Untervektorraum, welcher durch Polynome n-ten Grades
aufgespannt wird, die Dichteeigenschaft besitzt und so jede Funktion beliebig genau
approximieren kann. In der Literatur existieren eine Vielzahl von Beweisen und
Erweiterungen für den Satz von Weierstraß [Sau01].
Die Aussagen über die Approximationseigenschaften, wie z.B. die Best-Approximie-
rende, hängen von dem jeweiligen Unterraum ab, der durch die Menge von Funk-
tionen aufgespannt wird. Neben dem Einsatz von Polynomen lassen sich auch wei-
tere Unterräume ﬁnden, welche ebenfalls die Dichteeigenschaft besitzen und so jede
Funktion beliebig genau approximieren können. Neuronale Netze spannen z.B. einen
solchen Untervektorraum auf.
Beispiel. Die Sachverhalte zur Approximation und der weiteren Kapitel sollen
anhand einer Funktion beispielhaft verdeutlicht werden. Als Funktion wird die si-
Funktion verwendet, die wie folgt deﬁniert ist
si(x) =
{
sin(x)
x
, für x 6= 0
1, für x = 0
. (2.9)
Dabei wird für alle Darstellungen die Funktion im Intervall [−10; 10] betrachtet,
und eine Menge von 1000 gleichverteilten Testpunkten {xi; yi = si(xi)} erzeugt.
Abbildung 2.2 zeigt die Approximation der si-Funktion durch zwei Polynome, wobei
die Eigenschaft ausgenutzt wurde, dass es sich bei der si-Funktion um eine gerade
Funktion handelt. So ergeben sich für ein Polynom zweiten Grades
p(x) = a2x
2 + a0
insgesamt zwei freie Parameter und für ein Polynom achten Grades
p(x) = a8x
8 + a6x
6 + a4x
4 + a2x
2 + a0
fünf freie Parameter. Für das Polynom zweiten Grades erhält man einen absoluten
Fehler ∆y = 0,6564, und für das Polynom achten Grades ∆y = 0,1553. Da i.A. der
funktionale Zusammenhang nicht bekannt ist, kann der Grad des Polynoms nicht
eindeutig gewählt werden. Ein zu kleiner Grad erzeugt zu große Fehler, wobei hohe
Grade unnötig komplexe Modelle liefern und stark oszillieren können.
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Abbildung 2.2: Approximation der si-Funktion durch Polynome
Weiter kann man bei der Approximation von Funktionen zwischen zwei verschiede-
nen Modellen unterscheiden. Hier kann entweder ein parametrisches oder ein nicht-
parametrisches Modell für die Darstellung der Funktion v genutzt werden [Bis95b].
Ein Ansatz, um die Funktion v(x) zu beschreiben, ist das parametrische Modell.
Bei diesem Vorgehen wird a priori festgelegt, welche spezielle funktionale Form v(x)
besitzen soll. Zudem wird davon ausgegangen, dass die Beziehung durch eine end-
liche Anzahl von Parametern beschrieben werden kann, wobei der Zusammenhang
explizit oder implizit dargestellt werden kann.
Eine Alternative zu diesem Ansatz stellt das nicht-parametrische Modell dar. Dies
bedeutet, dass die funktionale Form der Beziehung nicht festgelegt wird und da-
durch eine ﬂexible Form besitzt. Aufgrund der ﬂexiblen Form lassen sich für den
Zusammenhang mehrere Möglichkeiten im Gegensatz zu den parametrischen Mo-
dellen ﬁnden, wobei eine unbeschränkte Anzahl von Parametern zur Approximation
zugelassen wird. Zusätzlich müssen keine Voraussagungen über die Beobachtungen
wie bei dem parametrischen Modell gemacht werden, was ohne zusätzliches Wissen
über das Problem schwierig ist. Weitere Vorteile eines nicht-parametrischen Mo-
dells sind die Filterung der Daten und die Interpolation. So werden die Einﬂüsse
von Ausreißern in den Daten abgeschwächt, und es erfolgt eine Interpolation von
fehlenden Daten. Allerdings wird der Zusammenhang zwischen der Approximati-
on und (einigen) essentiellen Parametern bei diesem Modell nicht berücksichtigt
[Bis95b].
Das parametrische Modell setzt somit die Kenntnis des funktionalen Zusammen-
hangs voraus, wobei als Aufgabe das Finden der Parameter des Modells bestehen
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bleibt. Das nicht-parametrische Modell dagegen blendet diesen Zusammenhang voll-
ständig aus und versucht nur, die Funktion zu approximieren.
Bei der Approximation von Funktionen sind diese nur in den wenigstens Fällen ex-
plizit bekannt. So sind z.B. bei der Aufzeichnung von Sensordaten oder Prozessdaten
nur einzelne Punkte der Funktion bekannt, so dass die Aufgabe in der Rekonstruk-
tion des Zusammenhangs zwischen den Eingabevektoren und den Ausgabedaten
liegt. Damit können unbekannte Werte zwischen diesen Testpunkten mit Hilfe des
funktionalen Zusammenhangs rekonstruiert werden. Weiter lassen sich auch Werte
außerhalb des durch die Testpunkte bekannten Bereiches ermitteln.
In diesem Fall wird der funktionale Zusammenhang durch eine Menge von Testdaten
beschrieben, womit allgemein folgt
yi = v(xi) + ǫi i = 1, . . . ,M (2.10)
bzw. charakterisiert als eine Menge von Punkten
d =
{(
xi,yi
) ∈ IRn × IR}M
i=1
. (2.11)
Meistens sind die Testdaten durch Messungenauigkeiten oder anderweitigen Unge-
nauigkeiten mit Störungen ǫi überlagert. Wie man an (2.11) erkennen kann, ist die
Verwendung eines parametrischen Modells zur Rekonstruktion ohne Kenntnisse des
funktionalen Zusammenhangs schwer durchführbar.
Dabei liegen die Testdaten zumeist nur innerhalb eines bestimmten Bereiches vor,
z.B. innerhalb des Intervalls [a; b], so dass für Werte außerhalb dieses Intervalls,
x < a ∨ x > b, keine Informationen bereitstehen. Hier gibt es zwei unterschiedliche
Charakterisierungen, welche für diesen unbekannten Bereich unterschiedliche Werte
liefern. Beiden Methoden gemeinsam ist jedoch ihr Verhalten innerhalb des Inter-
valls [a; b]. Hier werden die Daten interpoliert bzw. approximiert, wobei durch das
Modell Werte für die Punkte zwischen den Testpunkten geliefert werden.
Zuerst kann die Funktion v durch eine globale Approximation f dargestellt wer-
den. Hier wird jene durch die Funktion y = f(x) angenähert, wobei außerhalb des
durch Testpunkte bekannten Bereiches Vorhersagen für mögliche Funktionswerte
gemacht werden. So existieren außerhalb des Intervalls [a; b] Funktionswerte, wobei
die Approximationsgüte vom Verlauf und der Gutartigkeit der Funktion v abhän-
gig ist. Als Konsequenz aus diesem Vorgehen wird der Verlauf der Funktion nicht
nur innerhalb des Intervalls [a; b], sondern auch außerhalb bei der Variation eines
Parameters beeinﬂusst.
Daneben kann zur Darstellung der Funktion v die lokale Approximation verwendet
werden. Innerhalb des Intervalls [a; b] werden wie zuvor die Testdaten approximiert,
während im Gegensatz zur globalen Approximation außerhalb des Bereiches keine
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Abbildung 2.3: Vergleich lokale (- -) und globale (-) Approximation
Vorhersagen bezüglich möglicher Funktionswerte gemacht werden. Die Funktion
y = f(x) nimmt in diesem Bereich den Wert Null an.
Abbildung 2.3 veranschaulicht den Unterschied zwischen einer lokalen und einer
globalen Approximation einer Funktion v, welche in diesem Beispiel durch drei
Punkte {
(−0,5; 0,25),(0; 0),(0,5; 0,25)
}
beschrieben wird. Außerhalb des durch Testpunkte abgedeckten Intervalls liefert die
lokale Funktion keine von Null verschiedenen Werte, während die globale Funktion
versucht, Aussagen über den möglichen Verlauf der Funktion zu erstellen. Allerdings
können diese Aussagen ungenügend sein. Das Verhalten der Approximation außer-
halb des bekannten Intervalls wird auch als Generalisierungseigenschaft bezeichnet
[Hay99, Bis95b].
Des Weiteren kann die Funktion v, welche durch die Testpunkte aus (2.11) beschrie-
ben wird, nicht nur approximiert, sondern die Punkte auch interpoliert werden. Der
Unterschied zwischen beiden Verfahren liegt in der Verwendung der Testpunkte als
Randbedingungen. Bei der Interpolation muss die Funktion aus dem Unterraum P
die Funktionsgleichung yi = v(xi) = f(xi) erfüllen, während bei der Approxima-
tion die Norm der Diﬀerenz zwischen beiden Funktionen minimiert wird. Hierbei
muss die Funktion f nicht durch die vorgegebenen Punkte laufen, vgl. z.B. eine Aus-
gleichsgerade [BSM05]. Beide Verfahren liefern Funktionswerte für die zwischen den
Testpunkten liegenden Stellen.
Die Bestimmung der Parameter für die Interpolation kann auf unterschiedliche Art
und Weise erfolgen und hängt von dem gewählten Verfahren ab. So können beispiels-
weise bei der Interpolation mittels eines Polynoms die Testpunkte als Stützstellen
verwendet werden, womit sich ein Polynom vom GradM−1 (vgl.(2.11)) ergibt. Als
mögliche Methoden seien hier die Lösung eines linearen Gleichungssystems sowie
die Interpolation nach Langrange, Neville oder Newton angegeben [Pla04]. Bei einer
hohen Anzahl von Punkten erhält man ein Polynom mit hohem Grad, was für die
Darstellung der Funktion zu komplex sein kann [Bis95b]. Weiter wirken sich Stö-
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rungen in den Daten (vgl. (2.10)) negativ auf die Interpolation aus, da die Funktion
f durch diese Punkte verlaufen muss.
Bei der Approximation wird die Norm der Diﬀerenz zwischen der Funktion v und
f minimiert. So erhält man ein Optimierungsproblem, welches zusätzlich durch
Randbedingungen, z.B. yi = f(xi) für die Interpolation, erweitert werden kann.
Zur Lösung dieses Problem können bekannte mathematische Verfahren, wie das
Gradientenverfahren oder Sekantenverfahren, genutzt werden [HUL93]. Wird die
Funktion f durch eine lineare Überlagerung von Funktionen dargestellt, z.B. durch
Kerne [Aro50], wobei die einzigen Parameter durch die Gewichtung der Funktionen
bestimmt werden, kann die Minimierung der euklidischen Distanz auf die Lösung
eines linearen Gleichungssystems (LGS) zurückgeführt werden [Hay99].
2.2 Neuronale Netze
In diesem Abschnitt wird der Zusammenhang zwischen den biologischen Model-
len neuronaler Netze und ihren künstlichen Pendants erläutert. Das fundamentale
Interesse der Forschung über neuronale Netze besteht im Wesentlichen auf dem
Aspekt, die Funktionsweise des Gehirns zu verstehen. Künstliche, neuronale Net-
ze sind hierbei mathematische Konstrukte, die durch das Wissen und tiefergehen-
de Erkenntnisse aus der Biologie beeinﬂusst werden. Da an dieser Fragestellung
Wissenschaftler unterschiedlicher Fachrichtungen arbeiten, existiert eine Vielzahl
von Blickrichtungen, Ansätzen und Modellen, wodurch sich dieses Themengebiet
zu einem interdisziplinären Forschungsbereich ausgeweitet hat. Ausgehend von den
biologischen Grundlagen werden die für diese Arbeit relevanten künstlichen Neu-
ronenmodelle vorgestellt und ihr Zusammenhang mit den mathematischen Sicht-
weisen aus dem vorangegangenen Abschnitt erläutert. Für tiefer führende Erläute-
rungen besonders im Hinblick auf den Aufbau und die (biologische) Funktions-
weise von Nervenzellen oder des Nervensystems sei auf die Literatur verwiesen
[Arb02, Seg98, RT97, Sch97a]. Die hier verwendeten Bezeichnungen für die Mo-
delle und deren Eigenschaften sind an [Hay99] angelehnt.
2.2.1 Multilayer Perceptron
Ein Multilayer Perceptron (MLP) stellt die Verallgemeinerung des Singlelayer Per-
ceptrons (SLP) aus [Ros58] dar, wobei sich nur Unterschiede in der Topologie er-
geben und nicht in der Verarbeitungsweise. Dabei besteht das künstliche Netzwerk
in Anlehnung zu seinem biologischem Vorbild aus elementaren Berechnungseinhei-
ten3 (Neuronen), die durch Verbindungen (Synapsen) Informationen untereinander
3 Hier werden nur vereinfachte Modelle betrachtet, wobei auch durch die Verbindungen eine Ver-
arbeitung der Informationen geschehen kann.
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austauschen können, wobei die Signalerzeugung biologischer Neuronen durch die
künstliche Umsetzung simuliert werden soll.
So besteht das SLP aus einem einzigen Neuron, welches über gewichtete Kanäle
Signale von den Eingängen in Analogie zu dem Empfang elektrischer Signale in der
Biologie erhält. Zudem kann zusätzlich ein konstanter Eingang für die Weiterleitung
von Informationen berücksichtigt werden. Eine wichtige Eigenschaft des Neurons ist,
dass diese Gewichtung der Eingänge verändert werden kann und so ein Lernprozess
oder im technischen Sinne eine Adaption existiert. Die gewichteten Eingänge werden
im Neuron summiert und auf dieses Ergebnis wird die Aktivierungsfunktion des
Neurons angewendet, wodurch die Stärke des Signals am Ausgang bestimmt wird.
Wichtige Eigenschaften dieser Aktivierungsfunktion sind der nichtlineare Charakter
der Funktion und die Begrenzung des Ausgangsignals.
Die mathematische Formulierung dieses Neuronenmodells ergibt sich wie folgt.
Durch die Gewichtung wkj der Eingänge xj,∀j = 1, . . . ,n und deren Summation
ergibt sich ein Empfangssignal des k-ten Neurons
uk =
n∑
j=1
wkjxj + bk =
n∑
j=0
wkjxj , (2.12)
wobei k die Anzahl von parallelen Neuronen insgesamt bezeichnet. Bei dem SLP
können mehrere Neuronen parallel arbeiten. Jedes Neuron stellt eine eigene Ausgabe
dar, die nicht wie einem MLP in einer weiteren Ebene gewichtet überlagert wird. In
(2.12) wurde ein konstanter Term vorgesehen, der jedoch durch eine mathematische
Manipulation als zusätzlicher, konstanter Eingang verstanden werden kann. Aus
dem Ergebnis der Summation wird die Stärke des Ausgangssignals mit Hilfe der
Aktivierungsfunktion bestimmt
yk = σ(uk) = σ
(
n∑
j=0
wkjxj
)
. (2.13)
Für die Aktivierungsfunktion σ(x) aus (2.13) können unterschiedliche Funktionen
verwendet werden. Als Pionierarbeit auf diesem Gebiet verwendet das McCulloch-
Pitts-Modell [McC43] die Heaviside-Funktion, so dass die Ausgabe auf Null und
Eins begrenzt ist. Weiter werden in der Literatur bevorzugt sigmoide4 (S-förmige)
Funktionen, wie die logistische oder die tanh-Funktion, verwendet. So ergibt sich
als Aktivierungsfunktion des Neurons
σ(ι,x) =
1
1 + exp(−ι · x) oder (2.14)
σ(ι,x) = tanh(ι · x), (2.15)
4 Im Weiteren wird die sigmoide Funktion als Synonym für die logistische Funktion verwendet.
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womit der Parameter ι die Steilheit der Funktion beeinﬂusst und so als zusätzli-
cher Parameter5 des Netzes angenommen werden kann. Die Wahl sigmoider Ak-
tivierungsfunktionen hat unterschiedliche Gründe. Zum einen bieten sie eine gute
Balance zwischen linearem und nichtlinearem Verhalten [MMMR96], zum anderen
sind sie biologisch motiviert. Wird die mittlere Ausgangspulsrate eines biologischen
Neurons, also der Ausgangswert des künstlichen Neurons, gegenüber seinem Ein-
gangsstrom, vergleichbar mit den summierten Eingängen aus (2.12), aufgetragen,
so ergibt sich ein sigmoides Verhalten [Arb02]. Abbildung 2.4(b) zeigt die sigmoi-
den Aktivierungsfunktionen für das SLP. Daneben können für die Funktion σ(x)
auch stückweise lineare oder komplett lineare Funktionen verwendet werden, wo-
durch sich für den letzten Fall die Theorie der Netze dann auf die lineare Algebra
reduziert.
Die Unterschiede des MLPs zu einem SLP bestehen einzig in der Topologie des Net-
zes. In Abbildung 2.4 ist die Topologie eines MLPs mit den Aktivierungsfunktionen
dargestellt. Der Aufbau des Netzes besteht aus mehreren Schichten
1. Eingangsschicht
2. versteckte Schichten (mit variabler Anzahl)
3. Ausgangschicht
Das SLP besitzt nur eine Eingangsschicht und eine Ausgangsschicht, während beim
MLP mindestens eine versteckte Schicht existiert. Dabei ist die Anzahl von Neu-
ronen in den jeweiligen Schichten, anders als die Art der Verbindungen, nicht fest-
gelegt. Für das MLP bzw. das SLP existieren nur Verbindungen zwischen zwei be-
nachbarten Ebenen (vgl. Abbildung 2.4(a)), was bedeutet, dass in diesem Netz kei-
ne Rückkopplungen oder Vernetzungen innerhalb einer Ebene existieren, und dieser
Typ eines neuronalen Netzes zu den vorwärtsgerichteten, neuronalen Netzen gehört.
Damit kann der funktionale Zusammenhang zwischen den Eingängen und Ausgän-
gen eines MLPs aus Abbildung 2.4(a) mathematisch beschrieben werden. Allerdings
wird sich hier auf ein einziges Neuron im Ausgang beschränkt. Ein MLP mit einer
versteckten Ebene6 und m Neuronen in dieser versteckten Ebene beschreibt aus
mathematischer Sichtweise eine Menge von Funktionen bzw. einen Unterraum
S =
{
y(x)
∣∣∣∣y(x) = m∑
i=1
αiσ
(
n∑
j=0
wijxj
)
;αi,wij ∈ IR, σ : IR→ IR;m,n ∈ IN
}
,
(2.16)
5 Die meisten Veröffentlichungen und Modelle verwendet einen festen Wert ι für die Steilheit.
Deshalb wird im Weiteren σ(ι,x) = σ(x) verwendet. Eine Variation dieses Parameters bildet
zusätzlich die bei biologischen Experimenten beobachtete Intrinsic Plasticity eines Neurons ab
[Tri05].
6 Aufgrund der Übersichtlichkeit wird auf eine Darstellung von mehreren versteckten Schichten
verzichtet. Eine Ausweitung von (2.16) auf diesen Fall ist leicht möglich.
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Abbildung 2.4: Funktionsweise eines MLPs
wobei αi die Gewichtung der Verbindungen von den Neuronen der versteckten Ebene
zu dem Ausgang bezeichnet.
(2.16) beschreibt mathematisch gesehen eine Menge von Funktionen, welche für die
Approximation einer Funktion v genutzt werden kann. So besteht in der Formulie-
rung des Problems aus mathematischer und neuronaler Sicht kein Unterschied. Die
einzige Diﬀerenz für die Blickrichtungen kann in der Bestimmung der Parameter
liegen. Für das MLP werden dessen Gewichte zumeist über das Backpropagation-
Verfahren [RHW86b] bestimmt, was im Wesentlichen ein Gradientenverfahren dar-
stellt. Hier wird üblicherweise die Leistung des Diﬀerenzsignals, welches sich zwi-
schen der Ausgabe des Netzes und der Geforderten bildet, minimiert, indem der
Fehler durch das Netz zurückgeführt wird und die Parameter in Richtung des stärks-
ten Abfalls verändert werden. Das MLP kann somit auch als reines mathematisches
Konstrukt aufgefasst werden, obwohl Verknüpfungen zur Biologie existieren.
Aufgrund dieses Zusammenhangs war mathematisch die Fragestellung nach der
Dichteeigenschaft des aufgespannten Raumes aus (2.16) interessant, also ob jede
Funktion v : IRn → IR beliebig genau approximiert werden kann, so dass eine Viel-
zahl von Veröﬀentlichungen sich mit dem Beweis dieser Eigenschaft beschäftigte.
Ein Teil der Antwort auf diese Frage konnte durch den Beweis von Kolmogorov
[Kol57] auf das 13. Problem7 von Hilbert [Hil00] gefunden werden. Allerdings gibt
es hier noch einige Einschränkungen zu beachten, und dieses Theorem wurde auf
die neuronalen Netze von Hecht-Nielsen übertragen [HN87]. Weitere Beweise zu der
Approximationseigenschaft eines MLPs, teilweise mit Bedingungen an die Aktivie-
rungsfunktion, ﬁnden sich in [HSW89, Fun89].
Einige Einschränkungen müssen beim MLP hinsichtlich der Best-Approximierenden
hingenommen werden. So wurde die Existenz der Best-Approximierenden für Netze
7 Im Jahre 1900 hielt David Hilbert beim internationalen Mathematiker-Kongress in Paris eine
Rede, in der er 23 mathematische Probleme vorstellte.
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mit McCulloch-Pitts-Neuronen in [KKV00] gezeigt, so dass eine globale minimale
Distanz zur approximierenden Funktion v vorhanden ist. Allerdings sind die Eigen-
schaften der Projektion nicht eindeutig und stetig, so dass keine oberen Abschät-
zungen für den Fehler gemacht werden können. Weiter wurde in [GP90] bewiesen,
dass ein MLP mit sigmoider Aktivierungsfunktion unabhängig von der Wahl der
Norm bei der Approximation keine Existenzmenge darstellt. Somit besitzt dieser
Netzwerktyp nicht die Eigenschaft der Best-Approximation.
Aufgrund der Struktur des Unterraumes, welcher durch das MLP aufgespannt wird,
handelt es sich bei diesem neuronalen Netz um eine globale Approximation [Koi95].
Somit werden außerhalb des durch Testpunkte abgedeckten Bereiches Vorhersa-
gen über die Funktionswerte getroﬀen, wobei diese Generalisierungseigenschaften
bewertet werden können [Hay99].
2.2.2 Local Cluster Neuronal Network
Das Local Cluster Neural Network (LCNN) wurde als eine neuronale Architektur
von Geva und Sitte [GS93, GS92] vorgestellt. Die Intention dieser Netzwerkarchi-
tektur war zum einen eine lokal begrenzte Antwort auf Eingaben, ähnlich einem
radialen Basisfunktionsnetzwerk (vgl. Abschnitt 2.2.3), zu erhalten, und zum an-
deren einen einfacheren Entwurf in analoger Hardware als ein Basisfunktionsnetz
zu ermöglichen. Im mathematischen Sinne stellt das LCNN ein MLP mit beson-
deren Eigenschaften für die Parameter dar, so dass es innerhalb dieses Abschnitts
vorgestellt wird.
Das LCNN kann als ein MLP mit insgesamt zwei versteckten Schichten8, in denen
die Gewichte und Verbindungen speziellen Randbedingungen unterliegen, darge-
stellt werden. Eine wichtige Eigenschaft des LCNNs ist die Verbindungsstruktur
zwischen den beiden versteckten Schichten, wobei nur bestimmte Verbindungen
zwischen Neuronen erlaubt sind. So stellt das LCNN kein vollständig verbundenes
Netz dar. Ziel durch diese besondere Struktur der Gewichtmatrix9 ist, nur Ausga-
ben für einen lokal begrenzten Bereich des Eingangsraums zu erhalten. Abbildung
2.5 zeigt den schematischen Aufbau des LCNNs in Analogie zum MLP.
Abweichend von der ursprünglichen mathematischen Herleitung kann das LCNN
als ein MLP mit zwei verborgenen Schichten aufgefasst werden. Abbildung 2.5 zeigt
die allgemeine Funktionsweise des Netzes durch Überlagerung von lokalen Funktio-
nen. Jede Verbindung ist dabei auch als eine Gewichtung zu verstehen. Die lokalen
Funktionen werden durch ein MLP mit zwei versteckten Ebenen erzeugt (Abbildung
2.5(a)). Dafür kann die Formulierung des LCNNs so umgeformt werden, dass dieses
8 Hier werden die Bezeichnungen für die (versteckten) Schichten aus [Hay99] verwendet. Die Ein-
gänge und die Ausgänge stellen separate Schichten dar.
9 Die Berechnungen aus (2.16) können auch als Matrixoperation mit einer Gewichtsmatrix dar-
gestellt werden.
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Abbildung 2.5: Struktur des LCNNs durch den Aufbau mittels SLPs
MLP durch zwei parallel arbeitende SLPs entsteht, wobei beide Netze die gleichen
Gewichte vom Eingang zu der ersten Schicht besitzen müssen. Weiter handelt es
sich bei den Parametern zwischen den beiden verborgenen Ebenen um Konstanten.
Man erkennt, dass es sich nicht um ein vollständig verknüpftes Netz handelt.
Die ursprüngliche Herleitung des LCNNs startet nicht mit dem Vergleich zu einem
SLP, sondern erfasst die Darstellung der lokalen Funktion. Bei dem SLP berechnet
jedes Neuron die gewichtete Summe der Eingänge und wendet darauf die Akti-
vierungsfunktion an. Die Idee des LCNNs ist, die Aktivierungsfunktionen zweier
Neuronen so zu kombinieren, dass eine lokale Funktion entsteht. Dazu wird eine
Ridge-Funktion gebildet, die aus zwei verschobenen Sigmoiden erzeugt wird. Die
Ridge-Funktion wird durch
l(w,r,k1,x,d) = σ(k1,w
T (x− r) + d)− σ(k1,wT (x− r)− d) (2.17)
dargestellt, wobei der Parameter d zur Verschiebung der Sigmoide o.b.d.A. zu Eins
gewählt wird [GS92]. Als Aktivierungsfunktion für die Neuronen wird die Logistik-
funktion aus (2.14) verwendet. Die Steilheit ι der Funktion wird in (2.17) über den
Parameter k1 gesteuert, und die Lage der Ridge-Funktion im Raum wird durch den
Parametervektor w, dessen Länge und die Position des Zentrums r bestimmt.
Die lokale Funktion wird durch die Überlagerung mehrerer Ridge-Funktionen er-
reicht, welche unterschiedliche Orientierungen besitzen, jedoch die gleiche Position
im Raum, d.h. das gleiche Zentrum. So ergibt sich eine Hügel-Funktion
f (W ,r,k1,x) =
n∑
i=1
l(wi,r,k1,x) , (2.18)
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wobei W eine n × n Matrix10 darstellt, welche durch die n Spaltenvektoren wi
der Ridge-Funktionen gebildet wird. Diese Funktion besitzt eine Erhebung mit dem
Zentrum r sowie auslaufenden Ästen. Aus dieser Funktion kann eine lokale Funktion
gebildet werden, indem die Äste entsprechend entfernt werden und nur die Erhebung
übrig bleibt. Eine wiederholte Anwendung einer geeignet skalierten Logistikfunktion
σo(x) = 2 ·σ(k2,x) auf die Funktion (2.18) entfernt die Äste und erzeugt eine lokale
Funktion
L (W ,r,k2,x) = σo (f (W ,r,k1,x)− b) . (2.19)
Zur Bestimmung der Ausgabe werden mehrere lokale Funktionen gewichtet überla-
gert, so dass sich der Ausgabewert des Netzes durch
ym(x) =
m∑
ν=1
ανL (W ν ,rν ,x) (2.20)
berechnet. Somit beschreibt das LCNN ebenfalls einen Unterraum, welcher durch
die Menge von Funktionen
S =
{
ym(x)
∣∣∣∣ym(x) = m∑
ν=1
ανL (W ν ,rν ,x) ,m∈IN,rν ∈ IRn,W ν ∈ IRn×n
}
(2.21)
aufgespannt wird.
In Abbildung 2.6 ist der Datenﬂuss eines LCNNs nach der mathematischen Be-
schreibung für eine lokale Funktion mit vier Eingängen dargestellt. Die Ausgabe
einer lokalen Funktion wird durch vier parallele Ridge-Funktionen bestimmt, wel-
che selbst durch zwei gegeneinander verschobene Sigmoide erzeugt werden. Der
Vektor r ermöglicht eine Verschiebung der lokalen Funktion im Eingangsraum.
Aufgrund der beschriebenen Vorgehensweise handelt es sich bei dem LCNN um eine
lokale Approximation, wobei Erfahrungen zeigen, dass eine lokale Approximation
kleinere Approximationsfehler als bei einem MLP hervorbringt und gleichzeitig ein
geringerer Aufwand zur Bestimmung der Parameter benötigt wird [GS93, MD89].
Der geringere Aufwand für das Lernen begründet sich in der Gestalt der Sigmoide
beim MLP. Da diese für die Hälfte des Eingangsbereiches von Null verschiedene
Werte annehmen, tragen im Mittel die Hälfte der Neuronen zu der Approximati-
on bei. Somit müssen bei jedem Trainingsschritt die Parameter dieser Neuronen
angepasst werden.
Hinsichtlich der Dichteeigenschaft und somit der Approximierbarkeit des LCNNs
können auf Aussagen für MLPs zurückgegriﬀen werden, da es sich bei dem LCNN
von der Topologie her um ein MLP handelt. In [K ‌ur92] wurde basierend auf dem
Theorem von Kolmogorov bewiesen, dass jedes MLP mit zwei versteckten Ebenen
10Die Dimension der Matrix ist von der Dimension der Eingänge abhängig.
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Abbildung 2.6: Verarbeitung der Eingangsdaten einer lokalen Funktion mit 4 Ein-
gängen nach [GS92]
jede Funktion beliebig genau approximieren kann. Eine Besonderheit hierbei ist,
dass bis auf die Gewichte der zweiten verborgenen Schicht zu den Ausgängen alle
Parameter universell gewählt werden können. Nur für die Ausgangsgewichte müs-
sen die speziellen Werte für die zu approximierende Funktion v bestimmt werden.
Ebenso wurde in [MP99] gezeigt, dass ein MLP mit zwei versteckten Schichten je-
de stetige Funktion im Einheitswürfel beliebig genau approximieren kann. Darüber
hinaus besitzt ein solches MLP mit zwei versteckten Ebenen im Gegensatz zu einem
MLP mit einer verborgenen Schicht keine untere Grenze des Approximationsfehlers.
Beispiel. Die unterschiedlichen Vorgehensweisen bei der Approximation eines funk-
tionalen Zusammenhangs sollen für ein MLP und das LCNN anhand der si-Funktion
verdeutlicht werden. Abbildung 2.7 zeigt die Ausgaben beider Netze nach dem Trai-
ning, wobei beide Netze mit jeweils 10 Neuronen bzw. lokalen Funktionen mit dem
Backpropagation-Verfahren trainiert wurden. Aufgrund der globalen Approximati-
on durch das MLP kann dieses die Nebenmaxima der Funktion mit dieser Anzahl
von Neuronen nicht darstellen, und man kann den Vorteil des LCNNs erkennen,
welches bedingt durch die lokale Vorgehensweise diese Maxima abbilden kann. Al-
lerdings werden für die 10 lokalen Funktionen insgesamt 30 Sigmoide benötigt, so
dass sich für das LCNN 30 freie Parameter und ebenfalls auch für das MLP ergeben.
Aufgrund der Topologie lässt sich beim LCNN ein kleinerer Approximationsfehler
∆y = 0,0539 als beim MLP ∆y = 0,1895 erreichen.
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Abbildung 2.7: Approximation der si-Funktion durch ein MLP und ein LCNN
2.2.3 Basisfunktionen
Die biologische Motivation für radiale Basisfunktionen entstammt [PG90b]. Dabei
ist der Ausgangspunkt eine Dreischichtenstruktur von Nervenzellen. Die Eingabe-
schicht verarbeitet dabei die Aktivitäten aus dem Merkmalsraum und bildet diese
Eingabe auf eine Zwischenschicht ab, wobei die Aktivität mittels gewichteter Ver-
bindungen propagiert wird. Diese sorgen dafür, dass die Aktivität eines Neurons aus
der Zwischenschicht vom Abstand der Eingabe zum virtuellen Ort des Neurons ab-
hängt. Dieser virtuelle Ort wird als Spezialisierung eines Neurons auf eine bestimmte
Eingabe verstanden, und diese Gewichtung sorgt für eine monoton fallende Aktivie-
rung des Neurons in der Zwischenschicht. Erfolgt diese Abnahme unabhängig von
der Raumrichtung, so spricht man von radialen Basisfunktionen. Hierfür wird eine
Verwendung einer gaußförmigen Aktivitätsfunktion vorgeschlagen [GP90]. Die Ak-
tivierung der Neuronen in der Zwischenschicht wird anschließend durch eine lineare
Signalübertragung der Ausgangsschicht zugeführt, welche die gewichtete Summe
bildet.
Somit bilden radiale Basisfunktionen ein abstraktes Modell der biologischen Wirk-
lichkeit. Für den exakten Zusammenhang zur Biologie sei auf die Literatur verwiesen
[Pog90]. Abbildung 2.8 zeigt den beschriebenen Zusammenhang zwischen den drei
Schichten. Hier dienen die Neuronen der Zwischenschicht zur Extraktion der Merk-
male aus der Eingangsschicht, um so z.B. die motorischen Fähigkeiten zu steuern.
Neben diesem biologisch motivierten Ansatz der zu gaußförmigen, radialen Basis-
funktionen führt, lässt sich dieser Typ neuronaler Netze auch über eine mathe-
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Abbildung 2.8: Biologische Motivation eines RBFs
matisch fundierte Theorie herleiten. Im Mittelpunkt der Untersuchung steht die
Rekonstruktion der Oberﬂäche, welche durch eine Menge von Testpunkten
d =
{(
xi,yi
) ∈ IRn × IR}M
i=1
(vgl. (2.11)) gegeben ist. Die Aufgabe besteht nun darin, die Oberﬂäche zwischen
den Testpunkten abzuschätzen.
Dies ist jedoch ein schlecht gestelltes Problem, da eine Rekonstruktion der Ober-
ﬂäche anhand der Informationen aus den Testpunkten nicht eindeutig lösbar ist
(vgl. Abbildung 2.3). Dafür werden weitere Annahmen getroﬀen, um ein wohl ge-
stelltes Problem zu erhalten. Eine erste Annahme ist, dass die Daten aus der Abbil-
dung nicht völlig zufällig entstanden sind. Im Allgemeinen sind diese Zuordnungen
glatt, was bedeutet, dass kleine Änderungen in den Parametern auch nur kleine
Änderungen in den Ausgängen zur Folge haben. Dies ist eine schwache Forderung,
welche eine Approximation ermöglicht. Daneben können natürlich weitere Kennt-
nisse über die Abbildung mit in die Rekonstruktion einﬂießen [PG89].
Eine Approximationstechnik, welche die Glattheit von Funktionen ausnutzt, ist die
Regularisierung. Dabei wird die Rekonstruktion der Oberﬂäche als die Minimierung
eines Funktionals bestehend aus zwei Termen ausgedrückt. Der erste Term erfasst
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den Abstand der Funktion zu den bekannten Testpunkten, während der zweite Term
die Glattheit der Funktion misst [PG89, PG90a]. Dies führt zu der Minimierung von
V (f) =
M∑
i=1
(
yi − f(xi))2 + λ · φ[f ], (2.22)
wobei λ die Gewichtung beider Terme vornimmt und φ[f ] ein Glattheitsfunktional,
den sogenannten Stabilisator, darstellt. Über den Parameter λ kann die Gewichtung
der beiden Terme aus (2.22) kontrolliert werden.
Für eine große Klasse von Funktionalen φ[f ] erhält man Lösungen der gleichen Form
für (2.22) [GJP95]. Die Glattheit einer Funktion kann über die Oszillation gemessen
werden und als Leistung einer hochpassgeﬁlterten Funktion bestimmt werden. Die
Glattheit kann so als
φ[f ] =
∫
IRn
ds
|f˜(s)|2
G˜(s)
(2.23)
deﬁniert werden, wobei f˜ , G˜ die Fouriertransformierte der jeweiligen Funktion be-
zeichnen, und 1/G˜(s) einen Hochpass beschreibt.
Unter der Randbedingung, dass die Fouriertransformierte G˜ reell und symmetrisch
ist, folgt für die Lösungsform von (2.22) [GP90, GPC90]
f(x) =
M∑
j=1
αjg(x− cj) +
k∑
i=1
βiψi(x) , (2.24)
wobei der erste Term eine gewichtete Überlagerung von (Basis-) Funktionen und
der Zweite einen Polynomanteil beschreibt.
Oft wird für den Stabilisator ein rotationsinvariantes Funktional gewählt, so dass
dies auf radial symmetrische Funktionen g(‖x‖) führt. Je nachWahl des Funktionals
φ[f ] erhält man für g unterschiedliche Funktionen. Zudem entfällt der Polynomanteil
aus (2.24) für den Fall positiv deﬁniter Funktionen g [Isk94].
2.2.3.1 Gaußförmige Basisfunktionen
Die Wahl des Funktionals beeinﬂusst die Form der Funktion g. Für den Stabilisator
φ[f ] =
∫
IRn
ds e
‖s‖2
β |f˜(s)|2 (2.25)
mit einem Skalierungsfaktor β erhält man die Gaußfunktion
gj(z) = e
− z
2
2σ2
j . (2.26)
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Da zudem die Gaußfunktion eine positive deﬁnite Funktion darstellt, ergibt sich die
Rekonstruktion der Oberﬂäche zu
f(x) =
M∑
j=1
αj e
−
‖x−cj‖
2
σ2
j . (2.27)
Die radialen Basisfunktionen (RBF)11 mit Gaußfunktionen beschreiben somit eben-
falls eine Menge von Funktionen
S =
{
fm(x)
∣∣∣∣fm(x) = m∑
i=1
αi exp
(−‖x− ci‖2
2σ2i
)
;m ∈ IN ;σi ∈ IR \ {0};
αi ∈ IR; ci ∈ IRn
}
. (2.28)
Für den Fall x = ci und σi = 0 wäre die Funktionsmenge aus (2.28) nicht wohl
deﬁniert und würde nicht zu der Menge der stetigen Funktionen gehören. Somit
wird dieser Fall durch die entsprechende Einschränkung von σi ausgeschlossen.
(2.28) stellt eine vereinfachte Form der verallgemeinerten, gaußförmigen, radialen
Basisfunktionen dar. Anstelle der euklidischen Norm ist es in einigen Anwendungen
sinnvoll, eine allgemeine Norm zu verwenden [PG90a]
‖x‖2C = (Cx)T (Cx) = xTCTCx, (2.29)
wobei C eine n× n-Gewichtsmatrix darstellt.
Ein verallgemeinertes RBF-Netzwerk kann durch
fm(x) =
m∑
i=1
αi exp
(−(x− ci)TCTi Ci(x− ci)) (2.30)
=
m∑
i=1
αi exp
(
−1
2
(x− ci)TΣ−1i (x− ci)
)
(2.31)
ausgedrückt werden, wobei Σ die Kovarianzmatrix darstellt. Ist Σ eine positiv de-
ﬁnite Matrix, so existiert ihre Inverse, und ist die Kovarianzmatrix zusätzlich noch
eine Diagonalmatrix, so kann die Inverse sehr einfach durch Kehrwertbildung der
Elemente der Hauptdiagonalen berechnet werden [BSM05]. Für identische Elemen-
te der Hauptdiagonalen der Kovarianzmatrix Σ ergibt sich die Form aus (2.28),
wobei aufgrund der Bedingung der positiven deﬁniten Matrix Σ der Fall σi = 0
ausgeschlossen wird.
11 Im Folgenden wird der Ausdruck radiale Basisfunktionen synonym zu gaußförmige, radiale Ba-
sisfunktionen verwendet.
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Abbildung 2.9: Vergleich von RBF und LCNN
Aufgrund seiner Darstellung handelt es sich bei einem gaußförmigen, radialen Ba-
sisnetz ebenfalls wie das LCNN um eine lokale Approximationstechnik mit den an-
gedeuteten Eigenschaften. Allerdings unterscheiden sich das LCNN und das RBF,
obwohl beide Netze das gleiche Ziel besitzen. Die zugrunde liegende Theorie beider
Netze ist gänzlich unterschiedlich. Es lassen sich keine Stabilisatoren ﬁnden, die zu
der Logistikfunktion für die Funktion g aus (2.24) führen [GJP95]. Abbildung 2.9
zeigt einen Vergleich zwischen dem LCNN und einem RBF. In Abbildung 2.9(a) sind
die beiden lokalen Funktionen dargestellt, und man erkennt ähnliches Verhalten für
beide Netztopologien. In Abbildung 2.9(b) zeigt sich dagegen der Unterschied zwi-
schen beiden Netzen. Aufgrund ihrer mathematischen Struktur erreichen die RBF
eine rotationsinvariante Darstellung, während ein radiales Verhalten für das LCNN
nur angenähert wird, wie man an (2.20) überprüfen kann.
Bezüglich der Approximationsfähigkeiten der gaußförmigen RBF ist die Interpola-
tion der Daten durch (2.22) für λ = 0 sichergestellt, was allerdings keine guten
Ergebnisse garantiert. In [GP90] wurde gezeigt, dass die RBF jede Funktion belie-
big genau approximieren können und die Eigenschaft der Best-Approximierenden im
Gegensatz zu einem MLP besitzen. Allerdings gilt diese Aussage für den Fall, dass
so viele Gaußfunktionen wie Testpunkte genutzt werden, oder bei einer kleineren
Anzahl von Basisfunktionen die Lage der Zentren festgelegt wird.
Der Bezug zu den biologischen Vorbildern ergibt sich aufgrund des gleichen Verhal-
tens von RBF-Netzen und kortikalen Neuronen [Pog90]. Zudem kann eine Gauß-
funktion hoher Dimension durch Faktorisierung berechnet werden (vgl. Kapitel 4
und Abbildung 2.8). So können RBF das rezeptive Feld eines Sensorfeldes über die
gewichteten Verbindungen und hoher Aktivität hinsichtlich bestimmter Merkma-
le abbilden. Für tiefergehende Erläuterungen des Zusammenhanges sei auf [PG89,
Pog90] verwiesen.
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Abbildung 2.10: Approximation der si-Funktion durch ein RBF-Netz
Beispiel. Das Vorgehen der gaußförmigen, radialen Basisfunktionen soll anhand
der Approximation der si-Funktion verdeutlicht werden. Dafür wird ein neuronales
Netz mit 10 Gaußfunktionen mit Hilfe von NETLAB [Nab02] trainiert, so dass ins-
gesamt 30 freie Parameter durch das Modell bereitgestellt werden. Abbildung 2.10
zeigt die Antwort des RBF-Netzes. Auch hier werden durch die lokale Approximati-
on der RBF-Netze die Nebenmaxima der Funktion korrekt dargestellt, wie bei einem
LCNN. Der Approximationsfehler des Netzes liegt bei ∆y = 0,1558, welcher größer
als bei einem LCNN ist. Dies liegt an der Form des RBF-Netzes, da ein verallge-
meinertes RBF-Netz aus (2.31) einem LCNN entspricht und zur Approximation ein
vereinfachtes Netz nach (2.28) verwendet wurde.
2.2.3.2 Weitere Basisfunktionen
Neben der Gaußfunktion als Basisfunktion lassen sich durch den Stabilisator noch
weitere Funktionen ﬁnden, welche u.U. besser in Hardware umsetzbar sind. Wählt
man eine Produktform der Funktion G˜(s)
G˜(s) =
M∏
j=1
g˜(sj), (2.32)
so führt dies auf ein Funktional
φ[f ] =
∫
IRn
ds
f˜(s)∏M
j=1 g˜(sj)
(2.33)
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und schließlich zu der Basisfunktion
g(x) = e−‖x−c‖1 . (2.34)
Man sieht an (2.34), dass bei dieser Basisfunktion anstatt der euklidischen Norm
die L1-Norm verwendet wird, was für den Fall einer Hardwareumsetzung dieses
Approximationsschemas von Interesse ist. Jedoch ist dieser Stabilisator nicht immer
wünschenswert, da bei einer Approximation mit der Manhattan-Norm diese nicht
so glatt verläuft wie die Approximation mit dem Gaußkern [SSM98f].
Auch hier beschreibt dieses Basisfunktionsnetzwerk eine Menge von Funktionen
S =
{
fm(x)
∣∣∣∣fm(x) = m∑
i=1
αi e
−‖x−ci‖1 , αi ∈ IR; ci ∈ IRn;m ∈ IN
}
. (2.35)
Daneben existieren weitere Basisfunktionen, welche im Bereich der Approximati-
onstheorie weniger in der Forschung neuronaler Netze untersucht wurden [Isk94]:
Polynome ψ(x) = (−1)⌈ν/2⌉‖x‖ν ν > 0,ν /∈ 2IN (2.36)
Thin plate Splines ψ(x) = (−1)k+1‖x‖2k log ‖x‖ k ∈ IN (2.37)
Mutiquadratics ψ(x) = (−1)⌈ν/2⌉(c2 + ‖x‖2)ν/2 ν > 0,ν /∈ 2IN,c 6= 0
(2.38)
inverse Mutiquadratics ψ(x) = (c2 + ‖x‖2)ν/2 − d < ν < 0,c 6= 0.
(2.39)
2.3 Technologische Randbedingungen
Eines der am meist zitierten und diskutierten Veröﬀentlichungen in der Halbleiter-
und Schaltungstechnik ist der Artikel von Gordon Moore [Moo65]. In diesem be-
schreibt er seine Beobachtung, dass die Anzahl von Komponenten pro integrierte
Funktion sich jeweils innerhalb eines Jahres über die nächste Dekade verdoppeln
wird. Von ihm selbst wurde diese Aussage 1975 korrigiert und der Zeitraum auf
24 Monate verlängert [Moo75]. Über die Jahre wurde durch die Halbleiterindustrie
versucht, die Gültigkeit dieser Beobachtung einzuhalten [Sem05]; auch ist schon oft
das Ende von dieser Beobachtung vorausgesagt worden.
Unbestritten ist jedoch die stark gestiegene Komplexität seit Moores Veröﬀentli-
chung, was die Entwickler von Systemen vor ständig wechselnde Probleme stellt.
Auch sind die Strukturgrößen der Transistoren stark verkleinert worden, was neben
einer höheren Integrationsdichte auch neue Herausforderungen beim Entwurf mit
sich bringt. Zusammenfassend werden für den Entwurf neue Techniken benötigt.
Im Folgenden soll auf den Trend der aktuellen Technologieentwicklung eingegangen
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werden und mögliche Probleme sowie Grenzen der jeweiligen Prozesse aufgezeigt
werden. Aufgrund der starken Anwendung und der hohen Bedeutung wird dabei
besonders auf die Complementary Metal Oxide Semiconductor (CMOS) eingegan-
gen.
2.3.1 Skalierung der CMOS-Technologie
Seit der Patentierung des grundlegenden Konzeptes des Feldeﬀekt-Transistors 1930
[Lil30] haben sich die geometrischen Abmessungen der Transistoren erheblich ver-
kleinert, und die Entwicklung hat sich von diskreten zu integrierten Bauelementen
vollzogen. Inspiriert durch die Beobachtungen von Moore hat die Halbleiterindustrie
1994 damit begonnen, diese Entwicklung vorherzusagen und sich Entwicklungsziele
zu setzen [Sem05]. Die dabei getroﬀenen Aussagen betreﬀen die unterschiedlichen
Bereiche der Fertigung, wie z.B. Lithograﬁe, Ausbeute oder Modellierung, und rei-
chen in der Version 2005 bis in das Jahr 2020, wobei zwischen kurzfristigen und
langfristigen Entwicklungen unterschieden wird. Teilweise sind diese Prognosen nur
als Entwicklungsziele zu verstehen, wobei eine Fertigung der Schaltungen und ein
Betrieb beim Verfehlen dieses Ziels durchaus möglich sind. Als Konsequenz können
jedoch bestimmte gewünschte Eigenschaften, wie z.B. die Ausbeute einer Halbleiter-
scheibe, das gewünschte dynamische Verhalten eines Transistors oder eine geringe
Variation der Parameter über die Halbleiterscheibe, nicht eingehalten werden, so
dass beim Entwurf auf diese Besonderheiten eingegangen werden muss.
Integrierte Schaltungen benutzen zu einem hohen Anteil die CMOS-Technologie.
Dies liegt an mehreren Faktoren. So erreicht man mit dem Metal Oxide Semicon-
ductor Field Effect Transistor (MOSFET) hohe Integrationsdichten und eine hohe
Zuverlässigkeit. Weiter benötigen Schaltungen mit diesen Bauelementen eine ge-
ringe Leistung, und es entstehen geringere Kosten gegenüber der Bipolartechnik
aufgrund geringerer Prozessschritte12. Abbildung 2.11 zeigt den stark vereinfachten
Querschnitt eines n-Kanal-MOSFETs. Dieser besteht aus drei Anschlüssen: Sour-
ce, Drain und Gate. Der Stromﬂuss zwischen Source und Drain wird bei einem
MOSFET über die anliegende Spannung am Gate gesteuert, wobei der Entwick-
ler auf die Eigenschaften des Transistors im Wesentlichen durch die geometrischen
Abmessungen des Kanals besitzt.
Eine Miniaturisierung in der MOS-Technologie ist aufgrund der weitgehenden Un-
abhängigkeit der Kennlinie des Transistors von den geometrischen Abmessungen
möglich. Die Idee der Skalierung der Bauelemente stammt aus [DGR+74], wobei
hier eine ideale Skalierung vorgeschlagen wird. Alle geometrischen Abmessungen
eines Transistors werden dabei um den Faktor αL reduziert. Senkt man zusätzlich
noch alle Spannungen um denselben Faktor herab und erhöht alle Dotierung und
12Zumindest wurde am Anfang der Fertigung eine geringere Anzahl von Prozessschritten benötigt.
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Abbildung 2.11: Querschnitt eines MOSFETs
Tabelle 2.1: Skalierungsregeln der CMOS-Technologie [FDN+01]
Physikalische ideale allgemeine selektive
Parameter Skalierung Skalierung Skalierung
Kanallänge 1/αL 1/αL 1/αd
Leitungsbreite 1/αL 1/αL 1/αw
elektrisches Feld 1 αL/αU ǫ
Spannung 1/αL 1/αU ǫ/αd
Drainstrom 1/αL 1/αU ǫ/αw
Fläche 1/α2L 1/α
2
L 1/α
2
w
Kapazität 1/αL 1/αL 1/αw
Leistung 1/α2L 1/α
2
U ǫ/(αwαd)
Ladungsdichten ebenfalls um diesen Faktor, bleibt das elektrische Feld im Transistor
konstant. Allerdings war diese Skalierungsform bei den Prozessen nicht zu beobach-
ten, da die Spannungen nicht im gleichen Maße wie die Längen reduziert wurden.
Dies begründet sich auf dem größeren elektrischen Feld bei höheren Spannungen,
da sich so größere Ladungsträgergeschwindigkeiten13 und höhere Arbeitsgeschwin-
digkeiten des Transistors erzielen lassen. Mittlerweile begrenzen die Leckströme die
Skalierung der Spannungen.
Tabelle 2.1 zeigt die Skalierung der Geometrie und deren Auswirkungen auf die
Eigenschaften des MOS-Transistors für verschiedene Skalierungsformen [FDN+01].
Für alle Skalierungsfaktoren gilt dabei αi > 1, ǫ > 1. Werden die Spannungen und
die geometrischen Abmessungen mit den gleichen Faktoren verkleinert, so erhält
man ein konstantes, elektrisches Feld im Transistor. Aufgrund der angesprochenen
Zusammenhänge ist die Spannung über die Technologiegenerationen nicht mit dem
gleichen Faktor wie die geometrischen Dimensionen skaliert worden. Weiter ist es
z.B. nicht mehr möglich, die Dicke des Gateoxids mit dem gleichen Faktor wie die
13Die höhere Geschwindigkeit hat mittlerweile ihre Sättigung gefunden.
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Kanallänge und -breite zu reduzieren, da hier nur noch wenige Atomlagen14 ge-
nutzt werden. Dies führt zu einer allgemeinen Skalierung, bei der die elektrische
Feldstärke im Transistor ansteigt. Zusätzlich sind die geometrischen Abmessungen
der Verbindungsleitungen mit einem weiteren Faktor reduziert worden, so dass sich
eine dritte Form ergibt.
Allerdings skalieren die Potentialverläufe innerhalb des Transistors nicht ideal mit
der vorgestellten Theorie. So müssen zur Bestimmung der minimalen Gatelänge die
elektrischen Felder mit Hilfe von Simulationswerkzeugen untersucht werden. Weiter
sind die Auswirkungen aus Tabelle 2.1 als Näherung zu verstehen. Auch besitzt die
Skalierungstheorie ihre Grenzen, oder es können andere Skalierungsformen wün-
schenswert sein, da z.B. ein konstanter dynamischer Bereich oder eine konstante
Anstiegsgeschwindigkeit bei geschalteten Kapazitäten erwünscht ist.
Die Grenzen der Skalierung sind vielfältig und hier wird deshalb nur ein kurzer
Überblick gegeben. Mit kleineren Kanälen treten immer mehr Eﬀekte auf, welche
das Verhalten des MOS-Transistors gegenüber seiner ursprünglichen Beschreibung
verfälschen. So treten vermehrt Einﬂüsse in der Schwellenspannung bei geringen Ka-
nallängen auf. Zum einen kann die Schwellenspannung nicht beliebig herabgesetzt
werden, da sonst hohe Leckströme im Betrieb unterhalb der Schwellenspannung
auftreten. Zum anderen beeinﬂussen bei kleinen Dimensionen die Dotierungen von
Source und Drain die Ladungen im Kanal und führen zu einer kleineren Schwel-
lenspannung [Raz00]. Weiter wird bei hohen elektrischen Feldern zwischen dem
Gate und dem Kanal die Beweglichkeit der Ladungsträger reduziert, da die freien
Ladungsträger sich in einem schmalen Bereich unter dem Oxid konzentrieren und
dieser Eﬀekt auf die Beweglichkeit wirkt. Besonders bei einer Skalierungsform mit
einem nicht konstanten Feld tritt dieser Eﬀekt auf [Raz00].
Daneben kann die Skalierung der Gateoxiddicke nicht weiter vorgenommen werden,
da zum einen bald eine minimale Dicke von einer Atomlage erreicht ist, und zum an-
deren der Tunnelstrom durch das Oxid einen immer größeren Anteil erhält, was zu
einer Beschränkung führt [Tau02]. Weiter skaliert die Bandlücke von Silizium nicht,
was nur durch die Veränderung des Halbleitermaterials erreicht werden kann. Das
Potential verhindert ein Tunneln der Ladungsträger im Vergleich zur idealen Skalie-
rung, so dass aufgrund des höheren elektrischen Feldes die Beweglichkeit abnimmt
und die Verarmung des Kanals zunimmt. Dadurch sind kleine Schwellenspannungen
schwierig zu realisieren. Eine Prognose zu den Grenzen der Skalierungsformen für
bestimmte Anwendungsgebiete und eine genaue Beschreibung der Ursachen für die-
se Schranken ﬁnden sich in [FDN+01]. Neben diesen technisch bedingten Grenzen
existieren auch Ökonomische, bei denen eine Deckung der Herstellungskosten durch
den Erlös nicht mehr gewährleistet ist.
14Eine Dicke des Gateoxids von 3− 5 nm entspricht ca. 6–10 Atomlagen.
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Tabelle 2.2: Technologieparameter für zukünftige CMOS-Technologien [ZC06]
Gatelänge (nm) 130 90 65 45 32
Udd (V) 1,30 1,20 1,10 1,00 0,90
Tox (nm) 2,25 2,05 1,85 1,75 1,65
Uth (V) 0,288 0,284 0,289 0,292 0,295
Ion (µA/µm) 1020 1100 1185 1255 1300
Ioff (nA/µm)m) 30 50 70 100 150
K (µA/V2) 258,95 235,98 234,22 225,33 227,31
Tabelle 2.2 zeigt eine Zusammenfassung aus [ZC06] für die Prozesse verschiedener
Halbleiterhersteller über mehrere Technologiegenerationen. Hier bezeichnen Udd die
Versorgungsspannung, Tox die Dicke des Gateoxids, Uth die Schwellenspannung, Ion
den Drainstrom im eingeschalteten Zustand, Ioff den Drainstrom im ausgeschalteten
Zustand (Verluststrom) und K den Transkonduktanz-Parameter. Weiter gibt es zu
den Transistoren auch entsprechende Simualtionsmodelle (BSIMv4), welche unter
Spice zur Simulation eingesetzt werden können. Man erkennt die Abweichungen von
der idealen Skalierung anhand der Werte für die Schwellenspannungen, welche im
Gegensatz zur Theorie sogar ansteigen. Ein Grund dafür ist auch die stärkere Op-
timierung der Prozesse auf einen digitalen Entwurfsablauf. Weitere Innovationen,
um die Miniaturisierung voranzutreiben, unterliegen aber einer stetigen Entwick-
lung [HND+06].
2.3.2 Alternativen zu CMOS
Da mittlerweile die konventionelle CMOS-Fertigung an ihre Skalierungsgrenzen
stößt, wird verstärkt nach möglichen alternativen Technologien für integrierte Schal-
tungen gesucht. Für die angestrebten Ziele bei der CMOS-Technologie sind immer
weniger Lösungen bekannt. Zurzeit werden im aktuellen Rahmenprogramm der Eu-
ropäischen Union Projekte mit diesen Schwerpunkten (Future and Emerging Tech-
nologies) gefördert. Ebenfalls werden auch hier erste Prognosen in Analogie zur
CMOS-Technologie gestellt [Com00]. In Anlehnung an diesen Fahrplan werden hier
kurz mögliche Alternativen vorgestellt, wobei für eine detaillierte Einführung auf
[GGML+97] verwiesen sei, an der sich dieser kurze Überblick orientiert.
Viele dieser neuartigen Technologien basieren auf Quanteneﬀekten und besitzen in
ihrer Struktur als grundlegende Eigenschaft eine Insel aus einem Halbleitermaterial
oder Metall15. Diese ist von Isolatoren oder einer Raumladungszone umgeben, so
15Aufgrund der Verwendung eines Halbleiters oder Metalls bleiben diese Technologien kompatibel
zu der CMOS-Technologie.
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Abbildung 2.12: Funktionsweise der Resonant-Tunnelelemente
dass sich Potentialbarrieren ergeben, welche den Ab- und Zuﬂuss von Elektronen
verhindern. Auf der Insel beﬁndet sich eine bestimmte Anzahl von Elektronen, die
nur diskrete Energiezustände annehmen können. Durch einen Isolator abgetrennt
beﬁnden sich an den Seiten der Insel weitere Source- und Draingebiete mit ei-
nem besetzten Leitungsband (vgl. Abbildung 2.12(a)). Elektronen können nun die
Potentialbarrieren mit einer endlichen Wahrscheinlichkeit durchtunneln, wenn das
Energieniveau des Leitungsbandes des Sourcegebietes mit einem (leeren) diskre-
ten Energiezustand auf der Insel übereinstimmt. In Abbildung 2.12(a) stimmen
die Energieniveaus nicht überein, und kein Strom kann ﬂießen. Wird eine äußere
Spannung angelegt, so werden die Potentiale verändert, und ein Stromﬂuss kann
erzeugt werden (Abbildung 2.12(b)). Bei weiterem Erhöhen der Spannung stimmen
die Energieniveaus nicht mehr überein, der Stromﬂuss sinkt wieder ab. Dadurch be-
sitzen diese Bauelemente einen negativen, diﬀerentiellen Widerstand und mehrere
Maxima bzw.Minima in der Strom-Spannungskennlinie, und sie werden aufgrund
ihres Verhaltens Resonant-Tunnelelemente genannt [GGML+97]. Mit Hilfe der vie-
len Maxima lässt sich im Gegensatz zur CMOS-Logik auch eine mehrwertige Logik
nutzen.
Eng verwandt mit den Tunnelelementen ist der Einzelelektonentransistor (SET),
welcher sich hauptsächlich durch die Dimensionierung der Insel von den Tunnelele-
menten abhebt. Weiter benötigt der Transistor drei Anschlüsse: Source, Gate, Drain,
während die Tunnelelemente auch mit zwei Anschlüssen betrieben werden können.
Auf der Insel beﬁnden sich viele bewegliche Elektronen, wobei ein Tunneln von Elek-
tronen auf die Insel durch die Coulomb-Blockade verhindert wird. In Abhängigkeit
der Spannung am Gate kann ein zusätzliches Elektron die Barriere überwinden und
auf die Insel durchtunneln, welches dann durch die Barriere zum Draingebiet tun-
nelt und einen Stromﬂuss erzeugt. Wird dieser Prozess hochfrequent wiederholt, so
kann ein kontinuierlicher Strom gemessen werden. Der Name Einzelelektonentran-
sistor beruht auf der Funktionsweise durch das Tunneln eines einzelnen Elektrons.
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Die bisher gefertigten Bauelemente werden bei sehr tiefen Temperaturen (40K) be-
trieben, was sich aufgrund der Randbedingungen ergibt, dass die auf den Inseln
gespeicherte Energie die thermische Energie (k ·T ) übersteigen muss. Bei einem Be-
trieb bei Raumtemperatur ergibt sich so bisher eine unzuverlässige Funktionalität.
Eine weitere Beschränkung stellt die heisenbergsche Unschärferelation ∆E ·∆t ≥ h
dar, wobei ∆E die Energie darstellt, eine Information zu schreiben. Um bei der
Speicherung Fehler zu vermeiden, darf ein Speicher mit diesen Elementen nicht zu
nahe an der theoretischen Grenze arbeiten. So müssen die Energie und die Ge-
schwindigkeit zum Schreiben einer Speicherzelle gleichzeitig erhöht werden. Weiter
ist die Verarbeitungsgeschwindigkeit dieser Bauelemente durch die RC-Konstante
beschränkt, was einen Logikentwurf auf Basis einer lokalen Architektur zum Nutzen
dieses Vorteils notwendig macht.
Für die Tunneldiode werden zwei Methoden für die Energiebarrieren genutzt: ein
pin-Übergang oder eine große Bandlückenbarriere eingebettet in einer kleinen Band-
lücke. Bei der ersten Ausführung, der Interband Tunneldiode (ITD), tunneln die La-
dungsträger am Übergang vom Valenzband in das Leitungsband aufgrund der hohen
Dotierung. Die Breite der Energiebarriere hängt dabei u.A. von der Breite der undo-
tierten Schicht, den Dotierungen und der angelegten Spannung ab. Bei der zweiten
Variante, der Resonant-Tunneldiode (RTD), besitzen diese Dioden zwei Tunnel-
barrieren, welche nach dem in Abbildung 2.12 beschriebenen Prinzip arbeiten. Ein
Problem dieser Bauelemente ist die Empﬁndlichkeit der Kennlinien gegenüber der
Dicke der Tunnelbarrieren, wobei für eine hohe Zuverlässigkeit die Fertigung der
Barrieren sehr genau ausgeführt werden muss. Für die Kontaktierung müssen große
Flächen verwendet werden, und es fehlt im Moment aufgrund der Bauform eine
mehrlagige Verbindungstechnik. Dies führt zu einer geringeren Integrationsdichte
als bei konventionellen MOSFETs. Zusätzlich ist eine Integration von ITD auf Sili-
zium aufgrund von Eﬀekten bei der Abkühlung begrenzt.
Bei der molekularen Nanoelektronik werden gänzlich neue Materialen eingesetzt,
welche eine identische Struktur besitzen, sehr klein und somit leicht zu fertigen
sind. Dabei werden Moleküle für die elektrische Funktionalität eingesetzt, wobei als
grundlegendes Konzept die Kontrolle der Transkonduktanz eines Moleküls basie-
rend auf verschiedenen Eﬀekten verwendet wird. So werden elektrische, mechani-
sche, photorezeptive oder elektrochemische Eﬀekte zur Umsetzung dieses Konzeptes
genutzt. Eine Verbindung zu benachbarten Molekülen (und so der Aufbau komple-
xer Funktionen) wird mit Hilfe von selbstjustierenden Mechanismen vorgenommen.
Schwierigkeiten bei diesem Vorgehen sind zum einen die (noch) ungenauen Modelle
der elektrischen Vorgänge in den Molekülen und zum anderen eine hohe Ausbeute
für die Schaltungen zu erzielen. Auch werden bisher nur geringe Integrationsdichten
und hohe Schaltzeiten gegenüber der CMOS-Technologie erreicht.
Daneben existieren noch weitere Alternativen zur konventionellen CMOS-Technolo-
gie, wie z.B. die Spin Devices, welche auf der Veränderung des magnetischen Spins
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der Elektronen aufgrund angelegter Spannungen basieren, oder der Rapid Single
Flux Quantum Logic, welche den Josephson-Eﬀekt bei zwei Supraleitern nutzt. Für
diese weiteren Konzepte sei auf die Literatur verwiesen [Com00, GGML+97]
2.3.3 Störungen und Rauschen
Eine zentrale Rolle in dieser Arbeit stellen Störungen und Rauschen dar. Beide
können mit Hilfe statistischer Methoden beschrieben werden. Für die Analyse der
Robustheit neuronaler Netze werden die Störungen in den Eingängen und in den
Parametern als Zufallsvariablen betrachtet. Die Störungen können die Eingänge,
selbst Zufallsvariablen, additiv und multiplikativ überlagern. Für eine skalare Zu-
fallsvariable X ergibt sich im additiven Fall
X˜ = X +N (2.40)
und im multiplikativen Fall
X˜ = τ ·X. (2.41)
Für den Fall eines Zufallsvektors ergibt sich analog für beide Arten der Überlagerung
X˜ =X + N =

 X1...
Xn

+

 N1...
Nn

 (2.42)
bzw.
X˜ =

 τ1 ·X1...
τn ·Xn

 = τ ·X, (2.43)
wobei in (2.43) davon ausgegangen wurde, dass alle Einträge des gestörten Vektors
durch die gleichartige Zufallsvariable gestört werden.
Weiter wird angenommen, dass alle Störungen voneinander und zu anderen Zufalls-
variablen, wie z.B. den Eingängen, statistisch unabhängig sind, d.h. , es gilt für die
Wahrscheinlichkeitsdichte
pN(η) =
n∏
i=1
pNi(ηi) (2.44)
und damit für die Erwartungswerte
E (Ni · Nj) = E (Ni) · E (Nj) . (2.45)
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Wird nicht weiter darauf hingewiesen, so sind die Störungen normalverteilt mit
Mittelwert µi und Varianz16 φ2i . Da es sich um stochastisch unabhängige Verteilun-
gen handelt, muss nicht auf die multivariate Gaußfunktion zurückgegriﬀen werden,
sondern kann die skalare Dichtefunktion
pNi(ηi) =
1√
2πφi
e
−
(ηi−µi)
2
2φ2
i (2.46)
verwendet werden.
Dabei wird für additives Rauschen
µ = 0
und für multiplikative Störungen
µ = 1
angenommen, so dass für die Erwartungswerte gestörter Zufallsvariablen gilt
E (X +N ) = E (X) + E (N ) = E (X) (2.47)
bzw.
E (τ ·X) = E (τ) · E (X) = E (X) . (2.48)
Somit folgt für die Diﬀerenz zweier Zufallsvariablen
∆X = X˜ −X = X +N −X = N (2.49)
sowie
∆X = X˜ −X = τ ·X −X = (τ − 1)X, (2.50)
wobei man analoge Ergebnisse für die Zufallsvektoren erhält.
Mit (2.49) und (2.50) folgt für das Moment zweiter Ordnung der Diﬀerenz
E
(
∆X2
)
= E
(N 2) = N = σ2n, (2.51)
wobei hier N die Leistung der Störungen und σ2n die Varianz bezeichnet sowie
E
(
∆X2
)
= E
(
(τ − 1)2X2) = E (X2) (1− 2E(τ) + E (τ 2)) = E (X2)σ2n (2.52)
und E (X2) die Eingangsleistung darstellt.
Das Rauschen in Kapitel 5 wird als stochastische Prozesse aufgefasst, die jeweils
einen Erwartungswert von mn(t) = 0 besitzen. Bei dem Rauschen soll es sich außer-
16Zur besseren Übersicht wird hier anstelle von σ2 der griechische Buchstabe φ2 oder σ2n verwendet,
um Verwechslungen mit der Varianz der Gaußfunktionen aus den RBF-Netzen zu vermeiden.
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dem um stationäre und ergodische Prozesse handeln, und die Kreuzkovarianzmatrix
soll eine Diagonalform besitzen.
2.3.4 Fehler und Defekte
Der Fertigungsprozess zukünftiger Technologien wird im Gegensatz zu heutigen Ge-
nerationen vermehrt Defekte und fehleranfällige Elemente hervorbringen [HJ03a,
NSF02, Con03]. Hier können insgesamt drei verschiedene Arten von Fehlern be-
trachtet werden:
permanente Fehler oder Defekte Diese Fehlerquellen entstehen aufgrund irre-
versibler physikalischer Veränderungen.
sporadische Fehler Diese entstehen aufgrund von Veränderungen in den Betriebs-
bedingungen, wie z.B. durch veränderte Betriebsspannung oder Umgebung-
stemperatur.
transiente Fehler Diese Fehler resultieren aus vorübergehenden Betriebszustän-
den.
Der Unterschied zwischen sporadischen und transienten Fehlern ist dabei, dass spo-
radische Fehler wiederholt, an den gleichen Stellen und in einer großen Anzahl
auftreten, während transiente Fehler aufgrund der hohen Integrationsdichte auf-
tauchen (Interferenzen, elektrostatische Entladung, etc.). Dabei besitzen aktuelle
CMOS-Technologien Fehlerraten aufgrund permanenter Fehler in der Größenord-
nung von 10−7 h−1 [Sem05].
Aufgrund der kleineren Strukturgröße in zukünftigen Technologieprozessen wird die
Anfälligkeit der Systeme gegenüber sporadischen und transienten Fehlern ansteigen
[Con03]. Die Anzahl der zufälligen Defekte pro Fläche bleibt dabei annähernd nach
dem Technologiefahrplan [Sem05] konstant, um eine deﬁnierte Ausbeute der Halb-
leiterscheibe sicherzustellen.
Verschiedene Maße deﬁnieren die Eigenschaften einer Schaltung oder der Bauele-
mente, wie z.B. die mittlere Zeitspanne zwischen dem Auftauchen von Fehlern, die
mittlere Zeit bis zu dem Entstehen eines Fehlers oder die Anzahl der Fehler inner-
halb einer Zeitspanne [Por02]. Für die späteren Analysen wird angenommen, dass
die jeweiligen Ausfallraten sowie die Dauer bis zum Auftreten eines Fehlers oder
Defektes für die einzelnen Elemente bekannt sind.
Die Auswirkungen der einzelnen Fehlertypen können je nach Ort ihres Auftretens
oder nach Art ihres Ursprunges unterschiedlich sein. So können etwa Verunreini-
gungen (mikroskopische, molekulare, alkalische oder atomare) während der Herstel-
lung in Abhängigkeit ihres Auftretens und ihrer Art zu Abschattungseﬀekten, zu
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Strukturveränderungen, zu Veränderungen in der Zeitstabilität oder zu einer Beein-
ﬂussung der Bauelementeparameter (Schwellenspannung etc.) führen [Hil04]. Dies
wirkt sich negativ auf die Ausbeute an funktionstüchtigen Elementen aus.
Für die weitere Analyse wird angenommen, dass sich die unterschiedlichen Fehler auf
das Verhalten der Schaltung auswirken. Um diese Eﬀekte auf die Bauelemente zu er-
fassen, müssen die Fehler auf ein logisches17 Fehlermodell abgebildet werden [Por02].
Als Fehlermodell wird dabei das in der Praxis bewährte Stuck-At-Fehlermodell an-
gewendet [Smi97]. Dies bedeutet, dass sich alle Fehler auf einen logischen Fehler
zurückführen lassen, so dass verschiedene Verbindungen, Eingänge oder Ausgänge
eines Elementes auf einem logischen Wert (’0’, SA0 oder ’1’, SA1) festsitzen. Da
auch analoge Schaltungen mit kontinuierlichen Werten betrachtet werden, wird wei-
ter angenommen, dass Ein- und Ausgänge auf einem beliebigen Wert µ innerhalb
eines Intervalls festsitzen können. Auch wird vorausgesetzt, dass nur ein einzelner
Fehler oder Defekt auftaucht.
Die Auswirkungen von Fehlern und Defekten auf Parameter oder Eigenschaften,
wie z.B.Verzögerungs- oder Laufzeiten, welche die Leistungsfähigkeit des Systems
herabsetzen, wird in dieser Arbeit nicht näher betrachtet. Eine weitergehende Un-
tersuchung dieser Aspekte ist im Hinblick auf den Einsatz in der Nanotechnologie
und analogen Entwürfen sinnvoll.
Bemerkung. Neben dem Stuck-At-Fehlermodell existieren noch weitere Modelle in
der Literatur, die Defekte und Fehler genauer modellieren können (Stuck-On, Stuck-
Off, Stuck-Open) [Smi97]. Da die Analyse in dieser Arbeit möglichst unabhängig
von der verwendeten Architektur geschehen soll, wurde ein Fehlermodell auf einer
hohen Abstraktionsebene gewählt. Während sich bei der CMOS-Technologie ge-
zeigt hat, dass ein Fehlermodell auf Logikebene ausreicht, um defekte Bauelemente
während der Produktion zu erkennen [Smi97], so muss dies für die Nanotechnologie
insbesondere beim Einsatz fremder Materialien verstärkt nachgewiesen werden.
Bei der Untersuchung in Kapitel 3 wird das Fehlermodell so verwendet, dass ein
Parameter des neuronalen Netzes auf einem Wert festsitzt. Bei einer analogen Um-
setzung ist diese Annahme gerechtfertigt, während bei der digitalen Implementie-
rung nicht unbedingt alle zur Darstellung verwendeten binären Stellen durch einen
Fehler betroﬀen sein müssen. Allerdings ist diese Annahme wiederum bei kleine-
ren Strukturen der Nanotechnologie gerechtfertigt, da z.B. ein Partikel in der Größe
eines Rechenelementes dieses zu einem Ausfall bringen kann [Com00].
Bei einer binären Zahlendarstellung kann jede Stelle von einem Stuck-At-Fehler
betroﬀen sein. Dieser Umstand kann als eine Zufallsvariable modelliert werden, so
dass sich eine Störung, die mit Mittelwert und Varianz beschrieben werden kann,
ergibt.
17Der Begriff wird hier als Element der booleschen Algebra verwendet und nicht im Sinne der
Pragmatik.
Kapitel 3
Analyse von Fehlertoleranz und
Robustheit
Die Begriﬀe Robustheit und Fehlertoleranz implizieren ein allgemeines Verständnis
für den Sachverhalt. Konkrete Aussagen aber werden durch beide Ausdrücke vermie-
den. Dazu soll in diesem Kapitel eine mathematische Formulierung für die neurona-
len Netze erstellt werden, welche qualitative Aussagen über die Eigenschaften triﬀt.
So erlauben dann diese Analysen einen Vergleich von Netzen mit unterschiedlichen
Topologien und lassen sich zusätzlich zur Verbesserung der Systemeigenschaften
heranziehen.
3.1 Robustheit neuronaler Netze
Die Robustheit neuronaler Netze bezieht sich auf das Verhalten des Systems gegen-
über Parameterschwankungen und Rauschen in den Eingängen. Bedingt durch die
technische Umsetzung der neuronalen Netze in Hard- oder Software ergeben sich
Abweichungen von den trainierten Parametern. Die Ausgabe des Netzes soll unter
diesen Umständen nur gering von der ursprünglichen Ausgabe abweichen.
Aber auch ohne Schwankungen von Parameter in den technischen Realisierungen
muss ein neuronales Netz mit Rauschen in den Eingängen umgehen können. Nur
selten sind für die Rekonstruktion der Funktion Testdaten ohne überlagertes Rau-
schen vorhanden, so dass auch hier eine deﬁnierte Ausgangsfunktion erreicht werden
muss.
Das Ziel der Eigenschaft Robustheit ist es, eine stabile Approximation zu errei-
chen. Stabil bedeutet dabei, dass zwei sich leicht unterscheidende Eingänge nur
kleine Abweichungen in der Ausgabe erzeugen. Dadurch kann eine deﬁnierte Aus-
gabe bei Schwankungen in den Parametern oder Eingängen garantiert werden. Diese
Eigenschaft einer stabilen Approximation bei zwei sich gering unterscheidenden Ein-
gängen wird mathematisch durch den Begriﬀ der gleichgradigen Stetigkeit erfasst.
Dabei ergibt sich mit der Deﬁnition der Stetigkeit [Heu03, Sim64, Rud76]:
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Abbildung 3.1: Auswirkungen des Rauschens auf die Approximation eines RBF-
Netzes
Definition 3 (Stetigkeit). Die auf X definierte Funktion f heißt stetig in ξ, wenn
zu jedem ǫ > 0 ein δ = δ(ǫ) existiert, so dass für alle x ∈ X mit |x − ξ| < δ folgt
|f(x)− f(ξ)| < ǫ.
ebenfalls die Deﬁnition der gleichgradigen Stetigkeit einer Funktionsmenge [Ste04b]
Definition 4 (gleichgradige Stetigkeit). Sei E ⊆ IRn,E 6= ∅. S sei eine Menge
(Familie) von reellwertigen Funktionen f : E → IRm. S heißt gleichgradig stetig,
wenn es zu jedem ǫ > 0 ein δ > 0 gibt, so dass für alle x,y ∈ E mit ‖x − y‖ < δ
folgt ‖f(x)− f(y)‖ < ǫ für alle f ∈ S.
In den folgenden Kapiteln werden die verschiedenen Typen neuronaler Netze hin-
sichtlich der Eigenschaft der gleichgradigen Stetigkeit untersucht.
Beispiel. Zur Veranschaulichung der Auswirkungen des Rauschens auf die Appro-
ximationseigenschaften eines RBF-Netzes wird das Netz aus Abbildung 2.10 mit
10 Neuronen verwendet. Der Eingang x wird nun mit weißem Gaußrauschen, Vari-
anz σ2n = 0,1 und Erwartungswert µ = 0, überlagert, wobei für die Parameter des
Netzes keine Störungen angenommen werden. In dem anderen Szenarium wurden
die Eingänge als rauschfrei betrachtet und die Ausgangsgewichte mit dem gleichen
Rauschen gestört. Abbildung 3.1 zeigt die Auswirkungen des Rauschens auf die
Approximationseigenschaften des Netzes. Der Ausgabewert des RBF-Netzes in Ab-
bildung 3.1(a) zeigt eine deutlich verrauschte si-Funktion. Der Approximationsfehler
steigt auf ∆y = 0,6448 gegenüber ∆y = 0,1558 bei rauschfreien Eingängen. Die ge-
störten Ausgangsgewichte führen auf einen Fehler von ∆y = 0,4257. Das Ziel eines
robusten Netzes ist dabei, den Einﬂuss dieses Rauschens durch eine obere Schranke
zu begrenzen, so dass bestimmte Auﬂösungen garantiert werden können.
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3.1.1 Basisfunktionen
In diesem Abschnitt werden die Basisfunktionen aus Abschnitt 2.2.3 auf ihre gleich-
gradige Stetigkeit hin untersucht. Die Analysen konzentrieren sich dabei auf die
gaußförmigen, radialen Basisfunktionen und die Netze mit Produkt-Stabilisatoren.
3.1.1.1 Radiale Basisfunktionen
Die radialen Basisfunktionen mit Gaußfunktion lassen sich nach (2.28) als eine
Menge von Funktionen darstellen. Zuerst wird die gleichgradige Stetigkeit des Ba-
sisfunktionsnetzwerkes bzgl. seines Eingangsraumes IRn untersucht.
Für die Diﬀerenz im Ausgang für zwei unterschiedliche Eingangsvektoren x und y
folgt:
|fm(x)− fm(y)| =
∣∣∣∣∣
m∑
i=1
αi exp
(−‖x− ci‖2
2σ2i
)
−
m∑
i=1
αi exp
(−‖y − ci‖2
2σ2i
)∣∣∣∣∣ . (3.1)
Da (3.1) stetig diﬀerenzierbar innerhalb des gesamten Eingangsraumes ist, kann auf
diese Gleichung der Mittelwertsatz [Heu03] angewendet werden, womit folgt
|fm(x)− fm(y)| = |∇xfm(ξ) (x− y)| , (3.2)
wobei ξ ∈ IRn einen geeigneten Punkt auf der Verbindungsstrecke von x nach y
mit
ξ = x+ λ(y − x) mit 0 ≤ λ ≤ 1 (3.3)
darstellt, und ∇x den Gradienten bzgl. der Eingänge x bezeichnet.
Mit Hilfe der Cauchy-Schwarzschen Ungleichung sowie der Äquivalenz der Normen
[Heu03]
‖ · ‖∞ ≤ ‖ · ‖2 ≤ ‖ · ‖1 (3.4)
kann (3.2) weiter vereinfacht werden
|∇xfm(ξ) (x− y)| ≤ ‖∇xfm(ξ)‖2‖x− y‖2 ≤ ‖∇xfm(ξ)‖1‖x− y‖2. (3.5)
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Somit folgt mit zur Hilfenahme der Dreiecksungleichung
|fm(x)− fm(y)| = |∇xfm(ξ) · (x− y)| (3.6)
≤
n∑
k=1
∣∣∣∣∣
m∑
i=1
αi exp
(−‖ξ − ci‖2
2σ2i
)
· (−2) (ξk − cik)
2σ2i
∣∣∣∣∣ d(x,y)
≤
n∑
k=1
m∑
i=1
∣∣∣∣αi exp
(−‖ξ − ci‖2
2σ2i
)
· − (ξk − cik)
σ2i
∣∣∣∣ d(x,y) (3.7)
=
n∑
k=1
m∑
i=1
|αi|
∣∣∣∣exp
(−‖ξ − ci‖2
2σ2i
)
· − (ξk − cik)
σ2i
∣∣∣∣ d(x,y).(3.8)
Für weitere Abschätzungen von (3.8) wird das Maximum der ersten Ableitung der
Gaußfunktion bestimmt. Dabei gilt für die Grenzwerte |xk| → ∞
lim
|xk|→∞
exp
(
−‖x− ci‖
2
2σ2i
)
· xk − cik
σ2i
= 0. (3.9)
Damit folgt für die Extremwerte der ersten Ableitung
∂
(
e
−
‖x−ci‖
2
2σ2
i
(xk−cik)
σ2i
)
∂xk
= − exp(·)(xk − cik)
2
σ4i
+ exp(·) 1
σ2i
= 0 (3.10)
⇒ (xk − cik)2 = σ2i (3.11)
xk = ±σi + cik (3.12)
und führt zu dem Maximum der ersten Ableitung von∣∣∣∣exp(·)±σi + cik − cikσ2i
∣∣∣∣ =
∣∣∣∣exp(·)±σiσ2i
∣∣∣∣ = |exp(·)|︸ ︷︷ ︸
≤1
∣∣∣∣±σiσ2i
∣∣∣∣ (3.13)
≤ 1
σi
. (3.14)
Mit Hilfe von (3.13) kann (3.8) weiter abgeschätzt werden, und es gilt
‖∇xf(ξ)‖1 d(x,y) ≤
n∑
k=1
m∑
i=1
|αi|
∣∣∣∣ 1σi
∣∣∣∣ d(x,y) (3.15)
= n ·
m∑
i=1
∣∣∣∣αiσi
∣∣∣∣ d(x,y) = ǫ. (3.16)
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Mit den Ergebnissen aus (3.16) kann δ zu
δ =
ǫ
n ·∑mi=1 ∣∣∣αiσi ∣∣∣ (3.17)
gewählt werden.
Aus (3.17) kann gefolgert werden, dass ǫ und δ nicht unabhängig von der Funktion
gewählt werden können und als Konsequenz ein radiales Basisfunktionsnetzwerk
nicht die Eigenschaft der gleichgradigen Stetigkeit im Eingangsraum besitzt.
Damit (3.16) für alle Funktionen fm(x) aus (2.28) in Einklang mit Deﬁnition 4
steht, müssen ǫ und δ unabhängig von allen Funktionen gewählt werden können.
Nach (3.17) jedoch sind beide Parameter von den Gewichten αi bzw. den Varianzen
σi abhängig. Diese wiederum hängen von der zu approximierenden Funktion ab,
so dass ǫ und δ von der Funktion abhängen. Damit besitzt ein RBF nicht die
Eigenschaft der gleichgradigen Stetigkeit im Eingangsraum.
Um jedoch für ein RBF-Netzwerk die gleichgradige Stetigkeit im Eingangsraum
zu erreichen, müssen die Gewichte und Varianzen einige Randbedingungen erfüllen.
Damit ǫ und δ in (3.17) unabhängig von der Funktion gewählt werden können, muss
Folgendes erfüllt sein
⇒
m∑
i=1
∣∣∣∣αiσi
∣∣∣∣muss begrenzt sein
⇒ |αi| ≤ B ∧
∣∣∣∣ 1σi
∣∣∣∣ ≤ T (3.18)
⇒
m∑
i=1
∣∣∣∣αiσi
∣∣∣∣ ≤ m∑
i=1
B · T = m ·B · T, (3.19)
wobei B die obere Grenze der Ausgangsgewichte und 1/T die untere Grenze der
Varianzen bezeichnen.
Mit den Randbedingungen der Parameter aus (3.18) erhält das RBF die gleichgra-
dige Stetigkeit, und es folgt
|fm(x)− fm(y)| ≤ ‖∇xf(ξ)‖1 d(x,y) (3.20)
≤ n ·
m∑
i=1
|αi|
∣∣∣∣ 1σi
∣∣∣∣ d(x,y) (3.21)
≤ n ·
m∑
i=1
B · T = n ·m ·B · T = ǫ (3.22)
und
δ =
ǫ
n ·m ·B · T . (3.23)
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Damit können beide Parameter unabhängig von der Funktion gewählt werden, und
die RBF sind gleichgradig stetig.
Für Rauschen in den Eingängen kann der sich einstellende mittlere quadratische
Fehler berechnet werden. Dafür wird angenommen, dass es sich bei dem Rauschen
um eine Gaußverteilung mit dem Mittelwert E(X) = 0 und endlicher Varianz σ2n
handelt.
Weiter seien alle Eingänge durch gleichartige Störungen überlagert, wobei diese
Störungen voneinander stochastisch unabhängig sind, d. h.
E(Xi ·Xj) = 0 ∀i 6= j. (3.24)
Somit können insgesamt n Eingänge zu dem mittleren quadratischen Fehler beitra-
gen, und es ergibt sich
mse ≤ n2
(
m∑
i=1
∣∣∣∣αiσi
∣∣∣∣
)2
n · σ2n. (3.25)
Aus (3.25) ergibt sich, dass der mittlere quadratische Fehler nicht nach oben be-
schränkt ist, da die Gewichte und Varianzen keine obere bzw. untere Grenze besit-
zen. Mit den Randbedingungen aus (3.18) kann eine obere Grenze für den Fehler
angegeben werden
mse ≤ n3m2B2T 2σ2n. (3.26)
Bemerkung. Es sei hier darauf hingewiesen, dass der mittlere quadratische Feh-
ler aus (3.26) nur aufgrund des Rauschens zustande kommt. Zusätzlich muss der
mittlere quadratische Fehler aufgrund der Approximation durch das Modell noch
einbezogen werden, um den gesamten mittleren quadratischen Fehler zu erhalten.
Ähnliche Aussagen gelten auch bei den weiteren Abschätzungen.
Ähnliche Überlegungen können auch für den Gewichtsraum angestellt werden. Dafür
werde angenommen, dass W1 und W2 zwei Punkte innerhalb dieses Raumes dar-
stellen und d(W1,W2) eine Metrik bezeichnet. Damit ergibt sich in ähnlicher Weise
für den Gewichtsraum, wenn sich zwei Parametervektoren leicht unterscheiden
|fm (W1)− fm (W2)| =
∣∣∣∣∣
m∑
i=1
α1i exp
(
−‖x− c
1
i ‖2
2σ2i1
)
−
m∑
i=1
α2i exp
(
−‖x− c
2
i ‖2
2σ2i2
)∣∣∣∣∣ .
(3.27)
Mit Hilfe des Mittelwertsatzes kann (3.27) weiter abgeschätzt werden
|fm (W1)− fm (W2)| ≤ (‖∇αf(ξ)‖1 + ‖∇cif(ξ)‖1 + ‖∇σf(ξ)‖1) d(W1,W2) ,
(3.28)
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wobei ∇α, ∇ci und ∇σ die Gradienten in Bezug auf den entsprechenden Parameter
bezeichnen.
Die einzelnen Gradienten können durch
‖∇αf(ξ)‖1 =
m∑
i=1
∣∣∣∣exp
(
−‖x− ci‖
2
2σ2i
)∣∣∣∣ ≤ m∑
i=1
|1| = m (3.29)
‖∇cif(ξ)‖1 =
n∑
k=1
∣∣∣∣∣
m∑
i=1
αi exp
(
−‖x− ξi‖
2
2σ2i
)
xk − ξik
σ2i
∣∣∣∣∣ (3.30)
≤
n∑
k=1
m∑
i=1
∣∣∣∣αi exp
(
−‖x− ξi‖
2
2σ2i
)
xk − ξik
σ2i
∣∣∣∣ (3.31)
≤
n∑
k=1
m∑
i=1
∣∣∣∣αiσi
∣∣∣∣ = n · m∑
i=1
∣∣∣∣αiσi
∣∣∣∣ (3.32)
‖∇σf(ξ)‖1 =
m∑
i=1
∣∣∣∣αi exp
(
−‖x− ci‖
2
2ξ2
) ‖x− ci‖2
ξ3
∣∣∣∣
≤
m∑
i=1
|αi|
∣∣∣∣‖x− ci‖2ξ3
∣∣∣∣ (3.33)
abgeschätzt werden.
In (3.32) kann in gleicher Weise wie beim Eingangsraum die Summe mit dem
Maximum der ersten Ableitung und der Dreiecksungleichung abgeschätzt werden
(vgl.Gleichung (3.14)). Die Abschätzung in (3.33) erhält man mit dem Maximum
der Gaußfunktion
h(z) = exp
(−z2
2σ2
)
≤ 1. (3.34)
Damit ergibt sich für den Gewichtsraum
‖∇Wf(ξ)‖1 d(W1,W2) ≤
(
m+ n ·
m∑
i=1
∣∣∣∣αiσi
∣∣∣∣+ m∑
i=1
∣∣∣∣αi‖x− ci‖2ξ3
∣∣∣∣
)
d(W1,W2)
= ǫ
⇒ δ = ǫ
m+ n ·∑mi=1 ∣∣∣αiσi ∣∣∣+∑mi=1 ∣∣∣αi ‖x−ci‖2ξ3 ∣∣∣ . (3.35)
(3.35) zeigt ähnlich wie schon beim Eingangsraum die Abhängigkeit der Parameter
ǫ und δ von den Gewichten αi, den Varianzen σi und der euklidischen Distanz
zwischen dem Eingangsvektor und den Zentren ‖x−ci‖. Diese Abhängigkeit besteht
somit auch zu der approximierenden Funktion, so dass die Parameter ǫ und δ nicht
unabhängig von der Funktion gewählt werden können. Das RBF-Netz besitzt somit
ebenfalls nicht die Eigenschaft der gleichgradigen Stetigkeit im Gewichtsraum.
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Die gleichgradige Stetigkeit kann jedoch erreicht werden, wenn man zusätzlich zu
den Randbedingungen der Gewichte und Varianzen aus (3.18) die euklidische Di-
stanz zwischen Eingang und den Zentren durch eine obere Schranke begrenzt
‖x− ci‖ ≤ C. (3.36)
Bemerkung. Durch das Beschränken der euklidischen Distanz zwischen dem Ein-
gangsvektor x und den Zentren ci des RBF-Netzes müssen die Eingangsvektoren in-
nerhalb einer (Hyper-)Sphäre liegen. Durch dieses Begrenzen des Radius wird somit
auch die Vapnik-Chervonenkis-Dimension (VC-Dimension) [Vap98] der Hyperebe-
nen mit Marge ∆ zu den Testdaten bei einer Klassiﬁzierung begrenzt. Dadurch wird
ebenfalls die Wahrscheinlichkeit für eine falsche Klassiﬁkation von Testdaten nach
oben beschränkt und hängt somit nicht mehr von der Dimension des transformier-
ten Raums ab (Kernel-Trick) [Vap98, Vap95b]. Es gilt hierbei die VC-Dimension
h
h ≤ min
{
R2
∆2
,n
}
+ 1, (3.37)
wobei R den Radius, ∆ die Marge und n die Eingangsdimension bezeichnet. So-
mit ist für große Margen und kleine Radien die VC-Dimension viel kleiner als die
Anzahl der freien Parameter. Dies ist für die Stützvektormaschine (Support Vector
Machine) hilfreich [SS02], da dort der Eingangsvektor in einen hochdimensiona-
len Raum transformiert werden kann, ohne dass die VC-Dimension und damit die
Anzahl freier Parameter ansteigt. Somit können gute Generalisierungseigenschaften
sichergestellt werden, und man erhält eine Kapazitätskontrolle. Die Randbedingung
in (3.36) steht damit in enger Beziehung zu den Ergebnissen der statistischen Lern-
theorie.
Für die Abschätzung aus (3.35) ergibt sich somit
m∑
i=1
∣∣∣∣αiσi
∣∣∣∣ ≤ m∑
i=1
B · T = mBT (3.38)
m∑
i=1
∣∣∣∣αi‖x− ci‖2ξ3
∣∣∣∣ ≤ m∑
i=1
B · C2 · T 3 = mBC2T 3 (3.39)
und damit
|fm (W1)− fm (W2)| ≤ ‖∇Wf(ξ)‖1 d(W1,W2) (3.40)
≤ (m+ n ·m ·B · T +m ·B · C2 · T 3) d(W1,W2)
= ǫ.
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Der Parameter δ kann dann zu
δ =
ǫ
m+ nmBT +mBC2T 3
(3.41)
gesetzt werden. Somit können die Parameter ǫ und δ unabhängig von der Funktion
gewählt werden, und es ergibt sich mit den Randbedingungen aus (3.18) und (3.36)
die gleichgradige Stetigkeit des RBF-Netzes im Gewichtsraum.
Weiter sei nun angenommen, dass die Parameter durch Rauschen überlagert wer-
den. Auch hier wird gaußsches Rauschen mit Mittelwert E(X) = 0 und endlicher
Varianz σ2n angenommen, wobei alle Rauschprozesse voneinander stochastisch un-
abhängig sind. Wird jedes Gewicht, jedes Zentrum und jede Varianz des Netzwerks
von Rauschen überlagert, so tragen insgesamt m+m ·n+m = m(n+2) Parameter
zu dem Rauschen im Ausgang bei. Der mittlere quadratische Fehler kann mit (3.35)
abgeschätzt werden zu
mse ≤
(
m+ n ·
m∑
i=1
∣∣∣∣αiσi
∣∣∣∣+ m∑
i=1
∣∣∣∣αi‖x− ci‖2ξ3
∣∣∣∣
)2
m(n+ 2)σ2n. (3.42)
Man erkennt, dass ohne Restriktionen der Gewichte dieser Fehler beliebig groß wer-
den kann und eine garantierte Ausgabe nicht mehr gewährleistet werden kann. Um
nun eine zuverlässige Ausgabe zu erhalten, führen die eingeführten Randbedingun-
gen auf eine obere Schranke des mittleren quadratischen Fehlers
mse ≤ (m+ nmBT +mBC2T 3)2m(n+ 2)σ2n. (3.43)
Der mittlere quadratische Fehler ist sowohl im Eingangsraum (3.26) als auch im
Ausgangsraum (3.43) von der Varianz des Rausches abhängig. Diese wird maß-
geblich von der jeweiligen Realisierung bestimmt, ob es sich um eine analoge oder
digitale Realisierung handelt. Auf den Einﬂuss dieser Realisierungsform wird näher
in Kapitel 5 eingegangen.
Mit den Abschätzungen des mittleren quadratischen Fehlers in (3.16) oder (3.35)
kann die garantierte Auﬂösung bestimmt werden, die durch das neuronale Netz im
Ausgang erreicht werden kann. Aufgrund der Abschätzung der oberen Grenze für
die Rauschleistung im Ausgang kann mit diesem Zusammenhang nur die Auﬂö-
sung für den schlechtesten Fall bestimmt werden. Hierfür muss die Leistung des
Ausgangssignals oder des Eingangssignals bekannt sein. Ist nur die Eingangsleis-
tung bekannt, so kann mit einer analogen Abschätzung die Leistung im Ausgang
abgeschätzt werden. Mit Hilfe der Informationstheorie [Sha48, Sar98] kann eine
garantierte Auﬂösung des Netzes bestimmt werden.
Beispiel. Für ein RBF-Netz mit m = 20 Neuronen und insgesamt n = 4 Ein-
gängen ergibt sich bei einer Beschränkung der Parameter B = 5, T = 10, einer
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Rauschleistung von N = 0,001 und einer Signalleistung von Ps = 1000 im Ausgang
im schlechtesten Fall eine Auﬂösung von
k ≈ 1
2
ld
(
1 +
Ps
N
)
≥ 0,0112 bit.
Diese Abschätzungen für den schlechtesten Fall können zur Klassiﬁzierung der RBF-
Netze hinsichtlich ihrer Rauscheigenschaften verwendet werden. So kann für das
hier verwendete RBF-Netz durch eine Reduktion der Eingänge von vier auf drei
(z.B. durch die Hauptkomponentenanalyse [Pea01b, Hay99]) eine Auﬂösung von
0,0262 bit garantiert werden. So zeigt sich auch, dass sich eine Verringerung der
Eingangsdimension positiver auswirkt als eine Verkleinerung des Netzes von 20 auf
15 Neuronen. Hier ergibt sich eine garantierte Auﬂösung von 0,0198 bit.
3.1.1.2 Basisfunktionen mit Produkt-Stabilisatoren
Ebenso wie bei den radialen Basisfunktionen kann auch bei den Basisfunktions-
netzwerken mit Produkt-Stabilisatoren nach der Robustheit dieser Basisfunktionen
gegenüber Rauschen in den Eingängen und Gewichten gefragt werden. Die Über-
tragungsfunktion eines solchen Netzwerkes ergibt sich aus Abschnitt 2.2.3.2 zu
y = fm(x) =
m∑
i=1
αi e
−‖x−ci‖1 . (3.44)
Im Gegensatz zu den radialen Basisfunktionen mit Gaußfunktionen kann (3.44)
nicht mittels Mittelwertsatz analysiert werden, da die Übertragungsfunktion des
Netzes nicht auf dem ganzen IRn aufgrund der L1-Norm ‖ · ‖1 stetig diﬀerenzierbar
ist.
Um hier die gleichgradige Stetigkeit im Eingangsraum nachzuweisen, reicht es aus,
die Lipschitz-Stetigkeit von (3.44) zu zeigen. Denn nach [Heu03, BSM05] umfasst
die Lipschitz-Stetigkeit ebenso die gleichmäßige Stetigkeit bei einer Funktion. Für
die Lipschitz-Stetigkeit gilt [BSM05]:
Definition 5 (Lipschitz-Stetigkeit). Eine Funktion f : X → Y heißt Lipschitz-
stetig, wenn es ein K ∈ IR gibt mit |f(x)− f(y)| ≤ K · |x− y| für alle x,y ∈ X.
Die Erfüllung der Lipschitz-Bedingung ist stets gegeben, wenn f(x) in dem betrach-
teten Gebiet eine beschränkte Ableitung besitzt.
Für das Basisfunktionsnetzwerk mit Produkt-Stabilisatoren folgt, dass die Funktion
g(x) = e−|x| Lipschitz-stetig mit einer Lipschitz-Konstante K = 1 ist. Aufgrund der
Lipschitz-Stetigkeit von e−x mit K = 1 kann gefolgert werden, dass∣∣e−a− e−b∣∣ ≤ |a− b| = ||x| − |y|| ≤ |x− y| mit a = |x|, b = |y| (3.45)
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gilt.
Als Konsequenz aus ihrer Lipschitz-Stetigkeit besitzt die Funktion e−|x| die gleich-
mäßige Stetigkeit, die mit der Lipschitz-Stetigkeit eingeschlossen wird. Da die Funk-
tion e−|x| Lipschitz-stetig ist, ist auch jede verschobene Funktion e−|x−a| ebenfalls
Lipschitz-stetig [BSM05].
Zunächst soll auch hier die gleichgradige Stetigkeit für den Eingangsraum untersucht
werden. Für die gleichgradige Stetigkeit muss die Diﬀerenz der Ausgänge für zwei
verschiedene Eingänge berechnet werden
|fm(x)− fm(y)| =
∣∣∣∣∣
m∑
i=1
αi e
−‖x−ci‖1 −
m∑
i=1
αi e
−‖y−ci‖1
∣∣∣∣∣ . (3.46)
Somit kann (3.46) vereinfacht werden
|fm(x)− fm(y)| =
∣∣∣∣∣
m∑
i=1
αi
(
e−‖x−ci‖1 − e−‖y−ci‖1)
∣∣∣∣∣ (3.47)
≤
m∑
i=1
|αi| ‖x− y‖1 (3.48)
=
m∑
i=1
|αi| d(x,y) = ǫ, (3.49)
wobei d(x,y) eine Metrik auf dem Eingangsraum beschreibt.
Somit kann δ zu
δ =
ǫ∑m
i=1 |αi|
(3.50)
gewählt werden.
Bedingt durch (3.50) besitzt das Basisfunktionsnetzwerk mit Produkt-Stabilisatoren
ebenfalls nicht die Eigenschaft der gleichgradigen Stetigkeit im Eingangsraum, da δ
und ǫ von den Ausgangsgewichten der Neuronen αi abhängig sind. Diese wiederum
sind von der zu approximierenden Funktion abhängig, und somit können δ und
ǫ nicht unabhängig von den Funktionen aus der Funktionsmenge (2.35) gewählt
werden. Somit lässt sich hier ohne Einschränkungen keine gleichgradige Stetigkeit
beweisen.
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Um auch hier ein neuronales Netz mit der Eigenschaft der gleichgradigen Stetigkeit
im Eingangsraum zu erhalten, müssen Randbedingungen eingeführt werden. Mit
den Randbedingungen aus (3.18) folgt auch hier für (3.49)
|fm(x)− fm(y)| ≤
m∑
i=1
|αi| d(x,y) ≤
m∑
i=1
Bd(x,y) = mBd(x,y) = ǫ (3.51)
⇒ δ = ǫ
mB
. (3.52)
Mit dieser Randbedingung der oberen Grenze der Gewichte sind δ und ǫ unab-
hängig von der zu approximierenden Funktion, und somit kann dem Netzwerk die
Eigenschaft der gleichgradigen Stetigkeit im Eingangsraum zugeordnet werden.
Analoge Betrachtungen können für den Parameterraum durchgeführt werden. Da
die Funktionsmenge des Basisfunktionsnetzes bzgl. der Ausgangsgewichte stetig dif-
ferenzierbar ist, kann der Mittelwertsatz angewendet werden, und es folgt∣∣fm(α1)− fm(α2)∣∣ ≤ ‖∇αfm(ξ)‖1 dα(α1,α2)
=
m∑
i=1
∣∣e−‖x−ci‖1∣∣︸ ︷︷ ︸
≤1
dα(α
1,α2)
≤ m · dα(α1,α2) = ǫ (3.53)
⇒ δ = ǫ
m
. (3.54)
Als Konsequenz aus (3.54) folgt, dass die Funktionsmenge gleichgradig stetig bzgl.
ihrer Ausgangsgewichte ist, da δ und ǫ unabhängig von der Funktion gewählt werden
können.
Hinsichtlich der Zentren kann auf die Lipschitz-Stetigkeit zurückgegriﬀen werden,
und man erhält
∣∣f(c1i )− f(c2i )∣∣ =
∣∣∣∣∣
m∑
i=1
αie
−‖x−c1i ‖1 −
m∑
i=1
αie
−‖x−c2i ‖1
∣∣∣∣∣
≤
m∑
i=1
|αi| ‖c1i − c2i ‖1 (3.55)
≤ max
i=1,...m
‖c1i − c2i ‖1
m∑
i=1
|αi|
= dci(c
1
ξ ,c
2
ξ)
m∑
i=1
|αi| = ǫ. (3.56)
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Somit kann δ mit Hilfe von (3.56) zu
δ =
ǫ∑m
i=1 |αi|
(3.57)
gewählt werden. Man erkennt hier, dass ähnlich wie bei den RBF δ und ǫ von den
Gewichten der Funktion abhängig sind und somit nicht unabhängig von dieser ge-
wählt werden können. Als Folge ist die Funktionsmenge nicht gleichgradig stetig.
Allerdings mit den Randbedingungen aus (3.18) kann auch hier die gleichgradi-
ge Stetigkeit erreicht und der mittlere quadratische Fehler nach oben abgeschätzt
werden. Diese Ergebnisse ﬁnden sich in [ER05a].
3.1.2 LCNN
Für die gleichgradige Stetigkeit des LCNNs können die gleichen Berechnungen aus
Abschnitt 3.1.1.1 angewendet werden. Auch hier muss für die gleichgradige Stetig-
keit die Diﬀerenz des Ausgangs für zwei verschiedene Eingangsvektoren berechnet
werden.
Für den Eingangsraum des LCNNs folgt
|ym (x)− ym (y)| = |∇ym (ξ) · (x− y)| , (3.58)
wobei ym (x) die Übertragungsfunktion des LCNNs mit m lokalen Funktionen be-
zeichnet.
Für den Gradienten zur Anwendung des Mittelwertsatzes folgt
∂ym (x)
∂xn
=
m∑
i=1
αi
∂Li(x)
∂xn
=
m∑
i=1
αiσ
′
o (f(x)− b)
∂f(x)
∂xn
=
m∑
i=1
αiσ
′
o(·)
n∑
j=1
∂lij
∂xn
=
m∑
i=1
αiσ
′
o(·)
n∑
j=1
wijn (σ
′(·)− σ′(·)) . (3.59)
Dabei gilt für die Ableitung der Sigmoide
σ′(x) =
∂σ(x)
∂x
=
k1 · e−k1x
(1 + e−k1x)2
= k1 · σ(x)(1− σ(x)) (3.60)
σ′o(x) =
∂σo(x)
∂x
= 2
k2 · e−k2x
(1 + e−k2x)2
= k2 · σo(x)
(
1− σo(x)
2
)
. (3.61)
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Somit kann das Maximum der Ableitungen für beide Sigmoide bestimmt werden
lim
x→0
σ′(x) =
1
4
k1 (3.62)
lim
x→0
σ′o(x) =
1
2
k2. (3.63)
Damit lässt sich (3.58) mit Hilfe des Mittelwertsatzes, der Dreiecksungleichung und
dem Maximum der Sigmoide vereinfachen, und es folgt
|ym (x)− ym (y)| ≤
n∑
ν=1
∣∣∣∣∣
m∑
i=1
αiσ
′
o(·)
n∑
j=1
wijν (σ
′(·)− σ′(·))
∣∣∣∣∣ d(x,y) (3.64)
≤
n∑
ν=1
∣∣∣∣∣
m∑
i=1
k2αi
2
n∑
j=1
k1
4
wijν
∣∣∣∣∣ d(x,y) (3.65)
≤ k1k2
8
n∑
ν=1
m∑
i=1
n∑
j=1
|αiwijν | d(x,y) = ǫ (3.66)
und für δ gilt somit
δ =
8ǫ
k1k2
∑n
ν=1
∑m
i=1
∑n
j=1 |αiwijν |
. (3.67)
Nach (3.66) sind ǫ und δ von den Gewichten wijν abhängig, die wiederum von der
zu approximierenden Funktion abhängen. Damit können ǫ und δ nicht unabhängig
von der Funktion gewählt werden, und somit besitzt das LCNNs ebenfalls nicht die
Eigenschaft der gleichgradigen Stetigkeit im Eingangsraum.
Werden jedoch die Parameter des LCNNs begrenzt, so dass für diese gilt
|wijν | ≤ T (3.68)
|αν | ≤ B, (3.69)
kann (3.66) weiter vereinfacht werden
|ym (x)− ym (y)| ≤ k1k2
8
n∑
ν=1
m∑
i=1
n∑
j=1
B · T · d(x,y) (3.70)
=
k1k2
8
n2mBT = ǫ. (3.71)
Damit kann δ zu
δ =
8ǫ
k1k2n2mBT
(3.72)
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gewählt werden, und somit besitzt das LCNNs für Einschränkungen der Parameter
nach (3.68) und (3.69) die Eigenschaft der gleichgradigen Stetigkeit.
Der mittlere quadratische Fehler bei rauschenden Eingängen kann mit den gleichen
Randbedingungen wie beim RBF nach oben abgeschätzt werden, und es ergibt sich
für diesen
mse ≤ k
2
1k
2
2
64
(
n∑
ν=1
m∑
i=1
n∑
j=1
|αiwijν |
)2
nσ2n. (3.73)
Bei der zusätzlichen Einschränkung der Gewichte ergibt sich
mse ≤ k
2
1k
2
2
64
n4m2B2T 2nσ2n =
k21k
2
2
64
n5m2B2T 2σ2n. (3.74)
Weiter soll die Eigenschaft im Gewichtsraum betrachtet werden. Es seien W1 und
W2 zwei Punkte im Parameterraum, und d(W1,W2) bezeichne eine Metrik zwi-
schen den beiden Punkten. Somit gilt für zwei Punkte im Parameterraum bzgl. der
Diﬀerenz im Ausgang∣∣ym (W1)− ym (W2)∣∣ ≤ (‖∇wym (ξ)‖1 + ‖∇rym (ξ)‖1 + ‖∇αym (ξ)‖1) d(W1,W2) ,
(3.75)
wobei ∇w den Gradient bzgl. der Gewichte, ∇r den Gradient bzgl. der Zentren und
∇α bzgl. der Gewichte bezeichnen.
Somit folgt für die einzelnen Gradienten
‖∇wym(ξ)‖1 =
m∑
µ=1
n∑
i=1
n∑
j=1
∣∣∣∣αµ ∂Lµ∂wµij
∣∣∣∣ (3.76)
=
m∑
µ=1
n∑
i=1
n∑
j=1
|αµσ′o(·) (σ′(·)− σ′(·)) (xj − rµj)| (3.77)
≤ k1k2
8
m∑
µ=1
n∑
i=1
n∑
j=1
|αµ| |xj − rµj| (3.78)
=
k1k2
8
m∑
µ=1
n |αµ| ‖x− rµ‖1 (3.79)
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sowie
‖∇rym(ξ)‖1 ≤
m∑
µ=1
n∑
j=1
|αµ|
∣∣∣∣∂Lµ∂rµj
∣∣∣∣ (3.80)
=
m∑
µ=1
n∑
j=1
|αµ|
∣∣∣∣∣σ′o(·)
n∑
i=1
(−wµij)(σ′(·)− σ(·))
∣∣∣∣∣ (3.81)
≤
m∑
µ=1
n∑
j=1
|αµ|k1k2
8
n∑
i=1
|wµij| (3.82)
=
k1k2
8
m∑
µ=1
|αµ|
n∑
j=1
n∑
i=1
|wµij| (3.83)
und
‖∇αym(ξ)‖1 =
m∑
µ=1
|Lµ| ≤
m∑
µ=1
1 = m. (3.84)
Mit (3.79), (3.83) und (3.84) kann (3.75) weiter abgeschätzt werden, und es folgt
∣∣ym (W1)− ym (W2)∣∣ ≤
(
k1k2
8
m∑
µ=1
n |αµ| ‖x− rµ‖1+
k1k2
8
m∑
µ=1
|αµ|
n∑
j=1
n∑
i=1
|wµij|+m
)
d
(W1,W2) = ǫ (3.85)
sowie für δ gilt
δ =
ǫ
k1k2
8
∑m
µ=1 n |αµ| ‖x− rµ‖1 + k1k28
∑m
µ=1 |αµ|
∑n
j=1
∑n
i=1 |wµij|+m
. (3.86)
Somit kann aus (3.86) gefolgert werden, dass auch im Parameterraum das LCNN
keine gleichgradig stetige Funktionsmenge beschreibt, da ǫ und δ nicht unabhängig
von der Funktion gewählt werden können. Diese hängen von den Parametern αµ
bzw.wµij der Funktion des LCNNs ab.
Bemerkung. In (3.75) wurde die Cauchy-Schwarzsche Ungleichung und anschlie-
ßend die Äquivalenz der Lp-Normen aus (3.4) angewendet, wobei vom Betrag in
(3.76) ausgegangen wurde. Wird nach der Cauchy-Schwarzschen Ungleichung die
Äquivalenz der Normen nur teilweise auf die einzelnen Terme angewendet, so ergibt
sich in (3.79) die euklidische Norm.
Mit den Randbedingungen aus (3.68) und (3.69) ergibt sich noch nicht ein gleich-
gradig stetiges Netz, da zusätzlich noch die Manhattan-Norm begrenzt sein muss
‖x− rµ‖1 ≤ C. (3.87)
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Bemerkung. Dabei ist schon ausreichend, wenn anstatt der Manhattan-Distanz
zwischen Eingangsvektor und Zentren die euklidische Distanz nach oben begrenzt
ist. Es kann folgendes Lemma bewiesen werden
Lemma 3.1.1. Die euklidische Norm sei durch eine obere Schranke B begrenzt. Dann
ist auch die Manhattan-Norm durch eine Schranke Bˆ nach oben beschränkt, und es
gilt
n∑
i=1
|xi|2 ≤ B ⇒
n∑
i=1
|xi| ≤ Bˆ. (3.88)
Beweis. Der Beweis erfolgt durch vollständige Induktion. Für n = 1 gilt:
|x1|2 ≤ B ⇒ |x1| ≤ Bˆ, (3.89)
was mit den Eigenschaften von Ungleichungen [BSM05] bewiesen werden kann.
Nun gelte
n∑
i=1
|xi|2 ≤ B ⇒
n∑
i=1
|xi| ≤ Bˆ (3.90)
für ein beliebiges n ∈ IN und somit folgt für n+ 1
n+1∑
i=1
|xi|2 =
n∑
i=1
|xi|2 + |xn+1|2 ≤ Bn + |xn+1|2 ≤ Bn+1. (3.91)
Damit folgt, dass |xn+1|2 und somit auch |xn+1| begrenzt sein muss. Damit folgt
n∑
i=1
|xi|+ |xn+1| ≤ Bˆn + |xn+1| ≤ Bˆn+1, (3.92)
da |xn+1| beschränkt ist.
Damit ergibt sich ein gleichgradig stetiges Netz auch im Parameterraum und hierfür
gilt
∣∣ym (W1)− ym (W2)∣∣ ≤ (k1k2
8
m · n ·B · C + k1k2
8
m · n2 ·B · T +m
)
d
(W1,W2)
(3.93)
bzw.
δ =
ǫ
k1k2
8
m · n ·B · C + k1k2
8
m · n2 ·B · T +m. (3.94)
Somit können ǫ und δ unabhängig von der Funktion gewählt werden.
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Der mittlere quadratische Fehler kann mit Hilfe von (3.85) abgeschätzt werden, und
es ergibt sich
mse ≤
(
k1k2
8
m∑
µ=1
n |αµ| ‖x− rµ‖1 + k1k2
8
m∑
µ=1
|αµ|
n∑
j=1
n∑
i=1
|wµij|+m
)2
×m(n2 + n+ 1)σ2n. (3.95)
Insgesamt benötigt das LCNN zur Darstellung einer einzigen lokalen Funktion n2+
n + 1 Parameter, so dass bei insgesamt m lokalen Funktionen sich m · (n2 + n +
1) mögliche Rauschquellen ergeben. Ohne die Randbedingungen kann hier keine
obere Grenze bzgl. des mittleren quadratischen Fehlers angegeben werden. Mit den
Randbedingungen jedoch folgt
mse ≤
(
k1k2
8
m · n ·B · C + k1k2
8
m · n2 ·B · T +m
)2
m(n2 + n+ 1)σ2n. (3.96)
3.1.3 Parameterempfindlichkeit
Aufgrund von Rauschen oder begrenzter Genauigkeit zur Speicherung der Gewichte
ergeben sich Fehler in der Aktivierung eines Neurons und somit ebenfalls im Aus-
gang des neuronalen Netzes. Der Einﬂuss jeden Parameters auf die Störung kann
bestimmt werden, indem seine Empﬁndlichkeit ermittelt wird, ähnlich der Koeﬃzi-
entenempﬁndlichkeit bei digitalen Filtern. Für diese Empﬁndlichkeit folgt [Fra03]
Syw =
∂y
∂w
w
y
, (3.97)
wobei w den untersuchten Parameter bezeichnet. Die Empﬁndlichkeit wird somit
durch den normalisierten Gradienten ausgedrückt.
Da im Ausgang alle Basisfunktionen linear überlagert werden und so Abweichungen
der einzelnen Neuronen sich linear mischen, wird die Empﬁndlichkeit der Parameter
nur für eine isolierte Gaußfunktion bestimmt.
So ergibt sich eine Empﬁndlichkeit hinsichtlich des Ausgangsgewichtes der Gauß-
funktion von
Syα =
α e−
‖x−c‖2
2σ2
α e−
‖x−c‖2
2σ2
= 1 (3.98)
sowie für einen Eintrag des Zentrums
Syc =
ci(xi − ci)
σ2
(3.99)
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und für die Varianz der Gaußfunktion
Syσ =
‖x− c‖2
σ2
. (3.100)
Wie man an den Gleichungen ablesen kann, ist die Empﬁndlichkeit des Ausgangsge-
wichtes bei einer Gaußfunktion konstant, während die Empﬁndlichkeit der anderen
Parameter besonders für kleine Varianzen sehr hoch ist. Anschaulich ist dies mit
der schmalen Breite der Gaußfunktionen zu erklären, so dass bei kleinen Störungen
in den Parametern eine große Abweichung im Ausgang entsteht.
Ebenfalls für große Diﬀerenzen zwischen dem Eingang und dem Zentrum besitzt
eine Basisfunktion eine hohe Empﬁndlichkeit bezüglich Störungen in den Zentren
und den Varianzen. Aufgrund begrenzter Auﬂösung und Speicherkapazität können
die Gewichte nicht mit ihrem exaktenWert gespeichert werden, was zu einer Störung
des Ausgangs und zu dieser Empﬁndlichkeit führt. Daneben resultiert die begrenzte
Auﬂösung in obere und untere Grenzen für die Parameter (vgl.Kapitel 3.1.1). Als
Folge ergibt sich auch für die Parameterempﬁndlichkeit eine obere Grenze.
Mit den oberen Schranken aus dem vorherigen Abschnitt folgt direkt
Syc ≤
K
T 2
(3.101)
Syσ ≤
C2
T 3
, (3.102)
wobei die Konstante K sich aus der größten darstellbaren Zahl für die Zentren und
aus der Diﬀerenz zwischen größter und kleinster darstellbarer Zahl für die Eingänge
und die Zentren bestimmt.
Aufgrund der hohen Empﬁndlichkeit der Parameter für die Zentren und die Vari-
anzen können hohe relative Fehler entstehen. Wegen der Form der Gaußfunktion ist
dies besonders in den Ästen zu beobachten, allerdings sind für die Approximation
von Funktionen diese Bereiche eher uninteressant, da hier eine Gaußfunktion nur
wenig zur Approximation beiträgt. So ist der maximale absolute Fehler wesentlich
interessanter. Dieser ergibt sich, wenn die Empﬁndlichkeit mit der Aktivierung der
Neuronen multipliziert wird, und für den absoluten Fehler folgt
∆yα = e
− ‖x−c‖
2
2σ2 ·∆α ≤ 1 ·∆α (3.103)
∆yc =
α(xi − ci)
σ2
e−
‖x−c‖2
2σ2 ·∆ci ≤ α e
− 1
2
σ
·∆ci (3.104)
∆yσ =
α‖x− c‖2
σ3
e−
‖x−c‖2
2σ2 ·∆σ ≤ 2α e
−1
σ
·∆σ. (3.105)
Da für alle Abweichungen die gleichen Parameter verwendet werden, hängt bei
identischen Abweichungen der Parameter der absoluten Fehler besonders von den
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Ausgangsgewichten und der Breite der Gaußfunktion ab. Die gleichen Abweichun-
gen ergeben sich z.B. bei Verwendung der gleichen Auﬂösung für alle Parameter.
Die maximale Abweichung kann für den Deﬁnitionsbereich der Eingänge bestimmt
werden, so dass sich die Abschätzungen in (3.103), (3.104) und (3.105) ergeben.
Wie man an diesen Gleichungen erkennen kann, sollten für eine möglichst robuste
Approximation kleine Ausgangsgewichte und große Varianzen verwendet werden.
So kann die Abweichung der Gaußfunktionen gering gehalten werden, was analog
zu den Ergebnissen aus Abschnitt 3.1.1 gilt.
Nach dem Training sind die Parameter des Netzes festgelegt, so dass für eine Um-
setzung des Netzes in Hardware die benötigte Auﬂösung für die Gewichte bestimmt
werden kann1. Mit Hilfe der aktuellen Parameter kann ermittelt werden, für wel-
che Gewichte die höchste Auﬂösung verwendet werden muss, damit sich ein klei-
ner absoluter Fehler im Ausgang ergibt. Die Ausgangsgewichte sollten dabei mit
einer hohen Auﬂösung umgesetzt werden, da so ein kleiner Approximationsfehler
erreicht werden kann. Zum einen wird der absolute Fehler aufgrund der kleineren
Quantisierung der Ausgangsgewichte abgesenkt, und zum anderen kann durch ein
wiederholtes (simples) Trainingsverfahren der absolute Fehler aufgrund begrenzter
Auﬂösung der Varianzen oder Zentren verringert werden.
Hierfür wird mit den Trainingsvektoren ein überbestimmtes, lineares Gleichungs-
system für die Ausgangsgewichte aufgestellt, wobei die Lösung mit Hilfe der Pseu-
doinversen die beste Lösung im Sinne minimaler Fehlerquadrate darstellt2 [GLL96,
Hay99].
Abbildung 3.2 zeigt den maximalen absoluten Fehler und seinen Erwartungswert
bei Störungen in den Parametern eines RBF-Netzes. Dazu wurde mit insgesamt
50 Durchläufen ein neuronales Netz mit 50 Gaußfunktionen trainiert, und im An-
schluss an das Lernverfahren sind die Parameter des Netzes mit einer Auﬂösung
von 9 bit für die Nachkommastellen quantisiert worden. So entsteht ein maximaler
Quantisierungsfehler von 1/1024. Abbildung 3.2 zeigt dabei die Eﬀekte der einzel-
nen Quantisierungen für die Ausgangsgewichte, die Zentren, die Varianzen und für
Störungen in allen Parametern gleichzeitig. Zusätzlich wurden nach Quantisierung
aller Parameter die Ausgangsgewichte mit Hilfe des linearen Gleichungssystems er-
neut bestimmt, und diese neuen Werte anschließend quantisiert.
Wie man an Abbildung 3.2(a) und Darstellung 3.2(b) erkennt, erzeugen Störungen
in den Varianzen und den Zentren einen größeren absoluten Fehler als die Quantisie-
rung der Ausgangsgewichte. Die Eﬀekte aufgrund der Störungen in den Parametern
1 Für den Fall, dass das neuronale Netz auf einen DSP oder einem FPGA umgesetzt wird, kann
die Auflösung an das Problem angepasst werden, um so eine effiziente Realisierung hinsichtlich
des Speicherbedarfs zu erreichen. Bei einem Einsatz auf statischer Hardware sollte die maximal
verfügbare Auflösung verwendet werden.
2 Ein neuronales Netz kann bei zufälliger Initialisierung der Parameter in der versteckten Ebene
jede beliebige Funktion approximieren, wenn nur die Ausgangsgewichte an das aktuelle Problem
angepasst werden (siehe Abschnitt 4.3 oder z.B. [HZM+06, HCS06]).
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Abbildung 3.2: Maximaler Fehler und Erwartungswert der Abweichungen auf-
grund Störungen in den Parametern eines RBF-Netzes.
können zu einem Teil kompensiert werden, indem ein erneutes Training mit der ver-
änderten Aktivierung der Neuronen durchgeführt wird. Hier lässt sich eine genauere
Approximation erreichen, wobei negative Auswirkungen auf den Flächenbedarf ent-
stehen können. Das erneute Trainingsverfahren kann in Abhängigkeit der aktuellen
Aufgabe zu größeren Gewichten führen, was den geringeren Flächenbedarf aufgrund
kleiner Auﬂösung der Varianzen und Zentren wieder kompensiert.
Abbildung 3.3 zeigt den Zusammenhang zwischen Approximationsgenauigkeit und
der benötigten Fläche zur Speicherung der Parameter für das gleiche Experiment.
Die Fläche wurde als linear abhängig zu der verwendeten Auﬂösung angenommen
und wird in Anzahl von benötigten Speicherstellen des gesamten Netzes angegeben,
wobei für alle Parameter eine Festpunktdarstellung mit identischer Auﬂösung des
Bruchanteils angenommen wurde. Für den Vergleich wurden zum einen die Aus-
wirkungen der Quantisierung mit und ohne zusätzlichen Trainingsschritt, wie zuvor
erläutert, betrachtet. Abbildung 3.3 zeigt jeweils den Scharmittelwert aus den Ex-
perimenten.
Das erneute Trainieren des Netzes, um die Quantisierungsfehler zu beseitigen, wirkt
sich nur bei niedriger Auﬂösung der Signale positiv auf die Approximationseigen-
schaften aus. Hier lässt sich der maximale absolute Fehler kompensieren, allerdings
führt diese bessere Eigenschaft zu einem größeren System. Diese ergibt sich aufgrund
einer höheren Auﬂösung des ganzzahligen Anteils, da größere Werte gespeichert
werden müssen. Bei hohen Auﬂösungen dagegen bietet ein erneutes Training keinen
Vorteil, da weder geringere Fläche noch bessere Eigenschaften des Netzes erreicht
werden. Die Ausreißer in den Approximationseigenschaften ergeben sich aufgrund
der Randbedingungen des Experimentes und dem Trainingsverfahren. Zum einen
wurde zur Bestimmung des Fehlers die Übertragungsfunktion des Netzes als Ziel-
funktion verwendet, und zum anderen liefert die Lösung des LGS das Minimum
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Abbildung 3.3: Maximaler absoluter Fehler und Flächenbedarf bei der Quantisie-
rung der Parameter
bzgl. des mittleren quadratischen Fehlers, welches nicht notwendigerweise das Mi-
nimum des absoluten Fehlers sein muss.
3.2 Fehlertoleranz
Neben der Robustheit ist auch die Toleranz gegenüber Fehlern eine gewünschte
Eigenschaft für nanoelektronische Systeme. In diesem Abschnitt werden mathema-
tische Modelle vorgestellt, mit denen die Auswirkungen von Defekten und Fehler
während der Laufzeit auf neuronale Netze bestimmt werden können. Man erhält
so eine abstrakte Beschreibung, die sich auf verschiedene Technologien übertragen
lässt.
3.2.1 Fehlerquellen
Um die jeweiligen Netze in ihrer Komplexität vergleichen und später Aussagen über
die Lebensdauer treﬀen zu können, wird davon ausgegangen, dass die elementaren
Operationen, wie Multiplikation und Addition, jeweils mit zwei Operanden durch-
geführt werden. So werden zur Berechnung eines Produktes oder einer Summe mit
insgesamt n Faktoren oder Summanden n−1 Recheneinheiten3 mit zwei Eingängen
benötigt. So lassen sich die Netze in ihrer Komplexität vergleichen, da auf Grund-
einheiten zurückgegriﬀen wird.
3 Im Folgenden werden alle Rechenoperationen sofern nicht anderweitig erwähnt mit zwei Ein-
gängen durchgeführt.
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Abbildung 3.4: Datenﬂussgraph eines RBF-Netzes, Variante I
Fehler bei der Berechnung können auf einen logischen Stuck-At-Fehler (SA-Fehler)
in der jeweiligen Zahlendarstellung zurückgeführt und als zusätzliches Rauschen
aufgefasst werden (vgl. Abschnitt 2.3.4). Weiter können die Parameter des Netzes
bedingt durch Fehler nicht mehr verändert werden, und besonders bei kleinen Struk-
turgrößen kann sich ein Fehler oder Defekt auf das globale Verhalten der Architektur
auswirken, so dass ein SA-Fehler diesen Eﬀekt erfasst.
Für die Berechnung der Ausgabe eines RBF-Netzes werden drei elementare, mathe-
matische Funktionen benötigt:
• Multiplizierer/Dividierer
• Addierer/Subtrahierer
• exp-Funktion.
Allerdings kann die Ausgabe auf unterschiedliche Art und Weise berechnet werden,
je nachdem welche Operation aus (2.28) zuerst ausgeführt wird. In dieser Arbeit
werden zwei Vorgehensweisen betrachtet. Die erste Möglichkeit, Variante I, folgt
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der mathematischen Beschreibung der radialen Basisfunktionen und bestimmt zu-
nächst die euklidische Distanz zwischen dem Eingangsvektor und einem Zentrum.
Die Ausgabe wird dann mit Hilfe der Varianz, der exp-Funktion und dem Aus-
gangsgewicht bestimmt, was in Abbildung 3.4 dargestellt ist. Für dieses Vorgehen
werden zur Bestimmung der Aktivierung einer einzelnen Gaußfunktion
νe = 1 νA = 2n− 1 νM = n+ 2 (3.106)
Elemente benötigt, wobei νe die Anzahl von exp-Funktionen, νA die Anzahl von
Addierern und νM die Anzahl von Multiplizierern bezeichnet.
Eine multivariate Gaußfunktion kann auch mittels eindimensionaler Gaußfunktio-
nen berechnet werden, wobei die Ergebnisse der eindimensionalen Funktion durch
eine Multiplikation das Ergebnis bestimmen (Variante II). Dies entspricht dem bio-
logisch motivierten Vorgehen aus Abbildung 2.8, bei der das rezeptive Feld aus
einzelnen Merkmalsdetektoren zusammengesetzt wird. Diese Methode ist in Abbil-
dung 3.5 dargestellt und insgesamt werden zur Berechnung der Aktivierung
νe = n νA = n νM = 3n (3.107)
Elemente benötigt.
Analog zum RBF-Netz werden bei einem LCNN ebenfalls drei elementare Rechen-
operationen benötigt:
• Multiplizierer
• Addierer/Subtrahierer
• Sigmoide
und für die Bestimmung eines Ausgabewertes einer lokalen Funktion müssen insge-
samt
νσ = 2n+ 1 (3.108)
νA = n
2 + 3n (3.109)
νM = n
2 + 1 (3.110)
Elemente des jeweiligen Typs eingesetzt werden.
Die Anzahl der Elemente wurde dabei minimiert, so dass die Verfahrensweise des
LCNNs nicht exakt nach Kapitel 2.2.2 erfolgt. Zur Berechnung der lokalen Funktion
wird das Vorgehen aus Abbildung 3.6 verwendet. Für die Darstellung der Ridge-
Funktion werden zwei verschobene Sigmoide benötigt, deren Eingangsargumente
sich durch
wT (x− r)± d = wTx−wTr ± d︸ ︷︷ ︸
Θ1,2
(3.111)
3.2 Fehlertoleranz 61
y
+
x
x
exp
/
x
-
x1 c1
−2σ2
exp
/
x
-
x2 c2
−2σ2
exp
/
. . . x
-
xn cn
−2σ2
α
weitere Basifunktionen
Abbildung 3.5: Datenﬂussgraph eines RBF-Netzes, Variante II
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Abbildung 3.6: Datenﬂussgraph einer lokalen Funktion eines LCNNs
berechnen.
Durch die Einführung von Θ1 bzw.Θ2 in (3.111) werden weniger Addierer benötigt.
Die Darstellung in (3.111) mit Θ benötigt n Addierer und n Multiplizierer pro
Sigmoid, während in der ursprünglichen Form 2n+1 Addierer und n Multiplizierer
pro Sigmoid notwendig waren. Allerdings müssen die beiden Parameter Θ1 und Θ2
zuvor mit Hilfe der Gewichte und des Zentrums berechnet werden.
Insgesamt werden 2n verschobene Sigmoide zur Erzeugung einer lokalen Funktion
benötigt. Allerdings können die Werte des Skalarproduktes wTx wiederverwendet
werden, so dass pro verschobenen Sigmoid neben dem Ergebnis wTx jeweils ein
zusätzlicher Addierer für Θ1 bzw.Θ2 benötigt wird. Zur Bildung der Funktion f
(vgl. (2.18)) werden n− 1 Addierer für die Summation der verschobenen Sigmoide
gebraucht. Abschließend werden noch ein Subtrahierer (b), ein Ausgangssigmoid und
ein Multiplizierer benötigt. So werden insgesamt die in (3.108)-(3.110) aufgezählten
Elemente zur Erzeugung einer lokalen Funktion verwendet.
Für ein komplettes LCNN werden insgesamt m lokale Funktionen benötigt, sowie
zusätzlich m − 1 Addierer. Analog werden auch für ein RBF-Netz insgesamt m
Gaußfunktionen zur Bestimmung der Ausgabe benötigt. Dafür ergeben sich die in
Tabelle 3.1 dargestellte Anzahl von Rechenelementen für das jeweilige neuronale
Netz.
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Tabelle 3.1: Anzahl der benötigten Rechenelemente zur Umsetzung des neurona-
len Netzes
Netztyp Addierer Multiplizierer exp-Funktion/Sigmoid
RBFI m(2n− 1) +m− 1 m(n+ 2) m · 1
RBFII m · n+m− 1 m · 3n m · n
LCNN m(n2 + 3n) +m− 1 m(n2 + 1) m(2n+ 1)
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Abbildung 3.7: Auswirkungen des Ausfalls von Neuronen im RBF-Netz
Beispiel. Zur Verdeutlichung der Auswirkung auf ein neuronales Netz, falls ein
Neuron bei der Berechnung ausfällt, wird hier das RBF-Netz zur Approximati-
on der si-Funktion verwendet. Von den 10 Neuronen des Netzes wird ein Element
aus dem Netz entfernt bzw. dessen Ausgangsgewicht zu Null gesetzt. Wie man an
Abbildung 3.7 erkennen kann, entsteht hier ein sehr großer Approximationsfehler
∆y ≈ 1010, der die Funktionalität des Netzes zur Approximation der si-Funktion
zunichtemacht. Weiter erkennt man, dass ebenfalls unterschiedliche Auswirkungen
bei dem Entfernen eines Neurons auftreten können. So liegt in dem einen Fall der
Fehler in der Größenordnung 1010, während bei dem anderen Fall dieser eine Größen-
ordnung kleiner ist. Dieses Phänomen wird in Abschnitt 4.1 näher betrachtet. Ziel
bei den Betrachtungen der Fehlertoleranz ist es, diese Auswirkungen abzuschätzen
und durch eine obere Schranke begrenzen zu können. Daneben ist die Betrachtung
der unterschiedlichen Auswirkungen bei dem Wegfall eines Neurons wichtig, so dass
hierfür entsprechende Maße entwickelt werden.
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3.2.2 Ausfallwahrscheinlichkeit
Bei der Umsetzung eines RBF-Netzes und des LCNNs in analoge oder digitale
Hardware können die zur Berechnung eingesetzten Bauelemente und Schaltungen
ausfallen, so dass insgesamt die Berechnung des Ausgabewertes durch das Netz
nicht mehr korrekt stattﬁndet. Dieser Ausfall einer Berechnung kann entweder als
geänderter Parameter aufgefasst werden, dessen Einﬂuss in Abschnitt 3.2.3 näher
betrachtet wird, oder der Ausfall wirkt sich nur auf einen bestimmten Teil aus, was
als zusätzliches Rauschen angesehen werden kann.
Es wird nun die mittlere Zeit bis zum Auftreten eines fehlerhaften Ausgabewertes
berechnet, wenn die einzelnen Elemente ausfallen können. Dabei werden in diesem
Abschnitt die zur Laufzeit auftretenden dynamischen Fehler betrachtet. Die hier
berechneten Zeiten und Ausfallraten können als Eingabe für die Berechnungen in
Abschnitt 3.3.2 dienen.
Für die Berechnungen werden die folgenden Annahmen getroﬀen. Die Lebensdau-
ern der einzelnen Komponenten, die zur Berechnung des Ausgabewertes benötigt
werden, seien bekannt und können als Zufallsvariable X1, . . . ,Xν dargestellt werden,
wobei νi die Anzahl von benötigten Elementen bezeichnet.
Zuerst seien die Ausfallzeiten Xi der einzelnen Elemente exponentialverteilt, d.h.
Xi ∝ eλi . (3.112)
Dabei wird in der Analyse angenommen, dass Multiplizierer und Dividierer sowie
Addierer und Subtrahierer die gleichen Ausfallzeiten besitzen.
Der Ausgabewert des Systems ist genau dann nicht mehr korrekt, wenn ein Element
des jeweiligen neuronalen Netzes ausfällt, d.h. , für die Ausfallzeit U des Systems
gilt
U = min {X1, . . . ,Xν} . (3.113)
Gilt weiter die Annahme, dass die Zufallsvariablen Xi, d.h. , die Ausfallzeiten der
Recheneinheiten, voneinander unabhängig sind, folgt für die Wahrscheinlichkeit,
dass das LCNN länger als t Zeiteinheiten korrekt arbeitet
P (U > t) = P (X1 > t, . . . ,Xν > t) (3.114)
=
ν∏
i=1
P (Xi > t) =
ν∏
i=1
(1− P (Xi ≤ t)) (3.115)
=
ν∏
i=1
(1− FXi(t)) (3.116)
=
νσ∏
i=1
(1− FXi(t)) ·
νA∏
i=1
(1− FXi(t)) ·
νM∏
i=1
(1− FXi(t)), (3.117)
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wobei νσ die Anzahl der Sigmoide, νA die Anzahl der Addierer und νM die Anzahl
der Multiplizierer bezeichnet.
Die Betrachtungen können in analoger Weise auf ein RBF-Netz übertragen werden,
wobei allerdings anstelle der Sigmoide exp-Funktionen verwendet werden. Dabei
können beide Berechnungsvarianten (vgl. Abbildung 3.4 und 3.5) verwendet werden,
wobei hier nur die Variante I betrachtet wird, da bei dieser weniger exp-Funktionen
und Multiplizierer benötigt werden. Da diese beiden Recheneinheiten komplexer als
eine Addition sind [BK80], wird hier diese Form der Berechnung gewählt. Es wird
angenommen, dass die Ausfallzeit umgekehrt proportional zu der benötigen Fläche
oder der Komplexität einer Schaltung verläuft.
Da die einzelnen Zufallsvariablen der beiden neuronalen Netze exponentialverteilt
sind, folgt somit für die Wahrscheinlichkeit bei einem LCNN, dass die Lebensdauer
größer als t Zeiteinheiten ist
P (U > t) =
νσ∏
i=1
(1− (1− e−λσt)) ·
νA∏
i=1
(1− (1− e−λAt)) ·
νM∏
i=1
(1− (1− e−λM t))
=
νσ∏
i=1
e−λσt ·
νA∏
i=1
e−λAt ·
νM∏
i=1
e−λM t (3.118)
= e−(λσνσ+λAνA+λMνM )t , (3.119)
wobei bei dem LCNN zur Darstellung einer einzigen lokalen Funktion die Anzahl
von Elementen aus (3.108), (3.109) und (3.110) benötigt wird (vgl. auch Tabelle
3.1). Die Ausfallraten der einzelnen Einheiten λσ, λA, λM sind von der verwendeten
Technologie und der Architektur des jeweiligen Rechenelementes abhängig.
Somit folgt für die Verteilungsfunktion und die Dichtefunktion der Lebensdauer
einer lokalen Funktion beim LCNN
FU(t) = 1− e−(λσ(2n+1)+λA(n2+3n)+λM (n2+1))t (3.120)
fU(t) =
(
λσ(2n+ 1) + λA(n
2 + 3n) + λM(n
2 + 1)
)×
e−(λσ(2n+1)+λA(n
2+3n)+λM (n
2+1))t (3.121)
und für den Erwartungswert der Lebensdauer folgt dann
E(U) =
1
λσ(2n+ 1) + λA(n2 + 3n) + λM(n2 + 1)
. (3.122)
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Analog verläuft die Analyse für ein RBF-Netz, wobei die Anzahl der Elemente aus
Tabelle 3.1 verwendet werden. Hier gilt damit für die Verteilungsfunktion und die
Dichtefunktion der Lebensdauer bei einem RBF
FU(t) = 1− e−(λe+λA(2n−1)+λM (n+2))t (3.123)
fU(t) = (λe + λA(2n− 1) + λM(n+ 2)) e−(λe+λA(2n−1)+λM (n+2))t (3.124)
und weiter für den Erwartungswert der Lebensdauer einer Gaußfunktion beim RBF
E(U) =
1
λe + λA(2n− 1) + λM(n+ 2) . (3.125)
Ebenfalls können die Zufallsvariablen Xi auch durch eine Weibull-Verteilung be-
schrieben werden [LXM03], welche zum einen die Exponentialverteilung für α = 1
beinhaltet und zum anderen oft in der Zuverlässigkeitstheorie angewendet wird
[BSM05], da mit ihr die Ausfälle von Bauteilen ﬂexibel beschrieben werden können.
Somit gilt für die Zufallsvariablen
Xi ∝Wei(αi,βi) (3.126)
und für die Verteilungsfunktion
FXi(t) = 1− e−
(
t
βi
)αi
. (3.127)
Unter diesen Annahmen folgt für die Verteilungsfunktion der Lebensdauer einer
lokalen Funktion des LCNNs in analoger Weise wie zuvor
FU(t) = 1− e−(2n+1)( tβσ )
ασ · e−(n2+3n)
(
t
βA
)αA
· e−(n2+1)
(
t
βM
)αM
(3.128)
bzw. für die Wahrscheinlichkeitsdichte
fU(t) =

ασ(2n+ 1)
(
t
βσ
)ασ
t
+
αA(n
2 + 3n)
(
t
βA
)αA
t
+
αM(n
2 + 1)
(
t
βM
)αM
t

 ·
e−(2n+1)(
t
βσ
)
ασ · e−(n2+3n)
(
t
βA
)αA
· e−(n2+1)
(
t
βM
)αM
, (3.129)
wobei die Parameter αi, i ∈ {σ,A,M} und βi, i ∈ {σ,A,M} die einzelnen Parameter
der jeweiligen Rechenelemente bezeichnen.
Für den Fall ασ = αA = αM = α folgt für den Erwartungswert
E(U) =
1
α
√
2n+1
βασ
+ n
2+3n
βαA
+ n
2
βαM
Γ
(
1 +
1
α
)
, (3.130)
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wobei Γ(x) die Gammafunktion4 oder das Eulersche Integral zweiter Gattung be-
zeichnet und wie folgt deﬁniert ist [BSM05, S. 455]
Γ(x) =
∫ ∞
0
e−t tx−1dt x > 0. (3.131)
Ähnliche Berechnungen können für eine Gaußfunktion bei einem RBF-Netz durch-
geführt werden. Analog folgt dann für die Dichtefunktion der Zufallsvariablen U
fU(t) =
(
αe
βαee
tαe−1 +
(2n− 1)αA
βαAA
tαA−1 +
(n+ 2)αM
βαMM
tαM−1
)
×
e
−
(
( tβe )
αe
+(2n−1)
(
t
βA
)αA
+(n+2)
(
t
βM
)αM )
t
. (3.132)
Auch hier gilt dann für den Erwartungswert der Lebensdauer einer Basisfunktion
eines RBF-Netzes
E(U) =
1
α
√
1
βαe
+ 2n−1
βαA
+ n+2
βαM
Γ
(
1 +
1
α
)
. (3.133)
Für den Vergleich der beiden Netze wird angenommen, dass die Ausfallraten der
Elemente in beiden Netzen durch identische Zufallsvariablen beschrieben werden
können, d.h. , es gilt für den Parameter λ der Exponentialverteilung
λe = λσ (λA)RBF = (λA)LCNN (λM)RBF = (λM)LCNN . (3.134)
Somit folgt für die Ausfallrate eines RBF-Netzes für eine Exponentialverteilung
λRBF = λe + (2n− 1)λA + (n+ 2)λM (3.135)
und für den Erwartungswert der Lebensdauer
E (URBF) =
1
λRBF
=
1
λe + (2n− 1)λA + (n+ 2)λM (3.136)
sowie für die Varianz der Zufallsvariablen
σ2 =
1
λ2RBF
=
1
(λe + (2n− 1)λA + (n+ 2)λM)2
. (3.137)
Das LCNN besitzt analog eine Ausfallrate von
λLCNN = (2n+ 1)λσ + (n
2 + 3n)λA + (n
2 + 1)λM (3.138)
4 Mit der Gammafunktion kann der Begriff der Fakultät auf beliebige Zahlen x, auch komplexe
Zahlen, erweitert werden.
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und einen Erwartungswert
E (ULCNN) =
1
(2n+ 1)λσ + (n2 + 3n)λA + (n2 + 1)λM
. (3.139)
Die Varianz folgt analog.
Durch Vergleich der Ausfallraten des LCNNs (3.138) und des RBFs (3.135) folgt
λRBF < λLCNN (3.140)
⇒ E (URBF) > E (ULCNN) (3.141)
O (λRBF) = n O (λLCNN) = n2. (3.142)
Somit besitzt die Funktionalität eines RBF-Netzes eine größere Zeitspanne als ein
LCNN. Dies ist aufgrund der hohen Anzahl von Rechenoperationen beim LCNN
oﬀensichtlich.
Allerdings kann die Annahme λe = λσ nicht immer zutreﬀend sein. Um dennoch
gleiche Ausfallraten zu erhalten muss gelten
λe = (2n+ 1)λσ + (n
2 + n+ 1)λA + (n
2 − n− 1)λM . (3.143)
Bei der Erfüllung von (3.143) sind beide Ausfallraten der Netze gleich groß. Gilt
eine Ordnungsrelation zwischen λe und der rechten Seite der Gleichung, so ergibt
sich eine höhere Lebensdauer für das RBF (<) oder das LCNN (>).
Die Betrachtungen können auf das ganze neuronale Netz ausgeweitet werden. Hier
stellt dann der Ausfall einer Gaußfunktion oder einer lokalen Funktion eine Zufalls-
variable dar, und in analoger Weise wie zuvor kann die Lebensdauer des Gesamt-
systems mit m Basis- oder lokalen Funktionen bestimmt werden. Als Ausfallraten
können dann die Ergebnisse aus (3.135) oder (3.138) verwendet werden.
Daneben kann der Ausfall von Gaußfunktionen im gesamten neuronalen Netz als
Markov-Prozess dargestellt werden. Diese Betrachtung wird in Abschnitt 3.3 näher
untersucht.
3.2.3 Auswirkungen auf neuronale Netze
In diesem Abschnitt werden die Auswirkungen von Fehlern und Defekten auf die
Approximationseigenschaften der neuronalen Netze untersucht. Dafür werden die
Parameter des Netzes als mögliche Fehlerquellen, die von einem Stuck-At-Fehler
betroﬀen sind, angesehen.
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3.2.3.1 RBF-Netze
Bei einem RBF-Netz können die Zentren, die Ausgangsgewichte und die Varianzen
bedingt durch einen Ausfall oder Defekt unterschiedliche Werte annehmen. Da-
durch produziert das Netz gegenüber der ursprünglichen Funktion einen Fehler, der
möglichst gering für alle Situationen ausfallen soll.
Zuerst wird angenommen, dass die Ausgangsgewichte αi von dem Fehler oder De-
fekt betroﬀen sind. Um von der Implementierung unabhängige Aussagen treﬀen zu
können, wird davon ausgegangen, dass jeder beliebige Wert µ angenommen werden
kann. Somit folgt für die Diﬀerenz zwischen der durch das ursprüngliche RBF-Netz
beschriebenen Funktion und des fehlerhaften Netzes
fm (x)− fˆm (x) =
m∑
i=1
αi exp
(
−‖x− ci‖
2
2σ2i
)
−
m∑
i=1
αˆi exp
(
−‖x− ci‖
2
2σ2i
)
=
m∑
i=1
(αi − αˆi) exp
(
−‖x− ci‖
2
2σ2i
)
, (3.144)
wobei fˆm(x) die Funktion des gestörten Netzes beschreibt.
Im Allgemeinen können beliebig viele Neuronen von einem Ausfall betroﬀen sein,
so dass sich ein großer Fehler ergeben kann. Ist nur ein einziges Ausgangsgewicht
αk von einem Fehler betroﬀen, so verschwinden viele Summanden aus (3.144), und
es folgt
fm (x)− fˆm (x) = (αk − µ) · exp
(
−‖x− ck‖
2
2σ2k
)
. (3.145)
Tritt in einem Zentrum des RBF-Netzes ein Fehler auf, so führt dies zu einer unbe-
absichtigten Verschiebung der Gaußfunktion im Raum. Allgemein können auch hier
mehrere Fehler gleichzeitig auftreten. Ist die k-te Gaußfunktion von einer Verschie-
bung des Zentrums betroﬀen, und wird in diesem Zentrum der ν-te Wert verändert,
so führt dies zu einer Diﬀerenz der beiden Funktionen der Netze
fm (x)− fˆm (x) =
m∑
i=1
αi exp
(
−‖x− ci‖
2
2σ2i
)
−
m∑
i=1
αi exp
(
−‖x− cˆi‖
2
2σ2i
)
= αk
[
exp
(
−‖x− ck‖
2
2σ2k
)
− exp
(
−‖x− cˆk‖
2
2σ2k
)]
(3.146)
= αk exp
(
−
∑n
j=1
j 6=ν
(xj − ckj)2
2σ2k
)
× (3.147)[
exp
(
−(xν − xkν)
2
2σ2k
)
− exp
(
−(xν − µ)
2
2σ2k
)]
, (3.148)
wobei ckj den Eintrag j des Zentrums der Gaußfunktion k bezeichnet.
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In analoger Weise können die Varianzen der Gaußfunktionen von dem Fehler oder
Defekt betroﬀen sein, was zu einer Veränderung der Überdeckung des Raumes durch
die jeweilige Gaußfunktion führt. Ist wiederum eine Varianz betroﬀen, so führt dies
zu
fm (x)− fˆm (x) =
m∑
i=1
αi exp
(
−‖x− ci‖
2
2σ2i
)
−
m∑
i=1
αi exp
(
−‖x− ci‖
2
2σˆ2i
)
= αk ·
[
exp
(
−‖x− ck‖
2
2σ2k
)
− exp
(
−‖x− ck‖
2
2µ2
)]
. (3.149)
Um Aussagen über die Fehlertoleranz eines RBF-Netzes gegenüber dem Auftauchen
von Fehlern in seinen Parametern treﬀen zu können, wird der mittlere quadratische
Fehler betrachtet, der aufgrund der geänderten Parameter und Struktur entsteht.
Eine Strukturänderung kann sich durch den Ausfall einer Verbindung zu dem linea-
ren Ausgangsneuron ergeben. So besitzt dieses Netz eine veränderte Struktur, da
insgesamt weniger Basisfunktionen verwendet werden.
Dazu werden die Eingangsvektoren als Zufallsvektoren betrachtet, und es folgt für
den mittleren quadratischen Fehler im Ausgang, wenn ein Ausgangsgewicht von
einem Fehler oder Defekt betroﬀen ist
mseα = (αk − µ)2 · E
[
exp
(
−‖x− xk‖
2
σ2k
)
︸ ︷︷ ︸
≤1
]
. (3.150)
Mit dem Mittelwertssatz der Integralrechnung [BSM05] kann der mittlere quadra-
tische Fehler aus (3.150) abgeschätzt werden
mseα ≤ (αk − µ)2. (3.151)
Mit dem verallgemeinerten Mittelwertsatz kann der Erwartungswert zweier Funk-
tionen f(x) und ϕ(x) über einem abgeschlossenen Intervall berechnet werden, wenn
beide Funktionen stetig sind, und eine der beiden Funktionen ihr Vorzeichen in
diesem Bereich nicht ändert. Sowohl die Gaußfunktion als auch die Wahrscheinlich-
keitsdichte ändern ihr Vorzeichen nicht, und wird ϕ(x) gleich der Wahrscheinlich-
keitsdichte gesetzt, so ergibt sich die Abschätzung nach (3.151). Diese Vorgehens-
weise ist für alle Verteilungen mit einer Dichtefunktion über einem abgeschlossenen
Intervall gültig, d.h.
∫ b
a
(αk − µ)2 e
−
(x−ck)
2
σ2
i pX(x)dx = (αk − µ)2 e
−
(ξ−ck)
2
σ2
k
∫ b
a
pX(x)dx︸ ︷︷ ︸
=1
. (3.152)
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Für Verteilungen, die über die gesamten reellen Zahlen deﬁniert sind, wie z.B. die
Gaußverteilung, kann der Mittelwertsatz der Integralrechnung nicht angewandt wer-
den, da ein abgeschlossenes Intervall benötigt wird. Allerdings kann mit der Bezie-
hung [Ste04b]: ∫ ∞
a
f(x)dx ≤
∫ ∞
a
g(x)dx, (3.153)
wobei f(x) ≤ g(x) für alle x ∈ [a,∞) gilt, die Abschätzung in (3.151) auch für
Verteilungen über die kompletten reellen Zahlen bestimmt werden.
Es gilt dabei
e
−
(x−ck)
2
σ2
i ·pX(x) ≤ pX(x), (3.154)
da pX(x) ≥ 0∀x ∈ IR. Somit folgt∫ ∞
−∞
e
−
(x−ck)
2
σ2
k pX(x)dx =
∫ a
−∞
e
−
(x−ck)
2
σ2
k pX(x)dx+
∫ ∞
a
e
−
(x−ck)
2
σ2
k pX(x)dx
≤
∫ ∞
a
pX(x)dx+
∫ a
−∞
e
−
(x−ck)
2
σ2
k pX(x)dx (3.155)
=
∫ ∞
a
pX(x)dx−
∫ −a
∞
e
−
(−x−ck)
2
σ2
k pX(−x)dx (3.156)
=
∫ ∞
a
pX(x)dx+
∫ ∞
−a
e
−
(−x−ck)
2
σ2
k pX(−x)dx, (3.157)
und da für x ∈ IR gilt exp(−x2) ≤ 1 folgt
∫ ∞
−∞
e
−
(x−ck)
2
σ2
k pX(x)dx ≤
∫ ∞
a
pX(x)dx+
∫ ∞
−a
pX(−x)dx (3.158)
=
∫ ∞
a
pX(x)dx−
∫ −a
∞
pX(−x)dx (3.159)
=
∫ ∞
−∞
pX(x)dx = 1. (3.160)
Damit ist der mittlere quadratische Fehler ohne Beschränkung der Gewichte bei
einem Fehler oder Defekt der Gewichte nicht nach oben beschränkt. Zusätzlich ist
dieser Fehler von dem gestörten Wert des Parameters abhängig, so dass dieser auch
von der verwendeten Implementierung abhängig ist. Bei der analogen Realisierung
können beliebige Werte µ für den Fehler oder Defekt des Ausgangsgewichtes ange-
nommen werden, wobei bei einer digitalen Realisierung sich quantisierte Werte er-
geben. Im ersten Fall werden jedoch die Gewichte durch die Operationsbedingungen
eingeschränkt [Raz00] und können nur innerhalb eines bestimmten Intervalls Werte
annehmen, da z.B. die maximale Versorgungsspannung die Parameter nach oben
beschränkt. Bei einer digitalen Implementierung ergibt sich aufgrund der begrenz-
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ten Genauigkeit der Zahlendarstellung und des endlichen Speichers ein maximaler
Wert der Gewichte
|αk| ≤ B ∀ k = 1 . . . n. (3.161)
Neben den Gewichten wird auch der Fehler oder Defekt mit der gleichen Begründung
durch eine obere Schranke beschränkt, so dass (3.151) mit diesen Randbedingungen
weiter abgeschätzt werden kann
mseα ≤ (B + |µ|)2. (3.162)
So kann eine obere Grenze für den mittleren quadratischen Fehler bei einem Ausfall
oder einem Defekt der Gewichte angegeben werden, wobei die obere Grenze von der
verwendeten Realisierung abhängig ist.
In der gleichen Art können (3.148) und (3.149) ausgewertet werden, was zu
mseck = α
2
kE
[(
exp
(
−‖x− ck‖
2
2σ2k
)
− exp
(
−‖x− cˆk‖
2
2σ2k
))2]
≤ α2k (3.163)
mseσ = α
2
kE
[(
exp
(
−‖x− ck‖
2
2σ2k
)
− exp
(
−‖x− ck‖
2
2µ2
))2]
≤ α2k (3.164)
führt.
Auch hier folgt aus (3.163) und (3.164), dass der mittlere quadratische Fehler im
Ausgang keine obere Grenze bei einem Defekt oder Fehler in den Zentren oder Va-
rianzen besitzt. Mit der gleichen Begründung wie zuvor sind jedoch die Ausgangs-
gewichte durch die technischen Randbedingungen beschränkt, was zu einer oberen
Grenze führt, die bei einem Fehler in den Varianzen und Zentren unabhängig von
der verwendeten Realisierung ist. Somit folgt für diese obere Grenze
mse ≤ B2. (3.165)
Bemerkung. Aufgrund der linearen Eigenschaft des Ausgangsneurons ergibt sich
bei mehreren Ausfällen oder Defekten der Parameter eine lineare Überlagerung
der einzelnen Fehler. Die obere Grenze wird dann durch die Summe der jeweiligen
betroﬀenen Neuronen bestimmt.
3.2.3.2 Basisfunktionen mit Produkt-Stabilisatoren
Wie zuvor für die radialen Basisfunktionen kann die Analyse eines Fehlers oder
Defektes für die Basisfunktionen mit Produkt-Stabilisatoren vorgenommen werden.
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Auch hier wird angenommen, dass die Parameter des Netzes durch einen einzelnen
Fehler oder Defekt betroﬀen sind, und dass der Parameter den Wert µ annimmt.
Ist bei diesem Basisfunktionsnetzwerk ein Ausgangsgewicht betroﬀen, so folgt für
die Diﬀerenz der Funktionen der beiden Netze
fm(x)− fˆm(x) =
m∑
i=1
αi e
−‖x−ci‖1 −
m∑
i=1
αˆi e
−‖x−ci‖1 , (3.166)
wobei fˆm(x) die Funktion des gestörten Netzes beschreibt und αˆi den veränderten
Gewichten entspricht.
Falls nur ein Ausgangsgewicht von diesem Fehler bzw.Defekt betroﬀen ist, so ver-
einfacht sich die Gleichung zu
fm(x)− fˆm(x) = (αk − µ) e−‖x−ck‖1 . (3.167)
Mit (3.167) kann wie schon zuvor der mittlere quadratische Fehler im Ausgang
abgeschätzt werden, und dies führt zu
mseα = (αk − µ)2 · E
[
e−2‖x−ck‖1
]︸ ︷︷ ︸
≤1
. (3.168)
In (3.168) kann der Mittelwertsatz der Integralrechnung [BSM05] angewendet wer-
den , womit der mittlere Fehler nach oben abgeschätzt werden kann
mseα ≤ (αk − µ)2. (3.169)
Man erkennt an (3.169), dass der mittlere quadratische Fehler nicht nach oben be-
schränkt ist und von der jeweiligen Realisierungsform abhängig ist. Mit der gleichen
Begründung wie zuvor bei den radialen Basisfunktionen sind die Gewichte und der
Wert des Fehlers oder Defektes durch die Umgebungsbedingungen nach oben durch
eine Schranke begrenzt. Für den Fall beschränkter Gewichte (|α| ≤ B) kann (3.169)
weiter abgeschätzt werden
mseα ≤ (B + |µ|)2. (3.170)
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In der gleichen Art können auch die Fehler in den Zentren der Basisfunktionen
behandelt werden, falls der ν-te Eintrag eines Zentrums von einem Fehler betroﬀen
ist. Dies führt zu einer Diﬀerenz der beiden Netze von
fm (x)− fˆm (x) =
m∑
i=1
αi e
−‖x−ci‖1 −
m∑
i=1
αi e
−‖x−cˆi‖1
= αk
[
e−‖x−ck‖1 − e−‖x−cˆk‖1] (3.171)
= αk exp

− n∑
j=1
j 6=ν
|xj − ckj|

× (3.172)
[
e−|xν−ckν |−e−|xν−µ|] . (3.173)
Mit (3.171) kann der mittlere quadratische Fehler bestimmt werden
mseck = α
2
kE
[(
e−‖x−ck‖1 − e−‖x−cˆk‖1)2]︸ ︷︷ ︸
≤1
(3.174)
≤ α2k. (3.175)
Aus (3.175) kann ebenfalls gefolgert werden, dass der Fehler nicht nach oben be-
grenzt ist, solange die Gewichte frei gewählt werden können. Im Gegensatz zu einem
Fehler in den Ausgangsgewichten aus (3.169) hängt dieser Fehler jedoch nicht von
der Realisierungsform ab. Für nach oben beschränkte Gewichte |α| ≤ B kann der
Fehler nach oben durch
mseck ≤ B2 (3.176)
abgeschätzt werden.
3.2.3.3 LCNN
Die Analyse kann ebenfalls für das LCNN durchgeführt werden. Bei dem LCNN kön-
nen neben den Ausgangsgewichten, die Gewichte der Ridge-Funktionen, die Zentren
und die Steilheiten der Sigmoide von einem Defekt oder Fehler betroﬀen sein. In
ähnlicher Weise folgt hier für eine Störung der Ausgangsgewichte
ym(x)− yˆm(x) =
m∑
ν=1
ανL(wν ,r,x)−
m∑
ν=1
αˆνL(wν ,r,x) (3.177)
= (αk − µ)L(W k,rk,x) ≤ αk − µ, (3.178)
wobei angenommen wird, dass nur ein Gewicht von einem Fehler betroﬀen ist.
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In (3.178) wurde ausgenutzt, dass der Ausgangssigmoid σo des LCNNs durch Eins
nach oben beschränkt ist. So folgt mit (3.178) für den maximalen Fehler im Ausgang
mseα ≤ (αk − µ)2 ≤ (B + |µ|)2. (3.179)
Die obere Grenze in (3.179) ergibt sich aufgrund der technologischen Randbedin-
gung der Realisierung, wie schon bei den beiden Basisfunktionsnetzen zuvor.
Bei Fehlern in den Gewichten der Ridge-Funktionen oder Defekten in den Zentren
ergibt sich aufgrund der oberen Schranke des Ausgangssigmoids des LCNNs eben-
falls wie bei den Basisfunktionsnetzwerken ein maximaler, mittlerer quadratischer
Fehler von
mse ≤ α2k ≤ B2. (3.180)
Neben den Ausgangsgewichten, den Gewichten der Ridge-Funktionen und den Zen-
tren der lokalen Funktionen besitzt das LCNN als weitere Parameter die Steigungen
der Sigmoide im Ausgang und in den Ridge-Funktionen. Ein Fehler oder Defekt in-
nerhalb dieser Parameter wird aufgrund des Ausgangssigmoids begrenzt. So ergibt
sich für diese Parameter die gleiche Abschätzung wie in (3.180).
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In diesem Abschnitt sollen die Auswirkungen aufgrund erhöhter Unzuverlässigkeit
der Bauelemente untersucht werden. Die so resultierenden Fehler lassen sich in drei
Kategorien einteilen (vgl. Abschnitt 2.3.4), wobei in diesem Abschnitt die Eﬀek-
te von Defekten bei der Halbleiterproduktion und der transienten Fehler auf den
Entwurf eines Systems analysiert werden.
3.3.1 Statische Defekte
Bei der Fertigung der Halbleiterbauelemente treten Defekte, z.B. durch falsche Mas-
kenausrichtung oder Überätzung, auf, welche die Ausbeute an funktionsfähigen
Schaltungen auf einer Halbleiterscheibe reduzieren. Allerdings resultieren nicht alle
der produktionsbedingten Defekte in einen Ausfall eines Bauelementes, sondern die-
ser Vorgang hängt zudem von der Position des Defektes, seiner Größe, dem Layout
der Schaltung und der Integrationsdichte auf dem Baustein ab. Eine Bestimmung
dieses Zusammenhangs ﬁndet sich in [Cun90].
Zur Berechnung der Ausbeute eines gefertigten Bausteins oder der Zuverlässig-
keit eines neuronalen Netzes kann die Binomialverteilung bzw. die Poissonvertei-
lung angewendet werden. Zum einen besitzen diese einen einfachen mathematischen
Charakter, und zum anderen stimmen die Ergebnisse dieser Modelle sehr gut mit
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den beobachteten Verteilungsfunktionen überein [Cun90]. Somit ergibt sich für die
Wahrscheinlichkeit, dass k Fehler aufgrund von Defekten bei einem neuronalen Netz
mit insgesamt m Neuronen auftauchen zu
P (X = k) =
{(
m
k
) (
λ
m
)k (
1− λ
m
)m−k
falls x = 0,1, . . . ,m
0 sonst
. (3.181)
Dabei bezeichnet λ/m die Auftrittswahrscheinlichkeit eines Fehlers, und λ erfasst
die mittlere Anzahl von Fehlern in dem neuronalen Netz. Diese Verteilung strebt
für m→∞ gegen die Poissonverteilung
P (X = k) =
e−λ λk
k!
. (3.182)
Damit das neuronale Netz korrekt arbeitet, muss die Wahrscheinlichkeit5 für k = 0
bestimmt werden. Die Auftrittswahrscheinlichkeit eines Fehlers ergibt sich aus der
Anzahl von Defekten, die bei der Fertigung des neuronalen Netzes auftauchen, sowie
der Wahrscheinlichkeit Θ, dass dieser Defekt auch in einen Fehler resultiert. Bei der
Annahme einer Gleichverteilung der Defekte über das neuronale Netz folgt für die
Auftrittswahrscheinlichkeit
λ/m =
Ann · d ·Θ
m
, (3.183)
wobei Ann die Fläche des neuronalen Netzes und d die Dichte der Defekte beschreibt.
Diese Annahmen führen zu pessimistischen Ergebnissen, da Defekte aufgrund fehler-
hafter Fertigung die Tendenz zu einer Bündelung zeigen. So führt ein systematischer
Fehler bei der Fertigung zu einer Häufung von Defekten an bestimmten Positionen.
Für genauere Ergebnisse kann λ selbst als Zufallsvariable aufgefasst werden und so
Korrelationen zwischen einer Bündelung von Fehlern und den Neuronen erfasst wer-
den. Für genauere Informationen sei auf [Cun90] und die Referenzen innerhalb der
Veröﬀentlichung verwiesen. Die dort beschriebenen Formen werden in dem Fahrplan
der Halbleiterindustrie genutzt [Sem05].
Somit ergibt sich bei N exakten Kopien eines Neurons die Wahrscheinlichkeit, dass
mindestens eine Basisfunktion korrekt arbeitet und somit die Funktionsweise eines
Neurons sichergestellt werden kann, zu
P (Ek) =
N∑
i=k
(
N
i
)(
e−λ
)i (
1− e−λ)N−i , (3.184)
wobei Ek das Ereignis von mindestens k korrekt arbeitenden Neurons bezeichnet.
5 Es wird bei den Vergleichen davon ausgegangen, dass die Schaltungen keine internen Mechanis-
men zur Kompensierung von Defekten besitzen. Somit führt ein einzelner Defekt zu dem Ausfall
der Schaltung.
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Abbildung 3.8: Ausbeute bei mehreren Kopien
Abbildung 3.8 zeigt die Wahrscheinlichkeit mindestens eines korrekt arbeitenden
Neurons nach (3.184) gegenüber der Anzahl von redundanten Kopien. Für die Pa-
rameter der Verteilung wurden die entsprechenden Werte aus [Sem05] verwendet,
wobei für die Bausteinﬂäche die dort angegebene Fläche für eine Ausbeute von 75%
gewählt wurde. Der Parameter Θ wurde zu Θ = 0,5 gesetzt. Es zeigt sich, dass für ei-
ne zuverlässige Funktionalität des neuronalen Netzes aufgrund von Defekten bei der
Fertigung nur eine geringe Anzahl zusätzlicher Neuronen vorgesehen werden muss.
Der Unterschied der Wahrscheinlichkeiten für die dargestellten Technologiegenera-
tionen fällt sehr gering aus, so dass vermutet werden kann, das Problem zahlreicher
Defekte bei der Fertigung würde nicht bestehen. Allerdings handelt es sich bei dem
Fahrplan um angestrebte Ziele, so dass nur eine begrenzte Anzahl von Defekten
erlaubt wird, um eine gewünschte Ausbeute zu erzielen. Innerhalb des Fahrplans
wird von einer gewünschten Ausbeute auf die maximale Defektdichte geschlossen.
3.3.2 Dynamische Fehler
Der Ausfall von Elementen in einem System, speziell der Ausfall von Neuronen in
einem neuronalen Netz, kann durch einen stochastischen Prozess X(t) = (Xt,t ∈ T )
beschrieben werden. Ein stochastischer Prozess X(t) = (Xt,t ∈ IN0) mit abzählba-
rem Zustandsraum wird als Markov-Prozess bezeichnet. Für einen zeitkontinuierli-
chen Markov-Prozess muss gelten
P (X(s+ t) = j|X(s) = i,X(u),0 ≤ u ≤ s) = P (X(s+ t) = j|X(s) = i), (3.185)
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d.h. der Übergang in den nächsten Zustand ist nur von dem aktuellen Zustand
abhängig, und nicht wie dieser erreicht worden ist. Weiter werden nur homogene
Prozesse betrachtet, und für einen homogenen Prozess gilt
P (X(s+ t) = j|X(s) = i) = P (X(t) = j|X(0) = i). (3.186)
Dabei kann der Prozess durch eine Übergangsmatrix P (t) sowie durch eine Ra-
tenmatrix R oder eine Generatormatrix Q beschrieben werden. Die letzten beiden
Beschreibungsformen können angewendet werden, da der Markov-Prozess gedächt-
nislos ist und deshalb die Aufenthaltsdauer in einem Zustand exponentialverteilt ist.
Für weitere Eigenschaften und Möglichkeiten der Beschreibung sei auf die Literatur
verwiesen [Cas93].
Unter der Annahme, dass die Zeit bis zu einem Ausfall eines Neurons exponen-
tialverteilt ist, kann dieses Verhalten mit Hilfe eines Markov-Prozesses modelliert
werden. Wie in Abschnitt 3.2 gezeigt wurde, ist die Lebensdauer einer Gaußfunk-
tion bzw. einer lokalen Funktion exponentialverteilt. So ist auch der Aufenthalt in
einem Zustand des Systems exponentialverteilt, wenn der Zustand die Anzahl der
zu einem Zeitpunkt t fehlerhaften Neuronen bezeichnet.
Zusätzlich wird angenommen, dass die transienten Fehler nach einer bestimmten
Zeit wieder verschwinden und so die Neuronen wieder korrekt arbeiten können.
Diese Zeitspanne sei ebenfalls exponentialverteilt. Somit ergibt sich der in Abbil-
dung 3.9 dargestellte Markov-Prozess für ein Netz mit N Basisfunktionen6. Die
gleiche Beschreibung des Markov-Prozesses ergibt sich für den Fall, dass ein einzel-
nes Neuron durch N Kopien ersetzt wird, wobei nur der Prozess bzgl. des Ausfalls
dieses einen Neurons betrachtet wird.
Eine Topologieänderung kann den mittleren quadratischen Fehler im Ausgang auf-
grund des Ausfalles von Neuronen reduzieren. Durch Einfügen von redundanten
Neuronen kann die Approximation der Ausgangswerte über einem Bereich des De-
ﬁnitionsbereiches von mehreren Neuronen übernommen werden, und im Falle eines
Ausfalls entsteht ein reduzierter Fehler (vgl. Abschnitt 3.2).
Hier können zwei wesentliche Vorgehensweisen unterschieden werden [ER06a]. Ein
Neuron des Netzes kann durch N exakte Kopien ersetzt werden, d.h. , bei den Ba-
sisfunktionen werden identische Zentren und Varianzen verwendet, während bei
einem LCNN die gleichen Gewichtsmatrizen und Zentren eingesetzt werden. Die
erste Möglichkeit besteht darin, die Ausgangsgewichte dieser Neuronen anzupas-
6 Hier werden N Neuronen verwendet, um die Auswirkungen des Einfügens zusätzlicher Neuronen
zu erfassen. Die Aussagen über den stationären Zustand können jedoch auf ein entsprechend
dimensioniertes neuronales Netz übertragen werden.
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Abbildung 3.9: Markov-Prozess des Ausfalls von Neuronen
sen, so dass jedes Neuron zu einem Ausgangswert einen reduzierten Beitrag leistet.
Hier folgt für die neuen Ausgangsgewichte
αˆk =
αk
N
,
wobei αˆk die neuen Ausgangsgewichte der N Neuronen und αk das Gewicht des
ursprünglichen Neurons bezeichnen.
Daneben können die Gewichte der eingefügten Neuronen auch unverändert blei-
ben. Um den korrekten Wert des ursprünglichen Neurons auf einen Eingangsvektor
liefern zu können, kann eine Mehrheitsentscheidung dieser Neuronen angewendet
werden, wobei allerdings eine ungerade Anzahl N von Neuronen in das Netz ein-
gefügt werden muss. Dieses Vorgehen entspricht einem Wiederholungskode in der
Kodierungstheorie [HP03] oder wird als N-tuple modular redundancy (NMR) be-
zeichnet [HJ03a].
Statistisch gesehen wird bei dem ersten Verfahren der Erwartungswert der Ausgabe
aller Neuronen bestimmt, während das zweite Verfahren verschiedene Klassen7 für
den Ausgangswert einsetzt, und die Klasse mit den meisten Treﬀern ausgewählt
wird.
Der Markov-Prozess aus Abbildung 3.9 wird durch die Generatormatrix Q
Q =


−N · λ N · λ . . . 0
µ −(µ+ (N − 1)λ) . . . 0
...
...
. . .
...
0 0 N · µ −N · µ

 (3.187)
charakterisiert, wobei diese Matrix eine (N + 1)× (N + 1) Matrix darstellt.
Der Zustandsvektor pi(t) wird durch die Diﬀerentialgleichung
∂pi(t)
∂t
= pi(t) ·Q (3.188)
7 Für den Fall kontinuierlicher Werte können Intervalle eingesetzt werden, und das Intervall, in
dem die meisten Funktionswerte liegen, stellt die Ausgabe des Neurons dar.
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beschrieben, und man erhält die stationäre Verteilung für
piSQ = 0 (3.189)
unter der Normierungsbedingung
N∑
i=1
πS,i = 1. (3.190)
Dies ist gleichbedeutend mit dem Eigenwert der Norm ‖piS‖1 = 1 zum Eigen-
wert λ = 0 der Matrix QT . Somit ergibt sich der stationäre Zustand des Markov-
Prozesses zu
piTS =
1(
1 + λ
µ
)N


1(
N
1
)
λ
µ
...(
N
N
)
λN
µN

 . (3.191)
Aus (3.191) können die Wahrscheinlichkeiten für den Aufenthalt in einem Zustand
für den stationären Zustand abgelesen werden. Wird gefordert, dass das neurona-
le Netz mit einer Wahrscheinlichkeit PS kein fehlerhaftes Element im stationären
Zustand enthalten soll, so muss folgende Bedingung erfüllt sein
λ
µ
≤ N
√
1
PS
− 1. (3.192)
Wie man an (3.192) erkennen kann, müssen die Elemente sehr zuverlässig sein, wenn
man eine hohe Wahrscheinlichkeit für eine Funktionalität im stationären Zustand
erreichen möchte. Für Ps → 1 folgt, dass µ→∞ oder λ→ 0 gelten muss.
3.3.2.1 Stationäre Kosten
Die Betrachtungen für die Generatormatrix (3.187) und den stationären Zustand
(3.191) gelten unabhängig von der Größe des Netzes. Für die Bestimmung der sta-
tionären Kosten wird jedoch angenommen, dass das ursprüngliche Netz nur aus
einer Basisfunktion bzw. einer einzigen lokalen Funktion besteht. Diese wird dann
durch mehrere Kopien ersetzt, und die stationären des neuen, erweiterten Netzes
werden in Abhängigkeit der verwendeten Methode betrachtet.
Eine Analyse eines allgemeinen Netzes, bei dem ein bestimmtes Neuron durch meh-
rere Duplikate ersetzt wird, ist hier in Bezug auf die Berechnung des mittleren
quadratischen Fehlers zu aufwendig. Bei dem vereinfachten Netz kann der Fehler
sehr einfach bestimmt werden, da alle Neuronen innerhalb des Netzes gleiche Zen-
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tren und Ausgangsgewichte8 besitzen. Für das allgemeine Netz müssten zur Bestim-
mung des mittleren quadratischen Fehlers im stationären Zustand zusätzlich auch
Mischterme mit anderen Neuronen berechnet werden, was zu einer Auswertung von
m∑
k=1
(
m
k
)(
k + 1
2
)
=
1
8
2m(m+ 3)m = O(m22m) (3.193)
zusätzlichen Mischtermen führen würde. Deshalb wird für die Analyse der statio-
nären Kosten das vereinfachte Netz verwendet.
Um die Kosten zu berechnen, die sich innerhalb dieses Prozesses ergeben, wird als
Kostenmaß der mittlere quadratische Fehler verwendet, der sich beim Aufenthalt in
einem Zustand ergibt. Für das Kopieren von Neuronen ergibt sich eine (N + 1) ×
(N + 1) Kostenmatrix
Uc =


0 mse1 0 . . . 0
0 0 mse2 . . . 0
...
...
...
. . .
...
0 0 0 . . . mseN
0 0 0 . . . 0

 , (3.194)
wobei msei den mittleren quadratischen Fehler bei dem Ausfall von i kopierten
Neuronen bezeichnet. Da beim Kopieren der Neuronen nur die Ausgangsgewichte
angepasst werden, kann dieser berechnet werden
msei =
(
i
N
)2
·mse, (3.195)
und mse bezeichnet den mittleren quadratischen Fehler des ursprünglichen Netzes.
Neben dem Einfügen von Duplikaten und dem anschließenden Anpassen der Aus-
gangsgewichte lässt sich mit den eingefügten Kopien eine Mehrheitsentscheidung
des Ausgangswertes erreichen.
Für die Methode mittels Mehrheitsentscheidung ergeben sich eine gleiche Genera-
tormatrix und somit eine gleiche stationäre Verteilung des Prozesses. Allerdings
verändert sich die Kostenmatrix, da der mittlere quadratische Fehler entsteht, so-
bald mehr Neuronen ausgefallen sind als korrekt arbeiten. Für diesen Fall ergibt
sich der komplette mittlere quadratische Fehler und nicht wie zuvor nur ein Teil
davon. Somit kann die Kostenmatrix durch
(Um)ij =
{
mse für i = N−1
2
, . . . ,N − 1 ∧ j = i+ 1
0 sonst
(3.196)
8 In Abhängigkeit der verwendeten Methode können die Ausgangsgewichte auch verändert werden.
Der stationäre Fehler kann aber sehr einfach für beide Verfahren bestimmt werden.
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angegeben werden.
Die entstehenden Kosten, d.h. der mittlere quadratische Fehler im Ausgang, sind
unabhängig von der Verweildauer in einem Zustand. Wenn eine bestimmte Anzahl
von Neuronen ausgefallen ist, so hängt der sich einstellende mittlere quadratische
Fehler nur davon ab, welche Neuronen von einem Ausfall betroﬀen sind. Diese Kos-
ten können somit einem Übergang in einen Zustand hinein oder aus einem Zustand
heraus zugeordnet werden. Für beide Vorgehensweisen ergeben sich gleiche statio-
näre Kosten, da eine asymptotische Betrachtung vorgenommen wird.
Mit Hilfe der Kostenmatrizen und der stationären Verteilung des Prozesses kann der
sich einstellende mittlere quadratische Fehler beider Methoden berechnet werden,
und es ergibt sich für die Kosten beim Kopieren von Neuronen
Cc =
λµ(N2λ2 + 3λµN − λµ+ µ2)
N(λ+ µ)3
mse (3.197)
und für die stationären Kosten bei der Mehrheitsentscheidung
Cm =
1(
1 + λ
µ
)N N∑
i=N−1
2
(
N
i
)
λi
µi
(N − i)λ ·mse. (3.198)
Eine weitere Möglichkeit besteht darin, dass ein Neuron durch N exakte Kopien
ersetzt wird und beim Abrufen zufällig eines dieser Kopien ausgewählt wird. Je-
doch ist diese Methode nur für statische Fehler anwendbar. Für die zu erwartenden
Kosten ergibt sich
E{C} =
N∑
i=1
CiP (Ai), (3.199)
wobei P (Ai) die Wahrscheinlichkeit der Auswahl des i-ten Neurons und Ci die
entsprechenden Kosten bezeichnet. Dabei wird angenommen, dass für alle Neuronen
die gleichen Exponentialverteilungen zu Grunde liegen. Somit ergibt sich für alle
Neuronen identische Kosten, und somit folgt
E{C} =
N∑
i=1
CiP (Ai) = C
N∑
i=1
P (Ai) = C. (3.200)
Damit sind die sich einstellenden Kosten gleich dem ursprünglichen mittleren qua-
dratischen Fehler, und es ergibt sich kein Vorteil dieser Methode gegenüber einem
einzelnen Neuron.
Für das ursprüngliche Netz können die entsprechenden Betrachtungen für die sta-
tionären Kosten durchgeführt werden. Der Markov-Prozess aus Abbildung 3.9 re-
duziert sich auf zwei Zustände (’defekt’ und ’fehlerfrei’) für den Fall N = 1. Damit
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ergibt sich mit der entsprechenden Generatormatrix und dem stationären Zustand
Kosten von
Corig =
µλ
µ+ λ
mse. (3.201)
Ein Vergleich der Kosten aus (3.197) und (3.201) liefert, da λ > 0 und µ > 0
Corig < Cc (3.202)
⇒ 1 < N
2λ2 + 3λµN − λµ+ µ2
N (µ+ λ)2
. (3.203)
Die Ungleichung (3.203) beschreibt die Bedingung, für die das Einfügen der Neuro-
nenkopien einen größeren mittleren quadratischen Fehler produziert als durch das
ursprüngliche Netz
λ >
µ
2N
(√
1 + 4N − 1
)
. (3.204)
Abbildung 3.10 zeigt einen Vergleich der beiden Methoden des zusätzlichen Einfü-
gens und der Mehrheitsentscheidung untereinander. In der Abbildung 3.10(a) ist
die Diﬀerenz der stationären Kosten Cm−Cc dargestellt, so dass für positive Werte
die Mehrheitsentscheidung höhere Kosten produziert. Bei negativen Werten ist das
simple Einfügen der Mehrheitsentscheidung unterlegen, da größere Kosten entste-
hen.
Man kann deutlich erkennen, dass die Bestimmung der Mehrheit des Ausgangswer-
tes dem einfachen Kopieren in den meisten Fällen der Reparatur- und Ausfallraten
unterlegen ist. Welche Methode einen Vorteil gegenüber der jeweils anderen hat,
hängt von der Ausfallrate λ und der Reparaturrate µ ab. Sind diese bekannt, so
kann die geeignete Technik ausgewählt werden. Weiter ist nur eine geringe Anzahl
von Neuronen notwendig, um den mittleren quadratischen Fehler gering zu halten.
3.3.2.2 Einschwingverhalten
Neben den stationären Kosten ist auch das zeitliche Verhalten des Prozesses inter-
essant, wenn zusätzliche Neuronen zur Erhöhung der Redundanz eingefügt werden.
Dabei ist das Einschwingverhalten des Prozesses von besonderer Bedeutung. Diese
Eﬀekte können mit dem Lösen der Diﬀerentialgleichung elektrischer Schaltungen
verglichen werden. Während des Einschwingvorgangs ergeben sich andere Signal-
verläufe als für den stationären Zustand für t→∞.
Analog zur Netzwerkanalyse sind für das Einschwingverhalten die Eigenwerte der
Matrix QT interessant, während für den stationären Zustand nur der Eigenvektor
zum Eigenwert λi = 0 Einﬂuss besitzt. Die Geschwindigkeit der Konvergenz des
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Abbildung 3.10: Vergleich der stationären Kosten der beiden vorgestellten Me-
thoden. Die Abbildung zeigt die Diﬀerenz Cm − Cc für N = 25
und die Bereiche der besseren Methode.
Prozesses ist vom Realteil der Eigenwerte abhängig. Das Einschwingverhalten wird
somit von der kleinsten Komponente dominiert, d.h. ,
min
i=1,...,m+1
|Re{λi}| λi 6= 0 (3.205)
bestimmt den Einschwingvorgang und für dessen jeweilige Zeitkonstante gilt
τ = max
i=1,...,m+1
(
− 1
Re{λi}
)
. (3.206)
Die Eigenwerte der Matrix QT ergeben sich zu
λi = −i · (λ+ µ) ∀i = 0, . . . ,m (3.207)
wobei für alle Eigenwerte λi dieser Matrix gilt
Re{λi} ≤ 0, (3.208)
was somit ein stabiles System zur Folge hat.
Aufgrund des Einfügens von zusätzlichen Neuronen wird die Konvergenzgeschwin-
digkeit des Einschwingverhaltens in (3.206) nicht verändert, da diese von dem kleins-
ten Realteil der Eigenwerte dominiert wird. Durch das Einfügen von zusätzlichen
Neuronen werden jedoch nur Eigenwerte mit größerem Realteil hinzugefügt, die
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sehr kurzzeitige Eﬀekte hervorrufen. Somit bleibt die Konvergenzgeschwindigkeit
erhalten, es ergibt sich für die Einschwingzeitkonstante
τ =
1
λ+ µ
. (3.209)
3.4 Zusammenfassung und Diskussion
In diesem Kapitel wurden die Robustheit und die Fehlertoleranz der radialen Ba-
sisfunktionen und des LCNNs untersucht. Für die Robustheit wurde eine mathe-
matische Formulierung gefunden, mit der sich die Auswirkungen von Rauschen in
den Eingängen und den Parametern auf den Ausgang bestimmen lassen. Die Ana-
lyse zeigte, dass künstliche neuronale Netze einen beliebigen Fehler im Ausgang
produzieren, solange nicht gewisse Einschränkungen bei der Wahl der Parameter
gemacht werden. Durch obere bzw. untere Schranken der Parameter eines Netzes
kann der Fehler im Ausgang aufgrund gestörter Eingänge und Parametervariatio-
nen abgeschätzt werden. Diese Abschätzung kann zudem als Maß für den Vergleich
zweier Netze hinsichtlich ihrer Rauscheigenschaften verwendet werden, wenn die-
se ähnliche Approximationseigenschaften besitzen. Diese können über die Vapnik-
Chervonenkis-Dimension (VC-Dimension) [Vap98] erfasst werden. Je nach Anwen-
dung können Aussagen über die Qualität eines neuronalen Netzes getroﬀen werden,
ob ein Netz mit vielen Neuronen und Parametern einem kleinen Netz überlegen
ist. Diese Aussage ist abhängig von Rauschleistung in den Eingängen bzw. in den
Parametern. Bei Kenntnis der Signalleistung im Ausgang kann so die garantierte
Auﬂösung eines neuronalen Netzes bestimmt werden, welche die Bewertung zweier
Netze hinsichtlich ihrer Rauscheigenschaften vornehmen kann. Allgemeine Aussagen
über die Kapazität des Netzes in Bezug zum Rauschverhalten lassen sich mit den
Ergebnissen dieses Kapitels erreichen, indem die VC-Dimension und die Robustheit
als Kostenfunktionen einer Mehrzieloptimierung verwendet werden.
Für die Fehlertoleranz wurde das Stuck-At-Fehlermodell verwendet und mit dessen
Hilfe die Auswirkungen eines Fehlers während der Berechnung auf den Ausgang
abgeschätzt. Hier ergeben sich analoge Ergebnisse wie bei der Robustheit des Net-
zes, so dass eine Toleranz gegenüber Fehlern nur für beschränkte Parameter des
Netzes gewährleistet werden kann. Weiter wurden die radialen Basisfunktionen mit
dem LCNN hinsichtlich der Zeit bis zum Auftreten eines Fehlers verglichen, wo-
bei aufgrund der kompakteren Bauform eine Aussage zugunsten eines RBF-Netzes
getroﬀen werden muss. Zudem wurde der sich einstellende Approximationsfehler
bei unzuverlässigen Recheneinheiten bestimmt sowie einfache Methoden zur dessen
Verringerung vorgestellt und miteinander verglichen. Diese Analyse ist ohne Ein-
schränkung auch für das LCNN gültig, wobei nur die entsprechenden Parameter
zur Beschreibung der Markov-Prozesse verwendet werden müssen. Die Methoden
zur Erhöhung der Redundanz lassen sich direkt in Hardware umsetzen. Es werden
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keine zusätzlichen Entwurfsschritte benötigt, und beide Verfahren lassen sich in die
Entwurfswerkzeuge integrieren. Mit Kenntnis der Randbedingungen der jeweiligen
Technologie ließe sich durch das Entwicklungswerkzeug das entsprechende Verfahren
automatisiert anwenden. So kann der Entwurf der Systeme für zukünftige Techno-
logien verbessert werden, indem der Entwurfsablauf bzw. die Entwurfswerkzeuge
leicht modiﬁziert würden.
Kapitel 4
Methodologie zur Fehlertoleranz und
Robustheit
In zukünftigen Technologien, besonders in der Nanotechnologie, müssen die einge-
setzten Architekturen fehlertolerant und robust sein [BRRN05]. Neuronale Netze
scheinen aufgrund ihrer verteilten Informationsverarbeitung eine geeignete Archi-
tektur für die Anforderungen der neuen Technologien. In diesem Kapitel sollen Me-
thoden vorgestellt werden, wie die Zuverlässigkeit neuronaler Netze erhöht werden
kann. Dabei wurden die Aspekte der Robustheit gegenüber Parameterschwankun-
gen und die Toleranz gegenüber einem Ausfall von Neuronen in Kapitel 3 näher
untersucht. Da hier nun von technischen Realisierungen der neuronalen Netze aus-
gegangen wird, ist theoretisch die Zuverlässigkeit gegeben (siehe Abschnitt 3.1, Ab-
schnitt 3.2 und 3.3). Basierend auf diesen Ergebnissen sollen durch erweiterte Ent-
wurfsverfahren die Eigenschaften der Netze bzgl. dieser Anforderungen verbessert
werden.
4.1 Erhöhen der Fehlertoleranz
Fehlertoleranz bezeichnet das Verhalten eines neuronalen Netzes gegenüber dem
Ausfall einzelner bzw.mehrerer Elemente. Dabei können zum einen die Neuronen
selbst ausfallen, indem sie fehlerhafte Werte bei der Berechnung liefern, und zum
anderen können die Verbindungen zwischen den Neuronen ausfallen oder den Wert
verändern. Eine Veränderung der Werte bei der Berechnung durch die Neuronen
bzw. bei der Übertragung mittels der Verbindungen kann als Parametervariation
oder Rauschen aufgefasst werden und wird in Abschnitt 4.2 näher untersucht.
Der Ausfall von Verbindungen bzw. von Neuronen kann mittels des Stuck-At-Fehler-
modells [Smi97] direkt beschrieben werden. Dabei bleibt der Wert einer Verbindung
oder einer Berechnung immer auf dem gleichen Wert bestehen. Bei einem Basis-
funktionsnetz entspricht der Wegfall einer Verbindung dem Ausfall eines Neurons
bzw. dem Fehlen eines Einganges. Somit kann dieser Fehler einem Neuron zuge-
ordnet werden. Im Gegensatz dazu kann dies bei einem MLP nicht vorgenommen
werden, da bei einem vollvermaschten Netz ein Ausfall eines Neurons alle seine
abgehenden Verbindungen betreﬀen würde, während der Ausfall einer einzelnen
88 Kapitel 4. Methodologie zur Fehlertoleranz und Robustheit
−10 −5 0 5 10
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
x
y
Abbildung 4.1: Approximation mittels zweier Basisfunktionen
Verbindung lokal begrenzt wäre. Im Folgenden sollen die radialen Basisfunktions-
netzwerke durch Ermittlung der Bedeutung von Neuronen in ihrer Fehlertoleranz
erhöht werden.
Beispiel. Wie schon bei der Approximation der si-Funktion in Abschnitt 3.2.1
gesehen, hängen die Auswirkungen eines Wegfalls von Neuronen von den jeweiligen
Gaußfunktionen mit ihren Parametern ab. In Abbildung 3.7 variierte der Fehler um
mehr als eine Größenordnung.
4.1.1 Bedeutung von Neuronen bei einem RBF
Die Methoden zur Erhöhung der Fehlertoleranz können für jedes Neuron angewen-
det werden, so dass bei einem Ausfall von diesem die Methoden greifen können.
Allerdings ist die Fläche bei Realisierungen von Systemen in Hardware begrenzt, so
dass die zusätzlichen Methoden Fläche benötigen und evtl. nicht für alle Neuronen
angewendet werden können. Um eine optimale Auswahl der Neuronen treﬀen zu
können, wird die Bedeutung von Neuronen eingeführt.
Abbildung 4.1 zeigt ein Beispiel für eine Approximation einer Funktion mittels
eines radialen Basisfunktionsnetzes mit zwei Neuronen. Wird angenommen, dass
beide Neuronen ausfallen können, so erkennt man, dass das rechte Neuron bei einem
Ausfall einen größeren Fehler als das linke Neuron produzieren wird. Dies liegt an der
von dem Neuron eingeschlossenen Fläche; je größer der Bereich unter der jeweiligen
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Aktivierungsfunktion des Neurons desto größer wird auch der resultierende Fehler
bei einem Ausfall sein.
Um die Bedeutung eines Neurons zu bestimmen, wird die Diﬀerenz zwischen der
Ausgangsfunktion des ursprünglichen Netzes fm(x) und des Netzes mit einem aus-
gefallenen Neuron fˆm(x) berechnet. Dazu wird dementsprechend das k-te Neuron
aus der Ausgangsfunktion entfernt, womit dann für fˆm(x) folgt
fˆm(x) =
k−1∑
i=1
αi exp
(
−
n∑
j=1
(xj − cij)2
2σ2ij
)
+
m∑
i=k+1
αi exp
(
−
n∑
j=1
(xj − cij)2
2σ2ij
)
(4.1)
=
k−1∑
i=1
αi exp
(
−‖x− ci‖
2
2σ2i
)
+
m∑
i=k+1
αi exp
(‖x− ci‖2
2σ2i
)
. (4.2)
Dabei wird in (4.1) ein verallgemeinertes RBF-Netz verwendet, wobei die Kovari-
anzmatrix Σi eine Diagonalmatrix mit den Elementen σ2ij darstellt. Für identische
Elemente auf der Hauptdiagonalen ergibt sich das bekannte RBF-Netz in (4.2).
Somit berechnet sich die Diﬀerenz zwischen beiden Funktionen zu
dq(fm,fˆm) = |fm − fˆm|q =
∣∣∣∣∣αk exp
(
−1
2
n∑
j=1
(xj − ckj)2
σ2kj
)∣∣∣∣∣
q
(4.3)
= |αk|q e
−
q‖x−ck‖
2
2σ2
k , (4.4)
wobei q die höheren Momente der Distanz bestimmt.
Allerdings hängt (4.3) immer noch von den aktuellen Eingangswerten ab. Jedoch
kann der Eingangsvektor x als ein Vektor von Zufallsvariablen beschrieben werden
X =


X1
X2
...
Xn

 , (4.5)
wobei Xi die Zufallsvariable des entsprechenden Einganges bezeichnet.
Für die Approximation einer Funktion mittels eines RBF-Netzes wird eine Menge
von Testvektoren d =
{(
xk,yk
) ∈ IRn × IR}M
k=1
, mit M der Anzahl von Testdaten,
bereitgestellt, die auf der Wahrscheinlichkeitsdichte pX(x) basieren. Somit kann auf
(4.3) der Erwartungswert angewendet und die Bedeutung eines Neurons deﬁniert
werden:
90 Kapitel 4. Methodologie zur Fehlertoleranz und Robustheit
Definition 6 (Bedeutung eines Neurons). Es seien y die ursprüngliche Netzfunk-
tion und yˆ die Funktion des Netzes, aus dem das Neuron k entfernt wurde. Weiter
bezeichne dq(y,yˆ) = |y − yˆ|q eine Metrik. Dann heißt
sk = E {dq(y,yˆ)} =
∫
X
dq(y,yˆ)pX(x)dx (4.6)
Bedeutung des Neurons k.
Für das RBF-Netz kann die Bedeutung sk jedes einzelnen Neurons angegeben wer-
den, falls Informationen über die interne Struktur vorhanden sind. So folgt für ein
verallgemeinertes RBF-Netz und für die Vereinfachung bei identischen Elementen
der Hauptdiagonalen
sk = E [d
q(y,yˆ)] =
∫
X
|αk|q exp
(
−q
2
n∑
j=1
(xj − ckj)2
σ2kj
)
pX(x)dx (4.7)
=
∫
X
|αk|q e
−
q‖x−ck‖
2
2σ2
k pX(x)dx. (4.8)
Die Bedeutung existiert dabei für jede beliebige Verteilung, da das Integral in (4.7)
bzw. (4.8) stets konvergiert. Für ein bestimmtes Integral im Intervall [a; b] ist die-
ses stets für eine stetige Funktion deﬁniert [Heu03]. Für unbestimmte Integrale
bei verschiedenen Verteilungen ergibt sich aufgrund des Majorantenkriteriums die
Konvergenz des Integrals [Heu03], da die Gaußfunktion durch Eins beschränkt ist.
Damit legt (4.8) den statistischen Beitrag eines Neurons auf den Ausgang des RBF-
Netzes fest [HSS05]. Der Parameter q bestimmt dabei die Gewichtung der Diﬀerenz
und bezeichnet somit die höheren Momente.
Ist nun die Wahrscheinlichkeitsdichte der Eingänge bekannt, kann die Bedeutung
jedes Neurons innerhalb des Netzes berechnet werden. Bei unbekannter Verteilung
der Eingänge können Schätzverfahren angewendet werden, so dass (4.8) bestimmt
werden kann [MH98].
Es soll nun beispielhaft für zwei wichtige Dichtefunktionen der Eingänge die Bedeu-
tung berechnet werden. Dabei wird davon ausgegangen, dass die Eingänge vonein-
ander stochastisch unabhängig sind, d.h. , es gilt
pX(x) =
n∏
i=1
pXi(xi). (4.9)
Damit kann die gemeinsame Dichtefunktion als Multiplikation der einzelnen Wahr-
scheinlichkeitsdichten dargestellt werden.
4.1 Erhöhen der Fehlertoleranz 91
Für den Fall einer verallgemeinerten Gaußfunktion, bei der sich keine Diagonalma-
trix für die Kovarianzmatrix ergibt, folgt für die Deﬁnition der Bedeutung über den
Erwartungswert
sk =
∫
X
|αk|q exp
(
−q
2
(x− ck)TΣ−1k (x− ck)
)
pX(x)dx. (4.10)
Zur Bestimmung der Bedeutung kann das Integral für bestimmte Spezialfälle und
Randbedingungen gelöst werden. Eine Vereinfachung kann vorgenommen werden,
welche die Eigenschaften der Niveaulinien bei einer Gaußfunktion ausnutzt. Diese
stellen einen Ellipsoid dar und die Halbachsen können zur Berechnung der Be-
deutung genutzt werden. Auf diese Vereinfachung wird in Abschnitt 4.1.2.1 näher
eingegangen.
4.1.1.1 Gleichverteilung der Eingänge
Bei einer Gleichverteilung der Eingänge und stochastischer Unabhängigkeit folgt
für die Wahrscheinlichkeitsdichte des Zufallsvariablenvektors X
pX(x) =
n∏
i=1
pXi(xi) =
n∏
i=1
{
1
bi
di − bi2 ≤ x ≤ di + bi2
0 sonst
, (4.11)
wobei bi die Breite der Gleichverteilung Xi und di den Erwartungswert jeder ein-
zelnen Zufallsvariablen bezeichnet.
Löst man (4.7) oder analog (4.8) für die Dichtefunktion aus (4.11), so erhält man
für die Bedeutung sk jedes einzelnen Neurons
sk =
∫
X
|αk|q exp
(
−q
2
n∑
j=1
(xj − ckj)2
σ2kj
)
n∏
i=1
pXi(xi)dx (4.12)
=
∫
X1
· · ·
∫
Xn
|αk|q exp
(
−q
2
n∑
j=1
(xj − ckj)2
σ2kj
)
n∏
i=1
pXi(xi)dx1 · · · dxn(4.13)
= |αk|q
∫
X1
· · ·
∫
Xn
n∏
i=1
e
−
q(xi−cki)
2
2σ2
ki pXi(xi)dx1 · · · dxn (4.14)
= |αk|q
( √
π√
2q
)n n∏
i=1
σki
bi
(
erf
(√
2q(bi − 2di + 2cki)
4σki
)
− erf
(√
2q(−bi − 2di + 2cki)
4σki
))
, (4.15)
wobei die Bedingung σki > 0 erfüllt sein muss, was aufgrund der positiven deﬁ-
niten Matrix Σk gewährleistet ist. Zusätzlich beschreibt erf(·) die Fehler-Funktion
[BSM05] und cki den Eintrag i des k-ten Zentrums.
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Wenn alle Wahrscheinlichkeitsdichten der einzelnen Zufallsvariablen Xi identische
Breiten bi und identische Erwartungswerte besitzen, kann (4.15) weiter vereinfacht
werden. Ebenso können bei identischen Elementen auf der Hauptdiagonalen der
Kovarianzmatrix Σk die einzelnen Varianzen vor das Produkt in (4.15) gezogen
werden.
Für eine vereinfachte Bestimmung der Bedeutung einer Basisfunktion nach (4.15)
kann die Integration über den gesamten reellen Eingangsraum (−∞;∞) durchge-
führt werden. Da die Eingänge als stochastisch unabhängig angenommen werden,
können die Integrale getrennt gelöst werden. Bei der Integration über den gesam-
ten Eingangsraum ist der Einﬂuss der Gaußfunktion aufgrund ihres exponentiellen
Abfallens für endliche Varianzen gering. Dieses Verhalten ist in Abbildung 4.2(a)
dargestellt. Mit dieser Vereinfachung ergibt sich für die Bedeutung der Neuronen
sk ≈
∫
IRn
|αk|q exp
(
−q
2
n∑
j=1
(xj − ckj)2
σ2kj
)
pX(x)dx (4.16)
= |αk|q
(√
2π√
q
)n n∏
i=1
σki
bi
, (4.17)
wobei weitere Vereinfachungen für den Fall identischer Elemente der Hauptdiago-
nalen vorgenommen werden können.
Wie man an (4.15) und (4.17) erkennen kann, verschwindet der Einﬂuss eines Neu-
rons nur für den Fall verschwindender Varianzen σk oder Gewichte αk. Die Diﬀe-
renz der beiden erf-Funktionen in (4.15) ist für alle Werte der Verteilungsfunktion
bzw. der Gewichte ungleich Null, da die beiden Argumente voneinander verschie-
den sind. Für den Fall von verschwindenden Gewichten und Varianzen würden die
entsprechenden Basisfunktionen für die Approximation nicht mehr genutzt, so dass
sich eine Bedeutung von Null nicht ergeben kann. Damit stellen die Maße nach
(4.15) und (4.17) eine sinnvolle Bestimmung des Einﬂusses der Neuronen auf den
Ausgang dar.
4.1.1.2 Normalverteilung der Eingänge
Sind die einzelnen Zufallsvariablen der Eingänge durch eine normalverteilte Wahr-
scheinlichkeitsdichte beschrieben, so folgt für die gemeinsame Dichtefunktion
pX(x) =
n∏
i=1
pXi(xi) =
n∏
i=1
1√
2πφi
e
−
(xi−µi)
2
2φ2
i , (4.18)
wobei φ2i die Varianz jeder einzelnen Zufallsvariablen beschreibt.
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Abbildung 4.2: Vereinfachte Bestimmung der Bedeutung einer Basisfunktion
Mit der gemeinsamen Dichtefunktion kann die Bedeutung für jede Basisfunktion
eines verallgemeinerten RBF-Netzes nach (4.7) berechnet werden zu
sk =
∫
X
|αk|q exp
(
−q
2
n∑
j=1
(xj − ckj)2
σ2kj
)
n∏
i=1
pXi(xi)dx (4.19)
= |αk|q
∫
X1
· · ·
∫
Xn
n∏
i=1
e
−
q(xi−cki)
2
2σ2
ki pXi(xi)dx1 · · · dxn (4.20)
= |αk|q
n∏
i=1
σki
e
−
q(µi−cki)
2
2(σ2ki+qφ2i )√
σ2ki + qφ
2
i
. (4.21)
In ähnlicher Weise wie zuvor bei der Gleichverteilung der Eingänge kann die Bestim-
mung der Bedeutung nach (4.21) vereinfacht werden. Die Daten sind zumeist über
einen großen Eingangsbereich verteilt, d.h. , die Wahrscheinlichkeitsdichte besitzt
eine große Varianz. Die Gaußfunktionen des RBF-Netzes überdecken dagegen nur
einen kleinen Teilbereich der Eingangsdaten, so dass σki ≪ φi gilt. So sind die Aus-
wirkungen der Basisfunktion außerhalb eines Bereiches nur noch gering, wie man in
Abbildung 4.2(b) erkennen kann. Sind weiterhin die Elemente der Hauptdiagonalen
identisch, d.h.σki = σk,∀ i = 1 . . . n, so vereinfacht sich (4.21) zu
sk ≈ |αk|q σnk
n∏
i=1
1
φi
√
q
e
−
(µi−cki)
2
2φ2
i . (4.22)
Weiter kann (4.22) ähnlich wie auch bei der Gleichverteilung der Eingänge ver-
einfacht werden, wenn alle Zufallsvariablen identische Dichtefunktionen besitzen
(µi = µ, φi = φ ∀i = 1 . . . n).
Ähnlich wie schon bei der Bedeutung eines Neurons bei der Gleichverteilung der
Eingänge kann diese auch bei einer Gaußverteilung nicht verschwinden. (4.21) und
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(4.22) zeigen, dass ebenfalls nur für verschwindende Gewichte bzw.Varianzen der
Einﬂuss eines Neurons auf den Ausgang verschwindet. Für diese Werte der Para-
meter werden die jeweiligen Basisfunktionen im Netz nicht genutzt.
4.1.1.3 Simulationsergebnisse
Zur simulativen Überprüfung der Bedeutung von Neuronen wird diese für verschie-
dene RBF-Netze bestimmt, wobei diese unterschiedliche Testfunktionen [HK04,
Ros60] approximieren. Für diese Aufgabe wurden eine Menge von Vektoren anhand
dieser Funktionen für das Lernen sowie eine Menge zum Testen der Netze erstellt.
Zum Lernen wurden insgesamt 1000 Lernvektoren {xi,yi} mit dim(x) = 2 und ana-
log 5000 Wertepaare zum Überprüfen der Resultate jeweils im Intervall xi ∈ [−5; 5]
erstellt. Als Lernverfahren wurde der in NETLAB [Nab02] eingesetzte Algorithmus
verwendet. Beim Trainieren der Netze wurde als Abbruchkriterium ein mittlerer
quadratischer Fehler kleiner 0,1 gewählt, wobei von einem kleinen Netz ausgegan-
gen wurde. Wurde dieses Kriterium nicht durch das aktuelle Netz erfüllt, so wurde
eine zusätzliche Gaußfunktion hinzugefügt. Nach dem Lernen wurde der auf die
Leistung des Ausganges normierte, mittlere quadratische Fehler (nmse) bzgl. dieser
beiden Mengen bestimmt. Zusätzlich wurde dieser Fehler bei einem Ausfall eines
Elementes bestimmt. Einmal wurde die Basisfunktion aus dem Netz entfernt, welche
nach (4.15) oder (4.21) den größten Einﬂuss besitzt. Weiter wurde die Basisfunktion
mit der geringsten Bedeutung entfernt sowie die Einﬂussreichste durch 10 exakte
Kopien ersetzt und deren Gewichte angepasst (vgl. Abschnitt 3.3.2), wobei eines
dieser Neuronen entfernt wurde.
Tabelle 4.1 zeigt die Auswirkungen des Ausfalls eines Neuron auf den normierten
mittleren quadratischen Fehler für die Testfunktionen bei beiden Dichtefunktionen.
Bei der Simulation wurde überprüft, ob die Bedeutung das Neuron mit dem größ-
ten Einﬂuss identiﬁziert. Dazu wurde jede einzelne Basisfunktion aus dem Netz
entfernt und der resultierende Fehler bestimmt. Es ergab sich für alle Testfälle eine
Übereinstimmung.
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Tabelle 4.1: Einstellende normierte, mittlere quadratische Fehler für verschiede-
ne RBF-Netzwerke und Testfunktionen
nmse
Ausfall
Funktion m Training Test max sk min sk mit Korrektur
Gleichverteilung
Griewank 13 0,1957 0,1985 4,80·108 1,96·106 3,97·106
12 0,2136 0,2187 2,97·108 1,53·106 2,45·106
10 0,2163 0,2261 1,04·109 1,14·107 8,60·106
Rosenbrock1 24 0,0000 0,0000 1,22·1011 4,15·107 1,01·109
24 0,0000 0,0000 7,93·1014 2,25·106 6,55·1012
23 0,0000 0,0000 2,13·1012 7,44·106 1,76·1010
Rechenberg 7 0,0002 0,0003 5,81·101 2,03·100 4,81·10−1
7 0,0002 0,0003 2,37·102 3,53·100 1,95·100
6 0,0003 0,0003 1,60·102 3,56·10−1 1,32·100
Schaﬀer 2 0,2910 0,2919 0,6241 0,3417 0,2938
2 0,2846 0,2878 0,4108 0,3600 0,2884
2 0,2895 0.2910 0,5534 0,3442 0,2925
Normalverteilung
Griewank 3 0,0435 0,0413 0,2187 0,1084 0,0426
3 0,0452 0,0426 0,1703 0,0946 0,0435
3 0,0436 0,0413 0,1515 0,1289 0,0421
Rosenbrock1 20 0,0000 0,0000 6,90·1012 9,17·106 5,70·1010
22 0,0000 0,0000 5,21·1013 1,03·108 4,31·1011
22 0,0000 0,0000 2,63·1014 9,61·107 2,17·1012
Rechenberg 6 0,0016 0,0019 1,88·103 3,83·101 1,55·1012
5 0,0017 0,0022 1,03·103 4,38·101 8,49·100
6 0,0029 0,0033 7,73·102 2,91·101 6,38·100
Schaﬀer 4 0,2115 0,2009 13,656 0,7602 0,2977
4 0,2218 0,2093 1,1543 0,3796 0,2204
4 0,2255 0,2141 0,9916 0,2686 0,2168
1 Aufgrund der hohen Ausgangsleistung der Rosenbrockfunktion ergeben sich sehr kleine nor-
mierte Fehler.
Wie man an der Tabelle 4.1 erkennen kann, können sehr große Fehler bei dem Aus-
fall eines Neurons entstehen, die unzulässig groß für die Aufgabe der Funktionsap-
proximation sind. Die am Ausgang auftretenden Fehler übersteigen die ursprüng-
lichen Approximationseigenschaften um mehrere Größenordnungen. Um diese zu
reduzieren, muss in das Netz Redundanz eingefügt werden, um so den Fehler bei
einem Ausfall zu reduzieren. Ein Trainieren eines großen Netzes ohne zusätzliche
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Randbedingungen für die Fehlertoleranz muss nicht zwangsläuﬁg zu einem fehler-
toleranten Netz führen. Bei einer großen Anzahl von Neuronen besteht die Gefahr,
dass bei der Approximation ein zu komplexes Modell angewendet wird und so eine
Überanpassung durch das Netz vorgenommen wird. Dies muss durch entsprechen-
de Randbedingungen vermieden werden, so dass mehrere Neuronen den gleichen
Eingangsraum überdecken und die Gewichte reduziert werden können.
Tabelle 4.1 zeigt, dass der mittlere quadratische Fehler bei zusätzlicher Fehlerkor-
rektur in einigen Fällen zwei Größenordnungen unter dem ursprünglichen Fehler
liegt. Allerdings kann dieses Verhalten nur für große absolute Werte der Bedeutung
eines Neurons beobachtet werden (vgl. die Ergebnisse der Schaﬀer-Funktion).
Dies beruht auf der Bestimmung des quadratischen Fehlers. Dieser berechnet sich
zu
mse =
1
M
M∑
i=1
(
fm(x
i)− yi)2 (4.23)
und falls das Neuron mit der maximalen Bedeutung ausfällt, dominiert dieser Term
den Fehler nach (4.23). Diese Dominanz ergibt sich nur für den Fall einer sehr hohen
Bedeutung des Neurons im Vergleich zu den anderen. Ist der Unterschied gering, so
ergibt sich nur eine kleine Verbesserung.
Wird das Neuron mit der höchsten Bedeutung durch mehrere Kopien ersetzt und
deren Ausgangsgewichte reduziert, verringert sich auch deren Einﬂuss auf den mitt-
leren quadratischen Fehler in (4.23). Fällt eine dieser Kopien aus, so dominiert dieses
Neuron den mittleren quadratischen Fehler. Da jedoch das Ausgangsgewicht um den
Faktor αˆ = α
N
reduziert wurde, sinkt der Fehler ∝ 1/N2 aufgrund des quadratischen
Fehlers nach (4.23). Dieser Eﬀekt reduziert sich, falls die Neuronen gleiche Werte
bei der Bedeutung annehmen und eine Dominanz eines Termes nicht vorhanden ist.
So ist die Dominanz eines einzelnen Terms nicht mehr gewährleistet, und der Abfall
fällt geringer aus.
Um die Berechnung der Bedeutung zu veriﬁzieren, wurde für die Testfunktionen der
entstehende relative Fehler zwischen der Bedeutung und dem Fehler bei einem Weg-
fall bestimmt. Da die Bedeutung als Erwartungswert des mittleren quadratischen
Fehlers bei dem Ausfall einer Basisfunktion deﬁniert wurde, sind dafür 50 neuronale
Netze für die verschiedenen Testfunktionen undWahrscheinlichkeitsverteilungen der
Eingänge trainiert worden. Die Anzahl von Basisfunktionen in den Netzen wurde
einer Gleichverteilung im Intervall [1; 100] entnommen. Nach dem Training ist dann
der Erwartungswert des relativen Fehlers zwischen der Bedeutung eines Neurons
und dem mittleren quadratischen Fehler bei dessen Wegfall bestimmt worden, wo-
bei die Bedeutung sowohl exakt als auch mit Hilfe der Näherungsformeln bestimmt
wurde.
Bei der vereinfachten Berechnung des Einﬂusses einer Basisfunktion wird sich ein
größerer relativer Fehler ergeben, da die Randbedingungen nicht immer eingehal-
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Tabelle 4.2: Fehler zwischen der Bedeutung eines Neurons und dem mittleren qua-
dratischen Fehler bei einem Ausfall
relativer Fehler
Funktion Verteilung se s E(V)
Rechenberg Normal 0,0016 6,4700 0,20
Gleich 0,0004 4,8404 0,22
Rosenbrock Normal 0,0019 8,3356 0,16
Gleich 0,0002 4,5173 0,28
Schwefels-Rochen Normal 0,0011 7,2981 0,08
Gleich 0,0005 4,5489 0,24
Schwefel Normal 0,0007 5,3259 0,34
Gleich 0,0021 4,5459 0,33
Griewank Normal 0,0008 7,4036 0,10
Gleich 0,0002 4,7400 0,31
Schaﬀer Normal 0,0006 10,0158 0,08
Gleich 0,0009 4,7281 0,22
ten werden. Für einen Einsatz dieser Technik zur Fehlerkorrektur ist jedoch die
Identiﬁkation der Basisfunktionen mit dem größten Einﬂuss wichtig und nicht unbe-
dingt der absolute Wert der Bedeutung. Zur Fehlerkorrektur ist z.B. ein zusätzlicher
Gleichanteil nicht von Relevanz. Dafür wird eine Zufallsvariable V eingeführt, die
den Wert 1 annimmt, wenn insgesamt die exakte Bestimmung der Bedeutung mit
der vereinfachten zu 30% in der oberen Reihenfolge übereinstimmt. Für diesen Fall
sind die Mengen, welche 30% aller Neuronen mit der jeweils größten Bedeutung
enthalten, für beide Berechnungsvorschriften gleich. Sind beide Mengen ungleich,
so wird der Zufallsvariablen V der Wert 0 zugewiesen.
Tabelle 4.2 zeigt den relativen Fehler für die Bestimmung der Bedeutung nach
(4.15) und (4.21) sowie (4.17) und (4.22). Es zeigt sich eine sehr gute Übereinstim-
mung zwischen dem tatsächlichen mittleren quadratischen Fehler und dem durch
die Bedeutung vorausgesagten Werten. Die Vereinfachungen führen zu sehr großen
relativen Fehlern. Auch sieht man, dass nur in wenigen Fällen die Mengen mit 30%
der Basisfunktionen mit maximaler Bedeutung übereinstimmen. Besonders für eine
Normalverteilung ergeben sich schlechtere Werte als bei einer Gleichverteilung der
Eingänge.
Die Vereinfachung bei einer Gleichverteilung bestand darin, die Integration zur Be-
stimmung des Erwartungswertes über den gesamten Eingangsraum durchzuführen.
Dies ist zulässig, wenn die Gaußfunktionen nur einen kleinen Bereich des Eingan-
ges abdecken und ihr Zentrum nicht am Randbereich der Wahrscheinlichkeitsdichte
liegt. Wie man in Abbildung 4.3 erkennen kann, ist die Bestimmung der Bedeutung
98 Kapitel 4. Methodologie zur Fehlertoleranz und Robustheit
Abbildung 4.3: Ursachen für die ungenaue Bestimmung der Bedeutung
desto ungenauer je weiter das Zentrum an dem Randbereich der Verteilung liegt.
Bei der vereinfachten Bestimmung ﬂießt der schraﬃerte Bereich mit in die Berech-
nung ein, wobei dieser jedoch keinen Einﬂuss besitzt und zu einem Fehler führt.
Da bei dem verwendeten NETLAB-Algorithmus die Lage der Zentren anhand der
Verteilung der Eingangsdaten gewählt wird, ergibt sich so eine Gleichverteilung der
Mittelpunkte über den Eingangsraum. Dadurch existieren an den Randbereichen
der Verteilungsdichte mehrere Basisfunktionen, deren Einﬂuss aufgrund der Verein-
fachung als zu groß eingeschätzt wird.
Bei einer Normalverteilung der Eingänge ergibt sich ein solches Problem nicht. Die
schlechteren Ergebnisse bei einer Normalverteilung resultieren aus zwei Faktoren.
Zuerst ist die Vereinfachung nur für den Fall σki ≪ φi gültig, d.h. für viel klei-
nere Varianzen der Basisfunktionen als bei der Wahrscheinlichkeitsverteilung der
Eingänge. Da beim Trainieren mit NETLAB die Varianzen aller Basisfunktionen
gleich dem maximalen Abstandsquadrat zweier Zentren gesetzt werden, ist diese
Bedingung nicht erfüllt. Hieraus resultiert somit ein Fehler, der gerade bei einer
kleinen Anzahl von Basisfunktionen verstärkt auftritt, da hier sehr große Varianzen
verwendet werden.
Der weitere Grund für die schlechteren Ergebnisse bei einer Normalverteilung ist
die unzureichende Repräsentation unter MATLAB. Bei der Erzeugung der Trai-
ningsvektoren basierend auf der Dichtefunktion werden diese Daten nur innerhalb
eines endlichen Bereiches erzeugt. Bei der Normalverteilung können jedoch Werte
aus dem gesamten Eingangsbereich angenommen werden, was zusätzlich mit in den
Fehler einﬂießt. Die erste Einschränkung dominiert jedoch den entstehenden Fehler
bei der vereinfachten Bestimmung der Bedeutung.
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Beispiel. Bei der Approximation der si-Funktion durch ein RBF-Netz und dem
Wegfall eines Neurons (siehe Abbildung 3.7) kann so die Bedeutung aller Neuronen
bestimmt und die Auswirkungen eines Wegfalls abgeschätzt werden. Dabei wird
durch die vorgestellte Methode (q = 2) genau das Neuron identiﬁziert, welches bei
einem Ausfall den maximalen, mittleren quadratischen Fehler liefert. Ebenfalls kann
die Gaußfunktion mit dem minimalen Kostenanstieg ermittelt werden.
4.1.2 Bedeutung der Neuronen beim LCNN
Im Abschnitt zuvor wurde die Bedeutung von Neuronen bei einem radialen Ba-
sisfunktionsnetzwerk betrachtet. In ähnlicher Weise lässt sich auch für das LCNN
eine Analyse hinsichtlich der Bedeutung der Neuronen durchführen. Wird inner-
halb eines LCNNs aus (2.21) die k-te lokale Funktion entfernt, so ergibt sich für
den gestörten Ausgang
yˆm(x) =
k−1∑
ν=1
ανL (W ν ,rν ,x) +
m∑
ν=k+1
ανL (W ν ,rν ,x) (4.24)
und damit für die Diﬀerenz der Ausgänge in ähnlicher Weise wie in (4.3)
dq(ym,yˆm) = |ym − yˆm|q = |αkL (W k,rk,x)|q (4.25)
= |αk|q L (W k,rk,x)q , (4.26)
wobei q die entsprechenden Momente bezeichnet.
Weiter hängt (4.25) auch wieder von den aktuellen Eingangswerten ab, und somit
kann wie zuvor mit der Wahrscheinlichkeitsdichte der Zufallsvariablen die Bedeu-
tung bestimmt werden
sk = E [d
q(ym,yˆm)] =
∫
X
|αk|q L (W k,rk,x)q pX(x)dx, (4.27)
wobei auch hier für (4.27) verschiedene Dichtefunktionen zugrunde gelegt werden
können. Das Integral konvergiert dabei mit der gleichen Begründung wie in Ab-
schnitt 4.1.1. Für Verteilungen mit Dichtefunktionen über einem abgeschlossenen
Intervall ergibt sich die Konvergenz des Integrals direkt, und für Dichtefunktionen,
die zu einem uneigentlichen Integral führen, folgt die Konvergenz mit dem Majoran-
tenkriterium. Allerdings lässt sich das Integral aus (4.27) nicht geschlossen lösen,
und man erhält keine geschlossenen Formeln wie bei einem RBF (siehe (4.15) oder
(4.21)).
Für den Fall einer Gleichverteilung der Eingänge lässt sich das Integral aus (4.27) je-
doch mit Hilfe der Monte-Carlo-Methode lösen, da hier über einen n-dimensionalen
Quader integriert werden muss. Bei einer hoch-dimensionalen Gaußverteilung ist
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dagegen die Lösung von (4.27) wesentlich komplexer, da in diesem Fall nicht über
ein endliches Intervall integriert werden kann. Bei einer eindimensionalen Gaußver-
teilung beﬁnden sich ca. 90% der Fläche unter der Gaußfunktion in dem Intervall
[−3σ; 3σ]. Dieser prozentuale Anteil sinkt jedoch stark mit Zunahme der Dimensi-
on der Verteilung [VF05]. Somit muss bei einer hoch-dimensionalen Verteilung über
den kompletten Raum IRn integriert werden, da sonst ein zusätzlicher, systemati-
scher Fehler entsteht.
Bei der Monte-Carlo-Methode kann das Integral∫
B
f(x)dx B ⊆ IRn (4.28)
durch ∫
B
f(x)dx = λs(B)E{f(X )} (4.29)
berechnet werden [Sch98a], wobei λs(B) das Lebesgue-Maß der abgeschlossenen
Menge B bezeichnet. Für einen Hyperquader, xi ∈ [ai; bi], gilt dabei
λs(B) =
n∏
i=1
(bi − ai). (4.30)
Im Falle eines mehrdimensionalen Quaders ließe sich das Integral aus (4.28) nach
dem Satz von Fubini mit Hilfe von eindimensionalen Verfahren lösen, z.B. der
Trapez- und der Simpson-Regel. Allerdings ist bei der Monte-Carlo-Methode die
Fehlerschranke bei der Approximation des Integrals nicht von der Dimension ab-
hängig, so dass diese Methode den anderen Verfahren überlegen ist [Sch98a]. Im
Folgenden wird für die Lösung von (4.27) eine Monte-Carlo-Methode unter MAT-
LAB verwendet.
Für die Bedeutung einer lokalen Funktion im LCNN ergibt sich aus (4.27) und
(4.29) bei einer Gleichverteilung
sk =
∫
X
|αk|q L (W k,rk,x)q pX(x)dx (4.31)
=
∫
X
|αk|q L (W k,rk,x)q
n∏
i=1
1
bi − aidx (4.32)
= E
{
|αk|q L (W k,rk,x)q
}
. (4.33)
4.1.2.1 Bedeutung in Bezug zum RBF
Das LCNN wurde entworfen, um dem Fluch der Dimensionalität [Hay99, VF05] im
Vergleich zu einem RBF-Netz zu begegnen [GS93, GS92]. Dabei ist das Ziel einer lo-
kalen Funktion, eine verallgemeinerte Gaußfunktion zu approximieren. In Abschnitt
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4.1.1 konnte die Bedeutung jeder Basisfunktion mit Hilfe einer geschlossenen For-
mel bestimmt werden, was im Vergleich zur Anwendung numerischer Verfahren den
Einsatz zur Laufzeit vereinfacht.
Mit Hilfe der engen Beziehung zwischen einem verallgemeinerten RBF-Netz aus
(2.31) und einem LCNN ist es möglich, die Parameter eines LCNNs in die ent-
sprechenden Variablen des Basisfunktionsnetzes umzuwandeln. Das LCNN versucht
mittels der Überlagerung mehrerer Sigmoide, die Gaußfunktion zu approximieren.
Als Parameter einer lokalen Funktion werden dafür die GewichtsmatrixW , das Zen-
trum r und ein Ausgangsgewicht α benötigt (vgl. Abschnitt 2.2.2). Für eine analoge
Gaußfunktion können das Zentrum und das Ausgangsgewicht sofort zur Berechnung
der Bedeutung herangezogen werden. Für die räumliche Ausdehnung des LCNNs
ist die Gewichtsmatrix verantwortlich, die eine Normierung der einzelnen Eingänge
wie bei einem verallgemeinerten RBF-Netz vornimmt. Zur Bestimmung der Varianz
der analogen Gaußfunktion kann diese Beziehung genutzt werden.
Nach (2.29) gilt für die Inverse der Kovarianzmatrix einer verallgemeinerten Gauß-
funktion
1
2
Σ
−1 = CTC =W TW , (4.34)
da die GewichtsmatrixW bei einem LCNN die Normierung der Eingänge vornimmt.
Für den Fall einer Diagonalmatrix lassen sich die Varianzen zur Berechnung der
Bedeutung direkt aus der Matrix entnehmen.
Im Allgemeinen entsteht bei der Normierung aber keine Diagonalmatrix, da eine
Normierung hinsichtlich der kartesischen Koordinaten nicht immer sinnvoll ist. So
entsteht ein gedrehter Hyperellipsoid [KK00], dessen Längen der Halbachsen für die
Standardabweichungen σki verwendet werden können. Unter der Annahme, dass ei-
ne Rotation um die Symmetrieachse einer Gaußfunktion sich nur gering auf die
Bedeutung auswirkt, können die Quadrate der Halbachsen als Varianz für die ana-
loge Gaußfunktion verwendet werden. Eine Rotation einer Gaußfunktion um dessen
Symmetrieachse besitzt z.B. nur dann geringe Auswirkungen, wenn die Halbachsen
ungefähr gleich lang sind, oder die Wahrscheinlichkeitsdichte in Richtung der Halb-
achsen annähernd die gleichen Parameter wie in Richtung der Eingänge besitzt.
Dies ergibt sich für z.B. kleine Drehwinkel.
Für die Länge der Halbachsen gilt [KK00]
σki =
1
2
√
λi
‖vi‖2. (4.35)
In (4.35) bezeichnet σki die Standardabweichung einer verallgemeinerten Gaußfunk-
tion mit einer Diagonalmatrix als Kovarianzmatrix. Für die Berechnung werden die
Eigenwerte λi und die dazugehörigen Eigenvektoren vi der MatrixW TW benötigt.
Für eine lokal begrenzte Funktion muss somit die MatrixW TW positiv deﬁnit sein,
was in analoger Weise auch für ein verallgemeinertes RBF-Netz zur Bestimmung
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der Inversen gilt. Da jede positiv deﬁnite Matrix invertierbar ist, folgt hieraus direkt
rang(W TW ) = n. Dies heißt für die Ridge-Funktion, welche die lokalen Funktionen
bilden, dass diese nicht die gleiche Richtung im Raum besitzen dürfen.
4.1.2.2 Simulationsergebnisse
Für das Testen der Bedeutung für ein LCNN werden die gleichen Test- und Rand-
bedingungen sowie Approximationsfunktionen wie zuvor bei einem RBF-Netz in
Abschnitt 4.1.1 verwendet. Zum Trainieren des LCNNs wird die Software ELSY
[MS03] verwendet. Hier wird der Backpropagation-Algorithmus genutzt, wobei als
Abbruchkriterium ein minimaler, summierter quadratischer Fehler von 10−3 oder
eine maximale Anzahl von 1000 Epochen gewählt wurde. Im Anschluss an das Trai-
ning wird die Bedeutung der lokalen Funktionen des LCNNs einmal exakt über
die Integration und über den Zusammenhang zu einem RBF-Netz bestimmt, wo-
bei q = 2 gewählt wird. Für die Bedeutung einer lokalen Funktion wird somit die
euklidische Distanz deﬁniert.
Zur numerischen Lösung des Integrals aus (4.27) wird die Monte-Carlo-Integration
für eine Gleich- und eine Normalverteilung der Eingänge verwendet. Bei den gleich-
verteilten Eingängen ergibt sich so kein systematischer Fehler, wobei jedoch bei
einer Gaußverteilung die Integration über den gesamten Eingangsraum durchge-
führt werden muss. Die numerische Auswertung des Integrals erfolgt im Intervall
[µ−3φ,µ+3φ], was einen systematischen Fehler zur Folge hat. Solange die jeweilige
lokale Funktion außerhalb dieses Bereiches sehr kleine Funktionswerte annimmt,
kann dieser Fehler klein gehalten werden. Die genäherte Berechnung der Bedeutung
einer lokalen Funktion wird mit den exakten Formeln für die jeweilige Verteilung aus
Abschnitt 4.1.1 bestimmt, wobei die Halbachsen des Hyperellipsoids für die Varianz
verwendet werden. Das weitere Vorgehen entspricht dem Verfahren aus Abschnitt
4.1.1.
Tabelle 4.3 zeigt die Ergebnisse für den auf die Ausgangsleistung des Netzes normier-
ten mittleren quadratischen Fehler aus den Simulationen. Neben dem resultierenden
Fehler für den Ausfall des Neurons mit der höchsten oder kleinsten Bedeutung wird
in der letzten Spalte angezeigt, ob die exakte Bestimmung des Einﬂusses mit der
genäherten übereinstimmt. Wenn insgesamt 50% der lokalen Funktionen bei beiden
Methoden identisch sind, wird dies als korrekt (’1’) angezeigt.
Ähnlich wie bei einem RBF-Netz zeigt sich, dass mit Hilfe der Bedeutung die lokale
Funktion gefunden werden kann, die bei einem Ausfall den größten Fehler erzeugt.
Bezüglich des minimalen Fehlers ist die Identiﬁkation derjenigen lokalen Funktion
aufgrund der numerischen Integration schwieriger als bei einem RBF-Netz. Bei klei-
nen und ähnlichen Werten der Bedeutung kann der Fehler aufgrund der numerischen
Integration die Reihenfolge verschieben. Wie man der Tabelle jedoch entnehmen
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Tabelle 4.3: Normierter mittlerer quadratischer Fehler für verschiedene Testfunk-
tionen beim LCNN
nmse nmse bei Ausfall
Funktion m Training Test max(sk) min(sk) Bedeutung
Gleichverteilung
Griewank 11 0,0012 0,0012 0,8601 0,0041 1
12 0,0005 0,0006 0,3659 0,0008 1
Rosenbrock 23 0,0005 0,0057 0,2071 0,0057 0
22 0,0004 0,0007 0,2643 0,0007 1
Rechenberg 7 0,0010 0,0010 0,1341 0,0103 1
8 0,0012 0,0013 0,1646 0,0166 0
Schaﬀer 5 0,2582 0,2711 1,6128 0,2711 1
6 0,1210 0,1376 0,3746 0,2131 1
Normalverteilung
Griewank 6 0,0004 0,0018 0,4408 0,0018 1
5 0,0026 0,0026 0,5730 0,0026 0
Rosenbrock 22 0,0005 0,0402 0,1911 0,0413 0
23 0,0003 0,0258 0,0938 0,0258 1
Rechenberg 7 0,0030 0,0060 0,2270 0,0237 0
8 0,0020 0,0093 0,2124 0,0056 0
Schaﬀer 6 0,0085 0,0100 0,2024 0,0128 1
5 0,0258 0,0282 0,2945 0,0343 1
kann, ist der Unterschied zwischen dem Fehler bei dem Wegfall des bedeutsamsten
Neurons gegenüber dem Geringsten sehr groß.
Bei einem Ausfall einer lokalen Funktion entsteht ein Fehler, der die Approximati-
onseigenschaften des Netzes erheblich verschlechtert. Die zu Beginn des Trainings
gewünschten Merkmale für die Approximation, z.B. der mittlere quadratische Feh-
ler, steigen bei einem Ausfall im ungünstigsten Fall um zwei Größenordnungen an.
Auch bei dem Wegfall der lokalen Funktion mit dem geringsten Einﬂuss verschlech-
tert sich die Funktionalität des Netzes. Da bei den hier betrachteten Netzen die
Anzahl von lokalen Funktionen annähernd minimal ist, ergibt sich für diese beiden
Fälle eine Verschlechterung der Eigenschaften. So kann an dem absoluten Wert der
Bedeutung die Fehlertoleranz bzw. die Komplexität des Netzes abgelesen werden.
Bei sehr großen Werten entstehen hohe Fehler bei einem Ausfall, so dass sich für
besonders tolerante Netze möglichst geringe Ausprägungen ergeben sollten.
Ebenso wurde wie bei den RBF-Netzen die Diﬀerenz zwischen der Bedeutung (er-
warteter mittlerer quadratischer Fehler) und dem Fehler beim Wegfall einer lokalen
Funktion (realer mittlerer quadratischer Fehler) bestimmt. Hier ergibt sich eine gute
Übereinstimmung des erwartenden Wertes mit dem Ermittelten für die Gleichver-
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teilung der Eingänge. Bei der Normalverteilung ergibt sich eine größere Diﬀerenz,
da die numerische Integration nur über einen endlichen Bereich ausgeführt wird.
Die genäherte Bestimmung des Einﬂusses der lokalen Funktionen über den Zusam-
menhang zu einem verallgemeinerten RBF-Netz kann zur Verbesserung der Fehler-
toleranz herangezogen werden. Zwar ergeben sich bei der genäherten Berechnung
Fehler in der Reihenfolge, welche aber bei einer geringen Anzahl an lokalen Funk-
tionen und einem hohen Schwellenwert (50%) besonders anfällig hierfür ist. Weiter
muss diese Reihenfolge des Einﬂusses aufgrund der numerischen Integration nicht
exakt sein, da diese bei einer hohen Anzahl von gleichgroßen Werten sich ändern
kann. Des Weiteren liefert die ELSY-Software ein LCNN, in welchem die MatrixW
eine beliebige Form hat, und so keine Diagonalmatrix fürW TW vorliegen muss. So
entsteht durch die Verwendung eines gedrehten Hyperellipsoids ein systematischer
Fehler, da die Hauptachsen eine neue Basis des Vektorraumes bilden, die Längen der
Halbachsen jedoch bzgl. der alten Basis verwendet wurden. Exakterweise muss die
Wahrscheinlichkeitsdichte entlang der Halbachsen bestimmt werden und hierüber
die Integration durchgeführt werden.
Für eine Fehlerkorrektur ist jedoch die Identiﬁkation der größten Bedeutung wich-
tig, was durch das genäherte Verfahren erreicht werden kann. Dieses Vorgehen kann
bei ähnlich großen Werten nicht korrekt funktionieren, wobei die Auswirkungen
für die Betrachtung der Fehlertoleranz gering sind, da beide lokale Funktionen bei
einem Wegfall die Approximationseigenschaften des Netzes deutlich herabsetzen.
Zur Verbesserung der Fehlertoleranz kann in analoger Weise wie bei einem RBF-
Netz vorgegangen werden. So kann die lokale Funktion durch exakte Kopien ersetzt
werden (siehe Abschnitt 3.3), wobei die Ausgangsgewichte der lokalen Funktionen
angepasst werden oder die NMR-Technik angewendet wird. Die Ergebnisse in Kapi-
tel 3.3 sind unabhängig von der Art des Netzes bestimmt worden und so auch für die
lokalen Funktionen des LCNNs gültig. Es können sich für diese jedoch andere Aus-
fallraten ergeben, die in Abhängigkeit der Architektur bestimmt werden müssen.
Mit dieser zusätzlichen Redundanz des Netzes kann die Fehlertoleranz verbessert
werden.
4.1.3 Kontrolle der Modellkomplexität
Für die neuronalen Netze ist die Kontrolle ihrer Modellkomplexität von besonderer
Bedeutung [Moo91]. Durch eine geringe Komplexität kann das Training vereinfacht
werden, da die Konvergenzgeschwindigkeit erhöht und die Gefahr durch lokale Mi-
nima reduziert werden kann [Hay99, Bis95b]. Diese Kontrolle über die Komplexität
kann auf verschiedenen Ebenen des neuronalen Netzes vorgenommen werden. Zum
einen kann die Dimension des Eingangesvektors reduziert werden, so dass das Lern-
verfahren innerhalb eines in der Dimension reduzierten Eingangsraumes arbeitet.
Dies vereinfacht besonders das Lernverfahren und kann sich positiv auf die Konver-
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genzeigenschaften des Verfahrens auswirken. Zum anderen kann durch die Anzahl
der überlagerten Funktionen in der verborgenen Ebene die Komplexität des Modells
gesteuert werden. Hier ist eine automatisierte Vorgehensweise wünschenswert, da
sich besonders bei der Wahl dieser beiden Parameter große Schwierigkeiten ergeben
[Hay99].
Die Zusammenhänge zwischen der Anzahl von Neuronen (Funktionen) und den
Eigenschaften des Netzes sind mathematisch komplex und teilweise können An-
gaben über eine notwendige Anzahl nur für Spezialfälle getroﬀen werden [Bis95b,
Vap98, K ‌ur92]. Dabei können keine exakten mathematischen Aussagen über den Zu-
sammenhang der Approximationsgenauigkeit und der Generalisierungseigenschaft
hinsichtlich der Anzahl von Parametern gemacht werden. Zur Bestimmung einer ge-
eigneten Modellkomplexität werden beim Trainieren verschiedene Vorgehensweisen
verwendet. So kann von einem kleinen Netz ausgegangen werden und die Anzahl
von Funktionen sukzessiv erhöht werden, bis die gewünschten Eigenschaften erfüllt
sind. Andererseits kann ein großes Netz stetig in seiner Komplexität verringert wer-
den, um schließlich die erforderliche Genauigkeit zu erreichen. Für beide Verfahren
ergeben sich Vor- und Nachteile [Bis95b, Hay99]. Weiter existieren Lernverfahren,
welche die Komplexität des Modells während des Trainings z.B. durch einen evolu-
tionären Anteil [GRO+03] mit berücksichtigen oder Heuristiken verwenden [MU91].
Durch die in Abschnitt 4.1.1 und 4.1.2 eingeführten Verfahren ist es möglich, die An-
zahl von versteckten Elementen für das RBF und das LCNN zu reduzieren, und so
einen Kompromiss zwischen Approximations- und Generalisierungseigenschaft her-
zustellen. Hier kann die auf den maximalen Wert normierte Bedeutung verwendet
werden, um die Komplexität des Modells zu verringern. So können z.B. alle Neuro-
nen aus dem Netz entfernt werden, deren Einﬂuss einen deﬁnierten Schwellenwert
nicht überschreitet.
Zur Veranschaulichung des Verfahrens wurden verschiedene Simulationen durchge-
führt. Um zu zeigen, dass die in dieser Arbeit eingeführte Bedeutung die Komplexi-
tät des Netzes verringern kann und sich dies positiv auf die Eigenschaften auswirkt,
wurde zunächst für die Testfunktionen aus dem vorherigen Abschnitt ein Netz trai-
niert. Dafür wurde das Training aus dem vorherigen Abschnitt mit den gleichen
Randbedingungen verwendet. Insgesamt wurden für jede Testfunktion 50 verschie-
dene Netze gebildet. Anschließend wurde die Bedeutung der Neuronen bestimmt,
bzgl. ihres Maximums normiert, und alle Neuronen, deren normierte Bedeutung un-
terhalb von 0,1 lag, wurden aus dem Netz entfernt. Dieses neue Netz wurde erneut
trainiert, und der Approximationsfehler wurde für das neue Netz bestimmt.
In einem Hypothesentest [Pap01] ist aus diesen Daten die Hypothese getestet wor-
den, dass sich mit dieser reduzierten Zahl ein kleinerer mittlerer quadratischer Fehler
bzgl. der Testdaten ergibt. Als Null-Hypothese wurde dabei
H0 : E (mseoriginal) ≤ E (msereduziert) (4.36)
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Tabelle 4.4: Ergebnisse des Hypothesentests für zwei RBF-Netze bei Reduktion
der Komplexität
Funktion Verteilung Null-Hypothese p
Rechenberg Gleichverteilung zurückweisen <0,01%
Normalverteilung zurückweisen <0,01%
Rosenbrock Gleichverteilung zurückweisen <0,01%
Normalverteilung zurückweisen <0,01%
Schwefels-Rochen Gleichverteilung zurückweisen <0,01%
Normalverteilung zurückweisen <0,01%
Schwefelfunktion Gleichverteilung zurückweisen <0,01%
Normalverteilung zurückweisen <0,01%
Griewank Gleichverteilung zurückweisen <0,01%
Normalverteilung zurückweisen <0,01%
Schaﬀer Gleichverteilung zurückweisen <0,01%
Normalverteilung akzeptieren 5,49%
aufgestellt und als Signiﬁkanzniveau 2% gewählt.
Tabelle 4.4 zeigt die Ergebnisse des Hypothesentests. Dargestellt sind die Ergeb-
nisse für die verschiedenen Testfunktionen mit den Wahrscheinlichkeitsverteilungen
und das Signiﬁkanzniveau. Man erkennt, dass die eingeführte Bedeutung der Neuro-
nen zur Reduktion der Modellkomplexität verwendet werden kann. Mit verkleiner-
ten Netzen ergeben sich zudem kleinere Approximationsfehler in den Testvektoren.
Einzig bei der Schaﬀer-Funktion bewirkt eine geringere Anzahl von Basisfunktionen
keine besseren Eigenschaften des Netzes. Der Grund hierfür ist, dass hier bereits
ein kleines Netz verwendet wird. Bei einem minimalen Netz kann eine Verringerung
der Basisfunktionen keine Verbesserungen der Approximation erreichen. Da bei der
Schaﬀer-Funktion sehr wenige Basisfunktionen ausreichend sind, kann hier keine
Verbesserung erreicht werden, und die Null-Hypothese muss akzeptiert werden.
Abbildung 4.4 zeigt die Häuﬁgkeitsverteilung, den Boxplot, der resultierenden Netz-
größe für die Testfunktionen aus Tabelle 4.4. Die Reihenfolge in der Abbildung ent-
spricht der Ordnung innerhalb der Tabelle. Es lässt sich erkennen, dass dieses Vorge-
hen zu wesentlich kleineren Netzen führt, und der Hypothesentest zeigt zudem, dass
diese Netze bessere Approximationseigenschaften besitzen. Die statistische Auswer-
tung für die Schaﬀer-Funktion in Abbildung 4.4 zeigt die Auswirkungen bei einem
minimalen Netz. Die Verringerung der Komplexität durch die Bedeutung ist nur
bedingt möglich, da alle Basisfunktionen essentiell zum Ausgang beitragen. So kön-
nen keine Funktionen aus dem Netz entfernt werden, wie man an der Verteilung in
Abbildung 4.4 erkennen kann.
Bisher wurden die Ergebnisse für die radialen Basisfunktionen betrachtet. In Tabelle
4.5 sind die Ergebnisse für das LCNN dargestellt. Für gleichverteilte Eingänge sind
die Parameter verschieden großer Netze auf Grundlage der gleichen Voraussetzungen
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Abbildung 4.4: Relative Größe des Netzes für die Testfunktionen
aus Abschnitt 4.1.2 bestimmt worden. Im Anschluss daran ist auch hier die Anzahl
der Neuronen mit einer relativen Bedeutung größer als 10% mit Hilfe der exakten
Methode und der Näherung sowie der Mittelwert der Bedeutung aller Neuronen
bestimmt worden.
Die ermittelten Netze zeigen bedingt die Eigenschaft eines überangepassten Netzes.
Bei der Schwefel-Funktion und einem LCNN mit insgesamt 20 lokalen Funktionen
steigt der mittlere quadratische Fehler im Ausgang um den Faktor 10 an, so dass in
diesem Fall ein zu komplexes Modell gewählt wurde, und die Parameter in einem
lokalen Minimum hängen bleiben. Für die anderen Testfälle liegt der Anstieg des
Fehlers bei einem Faktor von 2-5. Diese Erhöhung gegenüber der Testmenge fällt
deutlich stärker aus als bei den minimalen Netzen aus Tabelle 4.3, und da bei beiden
Experimenten die gleichen Bedingungen verwendet wurden, liegt ein zu komplexes
Modell vor.
Wie Tabelle 4.5 zeigt, stimmt die ermittelte Anzahl von lokalen Funktionen für
die exakte Methode und dessen Näherung gut überein. Die Abweichungen bei der
Rechenberg-Funktion basieren auf dem Fehler, der aufgrund der Drehung der Hy-
perellipsoide entsteht. Diese Anzahl von lokalen Funktionen kann für ein erneutes
Training verwendet werden, wobei die Eigenschaften des Netzes mit dem Vorherigen
verglichen werden können. So kann die Komplexität des Netzes reduziert werden.
Direkt aus der Anzahl von Neuronen auf eine geeignete Komplexität zu schließen
ist nur bedingt möglich, da bei der Deﬁnition der Bedeutung diese hinsichtlich der
lokalen Funktionen selbst festgelegt wurde. Dies ist mit dem Ziel der Erhöhung der
Fehlertoleranz durchgeführt worden, so dass diese Deﬁnition keine Aussagen über
die Approximationseigenschaften des Netzes enthält.
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Tabelle 4.5: Reduzierung der Modellkomplexität mit Hilfe der Bedeutung bei ei-
nem LCNN
nmse Bedeutung
Funktion m Training Test exakt vereinfacht E{s}
Griewank 10 0,0005 0,0006 4 4 0,0310
20 0,0002 0,0009 3 4 0,0164
30 0,0001 0,0002 3 4 0,0101
40 0,0001 0,0003 5 5 0,0078
Schwefel 10 0,0005 0,0006 4 4 1,0543
20 0,0001 0,0016 4 4 0,6343
30 0,0002 0,0006 12 12 0,2865
40 0,0002 0,0009 11 12 0,1926
Rechenberg 10 0,0008 0,0010 8 4 29,3992
20 0,0005 0,0009 12 7 10,9471
30 0,0005 0,0010 9 5 8,0648
40 0,0004 0,0013 18 19 5,5930
Wie man der Tabelle 4.5 weiter entnehmen kann, sinkt der Erwartungswert der
Bedeutung mit zunehmender Anzahl von Neuronen ab. Dies ist ein Hinweis darauf,
dass mit zunehmender Anzahl von lokalen Funktionen das LCNN in seiner Zuverläs-
sigkeit erhöht wird, falls der Ausfall der lokalen Funktionen als gleichwahrscheinlich
angenommen werden kann. Somit ermöglicht der Backpropagation-Algorithmus eine
Verbesserung der Fehlertoleranz des LCNNs, obwohl hierfür keine speziellen Vor-
kehrungen innerhalb des Verfahrens getroﬀen werden. Mit der Wahl eines größeren
Netzes können nicht nur die Approximationseigenschaften verbessert werden, son-
dern auch die Fehlertoleranz. Der Nachteil allerdings gegenüber dem Einfügen von
exakten Kopien aus Abschnitt 3.3.2 besteht in der Gefahr eines überangepassten
Modells und dem Finden von lokalen Minima durch das Backpropagation-Verfahren.
Allerdings verschlechtern sich die Generalisierungseigenschaften des LCNNs nach
Tabelle 4.5 nur minimal. Die exakten Kopien vermeiden eine zu hohe Komplexität
auf jeden Fall, erreichen jedoch keine verbesserten Eigenschaften im Approximati-
onsfehler.
Zur Bestimmung der Fehlertoleranz war es ausreichend, die Bedeutung einzelner
Funktionen in Bezug auf die Übertragungsfunktion des Netzes festzulegen (siehe
Abschnitt 4.1.1). Für die Modellkomplexität ist es dagegen sinnvoll, diese hinsicht-
lich der approximierenden Funktion auszulegen, um so anhand der Parameter des
Netzes erkennen zu können, ob ein überangepasstes Modell vorliegt. Diese Deﬁniti-
on der Bedeutung kann dies für den Extremfall leisten. Hier werden jeder einzelne
Trainingspunkt oder sehr viele durch eine einzelne Basisfunktion beschrieben, so
dass die Zentren des Netzes den Eingangsvektoren xi entsprechen und die Aus-
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gangsgewichte der jeweiligen Ausgabe yi. Die Gaußfunktionen sind sehr schmal und
überdecken somit nur einen sehr kleinen Teil des Eingangsraumes. Dadurch ergibt
sich eine große Menge von unbedeutenden Neuronen (normiert auf den maximalen
Wert), was somit ein überangepasstes Modell anzeigt.
Zur Reduktion der Modellkomplexität kann die Ähnlichkeit zweier Basisfunktionen
verwendet werden. Die Gaußfunktionen eines RBF-Netzes reagieren unterschiedlich
auf die Eingangsvektoren. Je mehr sich diese Reaktionen auf die Eingaben ähneln,
desto redundanter sind beide Basisfunktionen. Ergibt sich eine hohe Übereinstim-
mung, so kann eine Basisfunktion aus dem Netz entfernt oder die beiden Funktionen
durch eine Neue ersetzt werden. In beiden Fällen ergibt sich eine Verringerung der
Anzahl von Funktionen im Netz und dadurch eine Reduzierung der Komplexität. So
ist das Vorgehen komplementär zu dem Erhöhen der Fehlertoleranz durch Einfügen
von Redundanz.
Die Ähnlichkeit zweier Basisfunktionen kann durch die Kreuzkorrelation der bei-
den Funktionen [Kam04] ausgedrückt werden. Für diese und somit auch für die
Ähnlichkeit zweier Funktionen gilt
ρij =
E {gi(x) · gj(x)}√
E {g2i (x)} · E
{
g2j (x)
} , (4.37)
wobei gi(x) die jeweilige Gaußfunktion des RBF-Netzes bezeichnet.
Wird (4.37) für die Gaußfunktionen ausgewertet, so ergibt sich für das Ähnlich-
keitsmaß zweier Gaußfunktionen
ρij =
sign (αi) sign (αj)
√
2σiσj e
−
‖ci−cj‖
2
2(σ2
i
+σ2
j
)√
σ2i + σ
2
j
, (4.38)
wobei sign(·) die Signum-Funktion darstellt.
Der Korrelationskoeﬃzient aus (4.38) kann nun dazu verwendet, die Komplexität
des RBF-Netzes zu reduzieren, indem Basisfunktionen aus dem Netz entfernt wer-
den, deren Ähnlichkeit einen Schwellenwert übersteigt.
Diese beiden Basisfunktionen werden durch eine einzige Gaußfunktion mit einem
verschobenen Zentrum und einer veränderten Varianz ersetzt. Für das neue Zentrum
wird der Schwerpunkt des Volumens der Funktion verwendet, welche durch eine
Überlagerung der beiden Funktionen beschrieben wird. Für den neuen Mittelpunkt
ergibt sich
m =
1
αiσni + αjσ
n
j
(
αiσ
n
i ci + αjσ
n
j cj
)
. (4.39)
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Die Bestimmung des Schwerpunktes des Volumens als neuen Mittelpunkt der neuen
Gaußfunktion nach (4.39) ist nur für den Fall
sign (αi) = sign (αj) (4.40)
gültig, da sich hier das neue Zentrum gewichtet gegenüber den alten Mittelpunk-
ten berechnet. Daraus folgt, dass der Korrelationskoeﬃzient aus (4.38) positiv ist.
Für gegensätzliche Vorzeichen kann das neue Zentrum weit von den ursprünglichen
Mittelpunkten entfernt liegen. Um dies zu vermeiden, werden bei den folgenden
Analysen zwei Vorgehen unterschieden. Bei der ersten Variante werden nur Basis-
funktionen betrachtet, deren positive Korrelationskoeﬃzienten einen Schwellenwert
übersteigen. Hier wird zwischen einem positiven und einem negativen Korrelati-
onskoeﬃzienten unterschieden. So ist sichergestellt, dass beide Gaußfunktionen die
gleichen Vorzeichen besitzen.
Bei der zweiten Variante wird der Korrelationskoeﬃzient der Aktivierung der Neu-
ronen bestimmt, d.h. , es erfolgt keine Berücksichtigung der Ausgangsgewichte in
(4.38). So werden auch die Basisfunktionen mit unterschiedlichen Vorzeichen erfasst.
Auch hier werden alle Basisfunktionspaare durch eine neue Gaußfunktion ersetzt,
deren Absolutbetrag des Korrelationskoeﬃzienten einen festgelegten Schwellenwert
übersteigt. Zur Bestimmung des neuen Zentrums wird der Schwerpunkt der Fläche
gewählt, die durch die Aktivierung der beiden Gaußfunktionen beschrieben wird.
Dies bedeutet, dass die Ausgangsgewichte in (4.39) lediglich zu Eins gesetzt werden
müssen. So entstehen kleinere Netze als bei dem ersten Verfahren, da insgesamt
mehr Basisfunktionspaare erfasst werden. Dieses Vorgehen wird im Folgenden als
zweiseitig bezeichnet, während das erste Verfahren als Einseitiges deklariert wird.
Für beide Verfahren wird als Standardabweichung der neuen Gaußfunktion die Sum-
me aus dem Mittelwert der beiden alten Varianzen und dem halben Abstand des
neuen Zentrums zu dem näheren Mittelpunkt der alten Basisfunktionen verwendet,
d.h. für die neue Varianz folgt
σ2 =
(
σi + σj +min (‖m− ci‖,‖m− cj‖)
2
)2
. (4.41)
Abbildung 4.5 zeigt die Wahl des neuen Zentrums und der neuen Varianz für den Fall
dim(x) = 2. Eine genauere Approximation erhält man, wenn man unterschiedliche
Varianzen für die Koordinatenachsen wählt und ein verallgemeinertes RBF-Netz
erhält. So ergibt sich in Abbildung 4.5 kein Kreis, sondern eine Ellipse, welche die
Daten besser approximieren kann. Da bei der Simulation mit dem Algorithmus aus
NETLAB für alle Koordinaten die gleichen Varianzen verwendet werden, wird für
den Vergleich auf ein verallgemeinertes RBF-Netz nach (2.31) verzichtet, da dieses
einen kleineren Fehler bei der Approximation erlauben würde.
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Abbildung 4.5: Wahl des neuen Zentrums und der neuen Varianz aufgrund der
Ähnlichkeit von Gaußfunktionen
Die Wahl des neuen Ausgangsgewichtes ist für die Reduzierung der Komplexität von
geringer Bedeutung. Für die Bestimmung der Ähnlichkeit bzw. des Korrelationsko-
eﬃzienten zweier Basisfunktionen ist nur das Vorzeichen der Gewichte entscheidend.
Bei dem zweiseitigen Verfahren ist für die Bestimmung des neuen Mittelpunktes der
Wert des Ausgangsgewichtes unwichtig, da nur die Ähnlichkeit der Aktivierung der
Neuronen betrachtet wird. Bei dem einseitigen Verfahren wird für das neue Gewicht
der Mittelwert aus beiden Ausgangsgewichten verwendet, wobei dieses Vorgehen
umso genauer ist, desto höher der Korrelationskoeﬃzient und damit die Ähnlich-
keit beider Basisfunktionen ist. Das neue Ausgangsgewicht ist für eine wiederholte
Anwendung dieses Verfahrens notwendig, um das neue Zentrum bei einer hohen
Korrelation zwischen dieser neuen Gaußfunktion und anderen Basisfunktionen zu
bestimmen.
Bei beiden Verfahren werden die Ausgangsgewichte nach der Minimierung des Net-
zes mit Hilfe eines überbestimmten Gleichungssystems berechnet. Dazu kann mit
Hilfe der Trainingsdaten ein Minimalproblem aufgestellt werden, dessen Lösung mit
der Pseudoinversen bestimmt wird [GLL96]
H ·α ≈ y mit α = (α1,α1, . . . ,αm)T ,y = (y1,y2, . . . ,yM)T
H =


e
−
‖x1−c1‖
2
2σ2
1 . . . e
− ‖x
1−cm‖
2
2σ2m
...
. . .
...
e
−
‖xM−c1‖
2
2σ2
1 . . . e
− ‖x
M−cm‖
2
2σ2m

 (M ×m)-Matrix
α = H† · y, (4.42)
wobei H† die pseudoinverse Matrix von H darstellt, welche die Aktivierung der
Neuronen für alle Trainingsdaten beinhaltet.
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Bemerkung (geometrische Deutung). Für spezielle RBF-Netze ergibt sich eine geo-
metrische Bedeutung. Beim Training des RBF-Netzes mittels NETLAB wird für alle
Gaußfunktionen dieselbe Varianz verwendet. So vereinfacht sich die Berechnung des
Korrelationskoeﬃzienten und aufgrund der Monotonie der exp-Funktion kann der
verwendete Schwellenwert zur Entfernung des Basisfunktionspaares in einen äquiva-
lenten Abstand zweier Zentren umgerechnet werden. So werden die Basisfunktionen
ausgewählt, deren Abstände dieses Minimum unterschreiten.
Zur simulativen Auswertung der Komplexitätsreduktion mit Hilfe des Korrelati-
onskoeﬃzienten wurden die gleichen Testfunktionen und das gleiche Vorgehen beim
Training wie in Abschnitt 4.1.1 verwendet. Um die Auswirkungen zu erfassen, wurde
ein Netz mit 50 Basisfunktionen trainiert und anschließend der Korrelationskoeﬃ-
zient zwischen den Basisfunktionen bestimmt.
Das Paar von Basisfunktionen, welches den größten (absoluten) Korrelationskoef-
ﬁzienten besitzt, wird anschließend durch eine neue Gaußfunktion ersetzt, wobei
die Parameter nach (4.39) und (4.41) bestimmt werden. Das neue Ausgangsgewicht
wird durch den Mittelwert der beiden ursprünglichen Ausgangsgewichte gebildet.
Dieses Vorgehen wird solange wiederholt, bis der Korrelationskoeﬃzient unter einen
deﬁnierten Schwellenwert fällt. Im Anschluss daran werden mit Hilfe der Trainings-
daten die Ausgangsgewichte bestimmt, indem das Gleichungssystem mit Hilfe der
Pseudoinversen gelöst wird (vgl. (4.42)).
Durch die Berechnung des Korrelationskoeﬃzienten und somit der Ähnlichkeit von
zwei Basisfunktionen kann das Modell in der Komplexität reduziert werden. Einen
wichtigen Einﬂuss zur Reduktion des Netzes besitzt dabei die Wahl des Schwellen-
wertes ρth, für den die Basisfunktionen aus dem Netz entfernt werden.
Abbildung 4.6 zeigt den auf die Ausgangsleistung normierten mittleren quadrati-
schen Fehler sowie die Netzgröße in Abhängigkeit des verwendeten Schwellenwertes
ρth für verschiedene Testfunktionen1. Dabei werden alle Basisfunktionspaare begin-
nend bei maximaler Korrelation durch eine neue Gaußfunktion ersetzt, welche einen
Schwellenwert überschreiten. Es handelt sich somit um das einseitige Verfahren.
Bei der Schaﬀer-Funktion, dem untersten Graphen in Abbildung 4.6, nimmt der
Approximationsfehler ab, bis dieser wieder ansteigt, obwohl die Größe des Netzes
zunimmt. Dieses Verhalten basiert auf dem verwendeten Trainingsverfahren. Der Al-
gorithmus aus NETLAB verwendet den maximalen, quadratischen Abstand zweier
Zentren als Varianz, so dass sehr große Breiten für die Gaußfunktionen verwendet
werden. Dies ist aber aufgrund ihrer Form für die Schaﬀer-Funktion ungeeignet, da
mit hohen Breiten die Konturen der Funktion nicht nachgebildet werden können.
Deshalb existiert hier ein Minimum der Approximationsgüte in Abhängigkeit der
1 Die Reihenfolge der Testfunktionen von oben nach unten in Abbildung 4.6 entspricht der gleichen
Reihenfolge wie in Tabelle 4.6.
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Abbildung 4.6: Netzgröße und Approximationsgenauigkeit in Abhängigkeit des
Schwellenwertes ρth
Netzgröße, da bei kleinen Netzen die Wahrscheinlichkeit kleiner Varianzen aufgrund
des eingesetzten Verfahrens höher ist.
Bemerkung. Der Schwellenwert für den Korrelationskoeﬃzienten musste in Ab-
bildung 4.6 sehr groß gewählt werden, um neben einer deutlichen Reduzierung der
Modellkomplexität auch mäßige Verkleinerungen zu erzielen. Auch dies ist in der
speziellen Vorgehensweise von NETLAB begründet. Bei einer hohen Anzahl von
Neuronen werden sehr große Varianzen verwendet, um ein überangepasstes Modell
zu vermeiden. Damit folgt für den Korrelationskoeﬃzienten aus (4.38)
ρij ≈ sign (αi) sign (αj) (4.43)
und somit müssen sehr hohe Schwellenwerte verwendet werden, um das Netz nicht
auf eine einzige Gaußfunktion zusammenschrumpfen zu lassen. Bei den Simulatio-
nen zeigte sich, dass für eine automatisierte Wahl dieses Schwellenwertes der Median
des Abstandes aller Zentren zueinander geeignet ist. Für jedes Zentrum kann der
Median der Distanz zu den anderen Zentren bestimmt werden, und das Minimum
von allen Basisfunktionen dieses Wertes führt nach Anwendung der Gaußfunktion
auf einen geeigneten Schwellenwert.
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Tabelle 4.6: Fehler der Approximation bei der Reduzierung der Modellkomplexi-
tät mittels der Ähnlichkeit zweier Gaußfunktionen
nmse RBF-Netz
Funktion Original Referenz Reduz. m H p
Rechenberg 1,06 · 10−9 1,17 · 10−8 4,33 · 10−9 18,68 1 < 0,01%
(zweiseitig) 8,65 · 10−10 3,00 · 10−5 1,48 · 10−5 9,12 0 5,14%
Rosenbrock 5,60 · 10−10 8,87 · 10−6 3,00 · 10−7 18 1 0,46%
(zweiseitig) 1,27 · 10−10 0,0017 0,0007 8,88 1 < 0,01%
Schwefels-Rochen 8,45 · 10−10 1,90 · 10−7 1,17 · 10−7 18,98 1 < 0,01%
(zweiseitig) 1,87 · 10−9 0,0009 0,0003 9,56 1 < 0,01%
Schwefel 0,0007 0,0015 0,0013 18,48 1 0,18%
(zweiseitig) 0,0008 0,0024 0,0026 8,82 0 89,98%
Griewank 0,0069 0,0561 0,0535 18,7 0 24,12%
(zweiseitig) 0,0075 0,2551 0,2881 8,88 0 100%
Schaﬀer 0,2285 0,2567 0,2565 17,96 0 47,09%
(zweiseitig) 0,2450 0,3052 0,3074 8,8 0 100%
Um weiter die Auswirkungen dieser Methode zu testen, wurde für die gleichen Test-
funktionen ein RBF-Netz mit 50 Gaußfunktionen trainiert. Anschließend wurde die
Ähnlichkeit der Basisfunktionen bestimmt und so das Netz mit der einseitigen und
zweiseitigen Variante minimiert. Als Schwellenwert für diese beiden Verfahren wurde
ρth = 0,99 gewählt. Die Parameter des minimierten Netzes wurden wie zuvor be-
stimmt. Daneben wurde ein weiteres Netz mit Hilfe von NETLAB trainiert, welches
die gleiche Modellkomplexität wie das mit dem Korrelationskoeﬃzienten minimierte
Netz besitzt. Für beide Netze wurde der auf die Ausgangssignalleistung normierte
Fehler bestimmt.
Tabelle 4.6 zeigt den Mittelwert der Auswertung für insgesamt 50 Durchläufe jeder
einzelnen Testfunktion. Wie erwartet ergibt sich für das ursprüngliche RBF-Netz
ein sehr kleiner Approximationsfehler im Ausgang. Es lassen sich jedoch akzeptable
Werte bei einer halben Netzgröße ﬁnden, wobei das Referenznetz mit NETLAB
bestimmt wurde. Zusätzlich zu der Größe des Netzes enthält Tabelle 4.6 ebenfalls
die Ergebnisse eines Hypothesentests. Als Null-Hypothese dieses statistischen Tests
wurde
H0 : E{mseref} ≤ E{mseorig} (4.44)
aufgestellt und ein Signiﬁkanzniveau von 2% verwendet. Die Nullhypothese wird
im Falle H = 1 verworfen und für H = 0 beibehalten. Zusätzlich ist das Signiﬁ-
kanzniveau zu Beibehaltung der Nullhypothese angegeben2.
2 Somit ist für die Rosenbrock-Funktion in 0,46% aller Fälle der Approximationsfehler des
NETLAB-Netzes geringer als des minimierten Netzwerkes.
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Tabelle 4.6 zeigt, dass mit der Ähnlichkeit der Basisfunktionen über den Korre-
lationskoeﬃzienten eﬃziente Netze gefunden werden können, d.h.Netze mit einer
kleineren Anzahl von Neuronen aber ähnlichen Approximationseigenschaften. Be-
sonders im Falle des einseitigen Verfahrens kann die Anzahl von Basisfunktionen
halbiert werden, ohne unzulässig hohe Approximationsfehler im Ausgang zu erhal-
ten3. Somit reduziert sich ebenfalls die Anzahl der freien Parameter des Netzes, die
zur Approximation bestimmt werden müssen, um die Hälfte, und die Komplexität
des Optimierungsproblems wird verringert.
Die Minimierung des Netzes mit gleichzeitiger Festlegung der Zentren und Varian-
zen über dieses Verfahren liefert bessere oder ähnlich gute Werte wie ein Training
mittels NETLAB. So ist es möglich, eine bestehende Lösung einer Funktionsap-
proximation mittels der Ähnlichkeit der Basisfunktionen in seiner Komplexität zu
reduzieren. Je nach Güte der vorherigen Lösung muss jedoch mit einem größeren
Approximationsfehler gerechnet werden. Die Wahl eines geeigneten Schwellenwertes
spielt eine große Rolle. Wie in Abbildung 4.6 bereits dargestellt, besteht bei einem
zu kleinen Schwellenwert für den Korrelationskoeﬃzienten die Gefahr eines zu klei-
nen Netzes, welches eine angemessene Approximation nicht leisten kann. Die Wahl
eines zu hohen Schwellenwertes liefert im ungünstigsten Fall keine Verringerung der
Modellkomplexität, so dass möglichst hohe Schwellenwerte gewählt werden sollten.
Tabelle 4.6 zeigt, wie schon erläutert, dass bei dem zweiseitigen Verfahren deutlich
kleinere Netze entstehen, da hier das Vorzeichen der Korrelation nicht betrachtet
wird. So werden mehr Basisfunktionspaare bei der Minimierung mit einbezogen,
wodurch sich ein höheres Potential bei der Reduzierung der Modellkomplexität er-
gibt. So kann nochmals die Anzahl von überlagerten Funktionen im Netz gegenüber
dem einseitigen Verfahren annähernd halbiert werden. Bei dem einseitigen Vorge-
hen wird gegenüber dem Referenznetz für insgesamt vier der Testfunktionen ein
geringerer Fehler erreicht, wenn die Wahl der Parameter auf die hier vorgestellte
Art erfolgt. In den anderen beiden Fällen ergibt sich ein maximaler relativer Fehler
von 4,7% gegenüber der Referenzlösung von NETLAB.
Bemerkung. Bei dem vorgestellten Verfahren wird ein RBF-Netz minimiert, wel-
ches bereits trainiert worden ist. In Abschnitt 4.3 werden Methoden zur Verbes-
serung der Robustheit und der Fehlertoleranz während des Lernens vorgestellt. In
ähnlicher Weise kann der Korrelationskoeﬃzient während des Trainings eingesetzt
werden, um die Komplexität des Netzes zu begrenzen. So kann als zusätzliche Rand-
bedingung bei dem Optimierungsproblem ein maximaler Korrelationskoeﬃzient ein-
geführt werden. Bei gleichen Varianzen bedeutet dies geometrisch, dass die Zentren
einen bestimmten Abstand nicht unterschreiten dürfen oder, bei unterschiedlichen
3 Je nach Testfunktion, wie z.B. der Rosenbrock-Funktion, kann der Approximationsfehler stark
ansteigen. Dies liegt an den großen Funktionswerten, so dass eine Reduzierung der Anzahl
von Gaußfunktionen den Fehler stark erhöht. Der normierte Fehler liegt dennoch in zulässigen
Bereichen.
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Varianzen, dass die mit den Varianzen gewichteten Abstände einen Schwellenwert
nicht unterschreiten dürfen. So wird für eine Menge von Trainingsdaten die maxi-
male Anzahl von Funktionen begrenzt.
Neben der Verringerung von überlagerten Funktionen kann die Dimension des Ein-
gangsraumes reduziert werden, was ebenfalls die Komplexität des Modells verrin-
gert. Die Möglichkeit, die Dimension des Einganges zu reduzieren, ist von dem
Szenarium abhängig und unterscheidet sich in seinen Konsequenzen. Der Eingangs-
vektor x kann als Zufallsvektor aufgefasst werden, ebenso wie der Ausgang des
neuronalen Netzes als Zufallsvariable. Ist es nun die Aufgabe des Netzes den (nicht-
linearen) Zusammenhang zwischen Eingangsvariablen und Ausgangsvariablen zu
erlernen, so bietet es sich an, die Abhängigkeit zwischen beiden Zufallsvariablen zu
bestimmen. Dies ist besonders dann sinnvoll, wenn es sich um Sensordaten handelt,
die zum einen in großer Menge und zum anderen in hoher Dimensionalität4 zur
Verfügung stehen.
Besteht keine Abhängigkeit z.B. zwischen der Zufallsvariablen Xk und der Zufalls-
variablen des Ausgangs Y , kann dieser Sensorwert oder dieses Signal für das Lernen
des nichtlinearen Zusammenhanges vernachlässigt werden. Eine Möglichkeit zur Re-
duktion des Eingangsraumes wurde z.B. in [FWV06] vorgestellt, wo die signiﬁkan-
ten Zusammenhänge zwischen zwei Zufallsvariablen bestimmt werden. Alle nicht
signiﬁkanten Zufallsvariablen können so bei dem Entwurf und dem Training des
neuronalen Netzes vernachlässigt werden.
4.2 Erhöhen der Robustheit
Nachdem durch die Bedeutung eines Neurons Aussagen über das Verhalten bei ei-
nem Wegfall dieser elementaren Recheneinheiten gemacht werden können, soll nun
eine analoge Betrachtungsweise für das Rauschen vorgestellt werden. Additives,
gaußförmiges Rauschen überlagert die Eingänge und die Parameter des Netzes, wo-
bei diejenigen Elemente mit den größten Auswirkungen auf den Ausgang bestimmt
werden sollen.
4.2.1 Empfindliche Parameter
Additives Rauschen überlagert jeden Eingang und jeden Parameter des Basisfunk-
tionsnetzwerkes. In Kapitel 3.1 wurde bei der Berechnung angenommen, dass alle
Eingänge und Parameter des Netzes durch identische Rauschprozesse gestört und
überlagert werden, und deren Einﬂuss auf den mittleren quadratischen Fehler wurde
4 Aufgrund der Miniaturisierung können sehr viele verschiedene Signale aufgenommen werden,
was zu einem hochdimensionalen Eingangsvektor führt.
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bestimmt. Allerdings können die bei der Analyse als gestört angenommenen Varia-
blen durch unterschiedliche Rauschprozesse mit unterschiedlichen Mittelwerten und
Varianzen überlagert werden. Somit hängt der Einﬂuss der jeweiligen Variablen zu-
sätzlich von den Eigenschaften des Rauschens ab. In diesem Abschnitt wird dafür
eine Methode vorgestellt, die diese Auswirkungen auf den Ausgangswert des Netzes
bestimmt. Auch hier wird angenommen, dass die Rauschprozesse voneinander nicht
abhängen und somit stochastisch unabhängig sind.
Mit diesen Annahmen kann der absolute Fehler einer Funktion f mit Hilfe der
Taylorreihe und den Mittelwerten der einzelnen Zufallsvariablen bestimmt werden,
welches auch als gaußsche Fehlerfortpﬂanzung bekannt ist [BSM05]. Somit kann die
Varianz des Funktionswertes f ausgedrückt werden durch
σ2f =
M∑
i=1
(
∂f
∂wi
∣∣∣∣
w=µ
)2
σ2wi , (4.45)
wobei µ den Erwartungswert der Eingangsvariablen wi und M die Gesamtanzahl
der gestörten Variablen bezeichnet.
(4.45) stellt für einen linearen Zusammenhang zwischen Funktionswert und Ein-
gangsvariable eine exakte Abschätzung dar. Für nichtlineare Zusammenhänge hin-
gegen repräsentiert (4.45) nur eine Approximation der Varianz, die aber für prakti-
sche Fälle ausreichend ist [BSM05].
Die Varianz des Ausgangs bezeichnet die mittlere Abweichung vom Funktionswert
f , wenn eine oder alle Eingangsvariablen durch Abweichungen gestört werden. Als
Eingangsvariablen für den Ausgangswert fm(x) eines neuronalen Netzes können
zum einen der Eingangsvektor x und zusätzlich die Parameter des Basisfunktions-
netzwerkes, wie Ausgangsgewichte, Varianzen und Zentren, dienen. Somit können
alle Parameter und Eingänge aus (2.28) als Eingangsvariablen für diese Analyse
dienen.
Unter Berücksichtigung von (4.45) kann gefolgert werden, dass der größte Summand
den höchsten Einﬂuss auf die Varianz des Ausganges besitzt und damit als der
Parameter oder Eingang mit dem empﬁndlichsten Verhalten gegenüber Rauschen
angesehen werden kann. Somit kann dieser als
Γ =
∥∥∥∥∥∥
(
∂f
∂wi
∣∣∣∣
w=µ
)2
σ2wi
∥∥∥∥∥∥
∞
= max
i=1...M


(
∂f
∂wi
∣∣∣∣
w=µ
)2
σ2wi

 (4.46)
deﬁniert werden.
118 Kapitel 4. Methodologie zur Fehlertoleranz und Robustheit
Wird (4.45) auf die Netzwerkfunktion eines RBF-Netzes aus (2.28) angewendet und
wird beachtet, dass sowohl der Eingangsvektor als auch die Parameter als Variablen
zur Analyse betrachtet werden können, so folgt für die Eingänge
σ2fx ≈
n∑
i=1
(
∂fm(x)
∂xi
∣∣∣∣
x=µ
)2
σ2xi (4.47)
=
n∑
i=1

 m∑
ν=1
−αν (xi − cνi)
σ2ν
e
− ‖x−cν‖
2
2σ2ν
∣∣∣∣∣
x=µ

2 σ2xi , (4.48)
wobei σ2fx die Varianz des Ausganges aufgrund gestörter Eingänge darstellt.
Deshalb kann (4.48) dazu benutzt werden, den Eingang mit der höchsten Empﬁnd-
lichkeit gegenüber Rauschen zu identiﬁzieren. Aufgrund des nichtlinearen Zusam-
menhanges stellt (4.48) nur eine Abschätzung hinsichtlich der Varianz im Ausgang
dar. In der gleichen Art und Weise können die Parameter des Netzes hinsichtlich
ihrer Empﬁndlichkeit gegenüber Störungen durch Rauschen betrachtet werden. Für
die Ausgangsgewichte αi des RBF-Netzes folgt somit für die Varianz des Ausganges
σ2fα
σ2fα =
m∑
i=1
(
∂fm(x)
∂αi
∣∣∣∣
αi=µi
)2
σ2αi (4.49)
=
m∑
i=1
e
−
‖x−ci‖
2
σ2
i σ2αi , (4.50)
wobei (4.50) für die Ausgangsgewichte exakt ist, da es sich um einen linearen Zu-
sammenhang handelt.
Die gleiche Analyse kann für die Zentren der Basisfunktionen und ihre Breiten
durchgeführt werden, was zu den Ergebnissen der Varianz im Ausgang σ2fσ und σ
2
fxk
führt
σ2fσ ≈
m∑
i=1
(
∂fm(x)
∂σi
∣∣∣∣
σi=µi
)2
σ2σi (4.51)
=
m∑
i=1
e
−
‖x−ci‖
2
σ2
i
(
αi
‖x− ci‖2
σ3i
)2
σ2σi (4.52)
σ2fck
≈
∑
ν
(
∂fm(x)
∂cν
∣∣∣∣
cν=µ
)2
σ2cν (4.53)
=
n∑
ν=1
m∑
k=1
(
αk
(xν − ckν)
σ2k
)2
e
−
‖x−ck‖
2
σ2
k σ2ckν . (4.54)
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Normalerweise sind die Erwartungswerte der Eingänge und freien Parameter eines
RBF-Netzes bekannt. Für die Eingänge ist zumeist die Verteilungsfunktion der Test-
oder der Lerndaten verfügbar. Somit lassen sich deren Erwartungswerte berechnen.
Bei den freien Parametern sind diese noch einfacher zu erhalten. Diese werden durch
das Trainingsverfahren bestimmt und damit stellen diese Werte des Trainings die
Erwartungswerte der Parameter dar. Dadurch kann die gesamte Varianz des Aus-
gangs aufgrund rauschender Gewichte und Parameter berechnet werden, wobei die
Rauschprozesse alle unterschiedliche Mittelwerte und Varianzen aufweisen können.
Durch Anwendung von (4.48), (4.50), (4.52) und (4.54) ergibt sich für die Varianz
des Ausganges bei einem RBF-Netzwerk
σ2fm =
n∑
i=1

 m∑
ν=1
−αν (xi − cνi)
σ2ν
e
− ‖x−cν‖
2
2σ2ν
∣∣∣∣∣
x=µ

2 σ2xi + m∑
i=1
e
−
‖x−ci‖
2
σ2
i σ2αi
+
m∑
i=1
e
−
‖x−ci‖
2
σ2
i
(
αi
‖x− ci‖2
σ3i
)2
σ2σi
+
n∑
ν=1
m∑
k=1
(
αk
(xν − ckν)
σ2k
)2
e
−
‖x−ck‖
2
σ2
k σ2ckν . (4.55)
Zusammenfassend kann festgehalten werden, dass der Parameter oder Eingang mit
der größten Empﬁndlichkeit im besonderen Maße von den Ausgangsgewichten der
Basisfunktionen und ihren Breiten abhängig ist, da die Gaußfunktion nur Werte
innerhalb eines Intervalls [0; 1] annehmen kann. Deshalb sind besonders die Para-
meter von Basisfunktionen betroﬀen, deren Ausgangsgewichte α große Werte und
deren Breiten σ2 sehr kleine Werte annehmen und somit sehr viel zum Rauschen
im Ausgang beitragen. Um im Ausgang nur geringe Abweichungen σfm zuzulassen,
sollten nur kleine Ausgangsgewichte und möglichst große Breiten verwendet werden.
Allerdings kann dies durch das verwendete Trainingsverfahren nur bedingt möglich
sein, um weiterhin kleine mittlere quadratische Fehler beim Lernen zu erreichen.
Jedoch kann der verwendete Lernalgorithmus angepasst werden, so dass sich nur
kleine Rauschleistungen im Ausgang ergeben (siehe Abschnitt 4.3). Hiermit lässt
sich als Randbedingung für das Trainieren des neuronalen Netzes zusätzlich eine
Beschränkung der Ausgangsgewichte bzw. eine Beschränkung der Rauschleistung
im Ausgang einführen. Dies führt zu einem zusätzlichen Einfügen von Basisfunktio-
nen mit gleichen Zentren und Breiten, deren Ausgangsgewichte einen bestimmten
Wert nicht überschreiten. Eine Beschränkung der Varianzen ist nur schwer möglich,
da diese zumeist vor dem eigentlichen Trainieren zusammen mit der Position der
Zentren bestimmt werden. Eine Vergrößerung der Breite der Basisfunktionen wirkt
sich über einen größeren Bereich des Eingangsraumes aus, so dass die Antworten
der Neuronen nur noch bedingt als lokal angesehen werden können.
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Derjenige Parameter oder Eingang Γ, der den größten Anteil an der Rauschleis-
tung des Ausgangs besitzt, lässt sich durch Anwenden der Maximumsnorm (4.46)
auf (4.55) bestimmen. In Abhängigkeit der Art des empﬁndlichsten Parameters
(Eingang, Ausgangsgewicht, Breite oder Zentrum) können verschiedene Methoden
angewendet werden, um dessen Einﬂuss auf den Ausgang zu minimieren.
4.2.2 Empfindliche Neuronen
In Abschnitt 4.2.1 wurden empﬁndliche Parameter eines RBF-Netzes bestimmt, um
die Zuverlässigkeit des Netzes zu erhöhen und die Rauschleistung im Ausgang zu
verringern. Bei sehr großen Netzen steigt der dafür erforderliche Berechnungsauf-
wand stark an. Weiter ist dies für den Einsatz neuronaler Netze in Hardwarerea-
lisierungen aufgrund der sehr großen Anzahl von Basisfunktionen beim Einsatz in
Nanotechnologien nur schwer durchführbar. Um alle Parameter und Eingänge aus-
zuwerten, müssen insgesamtm+m+m·n+n = 2m+n(m+1) Variablen ausgewertet
werden. Wie schon im Kapitel 4.2.1 erwähnt, sind besonders Parameter und Eingän-
ge von Basisfunktionen mit großen Ausgangsgewichten und kleinen Varianzen für
Rauschen anfällig. Werden nun die empﬁndlichsten Neuronen bestimmt, so redu-
ziert sich der Berechnungsaufwand auf nur noch m Basisfunktionen innerhalb des
Netzes, was eine deutliche Reduktion des Berechnungsaufwandes bedeutet. Auch
ist es einfacher ein empﬁndliches Neuron zu bestimmen, da eine Anwendung von
Methoden zur Verbesserung der Empﬁndlichkeit auf jeden Parameter hinsichtlich
des Flächenbedarfs schlecht handhabbar ist.
Basierend auf der gaußschen Fehlerfortpﬂanzung und der Taylorreihe lassen sich
empﬁndliche Neuronen gegenüber Rauschen in der gleichen Art und Weise wie in
Abschnitt 4.2.1 bestimmen. Da nun empﬁndliche Neuronen bestimmt werden sollen,
kann jede Übertragungsfunktion eines einzelnen Neurons durch
gk = αk e
−
‖x−ck‖
2
2σk ∀k = 1 . . .m (4.56)
ausgedrückt werden.
Zusätzlich kann das Rauschen als lineare Überlagerung der einzelnen Parameter
und Eingänge angesehen werden, so dass folgt
xˆi = xi +∆xi (4.57)
wˆi = wi +∆wi, (4.58)
wobei xi die Eingänge darstellen und wi jeder beliebige Parameter des RBF-Netzes
sein kann. Somit kann die Länge des Gradienten von (4.56) dazu benutzt werden,
um als Maß für die Empﬁndlichkeit der Neuronen zu dienen [BSM05].
4.2 Erhöhen der Robustheit 121
Diese zusätzlichen linearen Terme durch das Rauschen erzeugen einen absoluten
Fehler im Ausgang des neuronalen Netzes, wo sich alle Störungen der Aktivierungen
der einzelnen Neuronen summieren. Treten nur kleine Störungen ∆xi auf, so kann
der Ausgangswert der Neuronen durch die Taylorreihe angenähert werden, wobei
nach dem linearen Term die Näherung abgebrochen wird. Es folgt somit
gk(x+ h) = gk(x) +∇gk(x)Th ∀k = 1 . . .m, (4.59)
wobei h das Rauschen in den Eingängen der Neuronen darstellt. In (4.59) werden
nur die linearen Terme betrachtet, was der Approximation durch eine Tangente in
einem Punkt entspricht. Die Anwendung der Taylor-Formel und der Abbruch nach
dem linearen Term sind zulässig, da bei der Verwendung von höheren Termen auch
höhere Potenzen des Rauschens auftreten. Die Darstellung mit Hilfe der Taylorreihe
für eine Funktion f : IRn → R lässt sich durch
f (x+ h) = f (x) +
N∑
i=1
1
i!
(
∂
∂x1
h1 +
∂
∂x2
h2 + . . .+
∂
∂xn
hn
)i
f (x) +RN (4.60)
beschreiben, wobei RN das Restglied bezeichnet.
Da Rauschen als eine additive Störung aufgefasst werden kann und nur sehr kleine
Störungen im Eingang hervorruft, können die Terme höherer Ordnung aus (4.60)
vernachlässigt werden. Deshalb kann das System durch eine Tangente beschrieben
werden, wobei die Steigung die aktuelle Verstärkung bezeichnet. Somit bestimmt
diese Steigung die Empﬁndlichkeit des Systems und somit des Neurons und führt zu
großen Änderungen im Ausgang für den Fall hoher Verstärkungen. Somit ist diese
Analyse mit der Kleinsignalanalyse zu vergleichen [Raz00].
Hierdurch kann die Diﬀerenz zwischen dem korrekten Ausgangswert und dem durch
Rauschen gestörten Wert berechnet werden, wobei gilt
∆gk = gk(x)− gk(x+ h) = −∇gk(x)Th ∀k = 1 . . .m. (4.61)
Durch die Tangente kann der absolute Fehler im Ausgang bei kleinen Abweichun-
gen im Eingang berechnet werden. Als Ergebnis von (4.61) trägt jenes Neuron am
meisten zu dem absoluten Fehler im Ausgang bei, dessen Gradient die größte Län-
ge besitzt und somit die Tangente in einem beliebigen Punkt die größtmögliche
Steigung besitzt. Es wird angenommen, dass das zusätzliche Rauschen h in den
Eingängen für alle Neuronen aus (4.56) gleich ist. Diese Annahme ist gerechtfertigt,
solange die Eingänge selbst durch das Rauschen gestört werden und nicht die Ver-
bindungen zwischen den Eingängen und den Neuronen. Dadurch kann das Neuron
als die empﬁndlichste Basisfunktion identiﬁziert werden, dessen Tangente in einem
Punkt des Eingangsraumes den maximalen Wert annimmt.
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Abbildung 4.7: Deﬁnition der Sensibilität von Neuronen eines RBF-Netzes
Abbildung 4.7 zeigt die Approximation einer Gaußfunktion, einer Basisfunktion,
jeweils in dem Punkt, in dem die Tangente die maximale Steigung besitzt. In Ab-
bildung 4.7(a) sind beide Steigungen identisch, wodurch eine gleiche Empﬁndlichkeit
gegenüber Rauschen erreicht wird, während in Abbildung 4.7(b) die beiden Neu-
ronen unterschiedliche Empﬁndlichkeiten gegenüber Rauschen zeigen. Wie aus den
beiden Abbildungen entnommen werden kann, spielen besonders das Ausgangsge-
wicht und die Breite der Basisfunktion eine zentrale Rolle bei der Empﬁndlichkeit
der Neuronen.
Für die Deﬁnition der Empﬁndlichkeit eines Neurons kann der Gradient mit Hilfe
von (4.56) zu
∇Tgk(x) =


∂gk
∂x1
...
∂gk
∂xn

 = −αk
σ2k
exp(·)

 x1 − ck1...
x1 − ckn

 (4.62)
bestimmt werden, wobei für die Länge des Gradienten folgt
‖∇gk(x)‖2 =
n∑
j=1
(
αk
σ2k
exp(·)(xj − ckj)
)2
. (4.63)
Für das Maximum von (4.63) bzgl. eines Einganges xi gilt dann
∂‖∇gk(x)‖2
∂xi
= 0 (4.64)
⇒ xi = cki ± σk (4.65)
xj = ckj ∀j = 1 . . . n, j 6= i. (4.66)
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Für (4.65) und (4.66) kann nachgewiesen werden, dass an diesen Punkten tatsäch-
lich ein Maximum der Ableitung existiert. Damit besitzt die Länge des Gradienten
mehrere Maximastellen, wobei diese Stellen dann als die Empﬁndlichkeit eines Neu-
rons deﬁniert werden können:
Definition 7 (Empﬁndlichkeit eines Neurons). Es sei gk(x) die Aktivierungsfunk-
tion eines Neurons k aus einem RBF-Netz, und αk, σk und ck seien die freien
Parameter dieser Gaußfunktion. Dann bezeichnet
max
{‖∇gk(x)‖2} = α2k
σ2k
e−1 (4.67)
die Empﬁndlichkeit des Neurons k.
Für die Empﬁndlichkeit5 eines Neurons wird somit das Maximum der Länge des
Gradienten verwendet. Mit (4.67) können die empﬁndlichen Neuronen bzw. deren
Empﬁndlichkeit gegenüber Rauschen durch den Quotienten aus Ausgangsgewicht
und Varianz einer Basisfunktion bestimmt werden. Dadurch können die empﬁndli-
chen Neuronen eines Netzes durch
max
i=1...m
{ |αk|
σk
}
(4.68)
berechnet werden, wobei σk 6= 0 gelten muss, also
σk ∈ IR \ {0},
was durch die Deﬁnition der RBF (2.28) sichergestellt ist.
Wie man in Abbildung 4.7 erkennen kann, ist der Quotient aus (4.68) für beide
Gaußfunktionen in Abbildung 4.7(a) identisch, während die Darstellung 4.7(b) un-
terschiedliche Empﬁndlichkeit der Gaußfunktionen gegenüber Rauschen zeigt, da
beide unterschiedliche Quotienten des Ausgangsgewichtes und ihrer Varianz besit-
zen.
Mit Hilfe dieser einfachen Berechnungsvorschrift lässt sich die Sensibilität der einzel-
nen Gaußfunktionen unabhängig vom verwendeten Trainingsverfahren berechnen.
Aufgrund der Einfachheit ist eine Bestimmung während der Laufzeit ohne hohe
Anforderungen an die Rechenleistung möglich.
Obwohl die Deﬁnition der Empﬁndlichkeit von Neuronen bzgl. Rauschens in den
Eingängen aufgestellt wurde, kann das Maß aus (4.68) ebenfalls für Rauschen in
den Gewichten verwendet werden, um hier empﬁndliche Neuronen zu bestimmen,
da, wie schon in Abschnitt 3.1 und 4.2.1, die Gewichte und Varianzen den größten
Einﬂuss haben.
5 Synonym zur Empfindlichkeit wird im Weiteren auch der Begriff Sensitivität verwendet.
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Das Ergebnis aus (4.68) ist konsistent zu den simulativen Ergebnissen aus [PC01].
Dort wurde beobachtet, dass die Qualität der Approximation und die Empﬁndlich-
keit proportional zu den absoluten Werten der Ausgangsgewichte verlaufen. Zusätz-
lich ist das Ergebnis aus (4.68) vergleichbar mit den weight-based feature saliency
measures, bei denen die zentrale Idee ist, große Ausgangsgewichte bei sehr wichtigen
und häuﬁg auftretenden Merkmalen zu verwenden [BAG00, VB02].
Beispiel. Bei der Identiﬁkation der empﬁndlichen Basisfunktionen müssen für das
RBF-Netz mit 10 Gaußfunktionen zur Approximation der si-Funktion nur die Ge-
wichte und Varianzen betrachtet werden. Somit müssen nicht insgesamt alle Para-
meter des Netzes zur Bestimmung der größten Rauschquelle ausgewertet werden,
was hier einer Anzahl von 31 Rauschquellen bedeuten würde. Mit höherer Dimensi-
on fällt der Unterschied entsprechend größer aus. Eine Betrachtung des RBF-Netzes
ergibt, dass die empﬁndlichsten Neuronen auch den größten Auswirkungen bei ei-
nem Ausfall entsprechen. Dies liegt an der besonderen Form des neuronalen Netzes,
da hier für alle Gaußfunktionen die gleichen Varianzen verwendet werden. So ergibt
sich sowohl für die Bedeutung als auch für die Empﬁndlichkeit eine Proportionalität
zum Ausgangsgewicht der Gaußfunktion.
4.3 Robustes und fehlertolerantes Lernen
Das Trainieren der neuronalen Netze bestimmt die freien Parameter der Netzwerke,
wie z.B. die Ausgangsgewichte, die Varianzen der Gaußfunktionen oder die Schwel-
lenwerte und Steigungen der Sigmoide sowie die Gewichtungen der Verbindungen
der Neuronen untereinander. Welche Parameter bestimmt werden müssen, hängt
vom Typ des neuronalen Netzes ab. Dabei soll das neuronale Netz die gestellte
Aufgabe6 möglichst gut erfüllen und durch diesen Lernprozess seine Eigenschaften
verbessern [Hay99].
Die Auswirkungen und Verbesserungen des Lernens werden durch eine Kostenfunk-
tion erfasst, wobei das Ziel des Lernprozesses die Minimierung dieser Funktion dar-
stellt. Oft bestimmt diese Kostenfunktion die Diskrepanz zwischen der gewünschten
Ausgabe des neuronalen Netzes und der Erzeugten, was meist durch den mittleren
quadratischen Fehler erfasst wird [Hay99, Seite 89 ﬀ.]. Es existiert in der Litera-
tur eine Vielzahl von verschiedenen Lernverfahren, die unterschiedliche Methoden
verwendet und für die verschiedenen Netze einsetzbar sind, so z.B. beim
MLP Backpropagation als populärer Vertreter des Lernens [RHW86a] sowie diver-
se andere Möglichkeiten7 [CP03, RB93, Bis93]
6 Als Aufgabe kann z.B. die Approximation von Funktionen, die Klassifikation von Daten oder
die Zeitreihenvorhersage gewünscht sein.
7 Hier sei nur beispielhaft auf einige mögliche Verfahren verwiesen.
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RBF Initialisieren der Zentren und Bestimmen der Varianzen sowie anschließendes
Lösen des LGS mit Hilfe des Orthogonal least squares Verfahren [CCG91] oder
der Orthogonal triangular Zerlegung [GLL96] sowie diverse andere Methoden
[PC01, MH05, HSS05, WTK05]
Als Kostenfunktion wird i.A. der mittlere quadratische Fehler zwischen den gefor-
derten Ausgangswerten des Netzes und der durch die Trainingsdaten Erzeugten
berechnet. So wird der Lernprozess mathematisch durch ein Optimierungsproblem
beschrieben [HUL93], welches hinsichtlich der freien Parameter minimiert werden
soll
minF (w) = min
1
M
M∑
i=1
(
fm(x
i,w)− yi)2 w ∈ IRm(n+2), (4.69)
wobei w den Parametervektor, der alle freien Parameter des neuronalen Netzes ent-
hält, und M die Anzahl der Testdaten bezeichnet. Für ein RBF-Netz nach (2.28)
sind hier als freie Parameter die Ausgangsgewichte, die Zentren und die Varian-
zen der Gaußfunktionen möglich. Ebenfalls für das LCNN oder ein anderes MLP
kann (4.69) zur Bestimmung der freien Parameter verwendet werden. Die Art der
Parameter ist vom Netztyp abhängig.
4.3.1 Robustheit als Zielfunktion
Die Kostenfunktion des Lernverfahrens erfasst zumeist nur eine bestimmte Eigen-
schaft des neuronalen Netzes, für welche dieses optimiert werden soll. Daneben kann
es wünschenswert sein, noch weitere Eigenschaften des neuronalen Netzes zu verbes-
sern. Als weitere Eigenschaften neben der Approximationsgüte aus (4.69) können
eine hohe Robustheit des Netzes oder eine gute Fehlertoleranz gewünscht sein. Da
alle diese Eigenschaften gleichberechtigte Ziele darstellen, entsteht in Analogie zu
dem Optimierungsproblem aus (4.69) ein Mehrzieloptimierungsproblem (MOP) der
folgenden Form [SNT85, CS04b, ER06b].
minimiere y = F (w) =


F1(w)
F2(w)
...
FΩ(w)

 (4.70)
mit g(w) = (g1(w),g2(w), . . . ,gk(w))
T ≤ 0
h(w) = (h1(w),h2(w), . . . ,hp(w))
T = 0,
wobei Ω die Anzahl der Zielfunktionen darstellt und g(w) bzw.h(w) die Randbe-
dingungen in Form von Ungleichungen und Gleichungen beschreiben. Der Vektor w
enthält alle freien Parameter des Netzes, also z.B. die Zentren, die Varianzen und die
Ausgangsgewichte im Falle eines RBF-Netzes. Die Randbedingungen beschreiben
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dabei die mögliche Lösung im Urbildraum und schränken die Menge der möglichen
Lösungen für w ein. Die Zielfunktionen besitzen häuﬁg zueinander gegenläuﬁge
Trends bzw.Auswirkungen.
Da in (4.70) keine der Zielfunktionen ein primäres Ziel darstellt, existieren mehrere
mögliche Lösungen des Mehrzieloptimierungsproblems, die zusammen eine Pareto-
front im Urbildraum beschreiben. Für weitere Informationen über die Deﬁnition
der dominanten Punkte, pareto-optimaler Mengen und Punkte sei auf die Literatur
verwiesen [SNT85, CS04b].
Zunächst soll die Robustheit des neuronalen Netzes als zusätzliche Zielfunktion in
den Lernprozess einﬂießen. Die Untersuchung wird beispielhaft für ein RBF-Netz
durchgeführt, wobei sich für das LCNN und die Basisfunktionsnetze mit Produkt-
stabilisatoren eine analoge Vorgehensweise ergibt. Für die Robustheit werden die
in Kapitel 3.1 und 4.2.1 eingeführten Maße verwendet. So ergibt sich ein MOP, was
durch
minimiere y = F (w) = (F1(w),F2(w))
T (4.71)
mit g(w) = (g1(w),g2(w), . . . ,gk(w))
T ≤ 0 (4.72)
h(w) = (h1(w),h2(w), . . . ,hp(w))
T = 0 (4.73)
wobei F1(w) =
1
M
M∑
i=1
(
yi −
m∑
ν=1
αν exp
(−‖xi − cν‖2
2σ2ν
))2
F2(w) = n
3
(
m∑
ν=1
∣∣∣∣ανσν
∣∣∣∣
)2
(4.74)
oder F2(w) =
1
M
M∑
i=1
n∑
j=1
(
m∑
ν=1
−αν
(xij − cνj)
σ2ν
e
− ‖x
i−cν‖
2
2σ2ν
)2
(4.75)
beschrieben werden kann. Hier stellt M die Anzahl der Trainingsvektoren (xi,yi)
mit i = 1 . . .M dar, mit denen das neuronale Netz trainiert wird. Bei diesen be-
zeichnet xij den j-ten Eintrag bzw.Eingang des aktuellen (i) Trainingsvektors. Der
Spaltenvektor w enthält zuerst die m Zentren der Gaußfunktionen, dann die Vari-
anzen und anschließend die Ausgangsgewichte des Netzes.
Die Randbedingungen aus (4.72) und (4.73) formen im Deﬁnitionsbereich die mög-
lichen Lösungen des MOPs. Diese können z.B. die oberen und unteren Grenzen der
Parameter bezeichnen, wie σ2i > 0 ∀i = 1 . . .m. Zur Lösung des MOPs aus (4.71)
können verschiedene mathematische Methoden verwendet werden. Hier soll kurz
auf mögliche Vorgehensweisen eingegangen werden. Für eine genaue Übersicht sei
auf [CS04b] verwiesen.
Das MOP kann in ein skalares Problem transformiert werden, wobei jeder Ziel-
funktion ein Gewicht zugeordnet wird und anschließend diese Funktionen summiert
werden. Das skalare Problem kann dann mit klassischen Verfahren, wie z.B. durch
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Abbildung 4.8: Verfahren zur Lösung des Mehrzieloptimierungsproblems
Gradientenverfahren [HUL93], gelöst werden. Die korrekte Bestimmung der Gewich-
te und die Notwendigkeit eines konvexen Wertebereiches sind die Nachteile dieses
Verfahrens. Neben der Summenbildung kann ebenfalls das Produkt gebildet werden,
was als Keeney-Raiffa Methode bekannt ist.
Die Anwendung einer Summenbildung für das MOP in (4.71) ähnelt der Metho-
de des Trainings mittels Einfügen von Rauschen in die Lerndaten. Das zusätzliche
Rauschen verbessert die Generalisierungseigenschaften des Netzes und bewirkt für
die Fehlerfunktion das Einfügen eines zusätzlichen Regularisierungsparameters, der
durch die Varianz des Rauschens bestimmt wird [Bis95b, Seite 346]. Dieser zusätzli-
che Parameter in der Zielfunktion ist konsistent mit den Ergebnissen aus Abschnitt
4.2.1.
Weiter kann die Methode der Zielerreichung (goal attainment) zum Finden einer Lö-
sung angewendet werden. Bei diesem Vorgehen wird ein Startvektor mit gültigen8
Werten der Zielfunktion gewählt und eine Suchrichtung im Bildraum bestimmt, wo-
bei ein skalarer Koeﬃzient λminimiert werden soll, der den Abstand zur Startlösung
darstellt (vgl. Abbildung 4.8). Anschaulich wird hier der pareto-optimale Punkt be-
stimmt, der auf der Geraden liegt, die durch den Startvektor und die Suchrichtung
beschrieben wird. Der Wertebereich muss hierfür nicht notwendigerweise konvex
sein.
Daneben können M − 1 Zielfunktionen in Randbedingungen transformiert werden.
Diese Funktionen können als zusätzliche Randbedingungen in Gleichungs- oder in
Ungleichungsform eingesetzt werden. Das Optimierungsproblem besteht dann nur
noch aus einer einzigen Zielfunktion mit erweiterten Randbedingungen, wie in Ab-
8 Für den Startwert sollte eine „gute“ Lösung ausgewählt werden.
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bildung 4.8 dargestellt, wobei zum Finden des Minimums Verfahren für den eindi-
mensionalen Fall eingesetzt werden können.
Die bisher beschriebenen Methoden bestimmen nur einen Punkt auf der pareto-op-
timalen Front. Um diese komplett zu bestimmen, müssen spezielle Lösungsverfahren
angewendet werden. Eine stochastische Suche kann verwendet werden, um die mög-
lichen Minima des MOPs zu ﬁnden. Hier werden meist evolutionäre Algorithmen
eingesetzt. Für die genaue Vorgehensweise und die Eigenschaften dieser Verfahren
sei auf die Literatur [Mos04, CFPF94] verwiesen. Weiter können auch mathema-
tisch exakte Verfahren [DSH05] angewendet werden, die zur Lösung solcher MOPs
entworfen wurden.
Wenn es sich bei dem MOP um ein konvexes Problem handelt, lässt sich die Lö-
sung sehr einfach bestimmen, und man benötigt keine evolutionären Algorithmen
zur Bestimmung der Lösung. Wenn alle Zielfunktionen und die mögliche Menge
im Deﬁnitionsbereich konvex sind, so existiert ein konvexes MOP [CS04b, HUL93].
Das MOP aus (4.71) besitzt zwar eine konvexe Deﬁnitionsmenge, jedoch erfüllt
die Zielfunktion F1(w) nicht die Eigenschaft einer konvexen Funktion. Somit ist
das Verfahren der gewichteten Summe zur Lösung dieses Problems ungeeignet. Der
Nachweiß, dass es sich bei der Zielfunktion F1(w) um eine nicht konvexe Funk-
tion handelt, kann durch ein Gegenbeispiel geführt werden. Dabei folgt für einen
einzelnen Testdatensatz x1 = 0, y1 = 1 und für festgelegte Parameter des Netzes
m = 1, α1 = −1, c1 = 1 bei der Zielfunktion F1(σ)
F1(σ) =
(
1 + e−
(0−1)2
2σ2
)2
. (4.76)
Dies ist aber keine konvexe Funktion im Intervall (0; 10], was man leicht am Funk-
tionsgraphen veriﬁzieren kann. Damit handelt es sich nicht um ein konvexes MOP.
Zur Lösung des MOPs aus (4.71) werden die anderen vorgestellten Methoden, Ziel-
erreichung und Transformation der Zielfunktionen, verwendet. Für die Methode der
Zielerreichung werden dabei ein Startvektor und eine Suchrichtung benötigt. Um
mit einer „guten“ Lösung zu starten, wird diese mit Hilfe der NETLAB-Werkzeuge
für MATLAB [Nab02] erzeugt. Für die Suchrichtung wird der Richtungsvektor ver-
wendet, der durch den Ursprung und die Startlösung vorgegeben wird. So wird in
beiden Zielen die gleiche relative Über- und Unterbestimmung gewährleistet.
Daneben wird die Zielfunktion F2(w) in einem weiteren Verfahren als zusätzliche
Randbedingung in Ungleichungsform eingesetzt, und als obere Schranke wird das
Rauschmaß der NETLAB-Lösung nach (4.74) oder (4.75) verwendet. Dieses Opti-
mierungsproblem und dessen Lösung werden im Folgenden als Rausch-beschränktes
Problem bezeichnet. Weiter kann auch die Zielfunktion F1(w) als Randbedingung
verwendet werden. Dabei wird auch hier die durch NETLAB ermittelte Lösung als
obere Schranke verwendet. So entsteht ein mse-beschränktes Problem, wobei der
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mittlere quadratische Fehler des Netzes kleiner als derjenige der NETLAB-Lösung
sein soll.
Bei allen Verfahren wird zuerst das neuronale Netz mittels NETLAB trainiert9.
In wieweit diese Lösung sich verbessern lässt, hängt von der Art der Lösung ab.
Handelt es sich bei dieser um einen pareto-optimalen Punkt im Bildraum, so kann
per Deﬁnition kein Punkt gefunden werden, der in einer der beiden Zielfunktionen
besser ist. Bei vielen Trainingsverfahren wird jedoch die Robustheit des neuronalen
Netzes nicht näher betrachtet, sondern lediglich die Approximations- oder Klassi-
ﬁzierungseigenschaften optimiert. So sollte es für eine Vielzahl von Lernverfahren
möglich sein, die gefundene Lösung hinsichtlich ihrer Empﬁndlichkeit gegenüber
Rauschen zu verbessern.
Das Verfahren kann als eigenständiges Training eingesetzt werden, wenn (4.71)
durch evolutionäre Algorithmen oder andere mathematische Verfahren gelöst wird.
Welcher Punkt der Paretofront mit entsprechenden Parametern dann für das Netz
gewählt wird, ist von der Anwendung oder dem Entwickler abhängig.
Zur simulativen Verdeutlichung der verschiedenen Verfahren und der Wirksamkeit
der Robustheit des neuronalen Netzes als zusätzliche Zielfunktion wird im Folgen-
den das MOP für das trainierte RBF-Netz gelöst. Zur Approximation werden drei
Testfunktionen aus [GRO+03] verwendet
f1(x) = 3x(x− 1)(x− 1.9)(x+ 0.7)(x+ 0.8) x ∈ [−2,1; 2,1] (4.77)
f2(x,y) = 42.659(0.1 + x(0.05 + x
4 − 10x2y2 + 5y4)) x,y ∈ [−0,5; 0,5] (4.78)
f3(x,y) = 1.9(1.35 + e
x sin(13(x− 0.6)2) ey sin(7y)) x,y ∈ [0; 1]. (4.79)
Zur Bestimmung einer Anfangslösung wird die Lösung von NETLAB verwendet.
Für das Trainieren des Netzes wird eine Menge mit 1000 Vektoren sowie eine Test-
menge mit 5000 Vektoren für den Fall einer zweidimensionalen Testfunktion inner-
halb des Deﬁnitionsbereiches erstellt. Für den eindimensionalen Fall werden eine
Trainingsmenge mit 100 Punkten und eine Menge mit 1000 Punkten zum Testen
erstellt. Alle Testvektoren werden aus dem Deﬁnitionsbereich der jeweiligen Funk-
tion auf Basis einer Gleichverteilung entnommen. Die Anzahl von Gaußfunktionen
wird exemplarisch aus den Ergebnissen aus [GRO+03] gewählt. Zur Ermittlung der
Lösung des Verfahrens mit zusätzlichen Randbedingungen werden Standardverfah-
ren der Mathematik genutzt, so z.B. eine sequenzielle, quadratische Methode, bei
der die Hessematrix in jedem Iterationsschritt geschätzt wird [The92].
Tabelle 4.7 zeigt die Ergebnisse der weiteren Verbesserung einer Lösung des ur-
sprünglichen Trainingsverfahrens, wobei als zusätzliche Zielfunktion oder Randbe-
dingung die Empﬁndlichkeit der Eingänge des Netzes nach (4.75) verwendet wird.
9 Neben dem Algorithmus aus NETLAB kann jedes beliebige Trainingsverfahren verwendet wer-
den.
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Tabelle 4.7: Lösungen des Mehrzieloptimierungsproblems mit Hilfe verschiedener
Verfahren. Als zweite Zielfunktion wird die Empﬁndlichkeit der Ein-
gänge nach (4.75) verwendet.
Funktion m Verfahren mse Training mse Test Rauschen
f1 4 NETLAB 37,0388 43,5619 3,37·104
Zielerreichung 36,2133 43,1464 3,29·104
Rausch-beschränkt 36,4030 42,9766 3,37·104
mse-beschränkt 37,0388 44,6148 3,22·104
f2 8 NETLAB 0,6161 0,5829 981,39
Zielerreichung 0,5403 0,6083 640,26
Rausch-beschränkt 0,2729 0,3316 944,57
mse-beschränkt 0,6161 0,5829 583,26
f3 6 NETLAB 0,6312 0,6786 5,2542
Zielerreichung 0,4605 0,5155 3,8333
Rausch-beschränkt 0,4536 0,5041 5,2542
mse-beschränkt 0,6312 0,7095 1,2279
Die Werte für das Rauschmaß sind in einer Pseudoeinheit angegeben, da die Emp-
ﬁndlichkeit und das Rauschen im Ausgang von der Rauschleistung im Eingang ab-
hängen. Der sich einstellende mittlere quadratische Fehler ist mit den Ergebnissen
aus [GRO+03] vergleichbar, da dort ein normiertes Fehlermaß benutzt wird.
Die Tabelle 4.7 zeigt, dass sich die ursprünglichen Lösungen von NETLAB bedeu-
tend sowohl in den Approximationsfähigkeiten als auch in den Rauscheigenschaften
verbessern lassen. So zeigt sich für die Testfunktionen f2 und f3 in beiden Ziel-
funktionen eine deutliche Verbesserung gegenüber der NETLAB-Lösung. Dies ist
möglich, wenn es sich bei der Startlösung nicht um eine pareto-optimale Lösung
handelt. Im Falle der Testfunktion f1 zeigt sich, dass die gefundenen Lösungen
nur unwesentlich von der Ursprünglichen abweichen. Hier ist schon ein Punkt nahe
der Paretofront gefunden worden, so dass keine weiteren Verbesserungen möglich
sind. Für den Fall, dass die beiden Lösungen für das Optimierungsproblem keine
pareto-optimalen Punkte darstellen, kann die Empﬁndlichkeit des Netzes gegenüber
Rauschen um den Faktor zwei für die Testfunktion f2 und um den Faktor vier für
die Testfunktion f3 verbessert werden. Mit der Methode der Zielerreichung lassen
sich beide Zielfunktionen verbessern.
Welche der Methoden den größten Nutzen für den Entwurf bringt, hängt stark
von der Gestalt der Wertemenge ab, die durch die beiden Zielfunktionen beschrie-
ben wird. Für konvexe Mengen lässt sich mit dem Verfahren der transformierten
Zielfunktionen das globale Minimum bestimmen. Die Methode der Zielerreichungen
liefert auch für nicht konvexe Mengen einen pareto-optimalen Punkt. Allerdings
lassen sich auch hier Formen im Bildraum konstruieren, bei denen die Güte der
Lösung stark von der Suchrichtung und dem Startwert abhängt [CS04b, Seite 65].
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Abbildung 4.9: Verlauf des mittleren quadratischen Fehlers für zwei neuronale
Netze in Abhängigkeit des Rauschens am Eingang für die Test-
funktion f3
Abbildung 4.9 zeigt den mittleren quadratischen Fehler aufgrund Rauschens in den
Eingängen für die Testfunktion f3. Dabei werden die Eingänge mit unterschiedli-
chen Rauschleistungen belegt, die durch ihr Signal-Rausch-Verhältnis (SNR) be-
stimmt werden. Hier wird das Verhalten zweier unterschiedlich trainierter Netze
dargestellt, zum einen ein Netz mit den Parametern der NETLAB-Lösung und zum
anderen von der Lösung des MOPs. Es zeigt sich, dass sich bei gleicher Topologie
des Netzes mit zwei unterschiedlichen Parametersätzen verschiedene Antworten auf
das Rauschen ergeben können. Die NETLAB-Lösungen zeigen bei Rauschen in den
Eingängen einen um zwei Größenordnungen höheren, mittleren quadratischen Feh-
ler. Beide Netze besitzen für die Test- und die Trainingsmenge einen vergleichbaren
Approximationsfehler.
Tabelle 4.8 zeigt die Resultate für ein Mehrzieloptimierungsproblem mit dem mitt-
leren quadratischen Fehler aufgrund rauschender Eingänge als zusätzliche Zielfunk-
tion (4.74). Für die Testfunktion f2 stellt die NETLAB-Lösung einen Punkt nahe
der Paretofront dar. Es lassen sich mit einem zusätzlichen Optimierungsschritt kei-
ne Verbesserungen in einer der beiden Zielfunktionen erreichen. Dass in diesem
Fall bei der Testfunktion f2 ein pareto-optimaler Punkt mittels NETLAB gefunden
wird, ist zufällig bedingt und nicht von der Wahl der zweiten Zielfunktion abhängig.
Der NETLAB-Algorithmus wählt bei jeder Iteration unterschiedliche Zentren und
Varianzen, wobei die Ausgangsgewichte dann mittels der Pseudoinversen bestimmt
werden. So ergeben sich verschiedene Lösungen im Bildraum.
Die ursprünglichen Lösungen für die Testfunktionen f1 und f3 können dagegen in
beiden Zielfunktionen verbessert werden, so dass als Schlussfolgerung die initiale
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Tabelle 4.8: Lösungen des Mehrzieloptimierungsproblems mit Hilfe verschiedener
Verfahren. Als zweite Zielfunktion wird der mittlere quadratische Feh-
ler aufgrund verrauschter Eingänge nach (4.74) verwendet.
Funktion m Verfahren mse Training mse Test Rauschen
f1 4 NETLAB 38,4554 55,5408 6,04·109
Zielerreichung 28,2350 41,0862 4,44·109
Rausch-beschränkt 30,3200 43,7137 5,01·109
mse-beschränkt 38,4535 56,4501 0,08·109
f2 8 NETLAB 0,6047 0,6485 1,42·109
Zielerreichung 0,6047 0,6485 1,42·109
Rausch-beschränkt 0,6047 0,6485 1,42·109
mse-beschränkt 0,6047 0,6485 1,42·109
f3 6 NETLAB 0,6426 0,6336 7,13·105
Zielerreichung 0,1761 0,1708 1,94·105
Rausch-beschränkt 0,6473 0,6422 7,13·105
mse-beschränkt 0,6473 0,6378 535,48
Lösung keinen pareto-optimalen Punkt darstellt. Die Methode der Zielerreichung
kann in den beiden Zielfunktionen eine Verbesserung für die Funktionen f1 und f3
erreichen. Auch die beiden anderen Verfahren minimieren die jeweilige Zielfunktion.
Bei der Testfunktion f3 zeigt sich bei dem rausch-beschränkten Problem, dass die
Methode in lokalen Minima festsitzen kann. Wie schon gezeigt, stellt die Zielfunktion
F1(w) keine konvexe Funktion dar, und so muss die Methode nicht notwendigerweise
das globale Minimum ﬁnden, sondern kann ein lokales Minimum erreichen.
Die Eﬃzienz der Lösung des MOPs hängt stark von der anfänglichen Lösung ab.
Stellt diese einen pareto-optimalen Punkt dar, so kann per Deﬁnition keine der
beiden Zielfunktionen verbessert werden, und die vorgestellten Methoden ﬁnden
keine besseren Parametersätze. Andernfalls lassen sich beide Zielfunktionen durch
die Methode der Zielerreichung verbessern. Die beiden anderen Methoden hängen
von der Form der möglichen Lösung im Bildraum ab. Da es sich aber nicht um
konvexe Funktionen handelt, besteht die Gefahr in einem lokalen Minimum hän-
genzubleiben.
4.3.1.1 Auswirkungen auf die Parameter
Durch eine zweite Zielfunktion beim Trainieren des neuronalen Netzes kann das
Verhalten des Netzes gegenüber Rauschen verbessert werden. Dabei sind die beiden
Zielfunktionen zueinander gegenläuﬁg, da zur Minimierung des Rauscheinﬂusses die
Steilheit der Neuronen verringert werden muss, wobei für gute Approximationsei-
genschaften das Netz dem Verlauf der Funktion auch bei großen Steigungen folgen
muss.
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Abbildung 4.10: Verteilung der Zentren und der Quotient α/σ für das ursprüng-
liche RBF-Netz (links) und nach dem MOP (rechts)
Hier sollen die Auswirkungen auf die Parameter beispielhaft untersucht werden. Da
in dieser Arbeit besonders die Robustheit der Netze im Mittelpunkt steht, wird
bei der Analyse auf die mse-beschränkte Lösung eingegangen. Bei diesem Problem-
fall können tendenzielle Aussagen über den Einﬂuss auf die Parameter des Netzes
getroﬀen werden, während zur Verbesserung der Approximationseigenschaften ein
komplexer Zusammenhang besteht. Zum einen handelt es sich um ein nichtkonvexes
Problem, so dass das Finden des globalen Minimums vom Optimierungsverfahren
abhängig ist und die Gefahr besteht, in lokalen Minima hängenzubleiben. Zum an-
deren sind die Größe des Netzes und damit ebenfalls dessen Parameter von der zu
approximierenden Funktion abhängig. So können lediglich für eine Beispielfunktion
Aussagen getroﬀen werden. Da beide Zielfunktionen zusammen betrachtet werden
müssen, können somit keine allgemeingültigen Aussagen getroﬀen werden.
Hinsichtlich des Einﬂusses der zweiten Zielfunktion, dem Einﬂuss des Rauschens,
können allerdings tendenzielle Aussagen getroﬀen werden. Aufgrund der Abhängig-
keit in (4.74) bzw. (4.75) von dem Quotienten der Ausgangsgewichte und der Breite
der Gaußfunktion wird bei einer Verwendung der Approximationseigenschaften als
zusätzliche Randbedingung versucht werden, jene zu verringern und die Zentren
entsprechend zu verschieben.
Zur beispielhaften Analyse wurde aus Tabelle 4.8 die mse-beschränkte Lösung der
Funktion f3 verwendet. Dabei werden im Folgenden besonders die Lagen der Zen-
tren, die Höhe und die Breite der Gaußfunktionen betrachtet.
Abbildung 4.10 zeigt die Verteilung der Zentren der Basisfunktionen in der xy-
Ebene. Der Flächeninhalt und die Farbe der Kreise sind linear von dem Quotienten
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Abbildung 4.11: Höhe und Breite der Gaußfunktionen bei Robustheit
α/σ abhängig, so dass ein robusteres Netz nach (4.74) kleinere Kreise besitzt. Die
Fläche erlaubt dabei einen Vergleich der beiden Netze untereinander, da die gleiche
Skalierung für beide Netze gewählt wurde. Die Farbe dagegen zeigt die relative
Größe des Quotienten für jedes Netz separat, so dass hierdurch die Basisfunktion
mit der höchsten Empﬁndlichkeit für jedes Netz bestimmt werden kann.
Durch die zweite Zielfunktion wird der Quotient aus dem Ausgangsgewicht und
der Varianz für alle Basisfunktionen reduziert, so dass sich eine robustere Appro-
ximation durch das Netz ergibt. Die Lagen der Gaußfunktionen bleiben dabei un-
verändert, um weiterhin die gleichen Approximationseigenschaften zu erhalten. Die
Lagen der Zentren werden für diesen Fall durch die angewendete Methode (Erwar-
tungsmaximierung eines gaußschen Mischmodells) von NETLAB optimal gewählt.
Das robustere Netz wird lediglich durch eine Veränderung der Höhe und der Breite
der Gaußfunktionen erreicht. Um die Anforderungen an die Optimierung zu re-
duzieren, können somit die Zentren aus diesem Prozess herausgenommen werden,
was die Komplexität des Verfahrens erheblich reduziert. Das Optimierungsproblem
erfährt eine Reduktion aus dem IR(n+2)·m in den IR2m und kann so i.A. eﬃzienter
hinsichtlich seiner Konvergenz und der Art des Minimums arbeiten.
Abbildung 4.11 veranschaulicht die Gewichte und die Breite der Gaußfunktionen
für das ursprüngliche Netz und nach dem MOP. Hier zeigt sich, dass in diesem
Beispiel die Gewichte nur minimal gegenüber dem ursprünglichen Netz verändert
werden. Hingegen werden größere Breiten bei der Approximation verwendet, was zu
einem robusteren Netz führt. Weiterhin führen größere Varianzen zu einer besseren
Konditionszahl der einzelnen Gaußfunktion, was sich positiv auf Rundungsfehler
auswirkt (vgl. Abschnitt 5.1).
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Die Berücksichtigung einer zweiten Zielfunktion führt sogar zu größeren Ausgangs-
gewichten, was zunächst für die Robustheit des Netzes nicht förderlich ist. Durch
die höheren Breiten kann diese Verschlechterung in der zusätzlichen Zielfunktion
kompensiert und verbessert werden. Allerdings wird durch die größeren Gewich-
te und die höhere Varianz die Fehlertoleranz des Netzes direkt beeinﬂusst, und
diese verschlechtert sich aufgrund der größeren Breite der Basisfunktionen (siehe
Abschnitt 3.2). Damit stellen Robustheit und Fehlertoleranz in einem bestimmten
Maße gegenläuﬁge Ziele dar (vgl. (3.16) bzw. (4.48) und (4.8)). Eine gemeinsame
Verbesserung kann nur durch kleinere Ausgangsgewichte erreicht werden, da bei
der Veränderung der Varianzen jeweils eine Eigenschaft des Netzes, Fehlertoleranz
oder Robustheit, herabgesetzt wird (siehe Abschnitt 4.1).
4.3.2 Fehlertoleranz als Zielfunktion
Neben der Robustheit eines neuronalen Netzes ist auch dessen Fehlertoleranz von
Bedeutung. Um besonders wichtige Neuronen des Netzes zu identiﬁzieren, wurde in
Abschnitt 4.1 ein Maß für die Bedeutung der Neuronen bei einem RBF-Netz und
einem LCNN eingeführt. Dieser Bewertungsmaßstab kann ebenso wie die Robust-
heit im vorangegangenen Abschnitt als zusätzliche Zielfunktion beim Trainieren
eingesetzt werden.
So erhält man analog zu (4.71) ein Mehrzieloptimierungsproblem mit der Fehlerto-
leranz als weitere Zielfunktion
minimiere y = F (w) = (F1(w),F2(w))
T (4.80)
mit g(w) = (g1(w),g2(w), . . . ,gk(w))
T ≤ 0 (4.81)
h(w) = (h1(w),h2(w), . . . ,hp(w))
T = 0 (4.82)
wobei F1(w) =
1
M
M∑
i=1
(
yi −
m∑
ν=1
αν exp
(−‖xi − cν‖2
2σ2ν
))2
F2(w) =
m∑
k=1
sk + b
2, (4.83)
wobei sk die Bedeutung der Gaußfunktionen nach (4.8) darstellt. Für die zweite
Zielfunktion wird die Summe über alle Bedeutungen der Neuronen gebildet und
somit werden die ursprünglichen m zusätzlichen Zielfunktionen10 über diese ge-
wichtete Summe zu einer einzigen Zielfunktion zusammengefasst. Dieses Vorgehen
ist zulässig (siehe Erklärungen vorherigen Abschnitt) und besitzt für konvexe Ziel-
funktionen keine gravierenden Nachteile [CS04b]. Im Fall der Gleichverteilung der
10Das Ziel der Optimierung ist die Bedeutung eines jeden Neurons so gering wie möglich zu halten.
So entstehen m zusätzliche Zielfunktionen.
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Tabelle 4.9: Lösungen des Mehrzieloptimierungsproblems aus (4.80) mit Hilfe ver-
schiedener Verfahren
Funktion m Verfahren mse Training mse Test F2(w)
f1 4 NETLAB 42,3817 42,6380 5,84·1010
Zielerreichung 26,7468 28,2028 3,70·1010
Fehler-beschränkt 43,3665 44,1899 5,84·1010
mse-beschränkt 42,3441 42,3469 5,94·1010∑
i |αi|2 41,7876 42,0967 5,90·1010
f2 8 NETLAB 0,5393 0,5159 4,02·108
Zielerreichung 0,3556 0,3552 5,90·107
Fehler-beschränkt 0,5393 0,5159 4,02·108
mse-beschränkt 0,5375 0,4809 4,23·107∑
i |αi|2 0,2783 0,2765 1,84·108
f3 6 NETLAB 0,6562 0,6804 1,51·104
Zielerreichung 0,2743 0,3305 6,04·103
Fehler-beschränkt 0,2227 0,3132 1,34·103
mse-beschränkt 0,6562 0,6972 7,63∑
i |αi|2 0,2437 0,2603 3,05·105
Eingänge und der Vereinfachung der Bedeutung nach (4.17) ergeben sich konvexe
Funktionen für die Bedeutung eines Neurons.
Bei einem RBF-Netz nach (2.28) wird zumeist ein zusätzlicher, konstanter Term b
im Ausgangsneuron addiert, um so den Gleichanteil bei der Funktionsapproximation
abbilden zu können. Dieser wurde bei der Bestimmung der Bedeutung in Abschnitt
4.1 nicht berücksichtigt. Wenn dieser konstante Term durch einen Fehler entfällt,
entsteht ein mittlerer quadratischer Fehler mse = b2. Um diesen möglichst klein
zu halten, müssen kleine Gleichanteile verwendet werden. Deswegen wird dieser
Einﬂuss mit in der Zielfunktion F2(w) berücksichtigt.
Neben der Zielfunktion (4.83) kann auch die Summe der Betragsquadrate der Aus-
gangsgewichte und des Gleichanteils als alternative Zielfunktion verwendet werden,
da die Bedeutung der Neuronen stark von dem Ausgangsgewicht (vgl. Abschnitt 4.1)
abhängig ist. Diese alternative Zielfunktion versucht somit den Betrag der Gewichte
zu minimieren, was im Gegensatz zu dem Approximationsfehler steht.
Tabelle 4.9 zeigt die Ergebnisse verschiedener Lösungen des MOPs nach (4.80). Da-
bei gelten die gleichen Randbedingungen und Anmerkungen wie im vorangegange-
nen Abschnitt. Daneben wurde das Verfahren der Zielerreichung auf die alternative
Zielfunktion angewendet, bei der die Summe über die Beträge der Gewichte gebildet
wird. Allerdings wurde für dieses Verfahren in Tabelle 4.9 der Funktionswert von
F2(w) aus (4.83) zum besseren Vergleich angegeben.
Die Tabelle zeigt, dass die NETLAB-Lösungen keine pareto-optimalen Punkte dar-
stellen. Es lassen sich Verbesserungen in beiden Zielfunktionen für alle Testfunktio-
4.3 Robustes und fehlertolerantes Lernen 137
−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5
−450
−400
−350
−300
−250
−200
−150
−100
−50
0
50
x
y
 
 
Funktion f1
NETLAB
Zielerreichung
Abbildung 4.12: Approximation der Funktion f1 mit Fehlertoleranz als zusätzli-
che Randbedingung
nen erreichen. Da es sich auch bei diesem Mehrzieloptimierungsproblem nicht um
konvexe Zielfunktionen handelt, können die Methoden in lokalen Minima festsitzen,
wie z.B. für die Fehler-beschränkte oder mse-beschränkte Lösung der Funktion f1.
Die alternative Zielfunktion über die Summe der Betragsquadrate stellt dabei einen
guten Kompromiss für ein späteres Lernverfahren zur Laufzeit dar. Dass bei der
Verwendung der alternativen Zielfunktion auch schlechtere Werte für die Fehlerto-
leranz entstehen, ist dadurch bedingt, dass in Tabelle 4.9 die Funktionswerte der
Zielfunktion F2(w) aus (4.83) angegeben werden. Die Optimierung erfolgt aber hin-
sichtlich einer anderen Zielfunktion, so dass nicht notwendigerweise die alternative
Zielfunktion zu geringeren Werten als die ursprüngliche Zielfunktion führen muss.
Aufgrund der geringen Anforderungen an die Rechenleistung und einer konvexen
Zielfunktion ist die alternative Zielfunktion mit der Summe der Betragsquadrate
eine gute Wahl für ein Verfahren zur Laufzeit.
Abbildung 4.12 zeigt die Approximation eines Netzes mit der NETLAB-Lösung und
einer optimierten Lösung (Zielerreichung) für die Testfunktion f1. Die ursprüngli-
che Lösung kann in beiden Zielfunktionen verbessert werden (vgl. Tabelle 4.9), falls
leicht unterschiedliche Zentren und kleinere Gewichte verwendet werden. Dadurch
kann das Überschwingen der NETLAB-Lösung verringert werden, was den mitt-
leren quadratischen Fehler verkleinert. Als Konsequenz eines kleineren Gewichtes
verbessert sich auch die Fehlertoleranz des Netzes.
Abbildung 4.13 zeigt die Bedeutung der Neuronen nach dem Lösen des MOPs für
die Testfunktion f3. Für das mse-beschränkte Netz mit maximaler Fehlertoleranz
ist die Bedeutung der ersten drei Neuronen kleiner als die Skalierung der Abbildung,
ebenso für das letzte Neuron. Die Bedeutung dieser Neuronen besitzt sehr kleine
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Abbildung 4.13: Bedeutung der Neuronen nach Bestimmung der Lösung von
(4.80) für die Testfunktion f3
Werte und verschwindet. Allerdings ergibt sich bei dieser Testfunktion aufgrund sei-
ner Form die Gefahr, ungünstige Paretopunkte auszuwählen. Wie man an Tabelle
4.9 und an Abbildung 4.13 erkennt, bietet die mse-beschränkte Lösung eine hohe
Fehlertoleranz. Dies ist dadurch bedingt, dass in diesem Fall die Ausgabe des Netzes
eine konstante Funktion mit f(x) ≈ 0 beschreibt. Für diesen Fall ergeben sich sehr
kleine Gewichte und eine hohe Fehlertoleranz. Aufgrund der Form der Testfunktion
ist der mittlere quadratische Fehler jedoch gering und in der Größe der ursprüngli-
chen Lösung. Diese pareto-optimale Lösung ist jedoch nicht wünschenswert, da das
neuronale Netz nichts über die Form der Funktion aussagt. Um solche Punkte von
der Lösung anzuschließen, muss das MOP in (4.80) um entsprechende Randbedin-
gungen erweitert werden. Diese können z.B. eine untere Grenze für die Varianzen
der Gaußfunktionen oder
Var(fm(x)) = Var(y) (4.84)
umfassen, wobei y die Ausgabe der Trainingsdaten und Var(·) die Varianz bezeich-
net. Durch die Randbedingung der Varianz wird eine konstante Funktion ausge-
schlossen. Durch diese zusätzlichen Einschränkungen verringert sich der mögliche
Lösungsraum, da nicht sinnvolle Lösungen, wie z.B. eine konstante Funktion, aus-
geschlossen werden.
4.3.2.1 Auswirkungen auf die Parameter
Wie schon zuvor für die Robustheit des Netzes soll an einem Beispiel der Ein-
ﬂuss der Fehlertoleranz als zusätzliche Zielfunktion bei der Optimierung betrachtet
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Abbildung 4.14: Verteilung der Zentren und Darstellung α · σ für das ursprüng-
liche RBF-Netz (links) und nach dem MOP (rechts)
werden. Hier gelten analoge Ausführungen wie zuvor bei der Robustheit. Da im
Allgemeinen kein konvexes Problem vorliegt, hängt die Bestimmung des Minimums
von dem Optimierungsverfahren ab. Es besteht die Möglichkeit, nur lokale Mini-
ma zu ﬁnden. Da ebenfalls der Lösungsraum von den Randbedingungen sowie von
der zu approximierenden Funktion abhängig ist, können somit keine allgemeingül-
tigen Aussagen getroﬀen werden. Beispielhaft sollen die Eﬀekte auf die Parameter
anhand der Funktion f2 aus Tabelle 4.9 untersucht werden, wobei ebenfalls die mse-
beschränkte Lösung betrachtet wird. Diese wird aufgrund des Fokus der Arbeit auf
fehlertoleranten Netzen ausgewählt.
Abbildung 4.14 zeigt die Auswirkung der MOP auf die Verteilung der Zentren sowie
die Fehlertoleranz, wobei als Maß das Produkt α ·σ (vgl. Abschnitt 4.1) angewendet
wird. Die Größe der Kreise erlaubt einen Vergleich der beiden Netze miteinander,
während die Farbe einen Vergleich der Neuronen innerhalb eines Netzes ermöglicht.
Hier zeigt sich, dass die Position der Zentren nicht durch den zusätzlichen Optimie-
rungsschritt verändert wird. So kann auch hier eine Reduktion des Optimierungs-
problems wie zuvor vorgenommen werden, indem auf eine Optimierung hinsichtlich
der Zentren verzichtet wird. Allerdings ergibt sich eine bessere Fehlertoleranz des
Netzes durch das Absenken des Produkts α · σ. Bei diesem Optimierungsschritt
ändert sich die zusätzlich die Reihenfolge der Bedeutung einzelner Basisfunktionen.
Eine Gaußfunktion mit einer zuvor geringen Bedeutung wird nach dem Training
zu einer signiﬁkanten Funktion. Somit ist diese Methode nicht treu hinsichtlich der
Reihenfolge in der Bedeutung.
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Abbildung 4.15: Höhe und Breite der Gaußfunktionen bei Fehlertoleranz
Abbildung 4.15 zeigt die Höhe und die Breite der Gaußfunktion des ursprünglichen
Netzes vor und nach dem MOP. Auch hier zeigt sich, dass die Verbesserung der
Fehlertoleranz hauptsächlich durch die Veränderung der Breite einer Gaußfunktion
erreicht wird, während die Gewichte der Neuronen nur innerhalb kleiner Bereiche
verändert werden. Aufgrund der multiplikativen Verknüpfung der Höhe und der
Breite mit der Fehlertoleranz bzw. der Bedeutung ergibt sich eine bessere Fehlerto-
leranz des gesamten Netzes. Als Konsequenz aus diesem Beispiel muss für die Va-
rianz der Gaußfunktionen eine hinreichend große untere Grenze festgelegt werden,
um bei einer hohen Anzahl von Gaußfunktionen die Trainingsdaten nicht überan-
gepasst zu approximieren. Das MOP versucht die Varianz der Gaußfunktionen zu
minimieren, wobei im Extremfall jeder (Trainings-) Punkt durch eine Basisfunkti-
on mit minimaler Breite dargestellt wird. So entsteht ein überangepasstes Modell
mit schlechten Generalisierungseigenschaften, welches durch eine untere Schranke in
den Varianzen vermieden wird. Die Wahl dieser Schranke hängt von der jeweiligen
Funktion und der Größe des Netzes (Anzahl von Neuronen) ab.
4.3.3 Signifikanz als Randbedingung
Im vorherigen Abschnitt wurde zur Bestimmung der pareto-optimalen Punkte die
Bedeutung der Neuronen unter anderem als zusätzliche Randbedingung verwendet.
So konnte die Fehlertoleranz des Netzes einer ursprünglichen Lösung verbessert
werden. Daneben kann die Fehlertoleranz auch schon beim initialen Training als
4.3 Robustes und fehlertolerantes Lernen 141
Randbedingung verwendet werden. Hierfür ergibt sich analog ein Optimierungspro-
blem
minF (w) = min
1
M
M∑
i=1
(
fm(x
i,w)− yi)2 w ∈ IRm(n+2) (4.85)
sk(w)− bk ≤ 0 für k = 1 . . .m, (4.86)
wobei sk die Bedeutung nach (4.8) bezeichnet und bk einen maximalen Wert für
die Bedeutung beschreibt. So entstehen neben den anderen Randbedingungen m
zusätzliche Randbedingungen für das Optimierungsproblem.
Allerdings sind die absoluten Werte der Bedeutung vor dem Training nicht bekannt,
so dass die Auswertung der Randbedingungen nach (4.86) nur schwer möglich ist.
Jedoch werden beim Lernen die Lagen der Zentren sowie die einzelnen Varianzen
der Basisfunktionen zumeist mit Hilfe anderer Algorithmen bestimmt. So können
z.B. die Lagen der Zentren durch den k-means Algorithmus bestimmt werden und
die Werte der Varianzen durch die Distanzen zwischen den Zentren festgelegt wer-
den, vgl. die Vorgehensweise von NETLAB [Nab02]. Sind diese Parameter nun durch
andere Algorithmen bestimmt worden, bleiben als Variablen für das Optimierungs-
problem aus (4.85) nur noch die Ausgangsgewichte übrig, und es ergibt sich ein
lineares Optimierungsproblem. Zusätzlich sind die Randbedingungen aus (4.86) nur
noch linear von den freien Variablen abhängig. Damit resultiert die Randbedingung
(4.86) in eine obere Grenze für die Ausgangsgewichte, was zusätzlich die gleich-
gradige Stetigkeit und damit die Robustheit des Netzes zur Folge hat, vgl. Kapitel
3.1. Werden die m zusätzlichen Randbedingungen über die gewichtete Summe zu-
sammengefasst, so ergibt sich ebenfalls eine obere Grenze für die Gewichte, da die
Summe beschränkt sein muss.
Wird das Optimierungsproblem aus (4.85) für alle Parameter des Netzes gelöst, so
ergibt sich ebenfalls eine obere Schranke für die Gewichte. Nach Abschnitt 4.1 gilt
für die Bedeutung der Neuronen
sk = E [d
q(y,yˆ)] = |αk|q
∫
X
e
−
q‖x−ck‖
2
2σ2
k pX(x)dx. (4.87)
Da das Integral konvergiert (siehe Abschnitt 4.1), folgt direkt aus den Randbedin-
gungen von (4.86), dass die Ausgangsgewichte des Netzes beschränkt sein müssen,
um Fehlertoleranz des Netzes sicherzustellen.
Somit ist die Randbedingung zur Erreichung einer bestimmten Fehlertoleranz des
Netzes gleichbedeutend mit dem Einführen einer oberen Grenze für die Gewichte,
also äquivalent zu
|αk| ≤ B für k = 1 . . .m. (4.88)
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Diese Randbedingung kann zu dem Einfügen zusätzlicher Neuronen führen, da zum
Erreichen einer bestimmten Fehlertoleranz die Randbedingungen nicht erfüllt wer-
den können und so keine Lösung von (4.85) gefunden werden kann. So impliziert
die gleichgradige Stetigkeit des Netzes ebenfalls ein fehlertolerantes Netz.
Beispiel. Als Beispiel soll die Funktion
g(x) = 5 e−x
2
+2 e−(x−1)
2
(4.89)
durch ein RBF-Netz approximiert werden. Für diese Aufgabe sind 2 Basisfunktionen
mit Zentren c1 = 0 und c2 = 1 und Varianzen σ =
√
1/2 ausreichend. Allerdings
besitzen die beiden Neuronen unterschiedliche Bedeutung (q = 2)
s1 ∝ 52 s2 ∝ 22 (4.90)
und normiert auf das Quadrat des größten Ausgangsgewichts
s1 ∝ 1 s2 ∝ 4
25
. (4.91)
Wird nun die Randbedingung eingeführt, dass die relative Bedeutung jedes einzel-
nen Neurons sk ≤ 0,2, bezogen auf die maximale ursprüngliche Signiﬁkanz, nicht
übersteigen darf, folgt für die Gewichte αk ≤
√
5. Somit werden anstatt 2 Neuronen
für eine gültige Lösung mindestens vier Neuronen benötigt, wobei dieses Vorge-
hen dem Einfügen von Neuronen entspricht. Ohne ein Einfügen von zusätzlichen
Basisfunktionen und mit Hilfe zweier Gaußfunktionen lässt sich das Optimierungs-
problem mit der Fehlertoleranz als Randbedingung nicht lösen.
Bemerkung. Bei den Untersuchungen zu dem robusten und fehlertoleranten Ler-
nen zeigte sich, dass die in NETLAB verwendete Vorgehensweise zwar RBF-Netze
mit guten Approximationseigenschaften liefert, jedoch diese Netze aufgrund ihrer
Parameter schlechte Eigenschaften bzgl. Robustheit und Fehlertoleranz sowie der
Umsetzung in Hardware besitzen. Beispielsweise sei das RBF-Netz zur Approxima-
tion der si-Funktion untersucht (siehe Abbildung 2.10). Der in NETLAB verwendete
Algorithmus bestimmt die Lagen der Zentren basierend auf der Verteilungsdichte
der Testdaten, in diesem Fall also gleichverteilte Zentren im Intervall [−10; 10]. Die
Varianzen ergeben sich aus dem Maximum des quadratischen Abstandes zwischen
den einzelnen Zentren. So entstehen in diesem Fall sehr große Breiten (∝ 102) für
die Gaußfunktionen. Dies bedingt für gute Approximationseigenschaften ebenfalls
hohe Gewichte. Als Folge hieraus ergeben sich aufgrund des Zusammenhanges mit
den Parametern (siehe Kapitel 3 und Abschnitt 4.1) eine niedrige Robustheit und
eine schlechte Fehlertoleranz. Ebenfalls ist eine Umsetzung in Hardware sehr auf-
wendig, da sehr hohe Werte für die Parameter gespeichert werden müssen, was
zum einen den Speicherplatz erhöht, aber auch z.B. in der digitalen Umsetzung die
Komplexität der Recheneinheiten erhöht. Dies resultiert in einen deutlich höheren
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Tabelle 4.10: Eigenschaften unterschiedlicher Trainingsverfahren
Verfahren mse Robustheit Fehlertol.
NETLAB 1,60 · 10−3 ∝ 108 ∝ 1021
NETLAB (mod.) 1,09 · 10−5 0,1792 0,1881
Gradient 1,16 · 10−2 0,6612 0,0073
Flächenbedarf [Rab96, BK80]. Tabelle 4.10 zeigt die Auswirkungen verschiedener
Trainingsverfahren auf die Eigenschaften11 des RBF-Netzes zur Approximation der
si-Funktion. Dafür wurde das Verfahren aus NETLAB in seiner ursprünglichen Form
und in einer modiﬁzierten Variante sowie das Gradientenverfahren genutzt. Bei der
modiﬁzierten Variante werden die Varianzen der Gaußfunktionen einer Gleichvertei-
lung im Intervall [10; 10] entnommen, so dass wesentlich kleinere Breiten und damit
kleinere Ausgangsgewichte entstehen. Es zeigt sich, dass mit den anderen beiden
Verfahren deutlich robustere und fehlertolerantere Netze entworfen werden können,
wobei die Approximationseigenschaften ähnliche Güten besitzen.
4.4 Zusammenfassung und Diskussion
Das Kapitel 4 beschäftigte sich mit der Methodologie zur Verbesserung der Fehler-
toleranz und Robustheit neuronaler Netze, wobei ein wesentlicher Vorteil der hier
vorgestellten Methoden die Unabhängigkeit der Verfahren von dem verwendeten
Trainingsalgorithmus ist. So ergibt sich eine allgemeine Anwendbarkeit der entwi-
ckelten Techniken.
Hinsichtlich der Fehlertoleranz wurden Methoden entwickelt, mit denen die Red-
undanz an geeigneten Stellen im Netz erhöht werden kann. Basierend auf dem sta-
tistischen Beitrag eines Neurons zu einem Fehler im Ausgang, der aufgrund unzu-
verlässiger Recheneinheiten entsteht, kann die Bedeutung eines Neurons deﬁniert
werden. Sowohl für RBF-Netze als auch das LCNN lässt sich ein solches Maß deﬁnie-
ren. Simulationsergebnisse haben gezeigt, dass diese Verfahren diejenigen Neuronen
erkennen, die bei einem Ausfall den größten Approximationsfehler im Ausgang er-
zeugen. So lassen sich die vorgestellten Verfahren aus Kapitel 3.3 zuerst für die
Neuronen anwenden, welche eine hohe Bedeutung besitzen, und dadurch minimiert
sich der zusätzliche Flächenbedarf. Neben der Verbesserung der Fehlertoleranz kann
die Bedeutung der Neuronen auch zur Kontrolle der Modellkomplexität verwendet
werden. Dies ist für gute Approximations- und Generalisierungseigenschaften eines
11Die Robustheit des Netzes wurde durch den Erwartungswert der Empfindlichkeit der Neuro-
nen nach (4.67) bestimmt, und als Maß für die Fehlertoleranz wurde der Erwartungswert der
Bedeutung aller Neuronen ermittelt.
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neuronalen Netzes ein wesentlicher Bestandteil, da negative Eﬀekte, wie überange-
passte oder hoch komplexe Modelle, verhindert werden können.
Ähnliche Betrachtungen wurden für die Robustheit eines RBF-Netzes durchgeführt.
Es lassen sich die Neuronen bzw. die Parameter mit der höchsten Empﬁndlichkeit
gegenüber Rauschen identiﬁzieren. Mit Hilfe dieser Maße können entsprechende
Verfahren ﬂächeneﬃzient angewendet werden, weil eine Reihenfolge in der Notwen-
digkeit der Verfahren festgelegt werden kann.
So können mit Hilfe beider Maße, für die Fehlertoleranz und die Robustheit, Aussa-
gen über die optimalen Parameter eines Netzes getroﬀen werden. Für fehlertolerante
Netze müssen möglichst kleine Ausgangsgewichte und schmale Breiten der lokalen
Funktionen verwendet werden, während ein robustes Netz hohe Breiten erfordert.
Hier zeigt sich der gegenläuﬁge Trend in den Breiten der lokalen Funktionen, so dass
die Breite für eine optimale Approximation ausgelegt werden sollte. Um möglichst
kleine Gewichte zu erhalten, empﬁehlt sich das Einfügen von identischen Neuronen.
So wird eine Aufgabe von mehreren Neuronen übernommen, und die Fehlertole-
ranz des Netzes steigt. Die Maße zur Robustheit und Fehlertoleranz können in
Entwurfswerkzeuge integriert werden, so dass diese automatisch bei Kenntnis der
technologischen Randbedingungen das optimale System hinsichtlich Fehlertoleranz
oder Robustheit bestimmen können.
Daneben wurden Verfahren vorgestellt, welche durch geschickte Wahl der Parame-
ter versuchen, das Verhalten der Netze gegenüber Rauschen und dem Auftauchen
von Fehlern zu verbessern. Die vorgestellten Maße können dabei als zusätzliche Ziele
in einem Mehrzieloptimierungsproblem zum Trainieren der neuronalen Netze ange-
wendet werden, um ohne eine Veränderung der Struktur bessere Netze zu erhalten.
Eine allgemeine Aussage über die Auswirkungen auf die Parameter des Netzes kann
nicht getroﬀen werden, da diese von der möglichen Lösung im Urbildraum abhängen,
der wiederum von der zu approximierenden Funktion abhängig ist. Bei der Mehrzie-
loptimierung wurde nur eine zusätzliche Zielfunktion neben den Approximations-
eigenschaften der Netze betrachtet. Eine Anwendung aller Maße, Robustheit und
Fehlertoleranz, ist jedoch denkbar. Zur weiteren Verbesserung der Eigenschaften
können Verfahren aus der Literatur angewendet werden, wie z.B. die Hauptkompo-
nentenanalyse [Pea01b, Hay99], die Unabhängigkeitsanalyse [HKO01, HHO98] oder
Tests auf statische Unabhängigkeit von Merkmalen [FWV06]. Mit diesen Techniken
können die Komplexität reduziert oder Störungen herausgeﬁltert werden.
Kapitel 5
Technische Umsetzung
Dieses Kapitel betrachtet die Auswirkungen der Umsetzung neuronaler Verfahren in
analoge und digitale Schaltungstechniken. Dazu werden zuerst numerische Betrach-
tungen der Verfahren durchgeführt, welche die Auswirkungen von Ungenauigkeiten
während der Berechnung erfassen und so helfen, die Umsetzung der Methoden zu
verbessern. Weiter wird eine parallele, rekonﬁgurierbare, digitale Struktur vorge-
stellt, die unterschiedliche Modelle von Neuronen und verschiedene Topologien von
neuronalen Netzen abbilden kann. Analyseergebnisse der Umsetzung dieser Struktur
auf einen aktuellen CMOS-Prozess und ein Vergleich eines analogen und digitalen
Neurons, auch im Hinblick auf die Skalierung der CMOS-Technologie, ﬁnden sich
am Ende des Kapitels.
5.1 Numerische Betrachtungen
Die Fehlerfortpﬂanzung bei der Auswertung von mathematischen Ausdrücken kann
zu unerwünschten Eﬀekten führen. Auch gibt es mehrere unterschiedliche Vorge-
hensweisen einen Ausdruck zu berechnen, wobei die einzelnen Verfahren sich un-
terschiedlich gut oder schlecht verhalten können. Im Folgenden sollen dabei die
Auswirkungen von relativen Fehlern der Grundrechenarten auf den Ausgang der
neuronalen Netze betrachtet werden, indem die Konditionierung und die numeri-
sche Stabilität der neuronalen Prinzipien untersucht werden.
5.1.1 Konditionierung der Gaußfunktionen
Bei der Darstellung von Zahlen und bei der Berechnung von Funktionen mit Hilfe
von Recheneinheiten entstehen Fehler aufgrund von Rundungen und Fehlerfort-
pﬂanzungen. Hier können Konditionszahlen deﬁniert werden, welche die relative
Empﬁndlichkeit eines Ergebnisses gegenüber Störungen der Eingangsgrößen be-
schreibt. Jene beschreiben exakt das Verhalten der Koeﬃzientenempﬁndlichkeit
aus Abschnitt 3.3, so dass diese Ergebnisse hier angewendet werden können. Die
Empﬁndlichkeit ist allerdings bezüglich der Parameter deﬁniert, während die Kon-
ditionierung sich auf die Störungen der Eingangsgrößen bezieht.
Die Konditionszahlen werden dabei wie folgt deﬁniert [Sch98a]:
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Definition 8 (Kondition). Seien ‖ · ‖X ,‖ · ‖Y geeignete Normen auf X und Y sowie
δx =
‖∆x‖X
‖x‖X δy =
‖∆y‖Y
‖y‖Y (5.1)
die relativen Ein- bzw.Ausgabefehler. Dann heißt
κ =
δy
δx
(5.2)
die Kondition des Problems f(x), f : X → Y .
Das Problem ist gut konditioniert, wenn sich kleine Schranken für κ in dem Fall
δx → 0 ergeben.
Bei der Gaußfunktion als Basisfunktion folgt für die Kondition hinsichtlich der
Eingangsvariable xi
κi =
αxi(xi − ci) exp(·)
ασ2 exp(·) =
xi(xi − ci)
σ2
. (5.3)
Als Ergebnis aus (5.3) ergibt sich eine gute Konditionierung des Problems für große
Varianzen und für Werte der Eingänge nahe der auf die entsprechende Achse pro-
jizierten Zentren. Als Folge daraus sollten für geringe Empﬁndlichkeiten und eine
gute Konditionierung der Gaußfunktionen große Varianzen eingesetzt werden, was
konsistent zu den Ergebnissen aus Kapitel 3 ist. Der Nachteil breiter Gaußfunk-
tionen besteht zum einen in dem großen Flächenbedarf, der zur Speicherung durch
Kapazitäten oder Register benötigt wird. Zum anderen müssen bei hohen Varianzen
auch große Gewichte für gute Eigenschaften der Approximation verwendet werden
[Nab02]. Zudem lässt sich der Einsatz großer Breiten aufgrund der gewünschten
Approximationseigenschaften nicht immer durchführen, und die Fehlertoleranz des
Netzes nimmt ab (vgl. Abschnitt 3.2).
Die begrenzte Auﬂösung technischer Systeme führt zu einer oberen Schranke der
Kondition. Hier gelte für die Diﬀerenz (xi − ci) ≤ P und für die Eingänge xi ≤M .
So ergibt sich die obere Schranke zu
κi ≤ T 2MP. (5.4)
Somit kann durch geschickte Wahl der Auﬂösung die Konditionierung des Problems
beeinﬂusst und nach oben beschränkt werden. Aufgrund des großen Einﬂusses der
Varianzen sollten diese nicht zu klein gewählt werden und bei einer digitalen Dar-
stellung der Anteil des Bruches möglichst gering gehalten werden, was sich zudem
positiv auf die benötigte Fläche auswirkt.
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5.1.2 Polynomdarstellung und Horner-Schema
Bei der Approximation einer Basisfunktion durch ein Polynom q-ten Grades
y = p(x) = aqx
q + aq−1x
q−1 + . . .+ a1x+ a0 (5.5)
werden als Parameter die Koeﬃzienten ai, i = 0 . . . q benötigt. Da diese bei einer
Speicherung quantisiert werden müssen, ergibt sich ein Fehler zu dem ursprüngli-
chen Polynom.
Die absolute Konditionszahl für ein solches Interpolationspolynom ist durch [Sch04]
κabs = max
x∈[a;b]
n∑
i=0
|Li(x)| = Λq (5.6)
gegeben, wobei Li(x) das Lagrange-Polynom bezeichnet. Hierbei wird die absolu-
te Kondition stark von der Wahl der Stützstellen beeinﬂusst. Werden äquidistante
Stützstellen verwendet, so nimmt die Lebesgue-Konstante Λq ihr Maximum an, wäh-
rend sie bei einer Wahl nach Tschebyscheﬀ minimiert wird [Sch04]. Dabei verbessert
sich die Kondition des Problems je kleiner das Intervall der Approximation gewählt
wird. Dies ist besonders für die Umsetzung mit Hilfe digitaler Rechenelemente in
Abschnitt 5.2 wichtig.
Wird das Polynom (5.5) durch das Horner-Schema [BSM05] dargestellt, so ergibt
sich für die absolute Konditionszahl
κabs = max
i=0,...,q
|ai − aˆi|
q∑
i=0
∣∣xi∣∣ . (5.7)
Weiter gilt
q∑
i=0
∣∣xi∣∣ = xq+1 − 1
x− 1 , (5.8)
so dass innerhalb eines Intervalls [0;xb] gilt
κabs ≤ max
i=0,...,q
|ai − aˆi| x
q+1
b − 1
xb − 1 . (5.9)
Nun soll untersucht werden, welcher Eﬀekt zu einer größeren Reduktion der Kondi-
tionszahl κabs führt: eine Verringerung der Intervallbreite von [0;xb] auf [0;xb′ ] oder
eine Erhöhung der Auﬂösung zur Darstellung der Koeﬃzienten.
Bei der Quantisierung der Koeﬃzienten wird angenommen, dass diese zur nächsten
Maschinenzahl gerundet werden, um möglichst geringe absolute Fehler zu erreichen.
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Dabei gilt für die Auﬂösung und den maximalen Fehler durch die Speicherung der
Koeﬃzienten mit begrenzter Genauigkeit
max
i=0,...,q
|ai − aˆi| ≤ 2
−l
2
= 2−(l+1), (5.10)
wobei l die Anzahl der binären Stellen für den Bruch bei einer Festpunktdarstellung
bezeichnet. Damit folgt für die absolute Konditionszahl bei einer Berechnung in
Festpunktarithmetik
κabs ≤ 2
−l
2
xq+1b − 1
xb − 1 = 2
−(l+1)x
q+1
b − 1
xb − 1 . (5.11)
Für eine Erhöhung der Auﬂösung folgt somit
κˆabs ≤ 2
−(l+1)
2
xq+1b − 1
xb − 1 . (5.12)
Ein Vergleich mit (5.11) zeigt, dass die obere Grenze um den Faktor 1/2 sinkt,
wenn eine zusätzliche Stelle zur Darstellung benutzt wird. Analog ergibt sich für
insgesamt p weitere Stellen der Auﬂösung eine Reduktion um den Faktor 1/2p.
Für eine Reduktion des Intervalls gilt dagegen
κˆabs ≤ 2−(l+1)x
q+1
b′ − 1
xb′ − 1 . (5.13)
Ein Vergleich von (5.13) zur ursprünglichen oberen Grenze liefert
κˆ
κ
=
(xq+1b′ − 1)(xb − 1)
(xq+1b − 1)(xb′ − 1)
. (5.14)
Damit verbessert sich die Konditionszahl bei einer Verringerung der Intervallbreite
gegenüber der Erhöhung der Auﬂösung, wenn gilt
(xq+1b′ − 1)(xb − 1)
(xq+1b − 1)(xb′ − 1)
≤ 1
2
. (5.15)
Ein Vorteil der Reduktion der Intervallbreite ist neben der Verbesserung der Kon-
ditionszahl auch die Verkleinerung der Fläche bei einer Umsetzung in Hardware,
da sich eine geringere Auﬂösung positiv auf die Rechenzeit und die Fläche einer
Multiplikation oder einer Addition auswirkt [BK80]. Bei einer Reduzierung des In-
tervalls kann die Auﬂösung der Signale verringert werden, weil durch eine geringere
Intervallbreite kleinere absolute Zahlen dargestellt werden müssen. So lässt sich der
ganzzahlige Anteil bei der Festpunktarithmetik verkleinern, ohne dass sich dies auf
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den maximalen Fehler bei der Speicherung der Koeﬃzienten auswirkt. Dies führt
dann zu geringen Wortbreiten bei der Addition und der Multiplikation, was sich in
einer reduzierten Fläche bemerkbar macht. Dagegen vergrößert sich bei einer Erhö-
hung der Auﬂösung die Wortbreiten für die Addition und die Multiplikation, und
die benötigte Fläche für die Rechenoperationen steigt an [BK80, Rab96].
Beispiel. Als Beispiel soll hier die Reduktion der Intervallbreite von [0; 3] auf [0; 2]
betrachtet werden. Es folgt für den Vergleich der oberen Grenzen
2(2q+1 − 1)
(3q+1 − 1) ≤
1
2
, (5.16)
was für q = 3 erfüllt ist. Somit ist ab einem Polynom dritten Grades in diesem Fall
die Verringerung der Intervallbreite hinsichtlich der Konditionierung des Problems
günstiger als die Erhöhung der Bruchbreite bei der Festpunktarithmetik.
Ebenso kann gezeigt werden, dass sich eine Reduzierung des Polynomgrades positiv
auf die Konditionierung der Berechnung mittels Horner-Schema für alle x ∈ IR aus-
wirkt, und die absolute Konditionszahl besonders bei langen Polynomen erheblich
reduziert werden kann. So verringert sich diese von 597871·2−(l+1) auf 66430·2−(l+1),
wobei q = 6 bzw. q = 5 und xb = 9 gewählt wurde. Dies entspricht einer Verringe-
rung der Konditionszahl um den Faktor 9 bei gleicher Auﬂösung. Für noch kleinere
Polynome führt dies zu einer weiteren Verbesserung, so dass jene aufgrund der
Konditionierung bessere Approximationseigenschaften als Polynome höheren Gra-
des besitzen können (vgl. Abschnitt 5.3.1).
Welches Vorgehen, Erhöhung der Auﬂösung, Verringerung der Intervallbreite oder
Grad des Approximationspolynoms, den größten Einﬂuss auf die absolute Konditi-
onszahl besitzt, ist von dem aktuellen Problem abhängig. Für dieses kann dann das
optimale Vorgehen bestimmt werden. Bei dem Vergleich der direkten Auswertung
eines Polynoms und der Anwendung des Horner-Schemas unter der Berücksich-
tigung von Rundungsfehlern ergibt sich das numerisch stabilere Verfahren für das
Horner-Schema [Sch98a, Sch04]. Somit sollte zur Auswertung von Polynomen dieses
Verfahren angewendet werden.
5.1.3 Numerische Stabilität
Das Vorgehen, die Ausgabe des neuronalen Netzes zu berechnen, besteht i.A. aus
mehreren unterschiedlichen Funktionen, die nacheinander angewendet werden. Da-
neben entstehen bei der Berechnung Fehler, die sich in diesen mehrstuﬁgen Verfah-
ren fortpﬂanzen und einen Fehler in der Ausgabe produzieren. Um dieses Verhalten
zu beschreiben, wird die numerische Stabilität [Sch98a, Pla04] eines Algorithmus
betrachtet:
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Definition 9 (numerisch stabil). Ein Algorithmus heißt numerisch stabil oder gut-
artig, wenn die durch die Rechnung erzeugten Fehler in der Größenordnung des
durch die Kondition des Problems unvermeidbaren Fehlers bleiben.
Ein Algorithmus ist numerisch stabiler als ein anderer, wenn der Gesamteinﬂuss der
Rundungsfehler bei dem ersten kleiner ist als bei dem zweiten Verfahren.
Für die Analyse wird zunächst angenommen, dass die Funktion exp(x) durch eine
Schaltung in digitaler oder analoger Hardware berechnet werden kann. In realen An-
wendungen dagegen wird diese Funktion mittels der Grundrechenarten berechnet,
so dass auch der relative Fehler ǫe durch die relativen Fehler der Grundrechenarten
ausgedrückt werden kann.
Für die erste Variante, Algorithmus I1 aus Abbildung 3.4, zur Berechnung der Ba-
sisfunktionen folgt für die einzelnen Abbildungen (siehe auch Abschnitt 3.2.1)
ϕ(0)(x) =

 x1 − c1...
xn − cn

 ϕ(1)(x) =

 x
2
1
...
x2n

 ϕ(2)(x) = n∑
i=1
xi ϕ
(3)(x) =
−x
2σ2
ϕ(4)(x) = ex ϕ(5)(x) = αx,
(5.17)
die zur Berechnung der Zwischenergebnisse durchgeführt werden, und für die Zwi-
schenresultate nach jedem Zwischenschritt gilt
x(0) =

 x1...
xn

 x(1) =

 x1 − c1...
xn − cn

 x(2) =

 (x1 − c1)
2
...
(xn − cn)2


x(3) =
n∑
i=1
(xi − ci)2 x(4) = −‖x− c‖
2
2σ2
x(5) = exp
(
−‖x− c‖
2
2σ2
)
x(6) = α exp
(
−‖x− c‖
2
2σ2
)
(5.18)
sowie für die Restabbildungen, welche noch auszuführen sind, um das Ergebnis zu
erhalten
Ψ(5) = αx Ψ(4) = α ex Ψ(3) = α e−
x
2σ2
Ψ(2) = α e−
∑
i xi
2σ2 Ψ(1) = α e−
∑
i x
2
i
2σ2 .
(5.19)
1 Dieses Vorgehen orientiert sich an der mathematischen Beschreibung des RBFs und bestimmt
zunächst die euklidische Distanz zwischen Eingang und Zentrum.
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Damit folgt für die einzelnen Rundungsfehler bei Algorithmus I
DΨ(1)
(
x(1)
)
a1 = −αǫ−
σ2
exp(·)‖x− c‖2 (5.20)
DΨ(2)
(
x(2)
)
a2 = −αǫ∗
2σ2
exp(·)‖x− c‖2 (5.21)
DΨ(3)
(
x(3)
)
a3 = −αǫ+
2σ2
exp(·)‖x− c‖2 (5.22)
DΨ(4)
(
x(4)
)
a4 = −αǫ/
2σ2
exp(·)‖x− c‖2 (5.23)
DΨ(5)
(
x(5)
)
a5 = αǫe exp(·) (5.24)
a6 = αǫα exp(·), (5.25)
wobei ǫi, i ∈ {−; +; ∗; /; e;α} den relativen Fehler bei der jeweiligen Abbildung
bezeichnet.
Somit kann der für Algorithmus I entstehende absolute Fehler berechnet werden,
der sich aufgrund der Fortpﬂanzung der ungenauen Berechnungen ergibt, und es
folgt für diesen
∆yI =Dg(x)∆x− αǫ−
σ2
exp(·)‖x− c‖2 − αǫ∗
2σ2
exp(·)‖x− c‖2
− αǫ+
2σ2
exp(·)‖x− c‖2 − αǫ/
2σ2
exp(·)‖x− c‖2 + αǫe exp(·) + αǫα exp(·).
(5.26)
Ebenso kann für die zweite Variante, Algorithmus II2 aus Abbildung 3.5, der Ba-
sisfunktionen der absolute Fehler bedingt durch die ungenauen Berechnungen be-
stimmt werden. Dabei gilt für die auszuführenden Abbildungen
ϕ(0)(x) =

 x1 − c1...
xn − cn

 ϕ(1)(x) =

 x
2
1
...
x2n

 ϕ(2)(x) = −1
2σ2

 x1...
xn


ϕ(3)(x) =

 e
x1
...
exn

 ϕ(4)(x) = n∏
i=1
xi ϕ
(5)(x) = αx
(5.27)
2 Dieses Verfahren orientiert sich an dem biologischen Vorbild und bestimmt die multivariate
Gaußverteilung aus der Multiplikation der eindimensionalen Verteilungen.
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sowie für die einzelnen Zwischenwerte der Berechnungen
x(0) =

 x1...
xn

 x(1) =

 x1 − c1...
xn − cn

 x(2) =

 (x1 − c1)
2
...
(xn − cn)2


x(3) =
−1
2σ2
·

 (x1 − c1)
2
...
(xn − cn)2

 x(4) =


e−
(x1−c1)
2
2σ2
...
e−
(xn−cn)
2
2σ2


x(5) = exp
(
−‖x− c‖
2
2σ2
)
x(6) = α exp
(
−‖x− c‖
2
2σ2
)
(5.28)
und für die Restabbildungen, welche noch ausgeführt werden müssen
Ψ(5) = αx Ψ(4) = α
n∏
i=1
xi Ψ
(3) = α e
∑n
i=1 xi Ψ(2) = α e
∑n
i=1
−xi
2σ2 Ψ(1) = α e−
∑
i x
2
i
2σ2 .
(5.29)
Damit folgt für den absoluten Fehler aufgrund der Fehlerfortpﬂanzungen bei der
zweiten Variante
∆yII =Dg(x)∆x− αǫ−
σ2
exp(·)‖x− c‖2 − αǫ/
2σ2
exp(·)‖x− c‖2
− αǫ∗
2σ2
exp(·)‖x− c‖2 + ǫenα exp(·) + αǫ∗ exp(·) + αǫα exp(·). (5.30)
Somit können beide Algorithmen zur Berechnung einer gaußschen Basisfunktion
miteinander verglichen werden, für welchen Algorithmus sich ein kleinerer absoluter
Fehler aufgrund der Fehlerfortpﬂanzung bei den Berechnungen ergibt. Ein Vergleich
von (5.26) und (5.30) ergibt
∆yI ≤ ∆yII (5.31)
⇒
∣∣∣−αǫ∗
2σ2
exp(·)‖x− c‖2 − αǫ/
2σ2
exp(·)‖x− c‖2 + αǫe exp(·)
∣∣∣
≤
∣∣∣−αǫ/
2σ2
exp(·)‖x− c‖2 + αǫ∗ exp(·) + αnǫe exp(·)
∣∣∣ . (5.32)
Für die relativen Fehler ǫi, i ∈ {e ,+ ,− ,∗ ,/} kann angenommen werden, dass diese
kleiner als die Maschinengenauigkeit eps sind, also gilt jeweils
|ǫi| ≤ eps für i ∈ {e ,+ ,− , ∗ ,/}. (5.33)
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Hiermit folgt für (5.32) bei relativen Fehlern kleiner der Maschinengenauigkeit
∆yI ≤ ∆yII (5.34)
eps
(‖x− c‖2
2σ2
+
‖x− c‖2
2σ2
+ 1
)
≤ eps
(‖x− c‖2
2σ2
+ n+ 1
)
(5.35)
‖x− c‖2 ≤ 2nσ2︸︷︷︸
r2
. (5.36)
Dadurch ist nach (5.36) der absolute Fehler bei einer Berechnung mit Algorithmus I
(vgl. Abbildung 3.4, Abschnitt 3.2.1) innerhalb einer Hypersphäre mit dem Radius
r = σ
√
2n (5.37)
kleiner als der Fehler durch Algorithmus II (vgl. Abbildung 3.5, Abschnitt 3.2.1).
Unterscheiden sich die relativen Fehler der einzelnen Berechnungen, so verändert
sich der Radius dieser Hypersphäre zu
r = σ
√
2(|ǫe|(n− 1) + |ǫ∗|)
|ǫ+| . (5.38)
Somit ist Algorithmus I in direkter Umgebung um das Zentrum c Algorithmus II
vorzuziehen, der allerdings für Werte weit entfernt des Zentrums geringere absolute
Fehler produziert. Da während des Betriebes ein Wechsel3 der Berechnungsvorschrift
nicht möglich ist, ist die Berechnung nach Algorithmus I aus Abbildung 3.4 vorzu-
ziehen, da die Basisfunktionen aufgrund ihrer lokalen Übertragungseigenschaft im
Bereich des Zentrums betrieben werden.
Weiter lässt sich für die beiden Algorithmen jeweils noch eine Variante betrachten,
indem anstatt erst zu quadrieren zunächst durch die Varianz
√
2σ2 der Basisfunk-
tionen geteilt wird. Für σ > 1 wird für die Speicherung dieses Wertes eine geringere
Auﬂösung benötigt, da kleinere absolute Werte gespeichert werden müssen. Für den
Fall σ < 1 wird allerdings bei einer Speicherung der Varianzen eine höhere Auﬂö-
sung gefordert, weil kleinere absolute Werte aufgelöst werden müssen, und somit
eine größere Wortbreite für den Bruch benötigt wird.
Hinsichtlich des absoluten Fehlers, der sich aufgrund der Fehlerfortpﬂanzung er-
gibt, sind beide Varianten schlechter als die in Abbildung 3.4 und 3.5 dargestellten
3 Ein Wechsel des Verfahrens ist beispielsweise bei einem Field Programmable Gate Array möglich.
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Berechnungsvorschriften. Für den absoluten Fehler der Variante von Algorithmus I
folgt
∆yIv =Dg(x)∆x− αǫ−
σ2
exp(·)‖x− c‖2 − αǫ/
σ2
exp(·)‖x− c‖2
− αǫ+
2σ2
exp(·)‖x− c‖2 − αǫ∗
2σ2
exp(·)‖x− c‖2 + αǫe exp(·) + αǫα exp(·)
(5.39)
und für die Variante von Algorithmus II
∆yIIv =Dg(x)∆x− αǫ−
σ2
exp(·)‖x− c‖2 − αǫ/
σ2
exp(·)‖x− c‖2
− αǫ∗
2σ2
exp(·)‖x− c‖2 + ǫenα exp(·) + αǫ∗ exp(·) + αǫα exp(·). (5.40)
Somit bleibt festzuhalten, dass Algorithmus I aus Abbildung 3.4 hinsichtlich des
absoluten Fehlers die bessere Berechnung einer gaußschen Basisfunktion als durch
Algorithmus II darstellt.
5.2 Entwurf neuronaler Systeme
In diesem Kapitel sollen die Eigenschaften eines Hardwareentwurfes für ein RBF-
Netz und ein LCNN miteinander verglichen werden. Dafür sollen beide Algorith-
men bzgl. ihrer Umsetzungsfähigkeit in analoge und digitale Hardware betrachtet
werden. Algorithmus I aus Abbildung 3.4 benötigt gegenüber der Berechnungsvor-
schrift II aus Abbildung 3.5 weniger Fläche, da weniger arithmetische Einheiten
benötigt werden. Tabelle 5.1 zeigt die Anzahl von benötigten Grundrechenarten
für beide Berechnungsvorschriften für eine einzelne Basisfunktion g(x). Dabei wird
angenommen, dass Subtrahierer bzw.Dividierer durch Addierer und Multiplizierer
ersetzt werden können. Es zeigt sich in Tabelle 5.1, dass die Anzahl von Rechenein-
heiten für Algorithmus II deutlich größer ist, was zu einem erhöhten Flächenbedarf
führt. Allerdings benötigt ein Addierer innerhalb der Berechnungsvorschrift I ins-
gesamt n Eingänge, die zur Berechnung der euklidischen Distanz benötigt werden.
In digitaler Hardware kann diese Operation durch einen Baum von Addierern mit
zwei Eingängen durchgeführt werden, wozu maximal n− 1 Elemente benötigt wer-
den. Somit ergibt sich hier eine Erhöhung der Anzahl der Addierer auf 2n − 1. In
analoger Schaltungstechnik jedoch kann mit Hilfe der Repräsentation durch Ströme
diese Summation sehr einfach durch einen einzelnen Addierer durchgeführt werden,
indem innerhalb eines Knotens die Ströme addiert werden (vgl. Abbildung 5.1).
Weiter kann auch noch eine Unterscheidung zwischen dem Flächenbedarf der ein-
zelnen Recheneinheiten (Addition, Multiplikation und exp-Funktion) vorgenom-
men werden, wobei eine Multiplikation i.A.mehr Fläche als eine Addition benötigt
[BK80, Rab96].
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Ia
I1
I2
I3
Ia = I1 + I2 + I3
Abbildung 5.1: Addition mittels Repräsentation durch Ströme
Tabelle 5.1: Vergleich der benötigten Anzahl von Grundrechenelementen für beide
Berechnungsvorschriften
Algorithmus Addierer Multiplizierer exp-Funktion
I n+ 1/2n− 1 n+ 2 1
II n 3n n
Dabei ist noch nicht betrachtet worden, dass auch die exp-Funktion durch die
Grundrechenarten approximiert werden muss, da es keine direkte Umsetzung in
Hardware gibt4.
5.2.1 Digitaler Entwurf
Bei einem digitalen Entwurf kann das System in einer Hardwarebeschreibungsspra-
che entworfen werden, so dass nachträglich die verwendete Auﬂösung, die Größe des
Netzes und die Zieltechnologie mit kleinerem Aufwand gegenüber einer analogen Im-
plementierung geändert werden können. Dadurch steigt die Wiederverwendbarkeit
des Entwurfes, und zusätzlich kann die Entwicklungszeit verringert werden.
Bei der Umsetzung eines neuronalen Netzes in Hardware tritt der Eﬀekt begrenzter
Genauigkeit und Rauschen auf (siehe Kapitel 4). Weiter muss zur Funktionsappro-
ximation die Übertragungsfunktion eines Neurons entsprechend umgesetzt werden.
Da hier die neuronalen Netze als eigenständiges System mit elementaren Rechen-
einheiten (Neuronen) aufgefasst werden, wird aus diesem Grund die Realisierung
der Übertragungsfunktion mit Hilfe einer Speicherung der Zuordnung nicht betrach-
tet. Ein Neuron würde in diesem Fall ausschließlich ein Gedächtnis besitzen, jedoch
keine eigenständigen Operationen ausführen können. Auch eine Umsetzung durch
geeignete boolesche Logikfunktionen wird nicht weiter betrachtet, da keine andere
4 Zwar ist diese in analoger Schaltungstechnik umsetzbar, jedoch ist auch hier die Anzahl der
Elemente der exp-Funktion für Algorithmus II deutlich höher.
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Funktionalität bereitgestellt werden kann. Beide Verfahren entsprechen nicht dem
biologischen Vorgehen, bei dem ein Neuron neben Speicher auch eine Grundfunk-
tionalität besitzt. Die Genauigkeit dieser beiden Verfahren, der Umsetzung durch
Speicher oder boolesche Funktionen, hängt von der Auﬂösung ab und wird durch
den maximalen Quantisierungsfehler bestimmt. Für diesen folgt
Q =
1
2l+1
, (5.41)
wobei l die Auﬂösung des Bruchanteils bezeichnet.
5.2.1.1 Sigmoide Aktivierungsfunktion
Für das LCNN werden sigmoide Aktivierungsfunktionen benötigt. Dabei ist es für
den mathematischen Existenzbeweis, dass jedes MLP eine Funktion beliebig genau
approximieren kann, z.B. nur notwendig, eine nach oben und unten beschränkte und
monoton steigende Funktion5 als Übertragungsfunktion zu verwenden [HSW89]. So
können verschiedene Übertragungsfunktionen verwendet werden, wobei die Logis-
tikfunktion eine sehr weite Verbreitung besitzt. Die Parameter des Netzes können
dann mit dem Trainingsverfahren, z.B.mit dem (natürlichen) Gradientenabstieg,
bestimmt werden.
In [MB99b] wurde eine vereinfachte Funktion anstelle der klassischen Sigmoidfunk-
tion vorgeschlagen. Gegenüber der Logistikfunktion ergibt sich ein maximaler ab-
soluter Fehler von ∆ ≤ 0,08, wobei der relative Fehler divergiert6. Ebenso wurde
in [BPVL94] eine Realisierung des Sigmoids mit wenigen grundlegenden Rechen-
elementen in digitaler Schaltungstechnik vorgestellt, wobei diese auf der stückweise
linearen Approximation der Aktivierungsfunktion basiert. Der absolute Fehler ist
bei dieser Form durch 0,019 beschränkt, und der relative Fehler beträgt weniger als
2%, wie sich leicht nachprüfen lässt.
Der Vorteil der abschnittsweisen Approximation der Übertragungsfunktion liegt in
dem kleineren Fehler der Approximation, wobei der Fehler für die Annäherung des
Sigmoids die Eﬀekte aufgrund der Quantisierung schon beinhaltet. Beide Verfahren
sind annähernd gleich komplex und benötigen beide zwei Additionen, eine Multipli-
kation bzw. eine Division sowie einige Schiebe-Operationen. Aus diesen Gründen ist
die approximierte Übertragungsfunktion aus [BPVL94] der vereinfachten Funktion
aus [MB99b] vorzuziehen.
Neben diesen beiden Verfahren besteht die Möglichkeit, die Aktivierungsfunktion
eines Neurons mit Hilfe der Taylorreihe oder Potenzreihen zu approximieren. Die
5 In der Literatur finden sich viele verschiedene Existenzbeweise, die unterschiedliche Vorausset-
zungen an die Übertragungsfunktion stellen.
6 Bei einem integrierten Lernverfahren kann der Fehler durch Adaption der Parameter minimiert
werden. Wenn dieses jedoch fehlt, spielt der Fehler zwischen der eingesetzten und in der Theorie
verwendeten Übertragungsfunktion eine Rolle.
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Genauigkeit der Approximation richtet sich dann nach dem verwendeten Grad des
Polynoms. Auf dieses Verfahren wird später in Abschnitt 5.2.1.3 näher eingegangen.
5.2.1.2 Gaußfunktion
In [MB99b] wurde ebenfalls eine vereinfachte Basisfunktion vorgestellt, die neben
der Ähnlichkeit zur Gaußfunktion ebenfalls radialsymmetrisch um ihr Zentrum ver-
läuft. Diese Annäherung basiert auf der Taylorreihe der Funktion exp(x) mit Ent-
wicklungspunkt x0 = 0, welche nach dem linearen Term abgebrochen wird. Als
Basisfunktion wird dann
g(x) =
1
1 + x
(5.42)
verwendet, wobei die Eingänge quadriert werden müssen, um eine Gaußfunktion
zu erhalten. Allerdings wurden in [MB99b] die Auswirkungen auf den relativen
und absoluten Fehler nicht betrachtet. Es kann leicht nachgewiesen werden, dass
der relative Fehler bei dieser Abschätzung divergiert und der absolute Fehler eine
obere Schranke von ∆ ≤ 0,21 besitzt. Der absolute Fehler wurde hierfür mittels des
Newtonverfahrens ermittelt, da der absolute Fehler für x → 0 bzw.x → ∞ gegen
Null konvergiert.
Der Nachteil dieser Implementierung in Hardware ist die geforderte Division, um
eine gaußähnliche Funktion zu erhalten. Eine alternative Möglichkeit zur Approxi-
mation der Gaußfunktion ist die Approximation der Funktion exp(−x) durch
e−x ≈ 2−x für x ∈ IR+. (5.43)
Der Vorteil bei dieser Approximation für positive Eingänge ist der kleinere absolute
Fehler7. Auch hier konvergiert der Fehler für x → 0 bzw.x → ∞ gegen Null. Das
Maximum kann mit Hilfe des Newtonverfahrens zu 0,135 bestimmt werden. Der
relative Fehler divergiert bei diesem Verfahren ebenfalls.
Um beide Verfahren miteinander zu vergleichen, soll der absolute Fehler, der sich
bei beiden Approximationsarten ergibt, näher betrachtet werden. Dabei seien die
Daten des Einganges symmetrisch um den Ursprung auf Basis einer Gleichvertei-
lung mit unendlicher Breite angeordnet. Beide Approximationsarten besitzen den
gleichen Erwartungswert für den absoluten Fehler ∆, wobei das Verfahren über die
Potenzfunktion eine kleinere Varianz aufweist. Für eine endliche Gleichverteilung
der Eingangsdaten nimmt die Approximation über die Taylorreihe ebenfalls einen
größeren Erwartungswert des Fehlers ein.
In Abbildung 5.2 sind der absolute und der quadrierte, absolute Fehler für bei-
de Approximationsarten über den Eingangsbereich der Gaußfunktion dargestellt.
Man kann deutlich erkennen, dass die Approximation über die Taylorreihe einen
7 Für negative Eingabewerte divergiert der absoluter Fehler.
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Abbildung 5.2: Absoluter und quadrierter, absoluter Fehler bei Approximation
der Gaußfunktion
höheren Fehler erzeugt und so der Näherung durch die Potenzfunktion unterlegen
ist, obwohl sich gleiche Erwartungswerte und Varianzen bei einer unendlich breiten
Gleichverteilung ergeben.
Hinsichtlich ihrer Umsetzbarkeit in digitaler Schaltungstechnik sind beide Verfah-
ren annähernd gleich komplex. Beide Verfahren nähern die Exponentialfunktion, so
dass für die Gaußfunktion die Eingaben zuerst quadriert werden müssen. Für die
Verarbeitung der Daten werden dann für die Taylorreihe eine Addition und eine
Multiplikation benötigt.
Die Umsetzung der Funktion g(x) = 2x kann in digitaler Schaltungstechnik durch
eine stückweise lineare Approximation umgesetzt werden [BPVL94]. Für diese Rea-
lisierung werden eine Schiebe-Operation und eine Multiplikation benötigt. Die (im
Algorithmus verwendete) Addition kann über eine geeignete Zusammenfassung der
Signale geschehen. Die stückweise, lineare Approximation erzeugt ebenfalls einen
Fehler, wobei dieser zusätzlich noch von der verwendeten Auﬂösung abhängig ist.
Bei einer Rasterung von 4 bit für die Bruchdarstellung ergibt sich ein maximaler
Fehler von ∆ ≤ 0,1610. Dieser wurde in der Simulation der (synthetisierbaren)
VHDL-Beschreibung ermittelt und liegt nur unwesentlich höher als der maximale
absolute Fehler bei Verwendung reeller Zahlen.
Da beide Verfahren in digitaler Schaltungstechnik ähnliche Komplexität aufweisen,
ist die Approximation über die Potenzfunktion, bei der sich bessere Approximations-
eigenschaften ergeben, der Taylorreihe vorzuziehen. Da neben der Approximation
der Gaußfunktion durch die Potenzfunktion auch eine sigmoide Übertragungsfunk-
tion approximiert werden kann, wird für die Erweiterung der in Abschnitt 5.2.1.3
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vorgestellten rekonﬁgurierbaren Architektur dieses Verfahren zur Umsetzung der
Gaußfunktion verwendet. Neben diesen beiden Verfahren kann die Taylorreihe da-
zu benutzt werden, die Gaußfunktion zu approximieren. Dieses Vorgehen wird in
Abschnitt 5.2.1.3 näher untersucht.
5.2.1.3 Rekonfigurierbare Struktur
Um die Wiederverwendbarkeit eines Systems zur Abbildung neuronaler Verfahren
zu erhöhen, wurde eine einfache, rekonﬁgurierbare, neuronale Struktur (Simple Re-
configurable Neural Structure, SIRENS) entwickelt [EKR06]. Zur generellen Appro-
ximation einer Aktivierungsfunktion eines Neurons kann die Taylorreihe verwendet
werden. Der Vorteil dieses Vorgehens ist, dass die Eigenschaften der Approximati-
on anhand mehrerer Parameter bestimmt werden und so dem aktuellen Problem
angepasst werden können. Der Entwicklungspunkt und die Anzahl der verwendeten
Terme bestimmen die Genauigkeit des Vorgehens.
Im Folgenden bezeichne n die Anzahl der Terme der Taylorreihe. Nach dem Ab-
bruch des n-ten Terms ergibt sich für das Restglied und somit für den Fehler der
Approximation bei einem Entwicklungspunkt x0 [BSM05]
Rn(x) =
g(n+1)(ξ)
(n+ 1)!
(x− x0)n+1 mit ξ ∈ [x;x0]. (5.44)
Für die Aktivierungsfunktion g(x) = exp(−x) und die Gaußfunktion kann sehr ein-
fach die Konvergenz der Reihe gezeigt werden. Stellvertretend folgt für die Gauß-
funktion mit x0 = 0
lim
n→∞
Rn(x) = lim
n→∞
(−2)n+1x2n+2
(n+ 1)!
e−ξ
2
= 0 mit 0 ≤ ξ ≤ x (5.45)
aufgrund der Monotonie der exp-Funktion. Da die Gaußfunktion und die Funktion
g(x) = exp(−x) ineinander durch Substitution a = x2 überführbar sind, wird im
Folgenden nur noch die Funktion g(x) betrachtet.
Für den Approximationsfehler kann das Restglied der Taylorreihe abgeschätzt wer-
den. Dabei folgt für das Restglied der Funktion g(x) = exp(−x) mit x ∈ [0; b]
|Rn(x)| =
∣∣∣∣(−x)n+1 e−ξ(n+ 1)!
∣∣∣∣ ≤
∣∣∣∣ xn+1(n+ 1)!
∣∣∣∣ mit 0 ≤ ξ ≤ b. (5.46)
Diese Abschätzung erlaubt, die gewünschte Genauigkeit bei der Approximation mit
Hilfe des Polynomgrades zu ermitteln. Indem das Restglied abgeschätzt wurde, lässt
sich der Grad des Polynoms bestimmen, um eine gewünschte Genauigkeit in dem
vorgesehenen Intervall zu erreichen. Für die Breite des Intervalls gilt dabei, je kleiner
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das gewünschte Approximationsintervall gewählt wird, desto niedriger ist die Anzahl
von Termen im Polynom. Aufgrund der strengen Monotonie der Gaußfunktion und
der Funktion g(x) müssen für eine hohe Approximationsgüte eine große Anzahl von
Termen in der Taylorreihe berücksichtigt werden. Um einen maximalen Fehler von
0,1 bei der Taylorreihe der Funktion g(x) im Intervall [0; 4] zu tolerieren, muss nach
der Abschätzung ein Polynom 10.Grades verwendet werden. Der tatsächliche Fehler
ergibt sich zu ∆ ≤ 0,0967.
Die Approximationseigenschaften können verbessert werden, wenn die Symmetrie
der Gaußfunktion ausgenutzt wird. Da diese eine gerade Funktion ist, ist es ausrei-
chend, die Funktion in der positiven oder negativen Halbebene anzunähern. Dies
kann ebenfalls durch die Taylorreihe geschehen bzw. durch die Verwendung eines
Polynoms p(x) n-ten Grades
p(x) = anx
n + an−1x
n−1 + . . .+ a1x+ a0. (5.47)
Durch die Koeﬃzienten kann die Art der Approximation eingestellt werden. Für
diese können ebenfalls die Koeﬃzienten der Taylorreihe verwendet werden, so dass
dieser Ansatz keine Einschränkung gegenüber der Approximation mittels Taylorrei-
he darstellt. Durch geschickte Wahl der Koeﬃzienten kann so der Fehler gegenüber
einem Taylorpolynom verringert werden. Der Fehler bei einer Polynominterpolation
lässt sich durch [Pla04]
f(x)− p(x) = w(x)f
(n+1)(ξ)
(n+ 1)!
(5.48)
mit w(x) = (x − x0) · . . . · (x − xn), den Stützstellen der Interpolation, darstellen.
Bei der Approximation mittels eines Polynoms ergeben sich andere Stützstellen als
bei einer Interpolation der Trainingsdaten. Somit gilt i.A. [Pla04]
w(x) ≤ xn+1, (5.49)
so dass ein kleinerer Fehler als bei der Taylorreihe erreicht wird, je nachdem wie die
Stützstellen gewählt werden.
Die Koeﬃzienten des Polynoms können durch ein Optimierungsproblem gelöst wer-
den. Hierbei wird der Abstand zwischen dem Polynom und der Aktivierungsfunktion
minimiert, was mathematisch durch
minimiere max
x∈[a;b]
(
w(x) · |g(x)− p(x)|
)
(5.50)
ausgedrückt werden kann, wobei w(x) eine Gewichtsfunktion darstellt, mit der das
Ziel der Optimierung vorgegeben werden kann. Das Optimierungsproblem aus (5.50)
ist auch als Minimax-Problem [HUL93] bekannt.
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Tabelle 5.2: Absoluter und relativer Fehler der Approximation der Aktivierungs-
funktion mittels eines Polynoms und der Taylorreihe. Die Koeﬃzien-
ten des Polynoms minimieren den relativen bzw. den absoluten Fehler.
Grad des Polynoms
Funk. Meth. 2 3 4 5 6 7
abs. 0,1634 0,0709 0,0267 0,0088 0,0025 0,0007
e−x Taylor 32,4999 89,0001 184,3749 307,7001 430,4124 518,5894
rel. 0,9458 0,7582 0,4420 0,1896 0,0659 0,0196
abs. 0,0777 0,0618 0,0208 0,0048 0,0037 0,0085
e−x
2
Taylor 8,0001 - 32,4999 - 89,0001 -
rel. 0,8421 0,3560 0,2438 0,1264 0,0197 0,0019
Durch die Wahl des Gewichtspolynoms lässt sich die Minimierung hinsichtlich der
Art des Fehlers einstellen. Für w(x) = 1 wird demnach der absolute Fehler zwischen
der Aktivierungsfunktion und dem Polynom minimiert, während für w(x) = 1/g(x)
der relative Fehler zwischen beiden Funktionen die Zielfunktion der Optimierung
darstellt.
Tabelle 5.2 zeigt die Approximationsgenauigkeit für die exp-Funktion und die Gauß-
funktion. Dafür wurde zum einen die Taylorreihe verwendet und zum anderen die
Polynomapproximation, wobei die Koeﬃzienten durch die Lösung des Optimie-
rungsproblems aus (5.50) mit dem absoluten und dem relativen Fehler8 als Ziel-
funktion verwendet wurden. Als Eingangsbereich wurde für die Funktion g(x) =
exp(−x) das Intervall [0; 9] gewählt und für die Gaußfunktion [0; 3]. So decken beide
Funktionen denselben Eingangsbereich ab. Ein Vorteil der Gaußfunktion ist dabei,
dass keine zusätzliche Quadrierung der Eingänge erfolgen muss, sondern diese di-
rekt verarbeitet werden können. Die Tabelle zeigt nur die Fehler, die aufgrund der
Approximation entstehen. Zusätzlich müssen die Quantisierungsfehler noch berück-
sichtigt werden.
Wie man an der Tabelle 5.2 erkennen kann, ist die Polynomapproximation mit
den Koeﬃzienten des Optimierungsproblems der Taylorreihe deutlich in der Ap-
proximationsgüte überlegen. Es lassen sich für Polynome mit einem geringen Grad
kleine absolute und relative Fehler erreichen. Ein guter Kompromiss für diese beiden
Funktionen ist ein Polynom mit einem Grad n ∈ {5; 6; 7}. Hier ergibt sich gegenüber
einem Polynom vierter Ordnung eine deutliche Verbesserung der Approximations-
eigenschaften. Wie man an der Tabelle und an Gleichung (5.48) erkennen kann,
verringert sich der Fehler mit steigendem Grad des Polynoms. Für eine digitale
Implementierung ist dies nur bedingt geeignet, da sehr große/kleine Zwischenergeb-
nisse gespeichert werden müssen und für eine hohe Anzahl von Termen ein großer
8 Die Werte für den relativen Fehler in Tab. 5.2 entsprechen den Prozentangaben.
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Tabelle 5.3: Anzahl von Operationen der Polynomdarstellung
Polynom Horner-Schema
Additionen n n
Multiplikationen n(n+1)
2
n
Flächenbedarf besteht. Dies spricht gegen den Einsatz von Polynomen hohen Gra-
des.
Die Approximation der Aktivierungsfunktion mit Hilfe eines Polynoms stellt somit
eine gute Lösung zur Näherung unterschiedlicher Übertragungsfunktionen dar. Mit
Hilfe der Koeﬃzienten können verschiedene Neuronenmodelle angenähert werden,
wobei der Grad des Polynoms die Genauigkeit bestimmt. Das Schema aus (5.47)
kann in seiner Eﬃzienz verbessert werden, in dem das Horner-Schema [BSM05]
angewendet wird. So ergibt sich für die Auswertung
p(x) = a0 + (a1 + (a2 + . . . anx)x)x. (5.51)
Zum einen wird dadurch die numerische Stabilität verbessert [Pla04], und zum
anderen sinkt der Berechnungsaufwand für das Polynom. Tabelle 5.3 zeigt, dass
die Komplexität der direkten Auswertung des Polynoms besonders bei der Multi-
plikation höher als beim Horner-Schema ist. Idealerweise werden Multiplikationen
eingespart, welche bei digitalen Rechenelementen gegenüber einer Addition immer
ein größeres Produkt aus Rechenzeit und Fläche aufweisen [BK80]. So kann der
Aufwand des Flächenbedarfs und der Rechenzeit durch das Horner-Schema deut-
lich reduziert werden. Ein weiterer Vorteil des Horner-Schemas ist die einfache Be-
rechnung der Ableitung an derselben Stelle wie die Auswertung des Polynoms. So
kann durch eine wiederholte Anwendung der Wert der Ableitung ohne zusätzlichen
Rechenaufwand bestimmt werden.
Mit Hilfe des Horner-Schemas entsteht somit ein Basiselement, mit welchem durch
serielle Verschaltung der Funktionswert des Polynoms und durch wiederholte An-
wendung ebenfalls der Wert der Ableitung bestimmt wird. Mit der Anzahl von Ba-
siselementen dieser seriellen Verschaltung wird der Grad des Polynoms bestimmt.
Für die Übertragungsfunktion des Elementes ergibt sich eine Multiplizier-Addier-
Einheit (MAC-Einheit)
y(k) = a+ b · x(k). (5.52)
Um eine hohe Genauigkeit durch die Polynomapproximation zu erreichen, muss ein
hoher Grad verwendet werden. Ein Nachteil der seriellen Verschaltung der Grun-
delemente (MAC-Einheiten) ist die hohe Latenz aufgrund vieler Multiplikationen
und Additionen. Somit ist es erforderlich, die Verarbeitung der Daten durch ei-
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Abbildung 5.3: Aufbau der rekonﬁgurierbaren Struktur SIRENS
ne Pipeline-Verarbeitung zu verbessern und die Ergebnisse jeder einzelnen MAC-
Einheit zwischenzuspeichern. Um zusätzlich die Werte der Ableitungen automa-
tisiert berechnen zu können, wird ebenfalls der Ausgang auf einen der Eingänge
rückgekoppelt, um so eine wiederholte Anwendung des Horner-Schemas während
des Betriebs9 zu ermöglichen.
Bedingt durch das Horner-Schema und die Rückkopplung innerhalb eines Basisele-
mentes (vgl. Abbildung 5.3(a)) kann der Wert der Ableitung an einer Stelle der Ak-
tivierungsfunktion berechnet werden. So kann durch die rekonﬁgurierbare SIRENS-
Struktur nicht nur ein Modell simuliert werden, sondern ebenfalls einfache Lern-
verfahren innerhalb des Systems umgesetzt werden, welche auf Gradientenverfah-
ren basieren. Als populären Vertreter dieser Art von Trainingsmethoden sei das
Backpropagation-Verfahren [Hay99, RHW86b] genannt. So kann ein selbst-opti-
mierendes System entwickelt werden, da entsprechende Optimierungsfähigkeiten im
System vorhanden sind.
9 Für die Berechnung der Ableitung wird der aktuelle Funktionswert benötigt. So muss der aktuell
zwischengespeicherte Wert zurückgekoppelt werden.
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Die neue Übertragungsfunktion des Basiselementes ergibt sich sodann
y2(k + 1) =


c falls S2 = 1
a+ b x(k) falls S1 = 0 ∧ S2 = 0
y2(k) + b x(k) falls S1 = 1 ∧ S2 = 0
, (5.53)
wobei die Steuersignale S1 und S2 der Multiplexer die aktuelle Operation des Grun-
delementes beeinﬂussen. Abbildung 5.3(a) zeigt den Aufbau des Basiselementes. Der
zusätzliche Komparator ist aus zwei Gründen eingefügt worden. Zum einen lassen
sich mit Hilfe der Rückkopplung auch dynamische Modelle von Neuronen durch die-
se Struktur darstellen, wie später noch genauer gezeigt wird. Durch den zusätzlichen
Komparator kann der Aufwand für eine solche Darstellung reduziert werden. Zum
anderen dient der Komparator zur verbesserten Darstellung von häuﬁg verwendeten
Modellen. Die Polynomdarstellung einer Funktion, welche Unstetigkeitsstellen bein-
haltet, ist sehr ungenau und benötigt zur adäquaten Darstellung einen sehr hohen
Polynomgrad. Durch den Komparator kann dieser Eﬀekt verbessert werden, und
so lässt sich ein MLP-Netz mit einer Heaviside-Funktion als Übertragungsfunktion
ebenfalls durch ein Basiselement darstellen (McCulloch-Pitts-Modell).
Durch die serielle Verschaltung der Basiselemente und der Bestimmung der Koeﬃ-
zienten mit Hilfe von (5.50) kann jede Aktivierungsfunktion approximiert werden,
da die Menge von Polynomen die Dichteeigenschaft im Vektorraum der reellwer-
tigen Funktionen besitzt [Sau01]. Abbildung 5.3(b) zeigt die Approximation der
Übertragungsfunktion eines Neurons mit Hilfe der seriellen Verschaltung dreier Ba-
siselemente. Somit stellen diese Elemente ein Neuron in dem Netz dar. Neben der
seriellen Berechnung der Übertragungsfunktion kann die Aktivierungsfunktion auch
sequenziell durch ein einzelnes Basiselement berechnet werden, wenn das Ergebnis
der aktuellen Berechnung wieder auf den Eingang x(k) zurückgekoppelt wird und
die Koeﬃzienten dynamisch verändert werden.
Eine schachbrettartige Anordnung dieser Basiselemente ermöglicht die Darstellung
verschiedenartiger Netze durch diese Struktur. Es entsteht eine homogene Struk-
tur, welche durch die aktuelle Verschaltung und die Wahl der Koeﬃzienten an die
derzeitigen Anforderungen des gegenwärtigen Modells angepasst werden kann. Um
eine solche ﬂexible Verschaltung zu ermöglichen, wird eine Verbindungsstruktur
zwischen den einzelnen Basiselementen benötigt. Abbildung 5.4(a) zeigt die entste-
hende Struktur, die einem Field Programmable Gate Array (FPGA) ähnelt, wobei
die einzelnen Einheiten die Basiselemente aus (5.52) darstellen. Durch diese konﬁ-
gurierbaren Verbindungen kann ein einzelnes Basiselement in serieller Arbeitsweise
die Übertragungsfunktion eines Neurons annähern.
Mit Hilfe dieser Verbindungsstruktur kann der Typ des Netzes verändert werden.
Neben der Approximation verschiedener Aktivierungsfunktionen kann die Art des
Modells ebenfalls verändert werden. Durch die Rückkopplung innerhalb der einzel-
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Abbildung 5.4: Erweiterung der rekonﬁgurierbaren Struktur zu einer homogenen
bzw. heterogenen Struktur
nen Basiselemente können auch dynamische Modelle [Arb02, MB99a] von Neuronen
dargestellt werden.
Ebenfalls kann das bekannte Integrate-and-Fire-Neuron10 durch die Struktur mit
Hilfe von drei Basiselementen abgebildet werden. Bei diesem Neuronenmodell wer-
den gewichtete Impulse, die von einem Neuron ausgesendet werden, summiert, und
sobald ein deﬁnierter Schwellenwert überschritten wird, sendet das Neuron einen
Impuls aus. Ein solches Neuron ist in Abbildung 5.5 dargestellt. Dabei wird das
Aktivierungspotential des Neurons in dem letzten Basiselement gespeichert und
wird auf das zweite Element negativ gewichtet gˆL zurückgekoppelt. Der für dieses
Modell notwendige Integrator wird durch die Rückkopplung des letzten Elements
auf sich selbst realisiert, wobei der Eingang I˜ des Neurons durch den Eingang x(k)
des ersten Elementes abgebildet wird.
Mit diesem dreistuﬁgen System kann eine diskrete Integration durchgeführt werden,
so dass die Diﬀerentialgleichungen des Neuronenmodells mit dem Signalﬂussgraphen
des umgesetzten Systems verglichen werden können:
y(k)− y(k − 1) = bˆx(k − 1) − gˆLy(k − 1)
dV
dt˜
= I˜
C
− gL
C
V.
(5.54)
10Für die genaue Beschreibung dieses Modells sei auf die Literatur [Arb02, Hay99] verwiesen.
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Abbildung 5.5: Abbildung eines dynamischen Neurons durch SIRENS
Wird die Schrittbreite der Integration mitberücksichtigt, so können die Parameter
des Neuronenmodells bestimmt werden, bˆ = I˜/(C · steps/s), gˆL = gL/(C · steps/s).
Durch die Rückkopplung und die konﬁgurierbare Verbindungsstruktur können eben-
falls rückgekoppelte, neuronale Netze auf dem System abgebildet werden. Bei diesen
rückgekoppelten Netzen besitzt jedes Neuron der versteckten Ebenen eine Rück-
kopplung des Ausgangs oder eines anderen Neurons derselben Ebene auf seinen
Eingang.
Ebenfalls lassen sich durch die SIRENS-Struktur Netzwerke höherer Ordnung und
Netze mit Produkt-Einheiten realisieren und so die Vapnik-Chervonenkis-Dimen-
sion (VC-Dimension) [Vap95b] kontrollieren. Durch Nutzung beider Eingänge des
Multiplizierers aus Abbildung 5.3(a) durch dasselbe Eingangssignal x kann ein Mo-
nom höherer Ordnung erzeugt und ein Netzwerk mit Produkt-Einheiten aufgebaut
werden. Auch andere ähnliche Modelle, wie z.B. das Sigma-Pi-Netzwerk [RHM86],
können so umgesetzt und damit die Kapazität der Netze kontrolliert werden. Auf-
grund der begrenzten Anzahl von Rechenelementen existiert ein maximaler Grad
des Polynoms. So ist die VC-Dimension des Netzes N durch V Cdim(N ) = q+1 be-
grenzt [Vap98], wobei q den maximalen Grad des Polynoms darstellt. Durch Darstel-
lung eines Monoms besitzt jedes Basiselement die VC-Dimension V Cdim(N ) = 2
und ein Netz, bestehend aus mehreren solcher Einheiten, besitzt eine obere Grenze
der VC-Dimension von V Cdim(N ) ≤ O((Wk)2+8Wk log2(13Wk)) [Sch02], wobei
W die Anzahl von programmierbaren Gewichten und k die Anzahl von Produkt-
Einheiten bezeichnet. Somit kann das System an die aktuellen Anforderungen an-
gepasst und die Kapazität des Netzes dynamisch verändert werden.
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Durch die Erweiterung um das Modul aus Abbildung 5.4(b) entsteht eine inho-
mogene Struktur, wobei diese speziellen Elemente in geringerer Anzahl benötigt
werden, da diese die Approximation populärer Neuronenmodelle verbessern. Wie in
Kapitel 5.2.1.1 und 5.2.1.2 vorgestellt, kann mit diesem Modul die sigmoide Über-
tragungsfunktion sowie die Funktion g(x) = exp(−x) mit geringem Flächenbedarf
und hoher Approximationsgüte approximiert werden. Dafür muss lediglich eine Un-
terscheidung des Eingabebereiches durchgeführt und bei Bedarf der Eingang mit
(−1) multipliziert11 werden. Die Funktionalität dieser Einheit kann durch
y(k + 1) =
{
2−x(k)
2N
für S1 = 0
2x(k)
2N
für S1 = 1
(5.55)
beschrieben werden. So können die Logistik- und die Gaußfunktion aus einer Kom-
bination eines Grundelementes nach (5.53) und der Erweiterung aus Abbildung
5.4(b) mit einer geringeren Anzahl von Elementen angenähert werden.
Nach Abschnitt 5.2.1.2 kann die Funktion g(x) = exp(−x) für positive x durch
die Funktion 2−x approximiert werden, wobei ein absoluter Fehler kleiner als 0,135
entsteht. Um eine vergleichbare Auﬂösung mit Hilfe der Polynomapproximation zu
erhalten, werden nach Tabelle 5.2 mindestens zwei Basiselemente benötigt. Für die
gleiche Approximationsgüte wird weniger Fläche benötigt, da zum einen weniger
Elemente benötigt werden, und zum anderen die Fläche des zusätzlichen Moduls
wesentlich geringer als die eines Basiselementes ist (siehe hierfür die Ergebnisse
aus Abschnitt 5.3.2). Die Berechnung der Potenzfunktion zur Basis zwei kann mit
wenigen, elementaren Rechenelementen durch das Verfahren in [BPVL94] vorge-
nommen werden (siehe Abschnitt 5.2.1.2). Um die Gaußfunktion zu erhalten, muss
das Eingangssignal x(k) quadriert werden. Dafür wird ein zusätzliches Basiselement
benötigt12.
Die sigmoide Übertragungsfunktion kann durch ein Erweiterungsmodul und ein
Basiselement dargestellt werden, da für die Approximation nach [BPVL94] eine Be-
reichsunterscheidung vorgenommen werden muss. Das Ergebnis der Potenzfunktion
muss um eine Stelle nach rechts verschoben werden. In Abhängigkeit des Eingan-
ges wird das Ergebnis subtrahiert, was durch ein Basiselement vorgenommen wer-
den kann. Für dieses Verfahren zur Berechnung der sigmoiden Aktivierungsfunk-
tion kann der absolute Fehler kleiner als 0,019 gehalten werden [BPVL94], wobei
die Eﬀekte aufgrund begrenzter Genauigkeit berücksichtigt sind. Um mit Hilfe der
Polynomapproximation einen Fehler in der gleichen Größenordnung in einem Ein-
gangsintervall [−4; 4] zu erreichen, werden mindestens vier Basiselemente benötigt.
So kann die benötigte Fläche für eine Approximation reduziert werden, da weni-
11Bei der SIRENS-Struktur wird als Zahlendarstellung das 2er-Komplement verwendet, so dass
der negative Wert sehr einfach ermittelt werden kann.
12Dies wird aber ebenfalls bei der Polynomapproximation von exp(−x) benötigt.
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ger Elemente verwendet werden und die Fläche des Erweiterungsmoduls wesentlich
kleiner als die Fläche eines Basiselementes ist (vgl. Ergebnisse aus Abschnitt 5.3.2).
Der höhere Grad des Polynoms ergibt sich aufgrund der Tatsache, dass im Gegen-
satz zur Gaußfunktion keine gerade Funktion vorliegt und die Achsensymmetrie bei
der Approximation nicht ausgenutzt werden kann.
So werden durch die rekonﬁgurierbare SIRENS-Struktur zwei verschiedene Modelle
zu Approximation von Funktionen bereitgestellt. Zum einen kann mit Hilfe der Ba-
siselemente jedes beliebige Polynom umgesetzt werden, wodurch ein parametrisches
Modell für die Approximation zur Verfügung gestellt wird. Hiermit wird für die Re-
gression nur eine endliche Anzahl von Parametern verwendet. Zum anderen erhält
man mit der Aktivierungsfunktion eines Neurons ein nicht-parametrisches Modell
für die Approximation. Dadurch lassen sich die in Kapitel 2.1 beschriebenen Vortei-
le erreichen, wobei die Aktivierungsfunktion aufgrund des parametrischen Ansatzes
beliebig verändert werden kann, wodurch eine Approximation eines unbekannten
funktionalen Zusammenhanges erleichtert wird.
In der Literatur existieren ähnliche Ansätze für rekonﬁgurierbare, neuronale Syste-
me, wie z.B. [Ham90]. Dieser Ansatz beruht auf der Verbindung mehrerer elemen-
tarer Prozessorelemente, die durch ihre Struktur verschiedene Typen von Netzen
abbilden können. Diese Struktur kann als ein Prozessorfeld angesehen werden, wo-
bei die einzelnen Prozessoren für die Verarbeitung neuronaler Prinzipien entworfen
wurden. Aus diesem Grund besitzt dieses System eine komplexe Kommunikationss-
truktur mit Hilfe von Busprotokollen.
5.2.1.4 SIRENS als Filterstruktur
Aufgrund der Verbindungsmatrix und der Struktur der Grundelemente aus SIRENS
lassen sich alle grundlegenden Operationen aus dem Signalﬂussgraphen für die Ab-
bildung einer Filterstruktur realisieren [Fra03]. Dadurch kann SIRENS auch für die
Umsetzung von digitalen Filtern verwendet werden.
Eine Übertragungsfunktion mit einem Zähler- und Nennerpolynom vom Grad n
kann durch eine Direktstruktur mit insgesamt 2 · n+1 Grundelementen dargestellt
werden.
Daneben folgt für den Ausgangswert y(k) der digitalen Struktur aus Abbildung
5.6(b), bestehend aus zwei Grundelementen
y(k) = γx(k) + x(k − 1)− γy(k − 1) (5.56)
sowie für die Übertragungsfunktion
H(z) =
γ + z−1
1 + γz−1
, (5.57)
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Abbildung 5.6: Realisierung von Allpässen
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was eine reelle Allpassfunktion nach Abbildung 5.6(a) mit |H(ejωT )| = 1 darstellt
[Fra03]. Für die Auswirkungen der möglichen Strukturen und deren Vor- und Nach-
teile sei auf [Sch94] verwiesen.
Für die Darstellung der Übertragungsfunktion der Kreuzstruktur werden zwei Ba-
siselemente der SIRENS-Struktur benötigt, siehe Abbildung 5.6(b). Allerdings erge-
ben sich zusätzliche Elemente, die zur Darstellung nicht benötigt werden. Dies sind
jedoch nur die Komparatoren des Grundelementes, so dass der Überhang an zusätz-
lichen Recheneinheiten sehr gering ausfällt. Die Multiplexer könnten auch entfallen,
was zusätzlich die Kosten reduzieren würde, vgl. Abbildung 5.6(b). Aufgrund der
Struktur können nur reelle Koeﬃzienten verarbeitet werden.
Bemerkung. Der Zusammenhang zwischen neuronalen Netzen und Filterstruktu-
ren ist in der Literatur eingängig untersucht worden. Dabei wurde gezeigt, dass
neuronale Netze entsprechende Filterstrukturen und deren Verhalten beschreiben
[MS00].
5.2.2 Analoger Entwurf
Neben einer digitalen Implementierung, die eine Quantisierung der Signale vor-
nimmt, kann eine kontinuierliche Darstellung genutzt werden, um den Fehler auf-
grund der Quantisierung zu vermeiden. Daneben können aufgrund der Eigenschaf-
ten von integrierten Bauelementen kleinere Schaltungen entstehen, da mit deren
Übertragungsverhalten die Funktionalität sichergestellt wird. So kann durch den
Einsatz eines Bipolartransistors oder von MOS-Transistoren im Betrieb unterhalb
der Schwellenspannung die exp-Funktion nachgebildet werden. Der Kollektorstrom
bzw.Drainstrom besitzen eine exponentielle Abhängigkeit von der Basis-Emitter-
Spannung respektive der Gate-Source-Spannung.
Wie in Kapitel 2.2.1 vorgestellt wurde, kann für ein MLP neben der logistischen
Funktion auch eine tanh-Funktion als Aktivierungsfunktion der Neuronen einge-
setzt werden. So erhält man eine bipolare Repräsentation, wobei diese Übertra-
gungsfunktion sehr leicht mit Hilfe von Transistoren umgesetzt werden kann. Für
einen Diﬀerenzverstärker mit Bipolartransistoren oder MOS-Transistoren im Be-
trieb unterhalb der Schwellenspannung folgt für die Ausgangsspannung
Ua = RCI0 tanh
(
κn
2UT
Ue
)
, (5.58)
wobei RC den Lastwiderstand im jeweiligen Zweig, UT die Temperaturspannung, I0
den eingeprägten Strom darstellt, und κn für die MOS-Transistoren den Einﬂuss der
Gate-Spannung auf den Drainstrom modelliert. Neben dem Betrieb unterhalb der
Schwellenspannung können die MOS-Transistoren im Sättigungsbereich betrieben
werden, da sich hier ebenfalls eine sigmoide Übertragungsfunktion ergibt.
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Abbildung 5.7: Analoge Realisierung der sigmoiden Funktion z.B. für ein MLP
Da aufgrund ihrer hohen Integrationsdichte und der kleinen Leckströme MOS-Tran-
sistoren weit verbreitet sind, wird in dieser Arbeit nur der Diﬀerenzverstärker auf
Basis dieser Bauelemente analysiert und hinsichtlich der Skalierbarkeit für zukünf-
tige Technologien bewertet.
Zur Umsetzung der sigmoiden Übertragungsfunktion wird die Schaltung aus Abbil-
dung 5.7 verwendet, wobei alle MOS-Transistoren im Sättigungsbereich arbeiten.
Dabei wird aus mehreren Gründen diese Diﬀerenzverstärkerschaltung zur Reali-
sierung des Sigmoids genutzt. Zum einen können die Transistoren unterhalb der
Schwellenspannung betrieben werden, so dass eine direkte Entsprechung der Über-
tragungsfunktion (5.58) erreicht wird. Zum anderen werden mit Hilfe dieser Ar-
chitektur mehrere Vorteile erreicht. Aufgrund der Skalierungsfaktoren der CMOS-
Technologie (siehe Tabelle 2.2) sinkt die Versorgungsspannung der kommenden Pro-
zesstechnologien, während die Schwellenspannungen der Transistoren annähernd
konstant bleiben [Sem05, ZC06]. Aufgrund dieses Umstandes verringert sich der
Spielraum, die Transistoren in Sättigung zu betreiben, und so lassen sich Kaskode-
schaltungen eines Diﬀerenzverstärkers nur schwer realisieren.
Weiter soll der Diﬀerenzverstärker so entworfen werden, dass die Spannungsver-
stärkung der Steigung der Aktivierungsfunktion tanh(k · x) entspricht, und eine
Verstärkung von A = k für x = 0 erreicht wird. Im Allgemeinen werden bei der
Umsetzung der Aktivierungsfunktion kleine Steigungen (k ≪ 100) verwendet, so
dass eine Kaskodeschaltung nicht notwendigerweise erforderlich ist. Als Last wird
ein p-Kanal-Transistor mit einer Vorspannung verwendet. So kann über diese Span-
nung der Betriebszustand des Transistors eingestellt werden. Weiter ist der Spiel-
raum bei einem Betrieb in Sättigung gegenüber einem p-Kanal-Transistor als Diode
geschaltete Last größer [Raz00].
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Für die grundlegenden Analysetechniken sei auf [Raz00] verwiesen. Da für den Ver-
stärker keine ideale Stromquelle verwendet wird, ergibt sich neben der Spannungs-
verstärkung der Eingangsdiﬀerenz auch noch eine Verstärkung der Gleichspannung.
Das Sourcepotential der beiden TransistorenM1 undM2 bleibt jedoch aufgrund der
Symmetrie der Schaltung konstant und kann als virtuelle Masse angesehen werden
[Ehr00]. Dabei wird der TransistorMi durch eine Stromquelle mit Innenwiderstand
modelliert. Für die Analyse des Diﬀerenzverstärkers aus Abbildung 5.7 kann das
Half-Circuit-Prinzip13 [GMHL01] angewendet werden. Bei der Analyse wird davon
ausgegangen, dass zusätzlich noch jeweils eine Last Z an den beiden Ausgangsspan-
nungen vorhanden ist, und der Substrateﬀekt wird für die TransistorenM1 undM2
vernachlässigt.
Zur Anwendung des Half-Circuit-Konzeptes muss für die Symmetrie der Schaltung
gelten
gm1 = gm2 ro1 = ro2 ro3 = ro4 (5.59)
und so folgt direkt für die (diﬀerentielle) Spannungsverstärkung
A =
Uout
Uin
=
Ua1 − Ua2
Ue1 − Ue2 = −gm1 (ro1 ‖ ro3 ‖ Z) , (5.60)
wobei roj, j ∈ {1; 3; i} die diﬀerentiellen Ausgangswiderstände der jeweiligen Tran-
sistoren bezeichnen, und gmi die Transkonduktanz des (korrespondierenden) MOS-
Transistors darstellt. Der Widerstand Z stellt weiterhin die Last am Ausgang dar,
wobei die beiden Ausgänge mit der gleichen Last beschaltet sein sollen.
Für die Gleichtaktverstärkung ergibt sich dabei
Acm = − gm1ro1(ro3 ‖ Z)
(ro3 ‖ Z) + 2roi + (1 + 2gm1roi)ro1 , (5.61)
wobei auch hier das Half-Circuit-Konzept angewendet werden kann. Für die Analyse
ergibt sich dann eine Source-Stufe.
Für den Fall eines nicht symmetrischen Diﬀerenzverstärkers kann die Verstärkung
über das Kleinsignalersatzschaltbild bestimmt werden. Eine Störung der Symme-
trie liegt z.B. aufgrund von Fertigungstoleranzen vor, so dass sich unterschiedliche
Transkonduktanzen oder Drainwiderstände ergeben. Diese Unterschiede resultieren
zum einen in einer anderen diﬀerentiellen Spannungsverstärkung, und zum ande-
ren wirkt sich eine Änderung des Gleichanteils ebenfalls auf diese Verstärkung aus.
Dies bewirkt, dass Rauschen im Gleichanteil auch zu Rauschen in der diﬀerentiellen
Ausgangsspannung führt. Für die Skalierung dieser Schaltung und die Simulation
wurden die Transistormodelle aus [ZC06] verwendet.
13Alternativ kann die (differentielle) Spannungsverstärkung mit Hilfe des Überlagerungssatzes
bestimmt werden, wobei die Spannungsquellen kurzgeschlossen werden.
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5.3 Auswirkungen und Grenzen bedingt durch die
Technologie
Ein neuronales Netz kann sowohl in digitaler als auch in analoger Schaltungstechnik
implementiert werden. Dabei sollen die Vor- und Nachteile der beiden Varianten
herausgestellt werden und beide Varianten hinsichtlich ihrer Skalierbarkeit näher
untersucht werden. Im Fokus der Analysen stehen dabei die Auﬂösung und die
Fläche der Netze.
5.3.1 Genauigkeit
Die Approximationsgenauigkeit der SIRENS-Struktur in Abhängigkeit der Auﬂö-
sung der Signale soll näher betrachtet werden. Für die Simulationsergebnisse sind
im Folgenden zur Darstellung der ganzen Zahlen einheitlich 5 bit verwendet wor-
den, wobei die höchstwertige Stelle zur Repräsentation des Vorzeichens in der 2er-
Komplement-Darstellung genutzt wird. Zur beispielhaften Veranschaulichung der
Auswirkungen werden die sigmoide Übertragungsfunktion und die Gaußfunktion
bzw. die Funktion g(x) = exp(−x) verwendet, da es sich hier um populäre Aktivie-
rungsfunktionen handelt. Dabei wurde die logistische Funktion im Intervall [−4; 4]
durch ein Polynom vierten Grades approximiert. Die Gaußfunktion ist im Intervall
[0; 3] und die exp-Funktion innerhalb von [0; 9] approximiert worden. Die Ergebnisse
wurden auf der Basis einer gemeinsamen Simulation der VHDL-Beschreibung mit
MATLAB und Modelsim gewonnen.
Bei der Berechnung führt das Grundelement aus Abbildung 5.3 eine Multiplikation
zweier Eingänge durch. Da die Auﬂösung des Ausganges aufgrund der Homogenität
der Struktur mit der eines Einganges identisch sein soll, muss eine Reduzierung der
Wortbreite stattﬁnden. Aufgrund der Assoziativität der Addition ist es unerheb-
lich, ob die Reduzierung vor oder nach der Addition stattﬁndet. Für die Verringe-
rung der Wortbreite können verschiedene Verfahren eingesetzt werden. Es können
die Stellen abgeschnitten werden, die Zahl zur nächsten Maschinenzahl gerundet
werden oder die restlichen Stellen abgeschnitten werden, wobei die niederwertige
Stelle der neuen Darstellung sich aus einer ODER-Verknüpfung der abgeschnitten
Stellen berechnet. Eine mathematische Modellierung dieser Verfahren hinsichtlich
ihres Erwartungswertes und der Varianz des Fehlers ﬁndet sich in [HH93]. Auf-
grund mehrerer Architekturen innerhalb der VHDL-Beschreibung ist es möglich,
die gewünschte Variante auszuwählen. In den hier vorgestellten Analysen wird die
Variante des Abschneidens gewählt.
Tabelle 5.4 zeigt die Approximationseigenschaften der SIRENS-Struktur, falls aus-
schließlich die Grundelemente nach (5.53) verwendet werden, wobei q den Grad des
verwendeten Polynoms angibt. Hier bezeichnet ∆y den maximalen, theoretischen
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Tabelle 5.4: Absoluter Fehler für die Approximation verschiedener Aktivierungs-
funktionen mit Hilfe von SIRENS in Abhängigkeit der Auﬂösung für
den Bruchanteil
Breite Bruchanteil
Funktion 2 4 8 12 16 32 ∆y
Sigmoid [-4;4] 0,5419 0,2751 0,1327 0,0300 0,0231 0,0228 0,0227
e−x ,q = 6 15,4987 15,8776 15,9958 15,9878 2,7864 0,0187 0,0025
e−x ,q = 3 3,5002 5,4374 0,8166 0,1162 0,0768 0,0746 0,0709
e−x
2
,q = 5 9,7535 5,8749 0,3829 0,0753 0,0363 0,0359 0,0048
e−x
2
,q = 3 1,2510 0,6874 0,1234 0,0643 0,0644 0,0643 0,0618
Fehler aufgrund der Approximationsart, und die Tabelle zeigt den absoluten Fehler
in Abhängigkeit der verwendeten Auﬂösung zur Darstellung des Bruchs. Als Breite
für den ganzzahligen Anteil der Zahlendarstellung werden 4 bit und eine zusätzliche
Stelle für das Vorzeichen verwendet.
An den Simulationsergebnissen zeigen sich die Erkenntnisse aus Abschnitt 5.1. Mit
einem hohen Grad des Approximationspolynoms entsteht aufgrund der Fortpﬂan-
zung der Abweichungen ein hoher absoluter Fehler. Um eine möglichst gute Appro-
ximation der Aktivierungsfunktion zu erreichen, muss bei der Verwendung von Po-
lynomen hohen Grades ebenfalls eine hohe Auﬂösung eingesetzt werden, um so die
Quantisierungsfehler gering zu halten. Eine Reduzierung des Polynomgrads wirkt
sich positiv auf die benötigte Fläche aus. Zum einen werden weniger Grundelemente
benötigt, und zum anderen kann eine geringere Auﬂösung eingesetzt werden, wo-
bei beide Eﬀekte zu einem kleineren System beitragen (siehe ebenfalls Abschnitt
5.3.2). Für die Approximation einer Funktion kann es somit besser sein, ein kürzeres
Polynom zu verwenden, ohne Einbußen in der Approximationsgüte hinnehmen zu
müssen.
Die Ergebnisse zeigen weiter, dass eine Verkleinerung des Intervalls sich positiv auf
die Eigenschaften der Approximation auswirkt. Durch die Verwendung der Gauß-
funktion im Gegensatz zur Funktion g(x) = exp(−x) kann ein kleineres Intervall
genutzt werden, obwohl der gleiche Ausgangsbereich abgedeckt wird. Hier ergeben
sich für die untersuchten Auﬂösungen bessere Ergebnisse für die Gaußfunktion.
Dies ermöglicht eine Nutzung höherer Polynome bei geringeren Auﬂösungen, ohne
schlechte Ergebnisse der Approximation akzeptieren zu müssen. Für kleinere Poly-
nome nähert sich der Approximationsfehler bei hohen Auﬂösungen dem theoreti-
schen Minimum an, was ebenfalls für die besseren Eigenschaften der Approximation
spricht.
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Die Genauigkeit der Approximation hängt im Wesentlichen von der aktuellen An-
forderung an das neuronale Netz ab, wobei diese über zwei Parameter, der Länge
des Polynoms und die verwendete Auﬂösung, gesteuert werden kann. Da die ver-
wendete Auﬂösung der Struktur jedoch festgelegt ist, ergibt sich für das Problem
ein maximaler Grad des Polynoms in Abhängigkeit der Approximationsgüte.
Tabelle 5.5: Absoluter Fehler für die Approximation mit Hilfe von SIRENS
und der Erweiterung in Abhängigkeit der Auﬂösung
Breite Bruchanteil
Funktion 2 4 8 12 16 32 ∆y
Sigmoid [-4;4] 0,2479 0,0775 0,0249 0,0229 0,0229 0,0229 0,02451
exp(−x) 0,2227 0,1758 0,1641 0,1635 0,1634 0,1634 0,1341
1 Der hier angegebene Fehler bezieht sich auf die abschnittsweise definierte Funktion aus
[BPVL94] ohne eine stückweise lineare Approximation.
Tabelle 5.5 zeigt die Eigenschaften der Approximation unter zusätzlicher Verwen-
dung des Erweiterungsmoduls aus (5.55) bzw.Abbildung 5.4(b), wobei ∆y den ma-
ximalen, theoretischen Fehler angibt. Es zeigt sich eine deutliche Verbesserung der
Approximationsgüte des Systems, die zudem nahezu unabhängig von der verwende-
ten Auﬂösung ist. Allerdings kann durch die Erweiterung kein inﬁnitesimal kleiner
Fehler erreicht werden, da der absolute Fehler durch sein theoretisches Minimum
bedingt durch die Approximationsart nach unten beschränkt ist. So reicht bei der
Darstellung eines Sigmoids bei der Erweiterung eine Auﬂösung von 4 bit für die
Bruchdarstellung aus, während die normale Struktur für einen ähnlichen absoluten
Fehler eine Auﬂösung von 12 bit benötigt.
Ebenso deutlich fällt der Vergleich bei der exp-Funktion als Aktivierungsfunktion
aus. So erzielt die Erweiterung bei einer Auﬂösung von 4 bit ähnliche Ergebnisse
wie die Approximation durch ein Polynom mit 8 bit bzw. 16 bit. Der Fehler der
Erweiterung basiert hier fast ausschließlich auf der Art der Approximation der exp-
Funktion durch eine Potenzfunktion zur Basis zwei für x ∈ IR−. Die Abweichung von
dem theoretischen Minimum ergibt sich aus der stückweise, linearen Approximation
der Potenzfunktion, welche in der Tabelle mitberücksichtigt wurde.
Jedoch zeigt die Approximation der Aktivierungsfunktion mit Hilfe dieses Sche-
mas eine erhebliche Reduzierung des absoluten Fehlers bei geringen Auﬂösungen.
Die Größe des Fehlers wird dabei hauptsächlich durch die Art der Approximation
bestimmt und ist weitgehend unabhängig von der Breite des Intervalls und der Auf-
lösung. Die einzige Abhängigkeit des Fehlers von der Intervallbreite resultiert aus
dem Verlauf des theoretischen absoluten Fehlers (siehe Abbildung 5.8). So kann je
nach Art der Anforderungen die Art der Approximation gewählt werden.
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Abbildung 5.8: Approximationseigenschaften der SIRENS-Struktur mit Erweite-
rungsmoduls
Abbildung 5.8 zeigt den Verlauf des absoluten Fehlers für die SIRENS-Struktur
mit und ohne Erweiterungen14. Für die Approximation der Aktivierungsfunktion in
Abbildung 5.8 wird eine Auﬂösung des Grundelementes von 32 bit für die Bruchdar-
stellung verwendet, während für das Erweiterungsmodul eine Auﬂösung von 16 bit
für den Bruch bereitgestellt wird.
Das Erweiterungsmodul kann die numerischen Eigenschaften der Architektur ver-
bessern und gleichzeitig die Anforderungen an die Fläche reduzieren. Für den Sigmo-
id in Abbildung 5.8(a) reicht die halbe Auﬂösung aus, um einen absoluten Fehler
in der gleichen Größenordnung zu erreichen. Die geringere Auﬂösung wirkt sich
besonders bei einer Multiplikation günstig auf die Fläche aus. Abbildung 5.8(b)
zeigt die Stärken und Schwächen des Erweiterungsmoduls. Aufgrund der Approxi-
mationsart der Gaußfunktion durch eine Potenzfunktion ergibt sich der maximale
absolute Fehler für einen Eingangswert x ≈ 0,75. Dieser ist wesentlich höher als die
Approximation durch ein Polynom an der gleichen Stelle. Allerdings ist der Auf-
bau des Erweiterungsmoduls wesentlich numerisch stabiler, was besonders in den
Randbereichen deutlich wird. Hier ergeben sich bessere Eigenschaften als bei der
Verwendung des Polynomansatzes.
5.3.2 Syntheseergebnisse
Zur Analyse der rekonﬁgurierbaren Struktur wurde die VHDL-Beschreibung auf den
Standardzellenprozess HCMOS von STMicroelectronics [STM05] umgesetzt. Dieser
Fertigungsprozess besitzt eine (eﬀektive) minimale Gatelänge von 0,12µm und ei-
ne Versorgungsspannung von 1,2V. Als Betriebsbedingungen für die Umsetzung
wurden die schlechtesten Randbedingungen der Kategorie „Laborbedingungen“ ge-
14Die Bezeichnung SIRENS-EW steht für ein System mit dem Erweiterungsmodul.
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wählt. Hier beträgt die Versorgungsspannung 1,08V und die Temperatur 358K. Als
Entwurfswerkzeug wurde der Design Compiler von Synopsys verwendet.
Tabelle 5.6: Ergebnisse der Abbildung eines Basiselementes und des Erwei-
terungsmoduls auf die Technologie von ST
SIRENS SIRENS-EW
Auflösung1 A2[µm2] P3[mW] T4[ns] A2[µm2] P3[mW] T4[ns]
1 1430,19 0,75 1,00 883,53 0,22 0,71
2 2065,61 1,09 1,06 1385,82 0,29 0,85
3 3001,59 1,64 1,15 2178,58 0,40 0,97
4 4901,80 2,81 1,23 2884,60 0,44 1,05
5 6634,57 3,56 1,32 3915,39 0,63 1,19
6 8359,28 4,82 1,42 6110,10 0,95 1,22
7 9031,00 5,39 1,48 6164,56 2,82 1,29
8 10265,53 6,08 1,57 6898,82 2,62 1,33
9 12986,73 8,57 1,56 8460,14 1,25 1,43
10 14763,89 9,95 1,64 11096,62 1,63 1,43
11 16952,55 11,70 1,70 10868,67 5,34 1,50
12 19407,48 13,90 1,71 12793,08 6,33 1,52
13 22667,28 16,50 1,73 16054,89 8,87 1,57
14 24962,85 18,10 3,18 17212,77 9,06 1,58
15 28307,37 21,40 1,83 20696,47 12,80 1,67
16 30842,99 24,10 1,87 21491,25 12,50 1,68
1 Die Auflösung gibt die Anzahl der Stellen nach dem Festpunkt an.
2 Fläche: Hierbei ist die Fläche für die Verdrahtung nicht berücksichtigt worden.
3 Leistung: Hier wird die gesamte dynamische Leistung bei einer Frequenz von 500MHz
angegeben.
4 längster Pfad
Tabelle 5.6 und Abbildung 5.9 zeigen die Ergebnisse der Abbildung der Struktur auf
die Technologie von ST. Zur Bestimmung der Leistung wurde dabei eine Frequenz
von 500MHz gewählt, um die Entwürfe miteinander vergleichen zu können.
Hier zeigt sich der geringere Flächenverbrauch des Erweiterungsmoduls. Das Basis-
modul benötigt sowohl einen Multiplizierer als auch einen Addierer (vgl. Abbildung
5.3), während das Erweiterungsmodul nur einen Multiplizierer benötigt15. Diese
wird in der VHDL-Beschreibung mit doppelter Auﬂösung berechnet. Für eine Op-
timierung des Entwurfes ließe sich die Wortbreite weiter verringern, was sich positiv
auf die Fläche auswirken würde. Auf eine Addition kann bei dem Erweiterungsmo-
dul verzichtet werden, da diese durch geschickte Kombination der Signale erreicht
15Für die Umsetzung der Potenzfunktion sei auf [BPVL94] verweisen.
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Abbildung 5.9: Fläche und Leistung des Basiselementes und des Erweiterungs-
moduls
werden kann. Dadurch ergibt sich für das Erweiterungsmodul ein geringerer Flä-
chenbedarf.
Bedingt durch weniger kombinatorische Logik fällt die Leistung des Erweiterungs-
moduls im Vergleich zu einem Basiselement ebenfalls geringer aus. Das Phänomen
einer geringeren Leistung des Erweiterungsmoduls bei einer Auﬂösung von 9 bzw. 10
bit lässt sich nicht erklären. Obwohl es sich bei der Synthese um einen stochastischen
Optimierungsprozess handelt, wird in diesen beiden Fällen mehr kombinatorische
Logik benötigt, so dass eigentlich eine höhere Leistung als bei kleineren Entwürfen
entstehen sollte.
Ebenfalls kann ein geringerer kritischer Pfad gegenüber dem Basismodul mit dem
Erweiterungsmodul erreicht werden. Dieser ergibt sich aufgrund der fehlenden Addi-
tion, wobei die zusätzlich benötigte Schiebeoperation diesen Vorteil teilweise kom-
pensiert. Um ein allgemeingültiges System zu erreichen, wurde bei dem Erweite-
rungsmodul eine Schiebeoperation um eine beliebige Anzahl von Stellen vorgesehen.
Soll durch das Modul jedoch nur die Approximation der sigmoiden Funktion oder
der Gaußfunktion verbessert werden, so kann diese entfallen, und der Geschwindig-
keitsvorteil fällt deutlicher aus.
Zusammenfassend bietet das Erweiterungsmodul gegenüber dem Grundmodul bes-
sere Eigenschaften bei der Umsetzung auf einen Standardzellenprozess. Einschrän-
kungen sind hier allerdings hinsichtlich der Approximationsarten zu machen, da
mit dem Erweiterungsmodul nur bestimmte Aktivierungsfunktionen approximiert
werden können. Auch ist eine Darstellung der Ableitung mit diesem Modul nicht
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möglich. Darüber hinaus ist der Entwurf des Grundelementes nicht auf digitale
Systeme beschränkt, wobei in dem Erweiterungsmodul spezielle digitale Techniken
eingesetzt wurden. Für eine analoge Umsetzung können die Elemente aus Abbil-
dung 5.3 in die entsprechenden Schaltungsteile, wie z.B. eine Gilbert-Zelle oder eine
Kapazität zur Speicherung der Werte, umgesetzt werden, was bei einem Erweite-
rungsmodul nicht möglich ist.
Neben den besseren Eigenschaften bei der Umsetzung auf eine Technologie bie-
tet das Erweiterungsmodul zudem bessere Approximationseigenschaften bei glei-
cher Auﬂösung. Hier sollen im Folgenden für die beiden Strukturen die Punkte im
Entwurfsraum betrachtet werden. Dafür wird auf die Aspekte des Approximati-
onsfehlers ∆y und die Fläche A des Elementes näher eingegangen. Da es sich bei
digitalen Systemen i.A. um synchrone Systeme handelt, bietet der geringere kriti-
sche Pfad des Erweiterungsmoduls bei einer inhomogenen SIRENS-Struktur keinen
Geschwindigkeitsvorteil, da der Takt von dem Pfad des Grundmoduls bestimmt
wird.
Für die Auswertung hinsichtlich Fläche A und Genauigkeit ∆y der Module kann zur
Bewertung eine Kostenfunktion aufgestellt werden. Hier kann z.B. die multiplikative
Verknüpfung16 der beiden Eigenschaften zur Analyse herangezogen werden:
F (A,∆y) = A ·∆y. (5.62)
Dabei hängt die benötigte Fläche nicht nur von dem Basismodul ab, sondern eben-
falls von der darzustellenden Aktivierungsfunktion. Dafür werden die Polynome und
Funktionen aus Abschnitt 5.3.1 verwendet. Für die Fläche wird von einem linearen
Wachstum in Abhängigkeit des Polynomgrades ausgegangen, wobei aufgrund des
zusätzlichen Flächenbedarfs der Verbindungsleitungen zwischen den Elementen die
Fläche bei einem realen System stärker ansteigen wird.
Abbildung 5.10 zeigt die Punkte im Entwurfsraum des Systems bei der Approxima-
tion verschiedener Aktivierungsfunktionen. Eine Bewertung des jeweiligen Systems
kann in Anlehnung an die Kostenfunktion aus (5.62) vorgenommen werden, indem
die Fläche betrachtet wird, die durch den Punkt im Entwurfsraum und den beiden
Koordinatenachsen aufgespannt wird. Eine Minimierung von (5.62) entspricht so-
mit einem Punkt möglichst nahe des Ursprunges. Aufgrund dieser Analogie wird
auf eine explizite Darstellung der Kostenfunktion für die einzelnen Systeme in Ab-
hängigkeit der Wortbreite verzichtet.
Betrachtet man die Punkte im Entwurfsraum, so erkennt man den positiven Einﬂuss
des Erweiterungsmoduls besonders für geringe Auﬂösungen17. Dadurch, dass die
16Bei der multiplikativen Verknüpfung können die einzelnen Eigenschaften noch über höhere Po-
tenzen gewichtet werden.
17Geringe Auflösungen entsprechen aufgrund eines annähernd linearen Zusammenhangs einem
kleinen Flächenbedarf.
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Abbildung 5.10: Entwurfspunkte der Basismodule für verschiedene Aktivierungs-
funktionen
Approximationsgüte der Aktivierungsfunktion bei der Erweiterung nicht durch die
numerische Stabilität bestimmt wird, sondern durch die Art der Approximation,
erhält man im Sinne der Kostenfunktion ein besseres System, da insgesamt weniger
Fläche bei gleicher Auﬂösung benötigt wird. Diese Eigenschaft kann an dem Anstieg
der Fläche für das Erweiterungsmodul ab einem gewissen absoluten Fehler abgelesen
werden. Durch eine größere Wortbreite erhöht sich die Fläche, ohne den absoluten
Fehler zu reduzieren. Dies ist in der Approximationsart begründet, so dass sich der
Fehler für hohe Auﬂösungen seinem theoretischen Minimum annähert.
Weiter zeigt sich in Abbildung 5.10 der Vorteil eines geringen Polynomgrades bei
der Approximation. Durch die kleineren Potenzen ergibt sich im Ausgang ein klei-
nerer absoluter Fehler, so dass eine geringere Auﬂösung verwendet werden kann. Bei
den hier untersuchten Auﬂösungen entsteht bei der Abbildung der Gaußfunktion
durch ein kleineres Polynom ein geringerer absoluter Fehler. Daneben werden zur
Darstellung des Polynoms selbst weniger Basiselemente benötigt, was sich ebenfalls
positiv auf die Fläche auswirkt. So stellt dies ein eﬃzienteres System im Vergleich
zu einem System mit mehreren Basiselementen im Sinne der Kostenfunktion dar.
Ist man ausschließlich an einer hohen Genauigkeit interessiert, so können hohe Po-
tenzen bei der Approximation zusammen mit einer hohen Auﬂösung verwendet wer-
den. Allerdings entstehen so sehr große Systeme, die aufgrund der hohen Anzahl an
kombinatorischer Logik ebenfalls viel Leistung benötigen.
Weiter zeigt sich, dass für eine Approximation des Sigmoids das Erweiterungsmodul
sehr gut geeignet ist. Es ergibt sich gegenüber dem Basismodul ein kleineres Sys-
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tem, das gleichzeitig einen geringeren Approximationsfehler besitzt. Während sich
bei der Abbildung der Gaußfunktion bzw. der exp-Funktion die Achsensymmetrie
ausnutzen lässt, kann diese Technik bei der sigmoiden Funktion nicht angewendet
werden, so dass Polynome höheren Grades für eine ähnliche Approximationsgüte
verwendet werden müssen. Dadurch ergibt sich die Anforderung an eine hohe Auf-
lösung; das gleiche Phänomen, welches bei der Gaußfunktion beobachtet werden
kann. Bei zu geringer Wortbreite entstehen in den nahezu konstanten Bereichen des
Sigmoids (für x → ∞ bzw.x → −∞) aufgrund der Fehlerfortpﬂanzung Oszillatio-
nen bei der Funktionswertberechnung. Diese können vermieden werden, wenn eine
Überlaufkontrolle in das Basismodul eingefügt wird. Dadurch wird die Komplexi-
tät des Systems weiter erhöht, so dass aufgrund der besseren Eigenschaften das
Erweiterungsmodul eingesetzt werden sollte.
5.3.3 Rauschen
Bei der analogen Verarbeitung entsteht durch die Verarbeitung der Signale durch die
Schaltungen zusätzlich Rauschen, das sich additiv den Nutzsignalen überlagert. Für
die weitere Analyse wird angenommen, dass die Transistoren im Sättigungsbereich
arbeiten. Dabei treten verschiedene Rauschquellen auf, die alle Einﬂuss auf das
Signal-Rausch-Verhältnis (SNR) besitzen [LKI+02].
Einen wichtigen Anteil an der Rauschleistung stellt das thermische Rauschen dar.
Die Rauschleistungsdichte18 aufgrund des Drainwiderstands kann dabei durch
I2n = 4kBTγgm (5.63)
beschrieben werden, wobei kB die Boltzmannkonstante und T die Temperatur be-
zeichnet. Der Parameter γ besitzt viele Abhängigkeiten, z.B. von der Drain-Source-
Spannung [Man99, STL+03], und ist immer noch das Ziel theoretischer Untersu-
chungen. Dieser Rauschstrom wird durch eine Stromquelle zwischen Drain und
Source modelliert. Damit folgt für die Rauschspannung am Gate
v2n =
i2n
g2m
. (5.64)
Ein weiterer Rauschanteil entsteht durch das 1/f-Rauschen oder Flicker-Rauschen
bedingt durch Defekte in der Kristallstruktur und für diesen gilt
v2n =
K
CoxA
· 1
f
, (5.65)
18 In dieser Arbeit werden die Rauschleistungsdichten verwendet.
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Abbildung 5.11: Berechnung des eingangsbezogenen Rauschens
wobei Cox die Oxidkapazität pro Fläche bezeichnet, A die Fläche des Transistors
beschreibt und K eine Konstante beim Rauschen darstellt. Diese Konstante kann
für gleiche Transistoren unterschiedlich sein, und sie verändert sich mit der Tech-
nologie, da diese die Unvollkommenheit der Kristallstruktur beinhaltet [GMHL01].
Die Modellierung dieses Rauschens erfolgt durch eine Spannungsquelle am Gate des
MOSFETs.
Die analoge Implementierung eines Neurons wird während des Betriebes durch ver-
schiedene Rauschquellen gestört, so dass sich hier eine Begrenzung der Genauigkeit
ergibt. Dabei kann das Signal-Rausch-Verhältnis am Ausgang des Diﬀerenzverstär-
kers aus Abbildung 5.7 in eine äquivalente Auﬂösung umgerechnet werden.
Weiter kann das Rauschen der MOS-Transistoren durch eine serielle Spannungs-
quelle am Gate modelliert werden (siehe Abbildung 5.11), welche die Einﬂüsse des
Flicker-Rauschens und des thermischen Rauschens erfasst. Im Folgenden soll das
Signal-Rausch-Verhältnis am Ausgang bestimmt werden, wobei am Eingang des
Diﬀerenzverstärkers ein sinusförmiges Signal mit maximaler Amplitude Udd/2 an-
genommen wird. Dieses besitzt am Ausgang die Leistung
Psa =
A2U2dd
8
= g2m1(ro1 ‖ ro3)2
U2dd
8
, (5.66)
mit A der Verstärkung (ohne Last) des Diﬀerenzverstärkers nach (5.60). Jedoch
ist die Verstärkung nicht über alle Frequenzen konstant, so dass korrekterweise die
Leistung über das Ausgangsspektrum bestimmt werden muss. Im Falle eines Absin-
kens der Verstärkung für größere Frequenzen stellt (5.66) die maximale Signalleis-
tung dar, und hieraus ergibt sich das bestmögliche Signal-Rausch-Verhältnis. Die
maximale Amplitude des Signals am Eingang wird in diesem Fall nicht durch die
5.3 Auswirkungen und Grenzen bedingt durch die Technologie 183
Verstärkung der Schaltung festgelegt, da bei einer sigmoiden Übertragungsfunktion
explizit Nichtlinearitäten gewünscht sind.
Zuerst soll das Rauschen des Transistors M3 betrachtet werden. Dabei teilt sich
der Rauschstrom des Transistors M3 auf den Widerstand ro3 und den Widerstand
RX auf, wobei RX den äquivalenten Widerstand bezeichnet, den man durch den
Drainanschluss des Transistors M1 sieht. Dabei folgt für RX unter der Annahme,
dass M1 und M2 symmetrisch sind
RX = ro1
(
1 +
gm1roi
1 + roi(1+gm1ro1)
ro4+ro1
)
+
roi
1 + roi(1+gm1ro1)
ro4+ro1
. (5.67)
Somit kann mit Hilfe des Stromteilers der Rauschstrom durch den Widerstand ro3
berechnet werden, und es folgt für die Rauschspannung am Ausgang X infolge des
rauschenden Transistors M3
UnX = gm3Un3
ro3RX
ro3 +RX
, (5.68)
wobei Un3 die Rauschspannung des Transistors M3 bezeichnet.
Die Rauschspannung an dem Punkt Y kann mit Hilfe des Rauschstromes durch RX
bestimmt werden. Insgesamt ﬂießt ein Rauschstrom von
In4 =
gm3Un3ro3roi(1 + gm1ro1)
(ro3 + ro1)(ro1 + 2roigm1ro1 + ro3 + 2roi)
(5.69)
durch den Drainwiderstand ro4 des TransistorsM4, wobei die gesamte Rauschspan-
nung an diesem Widerstand abfällt. So ergibt sich für die Diﬀerenzspannung
Una = UnX − UnY = gm3Un3(ro1‖ro3 ‖ Z). (5.70)
Aufgrund der Symmetrie des Diﬀerenzverstärkers in Abbildung 5.11 ergibt sich für
die Rauschspannung am Ausgang aufgrund des Rauschstroms von Transistor M4
der gleiche Zusammenhang wie zuvor für den Transistor M3. Da die Quellen von-
einander unabhängig sind, können die Leistungen direkt überlagert werden. Der
Einﬂuss des Transistors Mi ist aufgrund des symmetrischen Aufbaus der Verstär-
kerstufe am Ausgang nicht vorhanden. Damit ergibt sich für das eingangsbezogene
Rauschen mit der Verstärkung aus (5.60)
U2ne = 2U2n1 +
2g2m3(ro1‖ro3 ‖ Z)2
A2
U2n3 = 2U2n1 +
2g2m3
g2m1
U2n3 (5.71)
und so für die Rauschleistungsdichte am Ausgang
U2na = 2U2n1 · g2m1(ro1‖ro3 ‖ Z)2 + 2g2m3(ro1‖ro3 ‖ Z)2U2n3. (5.72)
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Bei Berücksichtigung von thermischem Rauschen und Flicker-Rauschen kann die
Ausgangsleistung bestimmt werden zu
Pna =
∫ f2
f1
U2nadf = Pt1 + Pf1 + Pt3 + Pf3, (5.73)
wobei die jeweiligen Leistungen Pti aus dem thermischen Rauschen und Pfi aus dem
1/f-Rauschen der Transistoren M1 und M3 resultieren und f1 bzw. f2 die untere
und obere Grenzfrequenz bezeichnen. Für diese Zusammenhänge gilt
Pt1 =
4kBγTgm1ro3ro1
[
arctan
(
2f2ro1ro3piCL
ro1+ro3
)
− arctan
(
2f1ro1ro3piCL
ro1+ro3
)]
π(ro1 + ro3)CL
(5.74)
Pf1 = Kg
2
m1(ro1 ‖ ro3)2
ln
(
1+4(ro1‖ro3)2C2Lpi
2f21
1+4(ro1‖ro3)2C2Lpi
2f22
)
+ 2 ln
(
f2
f1
)
CoxW1L1
(5.75)
Pt3 =
4kBγTgm3ro3ro1
[
arctan
(
2f2ro1ro3piCL
ro1+ro3
)
− arctan
(
2f1ro1ro3piCL
ro1+ro3
)]
π(ro1 + ro3)CL
(5.76)
Pf3 = Kg
2
m3(ro1 ‖ ro3)2
ln
(
1+4(ro1‖ro3)2C2Lpi
2f21
1+4(ro1‖ro3)2C2Lpi
2f22
)
+ 2 ln
(
f2
f1
)
CoxW3L3
, (5.77)
wobei für die Last Z eine kapazitive Last CL angenommen wurde.
So folgt für den Zusammenhang des Signal-Rausch-Verhältnisses am Ausgang des
Verstärkers bei ausschließlich thermischem Rauschen
SNR ∝ gm1CL (5.78)
bzw.
SNR ∝ 1/gm3. (5.79)
Wie man an (5.78) und (5.79) erkennen kann, muss für eine Maximierung des SNR
die Transkonduktanz des Transistors M1 maximiert werden, während gm3 zu mini-
mieren ist. So wird der Eﬀekt aufgrund des thermischen Rauschens minimiert. Eben-
falls kann die Lastkapazität maximiert werden, was allerdings zu einer Reduzierung
der 3dB-Grenzfrequenz der Verstärkung führt. Um auch den Einﬂuss des Flicker-
Rauschens zu minimieren und so die Rauschleistungen nach (5.75) bzw. (5.77) zu
reduzieren, muss die Fläche der Transistoren vergrößert werden.
Dies bedeutet, dass für ein sehr hohes SNR der Strom maximiert werden muss, da
gm1 möglichst groß sein soll. Dadurch steigt die Leistung des Verstärkers an und
ebenfalls erhöht sich die Fläche, da größere W/L-Verhältnisse benötigt werden. So
besteht hier ein Bedarf zur exakten Erfassung der Zusammenhänge und einer unter-
stützenden Optimierung. Da hier mehrere Ziele verfolgt werden, wie z.B.minimale
Fläche, maximales SNR und minimale Leistung bei einer gewünschten Verstärkung
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als Randbedingung, ist der Einsatz von Mehrzieloptimierung, wie z.B. [DSH05],
sinnvoll.
Für die Bestimmung der maximalen Auﬂösung aufgrund des SNR wird die Ska-
lierung mit der CMOS-Technologie betrachtet. Die Parameter für diese Skalierung
sind [ZC06] und der Theorie aus Abschnitt 2.3.1 entnommen. Dazu wird in einem
ersten Schritt nur das thermische Rauschen der Transistoren betrachtet und glei-
che Transkonduktanzen verwendet. Zur Bestimmung der äquivalenten Wortbreite
für eine digitale Implementierung kann die Informationstheorie [Sha48] verwendet
werden. So ergibt sich für das maximale SNR, welches durch die Rauschleistung
bestimmt wird
SNR =
u2mgm1(ro1 ‖ ro3)CL
8γkBT
, (5.80)
wobei um die Amplitude des Eingangssignals bezeichnet.
Die maximale Auﬂösung, begrenzt durch das thermische Rauschen der Transisto-
ren, skaliert nach (5.80) nur bedingt mit der Technologie, da die Verstärkung von
der Steilheit des Sigmoids abhängig ist. Eine leichte Herabsetzung erfolgt durch die
geringeren Amplituden um des Eingangssignals, da die Versorgungsspannung verrin-
gert wird. Alle Eﬀekte des Drainrauschstromes werden in dem Parameter γ zusam-
mengefasst, wobei der theoretische Wert für Transistoren mit großen Kanallängen
2/3 beträgt. Für kürzere Kanallängen erhöht sich der Einﬂuss von parasitären Wi-
derständen, so dass γ ansteigt [STL+03]. Zum Teil müssen neue Modelle für das
thermische Rauschen aufgrund des Einﬂusses heißer Ladungsträger erstellt werden,
wie z.B. [Kle99, KKT01], da das Modell aus (5.63) für Kanallängen unterhalb von
2µm gegenüber experimentellen Daten abweicht [Kle99].
Die Lastkapazität des Neurons setzt sich aus der Ausgangskapazität des Diﬀerenz-
verstärkers und der Eingangskapazität der nächsten Stufe zusammen. Da bei einem
MLP der Sigmoid mit einem Gewicht multipliziert wird und zur Bildung der Aus-
gabe mit anderen Funktionen linear überlagert wird, besteht die nachfolgende Stufe
aus einer Gilbert-Zelle19. So kann die Lastkapazität an dem Punkt X bzw.Y aus
Abbildung 5.11 abgeschätzt werden
CL = Cout + Cin (5.81)
mit
Cout ≈ CDBn + CDBp +
(
1 +
1
gm1(ro1 ‖ ro3)
)
· (CGDn + CGDp)
= 2CDB + 4CGD (5.82)
sowie
Cin ≈ CGSn + (1− A)CGDn = CGSn + 2CGDn ≈ CGSn. (5.83)
19Die Gilbert-Zelle wird für die Multiplikation mit dem Gewicht eingesetzt.
186 Kapitel 5. Technische Umsetzung
Hierbei bezeichnet CXY z die Kapazität zwischen dem Anschluss X und Y mit der
Anschlussbezeichnung: Gate (G), Drain (D), Source (S). Die letzte Stelle des In-
dex bezeichnet den Transistortyp. Dabei ist Kapazität zwischen dem Gate und
dem Oxid größer als die Kapazität aufgrund der Überlappung des Gates mit dem
Source- bzw.Drainanschluss. Zusätzlich wird angenommen, dass für die Multiplika-
tion mittels Gilbert-Zelle die Verstärkung A = 1 gewählt wird und sich aufgrund
des Miller-Eﬀektes so die doppelte Gate-Drain-Kapazität20 ergibt. In (5.82) wurden
gleiche Transkonduktanzen wie zuvor angenommen und dadurch ergeben sich bei
gleichem Strom und gleichen Übersteuerungsspannungen der Transistoren gleiche
Abmessungen. In (5.82) dominiert die Drain-Bulk-Kapazität, die zudem von der
Drainspannung abhängt. So folgt für die Lastkapazität
CL ≈ 2CDB + CGSn. (5.84)
Bei der idealen Skalierung [DGR+74] von MOS-Transistoren werden alle Längen,
die Schwellen- und die Versorgungsspannung um einen Faktor α > 1 reduziert
sowie die Dotierungen um den Faktor α erhöht, um ein konstantes elektrisches Feld
im Transistor zu erreichen. Allerdings wird diese Skalierung für neuartige Prozesse
nicht mehr anhalten, wie man an Tabelle 2.2 veriﬁzieren kann. Hier ändern sich die
Spannungen um einen anderen Faktor als die Längenabmessungen. So werden im
Folgenden zwei Skalierungsfaktoren
αU ≈ 1,10 Skalierungsfaktor der Spannungen (5.85)
αL ≈ 1,40 Skalierungsfaktor der Längen (5.86)
verwendet, die mit den Werten aus Tabelle 2.2 bestimmt wurden. Bedingt durch die
zwei Skalierungsfaktoren bleibt das elektrische Feld im Bauelement nicht konstant,
so dass die Vorhersagen an diesen Umstand angepasst wurden [FDN+01].
So folgt für die Lastkapazität
CˆL ≈ CL
αL
(5.87)
nach der idealen Skalierungstheorie. Jedoch lassen sich die Abmessungen des Ga-
teoxids [Hil04] bei aktuellen Prozessen nicht mehr mit dem Skalierungsfaktor αL
der Längen verringern, sondern es erfolgt eine Reduzierung mit dem Faktor αU , so
dass gilt
CˆL ≈ αU
α2L
CL. (5.88)
20Bei hohen Verstärkungen des Neurons, d.h. bei großen Steilheiten in der Übertragungsfunktion,
ist die Vernachlässigung von CGD nicht mehr zulässig.
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Tabelle 5.7: Maximale Auﬂösung eines Neurons in analoger Schaltungstechnik in
Abhängigkeit der minimalen Gatelänge
Gatelänge (nm) 130 90 65 45 32
Udd (V) 1,3 1,2 1,1 1,0 0,9
Cox (fF/µm2) 15,3 16,8 18,7 19,7 20,9
SNR 6,61 · 105 2,96 · 105 1,44 · 105 6,03 · 104 2,62 · 104
k (bit) 9,67 9,09 8,57 7,94 7,34
∆k (bit) - 0,58 0,52 0,63 0,60
Damit folgt insgesamt für das neue SNR
ŜNR =
U2ddgm1(ro1 ‖ ro3)CLαU
8α2Uα
2
LγkBT
(5.89)
=
1
αUα2L
· SNR (5.90)
≈ k − 0,5542, (5.91)
wobei k der äquivalenten Auﬂösung in bit entspricht und ŜNR das Signal-Rausch-
Verhältnis der skalierten Schaltung bezeichnet.
Mit der äquivalenten Auﬂösung [Sha48] und den Skalierungsregeln ergibt sich für
diese einfache Betrachtung eine Herabsetzung der maximalen Auﬂösung des Neu-
rons von 0,5542 bit pro Technologiegeneration. Hier sei darauf hingewiesen, dass
es sich aufgrund der Vereinfachungen um die theoretische, obere Grenze der Auf-
lösung handelt, die durch das thermische Rauschen bestimmt wird. Tatsächlich
wird sich eine geringere Auﬂösung ergeben, da zum einen die Eﬀekte aufgrund von
Fehlanpassungen und den daraus resultierenden Störungen der Symmetrie oder der
Gleichtaktverstärkung nicht betrachtet wurden, und zum anderen die Eﬀekte des
Rauschens bei Technologien im unteren nm-Bereich mit Hilfe von erweiterten Mo-
dellen beschrieben werden müssen [Kle99, KKT01, KWSZVD00].
In Tabelle 5.7 ist die Abhängigkeit der maximalen Auﬂösung eines sigmoiden Neu-
rons aufgrund des thermischen Rauschens nach (5.80) von der Technologie darge-
stellt. Hier wurden für die technologischen Parameter die Werte aus [ZC06] verwen-
det, und als Steilheit für den Sigmoid A = 1 gewählt. Der Wert des Rauschfaktors γ
wurde konservativ zu 2/3 gewählt, und es wurde für die Analyse von einer Tempera-
tur von 300K ausgegangen. Als Lastkapazität wurde nur die Gate-Source-Kapazität
der nächsten Stufe betrachtet, wobei die Eingangstransistoren ein (typisches) W/L-
Verhältnis von 100 bei minimaler Gatelänge besitzen.
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Tabelle 5.8: Maximale Auﬂösung bei Berücksichtigung von 1/f-Rauschen
Gatelänge (nm) 130 90 65 45 32
SNR 3,31 · 105 1,48 · 105 7,20 · 104 3,01 · 104 1,31 · 104
k (bit) 9,17 8,59 8,07 7,44 6,84
∆k (bit) - 0,58 0,52 0,63 0,60
An Tabelle 5.7 erkennt man, dass die maximale Auﬂösung einer analogen Imple-
mentierung der sigmoiden Funktion durch maximal 9 bit begrenzt ist. Bei kleineren
CMOS-Technologien sinkt die Genauigkeit um ca. 0,6 bit pro Prozessgeneration, so
dass nur noch 7 bit bei einer 32 nm-Technologie zu erreichen sind. Damit ist ei-
ne digitale Implementierung einer analogen Variante hinsichtlich der Genauigkeit
überlegen. Die Abweichungen in Tabelle 5.7 von der theoretischen Verringerung aus
(5.91) resultieren aus den nicht konstanten Skalierungsfaktoren über die Technolo-
giegenerationen.
Im Folgenden soll zusätzlich der Einﬂuss des Flicker-Rauschens betrachtet werden.
Die Rauschleistungen am Ausgang aufgrund des thermischen Rauschens aus (5.74)
und (5.76) skalieren folgendermaßen
Pti ∝ αL
α2U
i = 1; 3 , (5.92)
wenn davon ausgegangen wird, dass die Frequenz f2 als die 3dB-Grenzfrequenz der
Verstärkung und f1 sehr klein gewählt werden. Die Anteile des Flicker-Rauschens
skalieren in erster Näherung mit dem gleichen Faktor. Das Flicker-Rauschen ist be-
sonders bei tiefen Frequenzen von Bedeutung, so dass bei höheren Frequenzen der
Anteil des thermischen Rauschens überwiegt [SC99]. Zur Bestimmung der Rausch-
leistung ist somit die obere Frequenz f2 nicht weiter von Bedeutung und kann
zur Eckfrequenz21 fC gewählt werden. Die untere Frequenz f1 muss ebenfalls fest
gewählt werden, da sich für f1 → 0 eine unendlich große Rauschleistungsdichte er-
geben würde. Damit bleiben die Zähler aus (5.75) und (5.77) annähernd konstant,
so dass sich die gleiche Skalierung wie beim thermischen Rauschen ergibt. Als Fol-
ge daraus reduziert sich die Auﬂösung eines Neurons ebenfalls um 0,5542 bit pro
Technologiegeneration.
Tabelle 5.8 zeigt die maximale Auﬂösung unter Berücksichtigung von 1/f-Rauschen.
Dabei wurde für den Widerstand der Parallelschaltung der Drainwiderstände ein
Wert von 500Ω angenommen, so dass ungefähr ein Drainstrom von 0,5mA durch die
Transistoren M1 und M3 ﬂießt. Als untere Frequenz wurden 10Hz festgelegt. Man
21Bei der Eckfrequenz fC sind die Spektralanteile aufgrund des termischen Rauschens und des
Flicker-Rauschens gleich groß.
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erkennt, dass unter diesen Annahmen die maximale Auﬂösung um 0,5 bit − 0,6 bit
herabgesetzt wird und die theoretisch ermittelte Skalierung der Auﬂösung mit der
Technologiegeneration eingehalten wird.
Die theoretischen Ergebnisse wurden durch Simulationen mit Hilfe des BSIM4 -
-Modells [LCJH00] unter Spice veriﬁziert. Als Simulationsumgebung wurde dabei
HSpice von Synopsys verwendet, und die entsprechenden BSIM-Modelle für die un-
terschiedlichen Technologiegenerationen wurden [ZC06] entnommen. Bei dem Ent-
wurf des Diﬀerenzverstärkers wurde zuerst der notwendige Strom bestimmt, um die
abgeschätzte Lastkapazität innerhalb von 0,1 ns aufzuladen. Mit Hilfe des Stromes
und der Anforderung nach einem Spannungshub von ∆U = Udd der Ausgangsspan-
nung wurden die Dimensionen der Transistoren aus Abbildung 5.7 festgelegt.
Von den Diﬀerenzverstärkern wurde jeweils die Spannungsverstärkung im Arbeits-
punkt sowie die Rauschleistung am Ausgang bestimmt. Die Ergebnisse dieser Si-
mulationen bzw. die Dimensionierung der Transistoren ﬁnden sich in Tabelle 5.9.
Tabelle 5.9: Simulationsergebnisse des analogen Neurons
Gatelänge (nm) 130 90 65 45 32
Udd (V) 1,3 1,2 1,1 1,0 0,9
Wi (µm) 7,22 2,66 1,03 0,53 0,18
Wn (µm) 10,03 3,70 3,21 1,06 0,36
Wp (µm) 9,03 5,20 2,01 0,66 0,40
Id (µA) 920 368 167 48 17
Fläche (µm2) 5,89 1,84 0,74 0,18 0,05
Leistung (mW) 1,2038 0,4416 0,1837 0,0480 0,0153
Verstärkung A 6,76 4,82 4,35 3,17 2,08
SNR (Ausgang) 4,99 · 106 1,70 · 106 7,95 · 105 1,82 · 105 4,46 · 104
SNR (Eingang)1 2,50 · 106 8,48 · 105 3,98 · 105 9,10 · 104 2,23 · 104
k Theorie2(bit) 10,54 9,72 9,13 8,27 7,37
k (bit) 11,13 10,35 9,80 8,74 7,72
∆k (bit) - 0,78 0,55 1,06 1,01
1 Mit dem SNR am Eingang können die unterschiedlichen Entwürfe miteinander ver-
glichen werden, da die (unterschiedliche) Verstärkung für das Verhältnis am Eingang
nicht relevant ist.
2 In Tabelle 5.8 wurde von einer Verstärkung A = 1 ausgegangen, so dass die Berechnung
für die Auflösung mit der gemessenen Verstärkung durchgeführt wurde.
Wie man im Vergleich der Tabellen 5.8 und 5.9 feststellen kann, ergibt sich bei
der Simulation mittels HSpice ein besseres SNR und damit eine höhere Auﬂösung
als bei den theoretischen Ergebnissen. Dieser Vorteil zugunsten der Simulation ist
darin begründet, dass bei den theoretischen Berechnungen gm1 = gm3 angenommen
wurde. Dies ist jedoch bei dem Entwurf des Diﬀerenzverstärkers nicht eingehalten
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Abbildung 5.12: Übertragungsfunktion des Diﬀerenzverstärkers in 32 nm CMOS
worden, sondern es wurde eine größere Transkonduktanz für die Transistoren M1
undM2 als für die p-Kanal-Transistoren verwendet. Dadurch ergibt sich ein besseres
Signal-Rausch-Verhältnis bei der HSpice-Simulation gegenüber den Berechnungen.
Ebenfalls zeigen die Simulationen, dass bei der Verwendung von einem analogen
Neuron dies in seiner Auﬂösung durch 11 bit begrenzt wird. Mit Skalierung der
Technologie nimmt diese maximale Auﬂösung mit mehr als 0,5 bit pro Technologie
ab, so dass sich in einer 32nm-Technologie nur noch 7 bit als maximale Auﬂösung
erreichen lassen. Allerdings kann als konservativer Richtwert mit einem Abfall von
einem bit pro Technologiegeneration gerechnet werden. Dass dieser Abfall von den
theoretischen Betrachtungen abweicht, liegt auch hier an den geänderten Vorausset-
zungen. Die Randbedingung gm1 = gm3 ist bei dem Entwurf nicht erfüllt, und auch
die Transistoren lassen sich bei diesen Strukturgrößen nicht mehr mit den einfachen
Gleichungen, z.B. aus [Raz00], beschreiben, sondern es ergeben sich komplexere Zu-
sammenhänge [Raz00].
Abbildung 5.12 zeigt beispielhaft die Übertragungsfunktion des analogen Neurons
in einer CMOS-Technologie mit 32 nm Strukturgröße zusammen mit der Funktion
y = tanh(2x). Aufgrund des begrenzten Signalhubs ergibt sich ein kleiner Aus-
steuerungsbereich, so dass eine Skalierung der Daten vorgenommen werden muss.
Es zeigt sich eine gute Übereinstimmung im linearen Bereich.
In Abbildung 5.13 sind die Entwürfe in den verschiedenen Technologien mitein-
ander hinsichtlich ihrer Eigenschaften Leistung, Fläche und maximale Auﬂösung22
verglichen worden. Für einen optimalen Punkt im Entwurfsraum liegen die jeweili-
gen Koordinatenschnittpunkte näher an dem Ursprung. So wird deutlich, dass die
22Zur Darstellung der Kostenfunktion wurde der Kehrwert der Auflösung verwendet, so dass auch
hier ein Punkt näher dem Ursprung bessere Eigenschaften besitzt.
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Abbildung 5.13: Vergleich des analogen Entwurfes in verschiedenen Technologien
Auswirkungen der Technologie auf die Leistung und die Fläche wesentlich positiver
als auf das SNR ausfallen. Die möglichen Auﬂösungen eines Neurons verringern sich
deshalb mit den Technologiegenerationen. Für ein analoges Neuron bedeutet dies,
dass adaptive Verfahren, wie z.B. inhärente Lernverfahren, zum Einsatz in diesen
Technologien kommen müssen. Bedingt durch das Lernverfahren lassen sich die Ab-
nahmen in der Genauigkeit kompensieren. Auf der anderen Seite wirken sich die
neuen Technologieprozesse positiv auf die Leistung und die Fläche aus, so dass bei
annähernd gleicher Genauigkeit wesentlich kleinere Netze mit geringerer Leistung
umgesetzt werden können. So stellen die analogen Netze eine eﬃziente Architektur
im Hinblick auf Fläche, Leistung und Auﬂösungsvermögen für zukünftige Technolo-
gien dar, wobei die Notwendigkeit inhärenter Lernverfahren besteht (vgl. Abbildung
5.13), da die maximale Auﬂösung abnimmt.
Daneben sollen die Auswirkungen von Parameterschwankungen bei der Fertigung
auf die Übertragungsfunktion des analogen Neurons betrachtet werden. Für diesen
Zweck werden die geometrischen Dimensionen der Transistoren, wie die Weite und
die Länge, aus Abbildung 5.7 innerhalb der Fertigungsungenauigkeiten verändert
und so der Einﬂuss auf die Leistung, die Verstärkung und die Rauschspannung
am Ausgang betrachtet. Für die Schwankungen der geometrischen Abmessungen
werden die Daten aus [Sem05] verwendet, wobei die Fertigungsungenauigkeiten
z.B. aufgrund der Lithograﬁe- und Ätztechniken zustande kommen [Hil04]. Diese
Schwankungen bewegen sich ungefähr im Bereich von 10% der minimalen Gatelän-
ge der jeweiligen Technologie.
Neben diesen Schwankungen tritt noch eine Vielzahl von weiteren Parameterva-
riationen bei der Fertigung auf, die hier jedoch nicht betrachtet werden, so dass
die Ergebnisse eine konservative Untersuchung erlauben. Neben den Abmessungen
des Kanals unterliegen auch die Oxiddicke, das Dotierungsproﬁl, etc. statistischen
Schwankungen und beeinﬂussen so die elektrischen Parameter des Transistors. So
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Tabelle 5.10: Ergebnisse der Parametervariation mit Hilfe der Monte-Carlo-
Simulation
Gatelänge 130 nm 90 nm 65 nm 45 nm 32 nm
Erwartungswert
Una (mV) 0,9894 1,0870 1,1938 1,6244 1,9499
Verstärkung 6,7489 4,5472 4,3798 3,2042 2,1123
Leistung (mW) 1,2145 0,4486 0,1859 0,0493 0,0159
Varianz
Una (mV) 1,43 · 10−2 2,47 · 10−2 1,51 · 10−2 2,03 · 10−2 2,93 · 10−2
Verstärkung 7,78 · 10−1 5,22 · 10−1 2,47 · 10−1 1,01 · 10−1 3,73 · 10−2
Leistung (mW) 5,81 · 10−3 1,00 · 10−3 2,38 · 10−4 3,98 · 10−5 7,54 · 10−6
wirken sich diese Phänomene ebenfalls auf die Arbeitsweise des Neurons aus. Weiter
sind die eingeprägten Spannungen aus Abbildungen 5.7 als ideale Spannungsquellen
angenommen worden. Allerdings müssen diese mittels spezieller Schaltungen erzeugt
werden, so dass sich hier zusätzliche Auswirkungen auf die Architektur ergeben.
Tabelle 5.10 zeigt die Ergebnisse einer Monte-Carlo-Simulation für die Technolo-
giegenerationen, wobei die Dimensionen des Kanals (Weite und Länge) durch ei-
ne Gaußverteilung modelliert wurden. Für den Mittelwert wurden die Abmessun-
gen aus Tabelle 5.9 verwendet und für die Standardabweichungen23die Daten aus
[Sem05].
Wie zuvor kann man an Tabelle 5.10 die schlechteren SNR-Eigenschaften mit den
Technologiegenerationen beobachten, da die Rauschspannung am Ausgang ansteigt
und gleichzeitig die maximale Leistung am Eingang abnimmt. Zusätzlich muss da-
bei beachtet werden, dass die Verstärkung über die Prozesstechnologien abnimmt.
So besitzen die Technologien mit kleinerer Strukturgröße schlechtere Eigenschaften
gegenüber Rauschen, wenn das SNR am Eingang des Diﬀerenzverstärkers betrach-
tet wird. Daneben stimmt die erwartete Steigung des Neurons in erster Näherung
gut mit der zuvor bestimmten Verstärkung (vgl. Tabelle 5.7) überein. Der Zusam-
menhang der Kleinsignalverstärkung und den Dimensionen stellt einen nichtlinearen
Zusammenhang dar, so dass in erster Näherung für den Erwartungswert sich der
Funktionswert der Erwartungswerte der Abmessungen ergibt [BSM05]. Gleiches gilt
für den Zusammenhang der Verstärkung mit den Varianzen. Da die Varianzen mit
den Abmessungen betragsmäßig kleiner werden, verringern sich auch die Auswir-
kungen auf die Eigenschaften des Neurons.
Abbildung 5.14 zeigt die Histogramme der Leistung eines Neurons in den verschie-
denen Technologien, welche zur Bestimmung der Erwartungswerte und Varianzen
23Die Daten aus dem Fahrplan beschreiben insgesamt den dreifachen Wert der Varianz.
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Abbildung 5.14: Häuﬁgkeit der Leistung
aus Tabelle 5.10 genutzt wurden. Hier erkennt man die geringere Varianz für die
kleineren Strukturgrößen, was mit der geringeren Varianz in den Abmessungen und
dem gleichen mathematischen Zusammenhang zu erklären ist. Deutlich wird hier
nochmals der Vorteil kleinerer Strukturgrößen hinsichtlich der Leistung des Neu-
rons. Diese sinkt mit den Generationen stark ab, so dass deutlich leistungsärmere
Schaltungen entwickelt werden können, was dem Vorbild des menschlichen Gehirns
entgegenkommt.
In Abbildung 5.15 sind die Ergebnisse der Monte-Carlo-Simulation für die Steil-
heit des Neurons dargestellt. An den Verteilungen wird deutlich, dass für eine hohe
Genauigkeit (geringe Abweichung der Verstärkung) ein intrinsisches Lernverfahren
benötigt wird, da nicht von einer gleichen Verstärkung für alle Neuronen ausgegan-
gen werden kann. So besitzen diese unterschiedliche Steilheiten, auf die ein inte-
griertes Training reagieren und anpassen kann, um eine hohe Approximationsgüte
dennoch zu erreichen. Aufgrund der Schwankungen in der Verstärkung und des be-
grenzten Ausgangsspannungshubs von Udd/2 ist die Funktionalität eines analogen
Neurons bei der Approximation in zukünftigen Technologien beschränkt, da eine
exakte Approximation von Funktionen in diesen nur noch schwer möglich ist. Viel-
mehr ist der Einsatz des analogen Neurons auf eine nichtlineare Transformation
des Einganges in den Bildraum beschränkt, wo dann eine lineare Trennung der Da-
ten vorgenommen werden kann [Duc06]. So können diese Verarbeitungskonzepte zur
Darstellung boolescher Funktionen verwendet werden [SGJF06]. Die Approximation
einer kontinuierlichen Funktion ist aufgrund der Schwankungen in den Parametern
in den Approximationseigenschaften begrenzt und benötigt entweder ein adapti-
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Abbildung 5.15: Häuﬁgkeit der Verstärkung
ves Lernverfahren oder basiert auf der Approximation durch Heaviside-Funktionen
[HZM+06].
Wie schon angedeutet, enthalten die Untersuchungen zu den Parametervariationen
der Technologien nur die statistischen Schwankungen der geometrischen Dimensio-
nen eines einzelnen Transistors. Daneben tritt eine Vielzahl von weiteren Schwan-
kungen bei der Fertigung eines Transistors auf, die z.B. direkten Einﬂuss auf die
Steilheit oder die Schwellenspannung haben. Als Resultat ergeben sich zusätzli-
che Beeinﬂussungen der Auﬂösung und der Zuverlässigkeit eines analogen Neurons.
Weiter handelt es sich bei den Daten aus dem Fahrplan [Sem05] um Fertigungsge-
nauigkeiten, die für einen zuverlässigen Betrieb erreicht werden müssen. Falls diese
verfehlt werden, besitzen die gefertigten Systeme eine geringere Zuverlässigkeit oder
es ergeben sich größere Variationen, so dass die Architekturen unter diesen Randbe-
dingungen arbeiten müssen. Hiervon ist auszugehen, da Lösungsmöglichkeiten für
das Erreichen solcher Fertigungsgenauigkeiten teilweise oder gar nicht bekannt sind
[Sem05].
5.3.4 Vergleich der digitalen und analogen Realisierungen
Weiter soll die Auﬂösung des analogen Neurons mit einer digitalen Implementierung
verglichen werden, um Aussagen über die Eignung der Entwurfsart hinsichtlich zu-
künftiger Technologien zu erhalten. Tabelle 5.11 zeigt den Vergleich zwischen einem
digitalen und einem analogen Neuron hinsichtlich der maximalen Auﬂösung, seiner
Leistung und Fläche. Die Übertragungsfunktion des analogen Neurons wird durch
die tanh-Funktion beschrieben, während für die digitale Variante die logistische
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Tabelle 5.11: Vergleich des analogen und digitalen Entwurfs eines Neurons
Fläche (µm2) Leistung (mW) Auflösung (bit)
Gatelänge (nm) analog digital analog digital analog digital
130 5,89 7140,89 1,2038 3,2946 11 5
90 1,84 3422,56 0,4416 1,4576 10 5
65 0,74 1785,22 0,1837 0,6969 9 5
45 0,18 855,64 0,0480 0,3037 8 5
32 0,05 432,68 0,0153 0,1382 7 5
Funktion verwendet wird. Diese Funktion wird durch das Verfahren aus [BPVL94]
umgesetzt und kann mit Hilfe der SIRENS-Struktur und einem Erweiterungsmo-
dul umgesetzt werden. Nach Tabelle 5.5 ergibt sich ein maximaler absoluter Fehler
von 0,0249 bei einer Verwendung von 8 bit für die Bruchdarstellung. Dies entspricht
einem maximalen Quantisierungsfehler (bei Nutzung eines Speichers) bei einer Auf-
lösung von k = 5bit. Alle größeren Wortbreiten für die Bruchdarstellung erreichen
aufgrund der Art der Approximation die gleiche maximale Auﬂösung, so dass zu ei-
nem Vergleich mit der analogen Variante die kleinste digitale Implementierung mit
8 bit für die Bruchdarstellung verwendet wird. Für die Abbildung wurde ebenfalls
die Technologie von STMicroelectronics (vgl. Abschnitt 5.3.2) verwendet, und die
Leistung wurde bei einer Frequenz von f = 500MHz ermittelt.
Bemerkung. Für den Vergleich kann die SIRENS-Struktur mit Erweiterungsmodul
genutzt werden. Für die logistische Funktion als Übertragungsfunktion werden ein
Erweiterungsmodul und ein Basismodul benötigt, was zu einer hohen Fläche führt.
Deswegen wurde für den Vergleich ein angepasster Entwurf nach [BPVL94] erstellt.
Dieser enthält neben dem Datenpfad Register zur Speicherung des Ergebnisses.
Um beide Entwürfe in zukünftigen Technologien vergleichen zu können, wurden die
Ergebnisse in Tabelle 5.11 des digitalen Neurons auf diese Prozessgenerationen mit
Hilfe der Skalierungsregeln projiziert. Für die Skalierung der Leistung wurde von
einer konstanten Frequenz ausgegangen und von der gleichen Anzahl von Gattern
zur Darstellung der Logikfunktion.
Wie man an Tabelle 5.11 erkennen kann, ist die analoge Implementierung der ge-
nutzten digitalen Variante in allen Punkten überlegen. Der kleinere Flächenanteil
ergibt sich aufgrund der benötigten Multiplikation bei der digitalen Übertragungs-
funktion. So nimmt diese wesentlich mehr Fläche ein als die fünf Transistoren des
Diﬀerenzverstärkers, und damit ist das analoge Neuron in jeder Technologie hin-
sichtlich der Fläche seiner digitalen Variante überlegen. Dadurch kommt ebenfalls
die höhere Leistung der digitalen Implementierung zustande, da zum einen ins-
gesamt mehr Transistoren zu den Leckströmen beitragen und zum anderen mehr
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Knoten (Kapazitäten) umgeladen werden müssen. Allerdings entsteht bei dem di-
gitalen Entwurf in CMOS-Technologie kein statischer Querstrom, wie er bei dem
Diﬀerenzverstärker auftritt. So fällt beim digitalen System nur eine geringe stati-
sche Leistung gegenüber dem Analogen an, und dadurch fällt der Unterschied bei
der Leistung nicht so deutlich aus wie bei der Fläche.
Der deutliche Vorteil der digitalen Implementierung liegt in der konstanten Auﬂö-
sung, die nicht oder nur kaum durch die Technologie gestört wird. So sinkt bei dem
analogen System die Auﬂösung mit einem bit pro Technologiegeneration aufgrund
des schlechteren Signal-Rausch-Verhältnisses. Bei einem digitalen System bleibt da-
gegen die Auﬂösung unter der Randbedingung eines zuverlässigen Entwurfes kon-
stant. Eine Abnahme der eﬀektiven Auﬂösung ergibt sich durch eine Wahrschein-
lichkeit p von Fehlern in den binären Stellen bei zukünftigen Technologien.
Die geringe Auﬂösung des digitalen Neurons ist durch die Art der Approximation
begrenzt, da diese den maximalen Fehler durch eine höhere Auﬂösung nicht weiter
reduzieren kann. Durch eine Wertetabelle, realisiert als Speicher oder eine boolesche
Funktion, kann die Genauigkeit des digitalen Systems jedoch beliebig vergrößert
werden. Die begrenzenden Faktoren sind dabei lediglich die Fläche und die Leistung.
Tabelle 5.12: Prognosen für ein Neuron auf Basis von Speicher und boolescher
Funktionen
Auflösung (bit) Fläche (µm2)
Techn. (nm) Sigmoid Speicher
boolesche
Funktion Sigmoid Speicher1
boolesche
Funktion
130 4 11 11 7140,89 3632,20 227217,41
90 4 10 10 3422,56 1740,88 108903,02
65 4 9 9 1785,22 908,05 56804,35
45 4 8 8 855,64 435,22 27225,75
32 4 7 7 432,68 220,08 13767,49
1 Die Größe des Speichers wurde anhand der Daten aus [Gla99] sowie den Skalierungsregeln
bestimmt.
Tabelle 5.12 ermöglicht einen Vergleich der digitalen Implementierungsformen24.
Hier wurden ebenfalls die Skalierungsregeln angewendet, um Aussagen über künftige
Prozesse treﬀen zu können. Für die Realisierung mittels boolescher Funktionen kann
für die Komplexität gezeigt werden, dass
O (2k) (5.93)
Gatter für eine Funktion benötigt werden [Weg91]. Dabei kann diese obere Grenze
noch weiter verbessert werden, wenn neben UND bzw.ODER-Gattern auch ande-
24Dabei bezeichnet der Sigmoid das System nach [BPVL94].
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re Gatter, z.B.XOR-Gatter, zugelassen werden. Bei insgesamt k Funktionen zur
Bestimmung des Ausganges des Neurons kann dann mit Hilfe der Fläche für UND
bzw.ODER-Gatter die Gesamtﬂäche bestimmt werden. Dabei stellt die so bestimm-
te Fläche eine konservative obere Schranke dar, so dass die tatsächliche Fläche dar-
unter liegen wird. Zum einen gilt die Schranke aus (5.93) für nichtlinear separierbare
Funktionen, wobei deren Anteil mit steigender Auﬂösung sinkt [Duc06]. Zum an-
deren besitzt die STMicroelectronics-Technologie auch Gatter mit mehr als zwei
Eingängen, so dass diese Anzahl reduziert werden kann.
Beispiel. Der Funktionswert der Aktivierung eines Neurons und der Eingang x
sollen mit jeweils 5 bit aufgelöst werden. Dafür wird ein Speicher mit einer Grö-
ße von 20 byte benötigt bzw. fünf boolesche Funktionen, die jeweils eine Abbil-
dung [0; 1]5 → [0; 1] vornehmen. Mit Hilfe dieser Repräsentation kann ein einzelnes
Neuron und dadurch ein komplettes Netz abgebildet werden. Jedoch kann bei der
Kenntnis der zu approximierenden Funktion, z.B. der si-Funktion, diese direkt in
dem Speicher abgelegt bzw. durch die booleschen Funktionen dargestellt werden.
So stellen die Abbildungen durch Speicher oder boolesche Funktionen eine Entar-
tung der neuronalen Prinzipien dar, welche auf der Umsetzung in Hardware basiert.
Ein Vergleich der drei digitalen Varianten untereinander zeigte, dass die Verwendung
von Speicher die geringste Fläche bei gleicher Auﬂösung benötigt. Der Einsatz von
booleschen Funktionen hat die Fläche um eine Größenordnung erhöht, während
der Einsatz einer Recheneinheit als Neuron die Fläche um zwei Größenordnungen
anwachsen ließ25. Deshalb werden in Tabelle 5.12 die Auﬂösungen des analogen
Systems für diese beiden digitalen Formen verwendet.
Auch gegenüber diesen beiden Systemen besitzt die analoge Implementierung deut-
liche Vorteile hinsichtlich der Fläche, wie man an dem Vergleich der Tabellen 5.11
und 5.12 feststellen kann. So liegt diese mehrere Größenordnungen unterhalb des
Flächenbedarfs der digitalen Systeme. Wird davon ausgegangen, dass die Leistung
annähernd proportional zu der Fläche eines Systems ist, ergibt sich hier ein ähn-
liches Bild, wenn man die Leistungen des digitalen Systems aus Tabelle 5.11 als
Referenz nimmt.
Zusammenfassend bleibt festzuhalten, dass eine analoge Implementierung einer sig-
moiden Übertragungsfunktion einem digitalen Entwurf hinsichtlich Flächenbedarf
und Leistung klar überlegen ist. Eine Betrachtung der Geschwindigkeit wurde aller-
dings nicht durchgeführt. Ebenso ist die digitale Implementierung nach [BPVL94]
ungeeignet, da sich aufgrund der Approximationsart eine untere Grenze des abso-
luten Fehlers ergibt. Deswegen kann dieses System bei dem Vergleich mit anderen
Möglichkeiten, der Realisierung durch Speicher oder boolesche Funktionen, hinsicht-
lich der Fläche und Approximationsgüte nicht mithalten. Allerdings kommt jenes
25Geht man bei der Leistung der Systeme von einem proportionalen Zusammenhang zwischen
Leistung und Fläche aus, so würde sich hier ein ähnliches Bild ergeben.
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System den neuronalen Prinzipien nahe, wo ein Neuron als ein elementares Rechen-
element mit integriertem Speicher angesehen werden kann. Im Falle des Speichers
würde dieses System in ein Extremum getrieben, da ein Neuron nur aus einem Ge-
dächtnis bestünde. Eine Realisierung mittels boolescher Funktionen dagegen führt
zu einem ﬂächenmäßig kleineren und hochauﬂösenden System mit neuronalen Ei-
genschaften als eigenständiges Rechenelement.
5.4 Zusammenfassung und Diskussion
In diesem Kapitel wurden die Auswirkungen einer Umsetzung neuronaler Netze in
digitale und analoge Schaltungstechnik betrachtet. Bei der Umsetzung der neuro-
nalen Verfahren in Hardware entstehen aufgrund begrenzter Auﬂösung der Signale,
durch überlagertes Rauschen, begrenzten Speicherplatz etc. Fehler, die mit Hilfe der
numerischen Mathematik analysiert wurden. So kann eine Aussage über die Umset-
zung der radialen Basisfunktionen getroﬀen werden, mit welchem mathematischen
Verfahren diese berechnet werden sollen. Direkt auf die Umsetzung des LCNNs
wurde in dieser Arbeit nicht eingegangen, da eine analoge Umsetzung dieses Netzes
existiert [SKR98] und mit Hilfe des in Abschnitt 5.2.1.3 vorgestellten Sigmoids eine
digitale Variante erstellt werden kann.
Neben der idealen Umsetzung der Berechnung der Gaußfunktion können mit Hil-
fe der Numerik Aussagen über die Parameter des Netzes getroﬀen werden, die zu
den Ergebnissen aus Kapitel 3 und Kapitel 4 aufgrund ähnlicher Beschreibungen
konsistent sind. Für das Erreichen numerisch stabiler Berechnungen müssen die Pa-
rameter des Netzes beschränkt werden, um zuverlässig arbeiten zu können. Daneben
konnte das Verfahren mit dem kleineren Fehler zur Berechnung einer multivaria-
ten Gaußfunktion gefunden werden, indem die Fortpﬂanzungen der Fehler für die
beiden Algorithmen betrachtet wurden.
Weiter wurde für die Umsetzung neuronaler Verfahren eine parallele, rekonﬁgurier-
bare, digitale Struktur entwickelt, die verschiedene Modelle von Neuronen abbilden
kann. Diese basiert auf der Approximation der Aktivierungsfunktion eines Neurons
mit Hilfe der Polynomapproximation. Mit den numerischen Betrachtungen aus die-
sem Kapitel kann für die Approximation der Aktivierungsfunktion ein geeignetes
Polynom gefunden werden, um ein ﬂächeneﬃzientes System und eine genaue Ap-
proximation zu erhalten.
Die Simulationsergebnisse des Systems zeigten, dass diese rekonﬁgurierbare Struk-
tur verschiedene Neuronenmodelle darstellen kann. Dabei konnten nicht nur stati-
sche Modelle, sondern auch dynamische Modelle abgebildet werden. Die Fläche des
Systems konnte reduziert werden, indem die homogene Struktur durch ein speziel-
les Modul erweitert wird. Dieses benötigt bei gleicher Genauigkeit einen kleineren
Bedarf an Fläche, ist jedoch nur für bestimmte Modelle von Neuronen einsetzbar.
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Das so entstandene System wurde hinsichtlich der Faktoren Fläche, Leistung und
Geschwindigkeit untersucht und bewertet.
Eine interessante Fragestellung stellt die Limitierung der rekonﬁgurierbaren Struk-
tur auf binäre Werte dar. In diesem Fall werden durch das System boolesche Funk-
tionen approximiert, und es ergeben sich neue Konzepte für die Umsetzung boo-
lescher Funktionen, wie z.B. in [SGJF06]. Weitere Untersuchungen sind hier hin-
sichtlich der Separierbarkeit [Duc06] und der automatisierten Umsetzung bekannter
Methoden zur Sicherstellung der Fehlertoleranz [HJ03a, RB05] möglich.
Weiter wurden in diesem Kapitel die Auswirkungen des Fortschrittes in der CMOS-
Technologie auf analoge und digitale, neuronale Netze untersucht und bewertet. An-
hand von Simulationsmodellen und der Skalierungstheorie konnten Aussagen über
die Entwicklung der Systemeigenschaften, wie Auﬂösung, Fläche und Leistung ge-
troﬀen werden. Bei diesem Vergleich zeigte sich die deutliche Dominanz der analogen
Schaltungstechnik über einen digitalen Entwurf. Es können deutlich kleinere Syste-
me entworfen werden, deren elektrische Leistung wesentlich geringer als des digitalen
Systems ist. Die negativen Eﬀekte aufgrund schlechterer Skalierung des analogen
Entwurfes hinsichtlich der maximal erreichbaren Auﬂösung fallen aufgrund eines
ausreichenden Spielraumes nicht so gravierend aus. Vielmehr lassen sich durch den
Einsatz neuronaler Verfahren und intrinsischer Trainingsverfahren adaptive, analo-
ge Schaltungen entwerfen, welche widerstandsfähig gegenüber Störungen sind. Für
dieses Ziel ist ein integriertes Trainingsverfahren unablässig. Daneben können die
analogen Netze zur Umsetzung boolescher Funktionen eingesetzt werden [SGJF06]
und hierfür neue Konzepte bereitstellen.
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Kapitel 6
Zusammenfassung
Neuronale Prinzipien stellen aufgrund der beobachteten Eigenschaften aus der Bio-
logie eine interessante Möglichkeit dar, neuartige Architekturen für technische Sys-
teme zu entwickeln. Durch die Übernahme dieser Verfahren erhoﬀt man sich, die
positiven Eigenschaften der biologischen Vorbilder, wie z.B. Fehlertoleranz, Robust-
heit oder niedriger Energiebedarf, zu übernehmen. Mit der zunehmenden Miniaturi-
sierung der Halbleiterherstellung und dem Einzug neuartiger Materialien und Bau-
elemente steigt die Notwendigkeit nach adaptiven Architekturen, um so die Kosten
und den Aufwand für das Testen zu begrenzen oder den Entwurf komplexer Systeme
zu unterstützen.
Mit dieser Arbeit wurde die Fragestellung untersucht, ob neuronale Verfahren als
mögliche Architektur zur Handhabbarkeit dieser Systeme dienen können. Dabei
wurde im Speziellen die Robustheit und Fehlertoleranz von Basisfunktionsnetzwer-
ken und des Local Cluster Neural Networks im Hinblick auf die Approximation einer
Funktion analysiert. Besonders für den speziellen Fall boolescher Funktionen ist die-
ses Anwendungsgebiet der neuronalen Netze für die Elektrotechnik interessant, da
sich so neuartige Konzepte den Logikentwurf ergeben.
Die Untersuchung dieser Fragestellung gliederte sich dabei in drei Teilgebiete. Zuerst
wurden für die Analyse der Begriﬀe Robustheit und Fehlertoleranz mathematische
Entsprechungen eingeführt. Mit Hilfe dieser Problembeschreibungen ließen sich mit
mathematischen Werkzeugen Aussagen über diese beiden Eigenschaften der Netze
treﬀen. Die Betrachtungen zur Robustheit konnten über die Eigenschaft der gleich-
gradigen Stetigkeit des neuronalen Netzes geführt werden. Dabei zeigte sich, dass
die Netze nur unter der Randbedingung beschränkter Parameter und Eingänge eine
gleichgradig stetige Funktionsmenge beschreiben. Die Konsequenz daraus bedeute-
te, dass künstliche neuronale Netze integriert in Hardware diese Eigenschaft besitzen
und somit jede gewünschte Robustheit erreicht werden kann. Die Beschränkung der
Parameter ergibt sich bei einem technischen System durch die begrenzte Kapazität
des Speichers sowie die begrenzte Auﬂösung der Signale. Die hier erzielten Abschät-
zungen können zu einem Vergleich verschiedener Netztopologien und ihrer garantier-
ten Auﬂösungen verwendet werden. Mit Hilfe der Vapnik-Chervonenkis-Dimension
und der garantierten Auﬂösung lassen sich große Netze mit wenigen Eingängen und
kleine Netze mit hoher Eingangsdimension in den Eigenschaften Kapazität des Net-
zes und Robustheit gegenüber Rauschen vergleichen. Für die Fehlertoleranz wurden
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die Auswirkungen von Defekten und transienten Fehlern betrachtet. Dabei ließ sich
die Ausbeute für ein neuronales Netz über die Poissonverteilung bestimmen und der
Eﬀekt transienter Fehler durch einen Markov-Prozess beschreiben. Dadurch konnten
einfache Verfahren zur Verbesserung der Fehlertoleranz bewertet und die Eﬀekti-
vität der Verfahren in Abhängigkeit der Randbedingungen, vorgegeben durch die
Technologie, bestimmt werden. Auch hier zeigte sich, dass neuronale Netze nur bei
beschränkten Parametern fehlertolerant sind.
Danach wurden Verfahren vorgestellt, mit denen sich beide Eigenschaften für die
neuronalen Netze verbessern lassen. Hierfür wurden Maße entwickelt, die eine Iden-
tiﬁkation von rauschanfälligen Neuronen und Parametern sowie kritischen Neuronen
bei einem Ausfall erlauben. So ist es möglich, Verfahren zur Erhöhung der Redun-
danz an den notwendigen Stellen im Netz einzusetzen. Zusätzlich ließen sich die
umgekehrten Eﬀekte der Gütekriterien nutzen, womit die Komplexität der Netz-
topologie erfasst und kontrolliert werden konnte. Weiter konnten diese Mechanis-
men genutzt werden, neben einer Topologieveränderung des Netzes durch geschick-
te Parameterwahl die Eigenschaften des Netzes zu verbessern. Dazu wurden diese
innerhalb eines zusätzlichen Trainingsverfahrens, einer Mehrzieloptimierung, als zu-
sätzliches Ziel verwendet. Wie in Simulationen gezeigt wurde, lassen sich deutlich
robustere und fehlertolerantere Netze erreichen. Dieses Verfahren arbeitet unabhän-
gig von der Netztopologie und dem verwendeten Trainingsverfahren des neuronalen
Netzes, so dass es für eine Vielzahl von Anwendungen einsetzbar ist.
Als Abschluss wurden die schaltungstechnische Realisierung neuronaler Prinzipien
und deren Skalierung mit den Technologiegenerationen untersucht. Dafür wurde eine
parallele, rekonﬁgurierbare, digitale Struktur entwickelt, mit der sich verschiedene
Neuronenmodelle, statische und dynamische Modelle, und unterschiedliche Topo-
logien, vorwärtsgerichtete und rückgekoppelte Netze, abbilden lassen. So kann die
Wiederverwendbarkeit des Systems aufgrund der Möglichkeit der Rekonﬁguration
und des Einsatzes neuronaler Verfahren maximiert werden. Dieses System wurde
hinsichtlich seiner Approximationseigenschaften sowie der benötigten Fläche und
Leistung analysiert. Interessant ist dabei besonders der Fall einer binären Auﬂö-
sung, da sich so zum einen ein minimales System mit geringer Fläche und hoher
Geschwindigkeit ergibt. Dynamische und statische Modelle von Neuronen können
durch eine bit-serielle Berechnung dargestellt werden. Zum anderen werden dann
boolesche Funktionen approximiert, wobei dieses System analog zu gängigen Ver-
fahren der Erhöhung der Fehlertoleranz [HJ03a, RB05] arbeitet. Weiter wurden
digitale und analoge Neuronen auf ihre Skalierbarkeit mit den Technologiegenera-
tionen untersucht. Die analoge Implementierung eines Neurons ist seiner digitalen
Form in den Punkten Leistung und Fläche überlegen und stellt in diesen Punkten
eine bessere Architektur zur Umsetzung neuronaler Prinzipien dar. Die maximale
Auﬂösung eines analogen Neurons nimmt zwar gegenüber der digitalen Form ab,
jedoch sind akzeptable Auﬂösungen in den Technologien erreichbar.
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Auf Grundlage der hier durchgeführten Untersuchungen lässt sich zusammenfassend
festhalten, dass neuronale Verfahren für neuartige Architekturen als Lösungsansatz
der Probleme neuer Technologien bedingt geeignet sind. Als technisches System
und den daraus folgenden Randbedingungen ergeben sich Robustheit und Fehlerto-
leranz, wobei die hier getroﬀenen Abschätzungen, z.B. für die gleichgradige Stetig-
keit, in der Praxis teilweise schlecht handhabbar sein können. Auch stellt die To-
pologie des Netzes an sich noch nicht die gewünschten Eigenschaften sicher. Zudem
ist es technisch schwierig, eine ähnlich hohe Anzahl von Verbindungen bei künst-
lichen neuronalen Netzen wie in der Biologie zu erreichen. Dennoch steht bei der
Integration eines Lernprozesses sowie für neuartige Implementierungen boolescher
Funktionen mit den neuronalen Verfahren eine viel versprechende Architektur zur
Verfügung. Der Lernprozess ermöglicht adaptive Systeme, die auf geänderte Rand-
bedingungen reagieren können. Dieser Vorgang darf jedoch nicht als Minimierung
einer mathematischen Funktion verstanden werden, da fehlerhafte Berechnungen,
eine der Randbedingungen dieser Untersuchungen, zu ungünstigen Lösungen füh-
ren. Hier können biologische Verständnisse des Lernvorganges zum Finden einer
Lösung beitragen. Bei dem Entwurf boolescher Funktionen und den neuronalen
Verfahren gibt es Zusammenhänge zwischen der Berechnung der Funktion und der
Toleranz gegenüber Fehlern aufgrund identischer Beschreibungsformen. Hier kann
dieses Wissen die Eigenschaften beim Logikentwurf positiv beeinﬂussen..
Weiterhin Forschungsbedarf besteht in der automatisierten Nutzung neuronaler
Prinzipien durch die Entwurfswerkzeuge. Solange keine intrinsischen Lernverfahren
angewendet werden, kann die Fehlertoleranz boolescher Funktionen durch Anwen-
dung von Schwellenwertlogik erhöht werden. Die in dieser ARbeit vorgestellten Me-
thodiken zur Bestimmung wichtiger Neuronen und Verbesserung der Eigenschaften
können ebenfalls dazu beitragen, Systeme zuverlässiger zu entwerfen, wenn diese
Verfahren automatisiert von Entwurfswerkzeugen durchgeführt werden. Eine es-
sentielle Verbesserung der Fehlertoleranz kann durch die selbstständige Erkennung
von Fehlern durch das System erreicht werden, wenn z.B. die Rekonﬁguration ei-
nes Systems für die Kompensation von Fehlern genutzt wird. Dies ließe sich durch
asynchrone Logiken, wie die Null-Convention-Logik [FB96], erreichen, die ebenfalls
aufgrund des Einsatzes von Schwellenwertgatter Parallelen zu neuronalen Verfahren
aufweist.
Projekte auf dem Bereich neuartiger Technologien (vgl. Abschnitt 2.3.2) sind im
Bereich der Robustheit und Fehlertoleranz notwendig, da sich so z.B. die Herstel-
lungskosten aufgrund geringerer Anforderungen adaptiver Systeme senken lassen.
Wichtige Punkte sind dabei die Entwicklung neuer Fehlermodelle für die entspre-
chenden Technologien (Einzelelektonentransistor, Resonant-Tunnelelemente, etc.)
und die Ermittlung der zu erwartenden Ausbeute mit Hilfe statistischer Methoden.
So können die Auswirkungen auf die Ausbeute und die Fehlertoleranz ermittelt und
Verfahren zur Erhöhung der Ausbeute eingesetzt werden (z.B. durch Veränderungen
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des Floorplans des Systems), wobei die Eﬀekte einer weiteren Miniaturisierung nä-
her zu untersuchen sind. Neben den Auswirkungen auf digitale Schaltungen müssen
die Möglichkeiten der Analogtechnik auf Grundlage dieser neuartigen Bauelemente
näher analysiert werden. Neben geeigneten Modellen für die Funktionalität oder
das Rauschen sind die Möglichkeiten und Auswirkungen einer Mehrpegellogik zu
untersuchen, welche z.B.mit den Resonant-Tunnelelementen möglich ist. Ebenso
sind hybride Technologien mit konventioneller CMOS-Technologie zu betrachten,
um globale Verbindungen zu ermöglichen und daneben neue Übertragungsverfahren
einzusetzen, welche das Problem hoher Verbindungsgrade betrachten. Hier können
dann asynchrone Schaltungen, wie die Null-Convention-Logik, zum Einsatz kom-
men. Wünschenswert sind hier auch ein automatisierter und unterstützender Ent-
wurf und die Optimierung der gesamten Strukturen durch die Entwurfswerkzeuge.
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γ Konstante beim thermischen Rauschen von MOS-Transistoren. Für Langka-
naltransistoren kann γ = 2/3 gesetzt werden.
A Verstärkung.
B obere Schranke der Ausgangsgewichte: |αk| ≤ B.
C obere Schranke des Abstandes zwischen Eingangsvektor und Zentrum:
‖ x− ck ‖≤ C.
C Menge der stetigen Funktionen.
CDB Drain-Bulk-Kapazität.
CGD Gate-Drain-Kapazität.
CGS Gate-Source-Kapazität.
CL Lastkapazität am Ausgang.
Cox ﬂächenbezogene Oxidkapazität beim MOS-Transistor.
d Menge von Testvektoren, welche die zu approximierende Funktion v des neu-
ronalen Netzes bestimmen. d = {(xk,yk) ∈ IRn × IR}Nk=1.
d(x,y) Metrik zwischen x und y.
E Erwartungswert.
f Funktion des neuronalen Netzes: y = f(x). Bei fm bezeichnet der Index m
die Anzahl von Neuronen im Netz.
g Gaußfunktion g(x) = e−x
2
.
gm Transkonduktanz.
I Einheitsmatrix.
i2n (einseitige) Rauschsstromdichte.
k Auﬂösung eines Signals in bit.
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k1 Steilheit der Logistikfunktion in der lokalen Funktion beim LCNN.
k2 Steilheit der Logistikfunktion im Ausgang beim LCNN.
kB Boltzmannkonstante.
l Wortbreite des Bruchanteils bei Festpunktdarstellung.
M Anzahl der Testvektoren.
m Anzahl von Neuronen. Bei einem RBF-Netzwerk bezeichnet m die Anzahl
der überlagerten Basisfunktionen.
N Anzahl von eingefügten Neuronen zur Erhöhung der Redundanz. Dabei wird
ein einzelnes Neuron durch N Neuronen ersetzt.
n Dimension des Eingangsvektors; dim(x) = n.
IN Menge der natürlichen Zahlen.
P elektrische Leistung.
pX(x) Verteilungsdichtefunktion eines Zufallsvektors.
q Grad des Polynoms zur Approximation.
IR Menge der reellen Zahlen.
T untere Schranke der Varianzen: |1/σkj | ≤ T . In Kapitel 5 bezeichnet T die
Temperatur.
U Lebensdauer als Zufallsvariable.
Udd Versorgungsspannung.
v Funktion des normierten Raumes X mit der Norm ‖ · ‖, welche die zu
approximierende Funktion darstellt.
v2n (einseitige) Rauschspannungsdichte.
W Matrix; Gewichtsmatrix.
X Zufallsvariable.
x skalare Größe; Eingang.
x Eingangsvektor eines neuronalen Netzes; vektorielle Größe.
xi Element i aus einer Menge.
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y Ausgang des neuronalen Netzes, wobei ym die Anzahl m der Neuronen im
Netz bezeichnet.
Ausgangsgewicht Das Ausgangsgewicht bezeichnet die multiplikative Gewich-
tung der Signale einer Synapse von einem Neuron der letzten versteckten
Ebene zum Ausgang.
Bedeutung Als Bedeutung wird der statische Beitrag eines Neurons zu der Aus-
gabe eines Netzes deﬁniert:
Definition 10 (Bedeutung eines Neurons). Es seien y die ursprüngliche
Netzfunktion und yˆ die Funktion des Netzes, aus dem das Neuron k entfernt
wurde. Weiter bezeichne dq(y,yˆ) = |y − yˆ|q eine Metrik. Dann heißt
sk = E {dq(y,yˆ)} =
∫
X
dq(y,yˆ)pX(x)dx (1)
Bedeutung des Neurons k.
Ebene Ein neuronales Netz ist aus mehreren Ebenen aufgebaut, wobei die Elemen-
te eines vorwärtsgerichteten Netzes in derselben Ebene keine Verbindungen
untereinander besitzen. Auch die Eingänge und die Ausgänge eines neurona-
len Netzes stellen eine Ebene dar.
Empfindlichkeit Als Empﬁndlichkeit eines Neurons wird der maximale Gradient
bzgl. der Eingänge verwendet. Die Empﬁndlichkeit beschreibt im Gegensatz
zur Bedeutung eines Neurons eine Änderung einer Ausgangsgröße gegenüber
einer Eingangsgröße
Definition 11 (Empﬁndlichkeit eines Neurons). Es sei gk(x) die Aktivie-
rungsfunktion eines Neurons k aus einem RBF-Netz, und αk, σk und ck
seien die freien Parameter dieser Gaußfunktion. Dann bezeichnet
max
{‖ ∇gk(x) ‖2} = α2k
σ2k
e−1 (2)
die Empﬁndlichkeit des Neurons k.
Fehler In der mathematischen Deﬁnition bezeichnet der Fehler die Diﬀerenz zwi-
schen dem korrekten/theoretischen und dem fehlerhaften/praktischen Wert.
Ein Fehler bezeichnet in dieser Arbeit auch einen physikalischen Zusammen-
bruch oder ein Abweichen von der Speziﬁkation in der Hard- oder Software.
fehlerbehaftet Ein Neuron, dessen Ausgabe einen permanenten Fehler erzeugt,
wird als fehlerbehaftet bezeichnet.
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fehlertolerant Ein fehlertolerantes Netz ist gegenüber dem Ausfall bzw. dem Ent-
fernen von Neuronen immun und liefert einen begrenzten Fehler im Ausgang.
Bei dem Auftreten eines Fehlers kann das System innerhalb seiner Speziﬁka-
tionen weiterarbeiten.
Gewicht Das Gewicht bezeichnet die multiplikative Gewichtung einer Synapse zwi-
schen zwei Neuronen zweier unterschiedlicher Ebenen; siehe auch Ausgangs-
gewicht.
gleichgradige Stetigkeit Eine Menge von Funktionen besitzt die Eigenschaft der
gleichgradigen Stetigkeit, falls ǫ und δ der stetigen Funktionen unabhängig
von allen Funktionen in der Menge gewählt werden können.
Definition 12 (gleichgradig stetig). Es sei E ⊆ IRn,E 6= ∅. S sei eine Menge
(Familie) von reellwertigen Funktionen f : E → IRm. S heißt gleichgradig
stetig, wenn es zu jedem ǫ > 0 ein δ > 0 gibt, so dass für alle f ∈ S und alle
x,y ∈ E mit |x− y| < δ stets |f(x)− f(y)| < ǫ bleibt.
gleichmäßige Stetigkeit Eine Funktion ist gleichmäßig stetig, wenn in der Deﬁ-
nition der Stetigkeit δ nur von ǫ abhängt und nicht von der Stelle x0. Die
Deﬁnition nach [Heu03] ergibt sich zu:
Definition 13 (gleichmäßig stetig). Die Funktion f heißt gleichmäßig stetig
auf E, wenn es zu jedem ǫ > 0 ein δ > 0 gibt, so dass für alle x,y ∈ E mit
|x− y| < δ immer |f(x)− f(y)| < ǫ ist.
Jede gleichmäßig stetige Funktion ist somit erst recht stetig.
inkonsistentes LGS Für das LGS ergibt sich keine Lösung.
kompakter Raum Ein kompakter Raum bezeichnet eine topologische Eigenschaft,
welche nützliche Eigenschaften für stetige Funktionen zur Folge hat. Für die
Deﬁnition folgt [Heu03]:
Definition 14 (kompakter Raum). Ein topologischer Raum X heißt kom-
pakt, wenn jede offene Überdeckung
X =
⋃
i∈I
Ui, Ui offen in X (3)
eine endliche Teilüberdeckung
X = Ui1 ∪ Ui2 ∪ . . . ∪ Uin (4)
besitzt.
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konvex Bei einer konvexen Funktion liegen die Funktionswerte zwischen zwei Wer-
ten x und y unterhalb der Verbindungsgeraden durch die Funktionswerte
f(x) und f(y). Somit ist ein lokales Minimum einer konvexen Funktion auch
gleichzeitig ein globales Minimum, wobei bei einer strikt konvexen Funkti-
on nur ein globales Maximum existiert. Die mathematische Deﬁnition lautet
[Heu03]:
Definition 15 (konvexe Funktion). Es sei I ein nichtleeres Intervall auf IR.
Eine Funktion f : I → IR heißt konvex auf I, wenn gilt:
f(ax+ (1− a)y) ≤ af(x) + (1− a)f(y) (5)
für alle Punktepaare (x,y) in I und a ∈ (0; 1).
LCNN Local Cluster Neural Network.
LGS lineares Gleichungssystem.
Logistikfunktion Die Logistikfunktion ist eine monoton steigende Funktion, die
nach unten und oben beschränkt ist. Für diese gilt:
σ(ι,x) =
1
1 + e−ι·x
.
MLP Multilayer Perceptron. Als Aktivierungsfunktion der Neuronen wird die Lo-
gistikfunktion verwendet.
Monom Ein Monom bezeichnet ein Polynom, das nur aus Produkten und Potenzen
der Variablen und Koeﬃzienten besteht.
mse mittlerer quadratischer Fehler: mse = E [(y − yˆ)2].
multivariat (lat. –engl.) mehrere Variablen betreﬀend.
Neuron Ein Neuron ist eine Funktion, die den Eingangsvektor x auf den Ausgang y
abbildet: y = h(x). Die Funktion h ist die Aktivierungsfunktion des Neurons.
nmse normierter mittlerer quadratischer Fehler: nmse =
E[(y−yˆ)2]
σ2y
mit σ2y der Vari-
anz des Ausgangssignals.
NSR Das Rausch-Signal-Verhältnis bezeichnet das Verhältnis von Signalleistung
zur Leistung des Rauschens
NSR =
N
S
.
RBF radiales Basisfunktionsnetz. Ohne nähere Bezeichnung handelt es sich bei
den Basisfunktionen um Gaußfunktionen.
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robust Der Begriﬀ bezieht sich auf die Eigenschaften eines neuronalen Netzes bei
Rauschen in den Eingängen und den Parametern des Netzes. Ein robustes
Netz liefert ein begrenztes Ausgangssignal bei Rauschen in den Eingängen
oder Gewichten und kann somit Rauschen tolerieren.
SA0 Stuck-At-0 Fehler. Festsitzen auf dem logischen Wert ’0’.
SA1 Stuck-At-1 Fehler. Festsitzen auf dem logischen Wert ’1’.
SNR Das Signal-Rausch-Verhältnis bezeichnet das Verhältnis von Signalleistung
zur Leistung des Rauschens. Für die Messung des Verhältnisses in dB folgt
SNRdB = 10 log10
S
N
.
Synapse Verbindungen zwischen Neuronen, die mit einem Faktor gewichtet wer-
den.
Zuverlässigkeit Wahrscheinlichkeit, dass ein System nach seinen Speziﬁkationen
korrekt funktioniert.
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ing so he wanted to create a symbiosis of computer science and engineering 
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