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Multiple Linear Regression Models*
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Iowa State University
This paper considers the multiple linear regression model Yi=x$i ;+=i , i=i, ..., n,
where xi 's are known p_1 vectors, ; is a p_1 vector of parameters, and =1 , =2 , ...
are stationary, strongly mixing random variables. Let ; n denote an M-estimator of
; corresponding to some score function . Under some conditions on , xi 's and
=i 's, a two-term Edgeworth expansion for Studentized multivariate M-estimator is
proved. Furthermore, it is shown that the moving block bootstrap is second-order
correct for some suitable bootstrap analog of Studentized ; n .  1996 Academic Press, Inc.
1. Introduction
Consider the linear regression model
Yi=x$i ;+=i , i=1, ..., n, n1 (1.1)
where Y1 , ..., Yn are the observations, xi 's are known p_1 design vectors,
; is a p_1 vector of regression parameters and =1 , =2 , ... is a stationary
sequence of random variables (r.v.'s) defined on some probability space
(0, F, P). The design vectors x1 , ..., xn at the nth stage are allowed to
depend on n, but we suppress that for notational simplicity.
The classical estimator of ; is the least square estimator (LSE) ; n , which
is defined as a solution of the equation (in t # R p)
:
n
i=1
xi (Yi&x$i t)=0. (1.2)
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It is well known that the ; n is very sensitive to the outliers. A class of
robust estimators of ; is given by the so-called M-estimators (cf. Huber
[13]). Let : R  R be a Borel measurable function satisfying
E(=1)=0. (1.3)
Then, an M-estimator ; n of ; corresponding to  is defined as a solution
to the following robustified version of Eq. (1.2):
:
n
i=1
xi(Yi&x$i t)=0. (1.4)
When =i 's are independent and identically distributed (i.i.d.), the
asymptotic behaviour of Efron's [7] bootstrap method for Studentized ; n
(and ; n) has been investigated by several authors. See Freedman [8],
Shorack [22], Bickel and Freedman [5], Qumsiyeh [21], Lahiri [16, 17],
Tiro [24], and the references therein. For dependent =i 's, however, the i.i.d.
resampling scheme of Efron [7] is not appropriate (cf. Remark 2.1 of
Singh [23]). A more effective resampling scheme (viz., the moving block
bootstrap or the MBB, in short) for dealing with weakly dependent obser-
vations has been recently formulated by Ku nsch [14] and Liu and Singh
[20]. For normalized statistics that are smooth functions of sample means
of stationary, strongly mixing r.v.'s, the MBB is known to outperform the
classical normal approximations. (cf. [12, 18]). The major objective of this
paper is to establish the second-order correctness of the MBB for Studentized
multivariate M-estimator of ; under model (1.1).
For studying second-order properties of the MBB, in Section 2, we
establish a two-term Edgeworth expansion for Studentized ; n . Unlike the
independent case, under dependence of =i 's, we have to contend with a
major technical difficulty, which does not show up in the i.i.d. case. Let
Dn=(ni=1 xi x$i)
&12 and di=Dnxi , 1in. Let Ir denote the identity
matrix of order r1. When =i 's are weakly dependent, the asymptotic
covariance of D&1n (; n&;) matrix is given by COVn#(E$(=1))&2_
nk=0 Lkn E(=1) (=1+k), where L0n=Ip and Lkn=
n&k
j=1 (djd $j+k+dj+kd $j),
1kn&1. Thus, to Studentize (; n&;), one needs to estimate a
progressively increasing number, say, l, of the lagged covariances E(=1)_
(=1+k), 0kl, such that l   as n  . Since the number l of
estimated lagged covariances tends to infinity, the well-known Edgeworth
expansion techniques of Bhattacharya and Ghosh [3] and Bhattacharya
[2] do not apply to this case.
In Sections 3 and 4, we develop necessary machinery for dealing with
this issue. The key steps require some of the ideas developed by Bickel,
Go tze, and Van Zwet [6], Go tze [10], and Go tze and Hipp [11] (hereafter
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referred to as [GH]). Using the Edgeworth expansions for Studentized ; n
and its bootstrap version, it is then shown in Theorem 2.2 that the MBB
outperforms the normal approximation.
The rest of the paper is organized as follows. Section 2 gives the assump-
tions and the main results of the paper. Some auxiliary lemmas are proved
in Section 3. Sections 4 and 5 give the proofs of the main results for the
unbootstrapped and the bootstrapped M-estimators, respectively.
2. Main Results
The following notation is used throughout the paper. Let [Dj :
& j] be a given sequence of sub-_-fields of F with D&=D=
[,, 0]. For any &ab, let Dba=_(Dj : a jb). For a matrix
A, write A$ for the transpose of A. Define Mn=max[&xi&: 1in] and
$0=( p+11)&1. For a function g: R  R, let g$ and g" denote the first and
the second derivatives of g. Write &g& for the supremum norm of a func-
tion g from a set X into R. Let = i=Yi&x$i ; n denote the ith residual,
1in. Define
_(k)=E(=1) (=1+k), k0; {=E$(=1),
_^n(k)=(n&k)&1 :
n&k
j=1
(= j) (= j+k), 0kn&1, {^n=n&1 :
n
j=1
$(= j).
For any set A # R p, let A= the boundary of A, and A'=[x # R p:
&x&y&<' for some y # A], '>0. Also, for any countable set B, write |B|
for the number of elements in B. Let I( } ) denote the indicator function.
Write 8 and , for the distribution and the Lebesgue density of N(0, Ip)-
distribution on Rp, respectively. For any real number x, let [x] denote the
largest integer not exceeding x. In the following C, C( } ) will denote generic
constants, depending only on their arguments, if any. Whenever it is
obvious, the dependence of C( } ) on p, \ and on the finite moments of (=i),
$(=i), and "(=i) will be suppressed for notational simplicity. Unless
otherwise stated, limits in order symbols are taken as n  .
Now we are ready to state the assumptions.
Assumptions. (A.1) (i)  is twice differentiable, and " satisfies a
Lipschitz condition of order $1>0,
(ii) , $, " are bounded.
(A.2) (i) E(=1)=0, {#E$(=1){0,
(ii) _#_(0)&2 k=1 |_(k)|>0.
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(A.3) There exists \>0 such that
(i) sup[ |P(A & B)&P(A)P(B)| : A # Dn& , B # D

n+m , n1]
\&1 exp(&\m) for all m1,
(ii) for all n1, and all m\&1, there exists a Dn+mn&m-measurable
random variable =~ n, m such that E |=n&=~ n, m|\&1 exp(&\m),
(iii) for all n, m, q\&1 and A # Dn+qn&q , E |P(A | Dj : j{n)&
P(A | Dj : 0<| j&n|q+m)|\&1 exp(&\m), and
(iv) for all n\&1, mn and all tn&m , ..., tn+m # R with |tn|>\,
E | E(exp(- &1 n+mj=n&m tj (=j)) |Dj : j{n)|<exp(&\).
(A.4) Max[&xi&: 1in]=0(1) and lim infn   n&1*n#*>0,
where *n denotes the smallest eigenvalue of (ni=1 xi x$i).
A few comments about the assumptions are in order. Assumption
(A.1)(ii) has been assumed mainly to simplify the proofs of the theorems.
(A.1)(ii) can be replaced by suitable moment conditions on (=1), $(=1),
and "(=1), at the cost of considerably lengthier proofs. Since a robust
M-estimator of ; under model (1.1) necessarily corresponds to a bounded
 (cf. [13]), this may not be as serious a restriction in applications as it
appears at first sight. Similarly, Assumption (A.4) is used to simplify the
proofs. For results on ; n that allow unbounded xi 's, see Lahiri [15].
Assumption (A.2)(ii) is needed here to ensure that Cov(ni=1 di (=i)) is
nonsingular for n large. It is easy to construct examples (with suitable
choice of xi 's), where (A.2)(ii) fails and ; n is not asymptotically normal on
Rp with any Studentization.
Assumption (A.3) has been used crucially to establish the validity of
Edgeworth expansions for Studentized ; n and its bootstrap version. Except
for (A.3)(iv), the other conditions are comparable to the conditions
introduced in the significant work of [GH]. (A.3)(iv) is stronger than the
conditional Crame r conditions used by [GH]. Here the stronger version of
the Crame r condition is needed to deal with the triangular array [dj(=j):
1 jn; n1], as compared to a fixed sequence of random vectors in
[GH]. In the special case, where =j 's are m-dependent and the conditional
distribution of (=m+1) given [=j : 1 j2m+1, j{m+1] has an
absolutely continuous component with respect to the Lebesgue measure on
R, then (A.3)(i)(iv) hold.
To define the Studentized version of ; n , note that the asymptotic
covariance matrix of D&1n (; n&;) is given by
7n#Cov \ :
n
i=1
di(=i)+= :
n&1
k=0
Lkn _(k).
45MOVING BLOCK BOOTSTRAP
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Therefore, a natural estimator of 7n is
7 n= :
l
k=0
Lkn_^n(k),
where 1l#lnn&1 is an integer. If l   ``slowly'' with n, then
&7 n&7n&=op(1). By (A.2)(ii), 7 n is non singular with high probability for
n large, and can be inverted to define the Studentized statistic.
In contrast to the univariate case, where one uses the unique square root
of 7 n to Studentize D&1n (; n&;), in the multivariate case the choice of the
Studentizing matrix is not unique and requires some special treatments. Let
H denote the set of all pxp positive definite (p.d.) matrices (on R) and let
H1 be the set of all p_p nonsingular matrices (on R). Then H can be
identified with an open subset O of Rq1, where q1#p( p+1)2. Furthermore,
there exists a matrix valued function h: H  H1 such that for all 4 # H,
(i) h(4)$ h(4)=4&1, and (ii) if 4=((*ij)), and 4=(*11 , ..., *1p ;
*22 , ..., *2p ; ...; *pp)$, then the elements of h(4), considered as
functions of q1-variables, are infinitely differentiable on O. (2.1)
Indeed, there exist more than one function from H into H1 which satisfies
requirements (i) and (ii) of (2.1). Roughly speaking, each such function
defines a version of 4&12 for 4 # H. The most common choices of h come
from the spectral decomposition and the Kholesky decomposition of a p.d.
matrix. (cf. [19]). However, for the rest of this paper, it is not assumed that
h is of a specific form. Fix any function h satisfying (2.1) , and define the
Studentized M-estimator Tn by
Tn=h(7 n) D&1n (; n&;).
The following result is useful for deriving Edgeworth expansions for Tn .
Proposition 2.1. Assume that (A.1), (A.2), (A.3)(i), (ii), and (A.4) hold.
Then, there exists a sequence of statistics [; n] such that
P(; n satisfies (1.4) and &D&1n (; n&;)&
2C log n)=1&o(n&12). (2.2)
Thus if (1.4) has a unique solution ; n , then &D&1n (; n&;)&=
Op((log n)12). The next result asserts the validity of a two-term Edgeworth
expansion for Tn .
Theorem 2.1. Assume that Assumptions (A.1)(A.4) hold and that [; n]
is a sequence of measurable solutions of (1.4) satisfying (2.2). Suppose that
46 SOUMENDRA NATH LAHIRI
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n$l&1=O(1) and l=O(n(1&})4) for some $>0, and }>max[ p+3, 5] } $0 .
Then, there exist polynomials pn( } ) on R p such that
Sup
B # B
|P(Tn # B)&|
B
(1+pn(x)) d8(x)|=o(n&12)
for every class B of Borel subsets of R p satisfying
Sup
B # B
8((B)')=O(') as ' a 0. (2.3)
Here &pn,&=O(n&12), and the coefficients of pn( } ) are continuous
functions of cross-product moments of (=i), $(=i), and "(=i).
An exact expression for the Fourier transform of the expansion for Tn is
given by relation (4.10) in Section 4. Even under the stationarity assump-
tion on =i 's, the form of the expansion is utterly complicated, making the
empirical Edgeworth expansion for Tn unfit for practical applications. As a
result, the question of second-order correctness of the bootstrap
approximation for Tn becomes more important in this case than in the i.i.d.
error case.
To define the bootstrap version of Tn , first form the ``observed'' blocks of
residuals of length l as !j=(= j , ..., = j+l&1), 1 jb, where b=n&l+1 and
= j=Yj&x$j ; n , 1 jn. Next draw !1*, ..., !*k0 randomly, with replacement
from !1 , ..., !b , where k0=[nl]. Note that each !k* has l components.
Denote the i th component of !k* by !*ki , 1il. Also, set !*ki==*(l&1) k+i ,
1il, 1kk0 , and define the bootstrap pseudo-observations
Yi*=x$i ; n+=i*, 1in1 ,
where n1=k0 l. Adapting Shorack's [22] approach, define the bootstrapped
M-estimator ;n* as a solution of the equation in t # R
p,
:
n1
i=1
xi ((Y i*&x$i t)&+^n)=0, (2.4)
where +^n=l &1En[(=1*)+ } } } +(=l*)], and En denotes the conditional
expectation under the MBB resampling scheme, given =1 , ..., =n . Centering
 by +^n makes the estimating equation (2.4) conditionally unbiased at
t=; n and ensures the bootstrap analog of (1.3).
The following result shows that conclusions similar to Proposition 2.1
hold for ;n* as well.
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Proposition 2.2. Assume that the conditions of Theorem 2.1 hold. Then,
there exists a sequence of random vectors [;n*] satisfying
Pn(;n* satisfies (2.4) and &D&1n (;n*&; n)&2C log n)=1&oP(n&12), (2.5)
where Pn denotes the probability under En .
To define the bootstrap version of Tn , note that by the independence
of the resampled blocks, 7n*#the conditional covariance matrix of
n1i=1 di(=i*) is given by 7n*=
k0
k=1 Covn(
l
j=1 d(k&1) l+j(=j*))=
l&1j=0 
k0
k=1 
l&j
i=1 D*ikj_n*(i, j), where D*ikj=(1&2
&1I( j=0))(D *ikj+D *$ikj),
D *ikj=d(k&1) l+id $(k&1) l+i+j , _n*(i, j)=b
&1 b+i&1k=i  (= k)  (= k+j), and  =
( } )&+^n .
Since l is small compared to b and 1il, _n*(i, j)'s are uniformly
(in i) close to _*(1, j) for all 0 j<l. Hence, by the independence of
[!k*: k=1, ..., k0], a natural ``estimator'' of _*(1, j)'s is given by
_^n*( j)=(k0(l&j))
&1 :
k0
k=1
:
l&j
i=1
 (= *(k&1) l+i)  (= *(k&1) l+i+j),
where = i*=Y i*&x$i ;n* is the i th bootstrap residual, 1in1 . Let
7 n*= :
l2
j=0
:
k0
k=1
:
l&j
i=1
D*ikj _^n*( j), {^n*=n
&1
1 :
1in1
$(= i*), (2.6)
where l2=[l12]. Then, the bootstrap version T n* of Tn is given by
T n*=h(7 n*) D
&1
n (;n*&; n){^n* (2.7)
and we have the following result.
Theorem 2.2. Assume that the conditions of Theorem 2.1 hold. Suppose
that T n* is defined by (2.7) for some measurable sequence [;n*] satisfying
(2.5). Then
Sup
B # B
|Pn(T n* # B)&P(Tn # B)|=oP(n
&12) (2.8)
for any class B of Borel subsets of R p satisfying (2.3).
Remark 2.1. The conclusion of Theorem 2.2 continues to hold for the
MBB with a different block size l1 as long as n$l &11 =o(1) and l1=
O(n(1&})4) for some $>0 and }>$0 max[ p+3, 5].
Theorem 2.2 shows that the MBB indeed provides more accurate
approximation for Studentized multivariate M-estimator of the regression
48 SOUMENDRA NATH LAHIRI
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parameter vector ; than the normal approximation. It may be noted that,
except in some special cases (e.g., p-population sample means from p
independent populations), the important issue of Studentization for multi-
variate estimators itself has received very little attention in the literature, let
alone their asymptotic properties. Consequently, Theorem 2.2 should prove
particularly useful for constructing second-order correct multivariate
inference procedures (e.g., tests and confidence regions) for ; under model
(1.1).
3. Lemmas
We need to introduce some more notation. Let m3=[log n
log log (3+n)], &1n=n&12(log n)12, &n=n&12, &2n=&n(log n)&1, and
&3n=&n(log n)&32. For any two real numbers u, v let u 7 v=min[u, v] and
u6 v=max[u, v]. Let Z+=[0, 1, ...]. For :=(:1 , ..., :q)$ # (Z+)q, and
x=(x1 , ..., xq)$ # Rq, q1, define x:=>qi=1 x
:i
i , |:|=a1+ } } } +:q , and
:!=>qi=1 (:i !). For a function g: R
q  R, let Dj g denote the j th partial
derivative of g. For : # (Z+)q, set D:g=D:11 } } } D
:q
q g. Let
%n=D&1n (; n&;), %1n= :
n
i=1
diZ1i ,
An= :
n
i=1
did $i$(=i), A={Ip
Z1i=(=1), Z2i=$(=i)&{, Z3i="(=i)&E"(=1),
(3.1)
Z4i (k)=(=i) (=i+k)&_(k),
Z5i (k)=$(=i) (=i+k)&E$(=1) (=1+k)
Z6i (k)=(=i) $(=i+k)&E(=1) $(=1+k), i1, k0.
Similarly, with !*kj=j th component of !k*, 1kk0 , and  ( } )#( } )&+^n ,
let Z*1k=
l
j=1 d(k&1) l+j  (!*kj) and Z*2k=
l
j=1 d(k&1) l+jd $(k&1) l+j $(!*kj),
1kk0 . Also, write 1k( } )=k0k=1 ( } ), f ( y)=exp(- &1 y), y # R, and
/(U )=(&1)q2 D1 } } } DqEf (t$U )| t=0 for a random vector U in Rq.
Lemma 3.1. Let W1 , ..., Wn be random variables defined on a probability
space (0 , F , P) with EWi=0, |Wi |a1n . For 1mn&1, let :~ n(m)=
Sup[ |P(A & B)&P(A) P(B)| : A # F q1 , B # F
n
q+m , 1qn&m], where
F ba#_(Wi : aib). Then, for any integer r1 and 1mC(r) n,
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(a) E(W1+ } } } +Wn)2rC(r) } a2r1n[n
rm2r+n2r:~ n(m)], and
(b) if ma21nn, and max[EW
2
i : 11n]_
2
1 , then
E(W1+ } } } +Wn)2rC(r) } n2ra2r1n :~ n(m)+C(r, _1)[n
r+a&21n (na1n)
2r].
Proof. For part (a), see Lemma 3.1 in Lahiri [18]. The second part can
be proved using similar arguments. The details are omitted. K
Lemma 3.2. Under the conditions of Proposition 2.1,
(a) P(&ni=1 di(=i)&>C(log n)
12)=o(&n),
(b) for any integer r1,
Sup {E " :i # I di(=i)"
2r
: I[1, ..., n]=C(r).
Proof. Under Assumptions (A.1), (A.3)(i)(iii), and (A.4), the
arguments in the proofs of Lemma 3.16, 3.17, 3.20, and 3.33 of [GH] yield
}D:{Ef \t$h(7n) :i # I di(=i)+&exp(&&t&
22)(1+E(- &1 t$h(7n) %1n)33!)= }
C(:, $)[n(n$Mn)4+m23 M
2
n](1+&t&6+|:| ) exp(&C(\) &t&2) (3.2)
uniformly in I[1, ..., n] with |I |n&m23 and in : # (Z+)
p for some
0<$<$0 4, provided &t&<C(:, $) n$2. Lemma 3.2(a) can now be proved
using the arguments in the proofs of Theorems 2.10 and 2.11 of [GH].
Next, by (3.13) and (3.14) of [GH], for any integer r3 and any a # R p
with &a&=1,
|/r, I (a)|# } the r th cumulant of \ :i # I a$ di(=i)+ }
C(r) :
|I |&1
i=0
:
(i)
r
|/((=ir), ..., (=ir))| \ `
r
j=1
&dij &+
C(r) :
0im3
|I | } i r&1M rn+O(exp(&C(\) m3)),
where  (i)r extends over all i1 , ..., ir # I with maximal gap i. Part (b) follows
from this. K
Lemma 3.3 Assume that the conditions of Theorem 2.1 hold.
(a) For any integer r1, and for N=1 or [n12&$0],
E " :
l
k=0
Lkn(n&k)&1 :
(n&k)
i=N
Z4i (k)"
2r
C(r) n&rl r(1+n&1l r+1).
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(b) P \" :
l
k=0
(n&k)&1 Lkn :
n&k
i=1
(diZ5i (k)+di+kZ6i (k))">C&n(log n)&2+
=o(&n).
Proof. Lemma 3.3 can be proved using Markov's inequality and
Lemma 3.1. See Lahiri [15] for details. K
Lemma 3.4. Let Ij=[ jp+1, ..., ( j+1) p], j=0, 1, ..., [np]&1, and for
c>0 let An(c)=[1 j<[np] : inf[i # Ij (x$i t)
2 : &t&=1]>cp]. If Assump-
tion (A.4) holds, then for all 0<c<co , *1(c)#liminfn   n&1 |An(c)|>0,
where co=2&1 } min[*, limsupn   Mn].
Proof. Follows from (A.4) and the inequality *nMn p |An(c)|+
([np]&1&|An(c)| ) cp+pMn . K
Since xi 's are assumed to depend on n (by a reindexing, if necessary),
from now on, w.l.g. assume that An(c)=[0, 1, ..., |An(c)|&1] for all n1.
Lemma 3.5. Suppose that the conditions of Theorem 2.1 hold. Let N#Nn
be an integer satisfying n12&$0N|An(co)| } p. Then, for t # R p,
}EB1n(t) B2n f \t$ :
N
i=1
diZ1i+ }
exp(&C(co , K, 7 ) } Nm3) } 1(&t&2>*pn)
+exp(&C(co , K, 7) &t&2 Nn&1m&13 ) } 1(&t&
2<*pn)
+exp(&C(K) m3),
where B1n(t)=>ni=N+1 >
ri
j=1 (1+a$ijZi)) f (t$diZ1i) and B2n=>
K
j=1 (1+
a$NjZij), for some &aij &1, K # Z+, 1i1 , ..., iKN, and 
n
i=N+1 riK,
and Zi=(Z1i , Z2i , Z3i)$.
Proof. Define I1=[1iN&m3 : |i&ik |>m3 , 1kK], I2=[1
iN&m3 : |i&ik |>m3+p, 1kK], l3=[[(N&m3)&(2m3+2p+1) K]
(7m3+2p)&1], i 1"=Inf[i : i # I2], and i"r+1=Inf[i # I2 : i>ir"+7m3+2p],
r=1, ..., l3 . Let A k=> [ f (t$h(7n) djZ1j) : | j&i k"|m3 , j # I1], k=1, ..., l3 .
Then, using the arguments in the proof of Lemma 3.43 of [GH], one gets
}EB1n(t) B2n f \t$h(7n) :
N
j=1
dj Z1j+ }
C(K ) `
pl3
k=1
E |E(A k | Dj : j{ik)|+exp(&C(K ) m3). (3.3)
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Also, in Lemma 3.2 of [GH], for any m1, i\&1, and t1 , ..., t2m+1 # R
with |tm+1|\,
E }E \ f \ :
2m+1
j=1
tj Z1, i+j+ } Dj : j{i+m+1+ }
2
1&4&r \1&E }E \ f \2r :
2m+1
j=1
tjZ1, i+j+ } Dj : j{i+m+1+ }
2
+
1&4&r(1&exp(&C(\)))exp(&C(\) t2m+1), (3.4)
where r is such that 2r |tm+1|>\2r&1 |tm+1|. Lemma 3.5 now follows
from (3.3) and (3.4) for &t&>*pn and from Lemma 3.4 for &t&2*pn.
Lemma 3.6. Assume that the conditions of Theorem 2.1 hold. Then
(a) | +^n|=Op(n&1l ).
(b) For any integer r1, Nk=1 En &Z*1k&
2r=Op(N(lm23M
2
n)
4)
for N=k0 and N=[l &1n(1&2#)2], where #=max[1, p&1] $04.
Proof. Part (a) is a consequence of (A.1) and (1.4). Part (b) follows
from Lemma 3.1(a), Proposition 2.1, and part (a) above. K
Lemma 3.7. Assume that the conditions of Theorem 2.2 hold. Then,
(a) &1k EnZ*2k&A&=Op(&nm
2
3),
(b) n&11 
n1
i=1 di (En "(=i*)&E"(=1))=Op(&n(log n)
&2),
(c) &En(1k Z*1kZ1k*)&7n&=op(1).
Proof. &En 1k Z*2k&A& is bounded above by C |b&1 bi=1 Z2i |+
&n1i=1 di d $i&Ip& } |{|+Cb
&1 bi=1 &di& &%n&+Cn
&1l, which is Op(n&12m23),
by Lemma 3.1 and Proposition 2.1. This proves part (a). Proof of part (b)
is similar. Part (c) can be proved using (A.3)(i), (ii), Lemmas 3.1 and 3.6.
See Lahiri [15] for further details. K
4. Proofs of Proposition 2.1 and Theorem 2.1
Let e1 , ..., ep denote the standard basis of R p. Write a=[n(1&2$0)2],
and for 1in, 0kl, define #ik##ikn={&1[di E(=1+k) $(=1)+
di+k E(=1) $(=1+k)].
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Proof of Proposition 2.1. Let 2=D&1n (t&;), t # R
p. Then, by Taylor's
expansion, one can rewrite Eq. (1.4) as
_ :
n
i=1
di d $i$(=i)&2= :
n
i=1
di(=i)+2&1 :
n
i=1
di (d $i 2)2 "(=i)+R1n(t), (4.1)
where &R1n(t)&C ni=1 &di&
3+$1 &2&2+$1, t # R p. Note that by Lemmas 3.1
and 3.2,
P \" :
n
i=1
di(=i)">C(log n)12+=o(n&12),
P(&An&A&>Cn&14(log n)&2)=o(n&12), (4.2)
P \} :
n
i=1
dik dijdimZ3i }>Cn&58+Cn&34
for all 1 j, k, mp, where dij denotes the j th component of di . The proof
of Proposition 2.1 can now be completed as in Bhattacharya and Ghosh
[3]. K
Proof of Theorem 2.1. Step (I): Stochastic Approximation for Tn . Using
(4.1), (4.2), and Proposition 2.1, one can retrace the steps in Lahiri [16]
to show that
%n=(A&1+{&2(A&An)) %1n+(2{3)&1 :
n
i=1
di (d $i %1n)2 E"(=i)+R2n , (4.3)
where P(&R2n&>C(_) &2n)=o(&n). Next, note that by Taylor's expansion,
{^n&{=n&1 :
n
i=1
Z2i&(n{)&1 :
n
i=1
d $i%1n } E"(=1)+R3n ,
_^n(k)&_(k)=(n&k)&1 :
n&k
i=1
Z4i (k)
&(n&k)&1 :
n&k
i=1
#$ik %1n+R4n(k), 0kl, (4.4)
7 n&7n= :
l
k=0
(n&k)&1 Lkn :
n&k
i=1
[Z4i (k)&#$ik%1n]+R5n
#7 1n+R5n (say)
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for some intermediate remainder term R4n( } ), where by (4.2), (4.3), and
(A.3), P( |R3n|>c&2n(log n)&1)=o(&n) and P(&R5n&>c&3)=o(&n). See
Lahiri [15] for details.
Note that for any t # R p with &t&=1, by CauchySchwartz inequality,
t$7nt  _(0)&2 n&1k=1 (
n
i=1 (t$di)
2) |_(k)|  _(0)&2 k=1 |_(k)| > 0, so
that 7n is p.d. for all n1. Now, using (4.3), (4.4), and Taylor's expansion,
after some lengthy algebra one gets
Tn=h(7n) _%1n+{&1%1n \n&1 :
n
i=1
Z2i&(n{)&1 :
n
i=1
(d $i%1n) E"(=1)+
+{&1(A&An) %1n+(2{2)&1 :
n
i=1
di (d $i%1n)2 E"(=1)&
+ :
|;| =1
(7 1n) ; D;h(7n) %1n+R6n , (4.5)
where by (4.2), (4.3), (4.4), and Lemma 3.3, P(&R6n&>C&2n)=o(&n). Note
that the stochastic approximation to Tn can be expressed in the form
T1n # h(7n) %1n+ pr=1 %$1n40rn%1ner+
p
r=1 Z $2n 41rn%1ner+ |;|=1 (7 1n)
;
4;n %1n , where Z 2n=((A&An)$: n&1 ni=1 Z2i)$ and 40rn , 41rn , 4$;n are
nonrandom matrices satisfying max[n12&40rn&+&41rn&+&4;n&: 1rp,
|;|=1]=0(1).
Step (II) : Edgeworth expansion for T1n . Let %2n=ni=a diZ1i ,
A2n=((ni=a dijdikZ2i))p_p , Z 2n=((A$2n&EA$2n) : n
&1 ni=a Z2i)$, 7 2n=
lk=0 (n&k)
&1 Lkn n&ki=a [Z4i (k)&%$2n #ik], and T2n=h(7n) %1n+
 pr=1 %$2n40rn%2n er+
p
r=1 Z $2n41rn%2ner+ |;|=1 (7 2n)
; 4;n %2n .
Then, by (4.2), (4.10), Proposition 2.1, and Lemma 3.1,
P(&T1n&T2n&>C&2n)=o(&n). (4.6)
Let Q n(t)=f (t$T2n), t # R p. By standard arguments, it is enough to show
max
|:| p+1 |1n |D
:(Q n(t)&9 n(t))| dt=o(&n), (4.7)
where 1n=[t # R p : &t&<&&13n ] and 9 n is defined by (4.10) below. First,
consider the integral over &t&m3 . By Taylor's expansion, for any t # R p,
one gets
Qn(t)=E(1+it$ 2n) exp(it$h(7n) %1n)+R11, n(t),
54 SOUMENDRA NATH LAHIRI
F
ile
:6
83
J
15
83
14
.B
y:
B
V
.D
at
e:
12
:0
2:
96
.T
im
e:
16
:2
1
L
O
P
8M
.V
8.
0.
P
ag
e
01
:0
1
C
od
es
:
28
23
Si
gn
s:
13
43
.L
en
gt
h:
45
pi
c
0
pt
s,
19
0
m
m
where 2n#T2n&h(7n) %1n . By Lemmas 3.13.3 (cf. Lahiri [15]),
E &2n&2rC(r)[n&rl r(1+n&1l r+1)+M 4rn n
rm2r3
|D:R11, n(t)|C(1+&t&2)[E &2n&4)12
_(1+E &%1n&2 |:| )12+E &2n&2+|:|]
C(1+&t&2) } n&12 } n&$ (4.8)
for all |:|p+1 and some $>0.
Next write tn=t$h(7n), and Z 2n, i for the ith summand in Z 2n , 1in
(so that Z 2n#ni=a Z 2n, i). Let L 1n(t)= |;|=1 
l
k=0 (Lkn)
; (n&k)&1
n&ki=1 #ik t$4;n . For 1i, jn, r1, and I[1, ..., n], define v1ij (t)=
 pr=1 (t$er) d $i40rndj&d $iL 1n(t) dj and %3n(r, I )=*r, I dkZ1k , where *r, I
extends over all indices k # [1, ..., n] such that 3(r&1) m3|i&k|<3rm3
for every i # I. Now, expanding f (t$n%3(1, I )) with suitable choices of I and
using Lemma 3.5, one can show (see Lahiri [15]) that for any |:|p+1
and all &t&m3 ,
|D:[E(1+- &1 t$2n) f (t$n%1n)&9 n(t)]|C(:) n&12 } n&$ (4.9)
for some $>0, where
exp(&t&22) 9 n(t)
=1+E(- &1 t$n%1n)33!
+- &1 :
n
i=1
:
n
j=1
E _v1ij (t) Z1i Zij+Z $2n, i \ :
p
r=1
(t$er) 41rndj+ Z1j&
_[1&t$n %3n(1, [i]) %3n(1, [ j])$ tn]
&- &1 :
n
j=1
:
l
k=0
:
n
i=1 \ :|;|=1 (Lkn)
;(n&k)&1 t$4;ndj+
_E[Z4i(k ) Z1j (1&t$n%3n(1, [i, k]) t$n%3n(1, [ j]))]. (4.10)
Using (4.8) and Taylor's expansion for m3<&t&m3(na)12 and using
Lemma 3.5 and weak dependence of 2n and [Z1k : 1ka] for
m3(na)12&t&<&&13n ,
|
11n
|D:Q n(t)| dt=o(&n) (4.11)
for all |:|p+1, where 11n=[t # 1n : &t&>m3]. Combining (4.5)(4.7),
(4.9), and (4.11), one can now complete the proof of Theorem 2.1.
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5. Proofs of Proposition 2.2 and Theorem 2.2
Proof of Proposition 2.2. Using Corollary 4.2 of Fuk and Nagaev [9]
and Lemmas 3.63.7, one can show that
Pn \":
1k
Z*1k">C(log n)12+=Op(&3n),
(5.1)
Pn \":
1k
(Z*2k&En Z*2k)">C&nl 12 log n+=Op(&3n).
Also, by Chebychev's inequality,
Pn \}:
1k
:
l
j=1 \ `
3
r=1
d (k&1) l+ j, ir+ ("(!*kj)&En"(!*kj)) }
>C&n(log n)&4 for some 1i1 , i2 , i3p+=Op(&3n). (5.2)
The rest of the proof is similar to the proof of Proposition 2.1. K
Proof of Theorem 2.2. Let %n*=D
&1
n (;n*&; n), %*1n=1k Z*1k ,
An*=1k Z*2k , A n=En An* , {*1n=n
&1
1 
n1
i=1 $(=i*), and {^1n=En{*1n . Also, let
7 *1n=
l2
j=0 L*jn[_^*1n( j)&En_^*1n( j)&#jn*$%*1n]. By (5.1), (5.2), Proposition 2.2,
and Corollary 4.2 of Fuk and Nagaev [9], one has (cf. (5.3)(5.14) of
[15])
T n*=T*1n+R*8n , (5.3)
where Pn(&R*8n&>C&2n)=Op(&3n) and the stochastic approximation T*1n is
of the form
T*1n=h(7n*) %*1n+ :
p
r=1
%1n*$4 0rn%*1ner
+ :
p
r=1
Z 2n*$4 1rn%*1ner+ :
|;|=1
(7*1n)
; 4 ;n %*1n (5.4)
such that Z *2n=((A n&An*)$: ({*1n&{^1n))$ is of dimension ( p( p+1)2)+1,
and 4 0rn , 4 1rn , and 4 ;n are random matrices such that by Lemmas 3.1, 3.3,
and 3.7,
max[- n &4 0rn&40rn&+&4 1rn&41rn&
+&4 ;n&4;n& : 1rp, |;|=1]=op(1). (5.5)
56 SOUMENDRA NATH LAHIRI
F
ile
:6
83
J
15
83
16
.B
y:
B
V
.D
at
e:
12
:0
2:
96
.T
im
e:
16
:2
1
L
O
P
8M
.V
8.
0.
P
ag
e
01
:0
1
C
od
es
:
31
83
Si
gn
s:
16
89
.L
en
gt
h:
45
pi
c
0
pt
s,
19
0
m
m
Let a1=[l&1n12&#] with #=max[ p&1, 1] $0 4, {*2n, k=
l
j=1 $(!*kj),
Z *2n, k=((Z*2k&EnZ*2k)$ : ({*2n, k&En{*2n, k))$, and
V*jk(t)= :
p
r=1
(t$er)[Z*1j4 0rnZ*1k+Z *2n, j 4 1rnZ*1k]&Z*1jL *1n(t) Z*1k
+k&10 :
|;|=1 _ :
l2
j=0
(L*jn)
; (Z4k( j)&EnZ4k( j))& (t$4 ;n) Z*1k
for 1 j, kk0 , where L *1n(t)=
l2
j=0  |;|=1 (L*jn)
; #*jn(t$4;n), and L*jn is the
p( p+1)2-dimensional vector corresponding to L*jn of Lemma 3.7. Then,
the Fourier transform 9 n* of the Edgeworth expansion for Tn* is defined by
9 n*(t) exp(&t&22)=1+1k En(- &1 tn*$Z*1k)33!&- &1 1j 1k EnV*jk(t) }
(tn*$Z*1j) } (tn*$Z*1j)+- &1 1k EnV*kk(t). Note that T*1n is defined in terms
of independent variables !k*, 1kko . Define T*2n by deleting all variables
based on !k*, 1ka1 , from all but the first term of T*1n (cf. the definition
of T1n and T2n above). Now, adapting the techniques of Go tze [10] and
using the results of Bhattacharya and Ranga Rao [4], one can show that
for all |:|p+1,
|
12n
|D:(Qn*(t)&9 n*(t))| dt=Op(&3n), (5.7)
where 12n=[t : &t&2<nl&1(log n)&10] and Qn*(t)=En f (t$T*2n). For details
of the arguments involved, see (5.15) through (5.27) of [15]. Next, using
Lemma 3.1 and a discretizing argument as in the proof of Lemma 4.2 of
Babu and Singh [1], one can show that
Sup {}En f (t$Z*1k)&Ef \t$ :
l
j=1
d(k&1) l+j(=i)) } :
1ka1 , &t&n58==Op(n&18). (5.8)
Furthermore, from the proof of Lemma 3.2 of [GH], it follows that for
any random vector X and any sub-_-field CF, it there exist '1 # (0, 1)
and '2>0 such that |E( f (t$X ) | C)|1&'1 for '2&t&2'2 , then for all
&t&<'2 , |( f (t$X ) | C)|exp(&'1 &t&2(8'22)). Hence, by (A.3) (iv), (A.4),
and (5.8),
> [ |En f (tn*$Z*1k)| : k # J, |J |a1&p&1, J[1, ..., a1]]
exp(&C(\, *)(1&op(1)) a1 &t&2n)
exp(&C(\, *)(1&op(1)(log n)2)
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for all n12l &12(log n)&5&t&C(\, *) n12. So, by (5.8) and (A.3),
max
|:|p+1 |13n |D
:Q n*(t)|=Op(&3n),
where 13n=1n"12n . This proves the validity of the Edgeworth expansion
for T n*. Next, using Lemma 3.7 and similar arguments, and comparing
(4.10) and 9 n*, one gets (2.8). See Lahiri [15] for details.
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