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Abstract
Person re-identification (re-ID) is a very active area of research
in computer vision, due to the role it plays in video surveil-
lance. Currently, most methods only address the task of match-
ing between colour images. However, in poorly-lit environ-
ments CCTV cameras switch to infrared imaging, hence devel-
oping a system which can correctly perform matching between
infrared and colour images is a necessity. In this paper, we pro-
pose a part-feature extraction network to better focus on subtle,
unique signatures on the person which are visible across both
infrared and colour modalities. To train the model we propose a
novel variant of the domain adversarial feature-learning frame-
work [1]. Through extensive experimentation, we show that
our approach outperforms state-of-the-art methods.
1 Introduction
When being presented with an image containing a person of
interest, person re-ID tells us whether the person has been ob-
served at another place from a different camera. More specif-
ically, person re-ID can be formulated as the task of rank-
ing a set of stored images (gallery set) based on similarity to
a probe image. The task is non-trivial due to the discrepan-
cies which arise from capturing a given person across different
camera views. One practical application is tracking a missing
person in densely populated urban scenarios such as a theme
park, university campus, shopping mall, etc. The significance
in both research and application makes person re-ID a popular
topic in computer vision. Currently, the majority of works in
the literature consider the problem of matching among colour
images only. However, in current-generation surveillance sys-
tems, CCTV cameras switch to infrared imaging in poorly lit
environments, hence developing methods which can addition-
ally deal with the discrepancies associated with infrared-colour
matching is crucial. What makes infrared-colour person re-ID
more challenging than the conventional setting is that colour
information cannot be utilized. In figure 1 we show some ex-
amples of rank-lists given by our ResNet50 baseline from the
SYSU-MM01 dataset [2] (images with the same IDs are green-
framed). It can be noticed that if any one of the probe images
had been captured in colour, it would be easier to correctly
match it to the relevant images in the gallery set due to the
unique colour of clothing which the person of interest is wear-
Figure 1: Examples of rank-list given by ResNet50 from the SYSU-
MM01 dataset. We rank all gallery pictures by the distance to the
probe images (from left to right). Frames with the same IDs are green-
framed.
ing. However, in absence of such information ambiguity is in-
troduced, as non-relevant identities in the gallery set who have
body-structure and clothing akin to the person of interest can
now appear equally or even more similar to the probe image.
To address this issue, we utilize a novel variant of the domain
adversarial learning framework [1] to extract a feature repre-
sentation that is invariant across colour and infrared modalities.
Furthermore, in contrast to existing solutions [3, 4] consider-
ing only the global representation from the ResNet model, we
leverage part-level features with a proposed variant of the PCB
model [5]. We believe the proposed model is better equipped
to focus on subtle features on a persons clothing such as a t-
shirt logo, shirt collar, folded-up sleeve, etc., which otherwise
would be missed. Such local signatures on a person are both
unique and present across both colour and infrared modalities.
Our main contributions are summarised below.
• We propose a novel variant of the domain adversarial
loss function [1], which a) operates on intermediate lay-
ers to address the domain discrepancy on low-level fea-
tures where matching characteristics across the modal-
ities are available; b) includes a weighting strategy to
guide the adversarial loss to focus on samples where the
re-ID prediction is highly confident.
• We empirically validate the use of local features for
cross-modal matching with the proposed architecture in-
spired by [5].
• Extensive experiments on three datasets, e.g, SYSU-
MM01 [2], RegDB [6], Sketch Re-ID [7] demonstrate
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Figure 2: The proposed framework with two components. The feature extractor block extracts features at multiple abstraction levels from
intermediate layers of ResNet50 backbone, i.e., gj : j = 1..4 and part-level features from the last feature map, i.e., fi : i = 1..n. The
adversarial block reduces the domain discrepancy between RGB and infrared modalities in the feature space combining a domain classifier
with our weighting strategy.
the superior performance of our approach.
2 Related works
Part-level features in person re-ID. Employing part-level fea-
tures for person re-ID was successfully exploited in [8]. They
partition the input image into three horizontal strips corre-
sponding to the head, torso, and legs, respectively. The back-
bone is then applied to each strip individually to extract the
part-features. [5] uniformly partition the final feature map from
ResNet50 into six fixed-size horizontal strips and apply in-
dependently, a cross-entropy loss to each feature representa-
tion. [9] proposed a multi-stream pyramidal architecture, where
each stream generates local features at a different scale. In
contrast to the rigid partitioning of the image/feature map, an
alternative approach is to generate part-level features with a
spatial-attention mechanism. A pioneering work [10] incorpo-
rates several attention sub-networks to learn a gating map for
weighting the final feature representation.
Infrared-colour person re-ID. One of the first methods fo-
cusing on infrared-colour person re-ID was proposed in [2].
They introduce a zero-padding layer applied to the input im-
age which promotes the learning of domain-specific filters in
their CNN model. [11] incorporates a dual-stream architecture
trained with infrared and colour images. As a training strategy,
they propose a multi-task loss including a cross-modal triplet
and siamese loss term, where the former is being tailored to re-
move the domain discrepancy and the latter to focus on the re-
ID task. Recently, [12] introduces the skip layer in the model
proposed by [11] to fuse the feature representations from the
intermediate layers with those from the final layer. [3] attempts
to remove the domain discrepancy by incorporating the domain
adversarial learning framework [1]. In addition [4] employs
the cycleGAN model [13] to instead remove the domain dis-
crepancy at the pixel-level. Finally, [14] proposed an ensemble
model including four ResNet152 networks, each individually
trained on a different configuration of the input images.
Similar to [3] we address the domain discrepancy at the fea-
ture level. However, inspired by [4] we believe that considering
only features from the last layer leads to a sub-optimal solution,
therefore we additionally apply the domain adversarial loss to
features coming from intermediate layers as they contain sig-
nificantly more information that is common across the modali-
ties, as shown in our experimental results. In contrast to all the
proposed methods based on the ResNet architecture, we incor-
porate a variant of the PCB model to extract part-level features,
which we prove to be effective for cross-modal matching.
3 Proposed model
We introduce a novel framework for infrared-colour person re-
ID with two components, i.e, the feature extractor block and the
adversarial block. Our framework is represented in figure 2. It
first extracts features at multiple abstraction levels from inter-
mediate layers of ResNet50 as well as part-level features from
the last feature map. With our proposed adversarial learning
framework, we aim to remove the domain discrepancy between
colour and infrared modalities in the feature space.
3.1 Feature extractor block
Our feature extraction block is ResNet50 [15] with last global
average pooling layer (GAP) removed and the extracted fea-
ture map partitioned into n horizontal stripes, which is inspired
by the PCB approach [5]. Each stripe is passed to an indepen-
dent embedding block containing a GAP layer followed by a
fully connected layer for extracting the part-features. During
inference, the final feature representation is obtained by con-
catenating the part-features from each of the embedding blocks
and is defined as follows: f = [f1, ..., fn].
In contrast to PCB [5], our backbone shares the weights be-
tween the infrared and colour images only at the final resid-
ual module Resblock4. This design choice leads to improved
performance in our evaluation. Besides, we extract features
with multiple abstraction levels from intermediate layers by
applying global average pooling. We use the following nota-
tion gj : j = 1, .., 4 to indicate features extracted from ResNet
block j = 1, .., 4. Note that such features are utilized only for
adversarial training and are discarded during testing.
3.2 Adversarial block
The adversarial block contains a weight evaluation block and
a domain classifier. The first computes the entropy of the pre-
dicted class distribution corresponding to the current sample.
The second utilizes the entropy value to weight the adversarial
loss derived from the modality prediction.
The general training procedure can be summarised as a min-
max game, where we alternate between optimizing the domain
classifier on a cross-entropy loss term (also known as the do-
main adversarial loss), and optimising our feature-extraction
model as to maximise the same loss. By doing so, the model
is learning to remove the domain discrepancy in the extracted
feature representations. Besides, we train our feature extrac-
tion model to minimise both a cross-entropy and triplet re-ID
loss, as to improve the discriminatory capabilities of the learnt
feature representation. The multi-task objective function used
in our adversarial training framework is:
λfinal =
n∑
i=1
λxent(fi) + λtri −
4∑
j=1
λadv(gj , w) (1)
where λxent(fi) denotes the cross-entropy loss term applied to
the ithpart-feature fi, λtri corresponds to the batch hard triplet
loss [16], and λadv(gj , w) is our proposed weighted adversarial
loss applied to the intermediate feature representations gj with
the weight value w.
Prior to discussing our proposed version of the domain adver-
sarial loss, we briefly introduce the original, vanilla loss func-
tion.
Vanilla domain adversarial loss. [3, 7] defined the original
version of domain adversarial loss, which is:
λadv(f) = −mlog[D(f)]− (1−m)log[1−D(f)] (2)
Where f is the feature representation,m ∈ {0, 1} is the modal-
ity label, where 0 corresponds to the colour modality and 1
to the infrared modality; D is the functional mapping for the
domain-classifier which maps the input representation into a
single value indicating the probability the input representation
comes from the infrared modality.
Proposed weighted adversarial loss. We propose two novel
modifications to the vanilla adversarial loss.
The first modification is to apply the adversarial loss to the
intermediate representations in our model from the output of
the four residual modules in the ResNet50 backbone, as de-
picted in figure 2. This is in contrast to the vanilla configuration
Figure 3: Average correlation between a set of pairs of features ex-
tracted from images containing the same person across two modalities.
which applies the loss term only to the final feature represen-
tation. The reasoning behind such a modification comes from
our hypothesis that deeply-learned features are susceptible to
being modality-specific. In other words, they are distinctive
only of one specific modality, i.e, infrared or color. In contrast,
the low-level features extracted from the intermediate layers
are likely to possess more mutual information across the two
modalities. Thus, applying the domain adversarial loss to shal-
lower layers in our model alleviates the domain discrepancy in
the final feature representation output. To validate our hypoth-
esis figure 3 illustrates how the correlation between pairs of
feature-vectors extracted from the same person across infrared
and colour modalities decreases with layer depth in our model.
The second modification is to weight the adversarial loss term
for each input image in the training batch. Inspired by [17] we
weight the adversarial loss term for each sample inversely pro-
portional to the entropy in the generated class distribution. The
distribution is calculated by averaging the class logit-vectors
from each part/stripe output from our feature extraction block,
each of which is obtained by taking the part-feature fi and pass-
ing it through the ithclassification layer of our feature extraction
block, which is parameterised by Wi (see figure 2). The resul-
tant averaged logit-vector is then softmax normalised to repre-
sent a probability distribution.
The motivation for incorporating this strategy is that the en-
tropy in the generated class distribution for a given input image
is inversely proportional to the confidence in id-prediction. For
example, if the model produces a high entropy distribution, the
confidence in the identity prediction will be low, indicating that
the extracted features are not a good representation. To avoid
hindering the domain classifier, our strategy gives low impor-
tance to such features.
The weight generated for a given input sample/image with fea-
ture representation f is computed as:
w = 1 + e
−H(f)∑M
k=1 1 + e−H(f
k)
(3)
Where H(f) denotes the entropy in the class distribution for
the input image with feature representation f , and M is the
batch size. Specifically, the entropy is computed by:
H(f) = −
C∑
j=1
P (j|f)log[P (j|f)] (4)
WhereC is the total number of identities and P (j|f) represents
the probability of identity j given descriptor f .
Figure 4: (Left) Example rank-lists for which the ResNet50 model fails. (Right) Corresponding improved rank-lists with our method extracting
part-based features from 3 partitions
The weighted domain adversarial loss is thus defined as:
λadv(g, w) =
4∑
j=1
λadv(gj , w) (5)
λadv(gj , w) = −w(m · log[D(gj)] + (1−m) · log[1−D(gj)])
where gj denotes the feature-vector extracted from jthresidual
module.
4 Experimental settings
4.1 Datasets
SYSU-MM01 contains 491 identities, with images collected
across six different cameras on a university campus in both an
outdoor and indoor environment. Two of the cameras capturing
infrared and the rest capturing colour images. We follow the
all-search, single-shot evaluation protocol defined in [2].
RegDB contains 412 identities, with each person captured in
an outdoor environment from the same camera view in both
thermal and colour modalities. For evaluation, we follow the
protocol defined in [6].
Sketch Re-ID contains only 200 identities with each person
viewed across two different cameras in an outdoor environ-
ment. Furthermore, a sketch-artist produces a single sketch
for each person based on a description given by volunteer wit-
nesses. We follow the evaluation protocol defined in [7].
4.2 Implementation details
Our approach. In the feature extractor block the dimension for
each extracted part-feature is 512, and we use only n = 3 par-
titions/stripes. The ResNet50 backbone has been pre-trained
on ImageNet [18]. During training as a pre-processing step, all
images are resized to dimension 288×144 and are normalized.
Images are augmented at random, by horizontally flipping and
the removal of blocks (random erasing) [19], with the respec-
tive probabilities 0.5 and 0.2. Furthermore, to avoid over-fitting
we combine the training set with Market-1501 [20]. We ran-
domly split it in half based on camera-view and for one half
we only use the red channel of the RGB images, such that they
appear perceptually similar to infrared. We train our architec-
ture for 35 epochs with our proposed multi-task loss function.
However, the total training time is 70 epochs as we alternate
between optimizing the feature extractor block and the domain
classifier. The optimization algorithm used is Stochastic Gra-
dient Descent with momentum, were the learning-rate for the
PCB model and domain classifier is 0.01, however for the pre-
trained weights in the ResNet50 backbone the learning rate is
0.001.
Baseline. The baseline for experiments is our feature extractor
block, trained only on the cross-entropy and triplet loss terms,
that is without the contributions discussed in section 3.2. Oth-
erwise, the training set-up is identical to that specified for our
approach above.
5 Experiments
We first present results that demonstrate the benefit of using
part-based feature and the proposed adversarial loss. These re-
sults are reported in sections 5.1 and 5.2 have been obtained
by evaluating on the SYSU-MM01. Finally, we compare our
method to state-of-the-art works.
5.1 Effectiveness of extracting part-based features
The effect of using a number of partitions/part-features in the
feature extractor block of our baseline is demonstrated in fig-
ure 5. Using the model with nine partitions gives optimal per-
formance, providing a boost close to 20% in rank-1 accuracy
compared to using one partition only. For the latter configura-
tion, the feature extractor block in our baseline is identical to
the original ResNet50 network with a GAP layer [15]. Which
is a commonly used architecture in cross-modal person re-ID,
where the model extracts only a single, global-level feature-
vector representation from the input image. Note that in this
Figure 5: Rank-1 accuracy against number of partitions in feature
extractor block.
Table 1: Results on the SYSU-MM01 and RegDB datasets.
Methods RegDB SYSU-MM01rank-1 rank-10 mAP rank-1 rank-10 mAP
Zero-Padding [2] 17.8 34.2 18.9 14.8 54.1 16.0
BCTR [11] 32.7 57.6 31.0 16.1 54.9 19.2
cmGAN [3] - - - 27.0 67.5 27.8
D2RL [4] 43.4 66.1 44.1 28.9 70.6 29.2
EDFL [12] 52.6 72.1 53.0 37.0 84.5 40.8
LZM [14] - - - 48.9 90.7 50.0
Baseline 58.8 79.7 56.5 51.5 89.3 50.4
adversarial loss shallow + weighting 61.6 82.7 59.0 55.2 90.9 53.2
Table 2: Ablation study on proposed weighted adversarial loss
Methods rank-1 mAP
Baseline 51.5 50.4
vanilla adversarial loss 48.8 48.8
adversarial loss shallow 51.9 51.3
adversarial loss shallow+weighting 55.2 53.2
experiment random erasing had not been applied, nor had we
utilized the training images from the Market-1501 dataset to
make the comparison fair. When such techniques are incor-
porated during training we observe the feature extractor block
with three partitions results in the best performance for our
baseline. The performance boost when using multiple part-
features, we attribute to our training regime as presented in
section 3.2, whereby a cross-entropy loss is applied to each
extracted part-feature. This is because the receptive field as-
sociated with each extracted part-feature corresponds to small,
non-overlapping, horizontal stripes of the input image, each of
which contains limited discriminative information. Hence, by
optimizing each part on its cross-entropy loss, the backbone
network is forced to focus on all salient regions in each corre-
sponding image-stripe. Thus we can attend to regions on a per-
son not originally seen when using the ResNet50 architecture
in our baseline. To better illustrate this, figure 4 provides ex-
ample rank-lists where the baseline ResNet50 fails (Left), and
how such failure cases are solved with our feature extractor
block with three partitions (Right). Furthermore, the respec-
tive Class Activation Maps (CAMs) [21] have been overlayed
on the images, to illustrate the parts of the image which the re-
spective networks are attending too. From the top-left rank-list,
we can observe that the ResNet50 model is only able to focus
on the person’s face and shorts. Such information is insufficient
to correctly match the relevant gallery images to the probe im-
age in the presence of other similar looking identities in the
gallery set. However, from observing the top-right rank-list we
can see that our model with three partitions can additionally at-
tend to a part of the logo on the persons t-shirt. By exploiting
such a unique region on the person, our approach is now able to
correctly match the probe image to the relevant gallery images.
5.2 Ablation study on our domain adversarial loss
Table 2 empirically validates the benefits of our two proposed
modifications. The method ”vanilla adversarial loss” corre-
sponds to the configuration where we only apply the adversar-
ial loss to deep layers in our model, specifically to the feature-
vectors extracted from the final layer and the output from the
ResNet50 backbone, similar [3, 7]. The results in table 2 show
Table 3: Results on the Sketch Re-ID dataset.
Methods rank-1 rank-10
HOG+LBP+rankSVM 5.1 28.30
GN Siamese [22] 28.9 62.4
AFL [7] 34.0 72.50
Baseline 56.7 87.3
adversarial loss shallow+weighting 62.2 91.4
that such a configuration performs worse than the baseline.
The configuration ”adversarial loss shallow” corresponds to the
case when we additionally applied the adversarial loss to shal-
low layers in our model. Specifically, we apply the loss term
to the output feature-maps from Resblock1,2,3 and 4 in the
ResNet50 backbone. Such a configuration provides a perfor-
mance boost over the baseline, which suggests that attempting
to remove the domain discrepancy at an early stage in the net-
work is indeed beneficial. Furthermore, when we also incor-
porate our proposed weighting strategy to each adversarial loss
we can further improve the performance of our method.
5.3 Comparison with state-of-the-art
Tables 1 and 3 report the results of notable previous works on
the SYSU-MM01, RegDB and Sketch Re-ID datasets. Our
strong baseline model can consistently outperform the previous
state-of-the-art across all datasets. Furthermore, by addition-
ally incorporating our novel domain adversarial loss, we can
improve the performance further by a notable margin. The pre-
sented results validate our proposed contributions not only for
infrared-colour person re-ID but also for the tasks of thermal-
colour and sketch-colour person re-ID. This shows that our ap-
proach is effective for learning discriminative, non-colour re-
lated features.
6 Conclusions
We have proposed a novel approach to cross-modal person re-
ID which achieved state-of-the-art performance across three
popular cross-modal re-id datasets. Furthermore, through ex-
tensive experimentation we empirically justified each of our
contributions. We were able to demonstrate that incorporating
a part based model brings significant improvements, in compar-
ison to using the conventional ResNet50 network. In addition,
we validated our two novel modifications to the generic domain
adversarial loss [1].
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