Abstract. The factorization theorem mentioned in the title is about matrix-valued functions satisfying the Lipschitz condition on the real line and is related to the Riemann problem.
Many questions of mathematical physics reduce to what is called the Riemann problem, which consists in finding a certain scalar-or vector-valued piecewise holomorphic function. This function is assumed to be regular inside and outside of some contour, and its boundary values on that contour must exist and satisfy some special matching conditions. Solving a vector Riemann problem reduces to the factorization of matrix-valued functions. Provided the contour is finite, the proof of factorizability under natural assumptions dates back to Plemelj (1908) ; see [5] . A considerable contribution to this range of ideas was made in the books [6, 7] ; among more recent publications we mention [8] .
For many problems it is essential that the contour on which the matrix to be factorized is given coincide with the real axis. For an important and general class of such matrices, factorizability was proved by Gokhberg and Kreȋn in their classical paper [9] . That proof is indirect. The factorization problem for an (n × n)-matrix E + G(t) (E is the unit matrix) is equivalent to finding linearly independent solutions of the homogeneous vector integral equation 
whereG(t) is the matrix whose Fourier image coincides with G(t).
Integral equations similar to ( * ) were the starting point of investigations in [9] . Besides the theory of integral equations, in the constructions of [9] an important part was played by Wiener's subtle results pertaining to harmonic analysis. In the present paper, the author's aim is to prove the factorizability of matrix-valued functions of t ∈ (−∞, +∞) along the lines suggested by Plemelj. This proof is direct. The matrices to be factored belong to the class Lip α (0 < α < 1), which is fairly standard in problems of mathematical physics. The fact that this class is natural was justified by many authors for finite contours; the same is done in the present paper for the contour R = (−∞, +∞). Professor A. P. Kachalov turned my attention to the fact that, with the help of an appropriate conformal transformation, the factorization problem in question can be reduced to the case of a finite contour. This makes it possible to use the existing results for finite contours and to simplify some constructions. However, we consider integral equations in the form in which they arise, with R 1 in the role of the integration contour. It may be expected that these integral equations can be used for a numerical solution of the problem. Compared with the finite contour, the case of R 1 has some specifics. A series of "additional theorems" have turned out to be necessary; hopefully, these results are of some interest in themselves. 5. Π + (respectively, Π − ) is the closed half-plane {z : z ∈ C, Im z ≥ 0} (respectively, {z : z ∈ C, Im z ≤ 0}), with the point at infinity adjoined.
6. E is the unit matrix. 7. Z is the set of integers. marks the end of a proof. §1. Introduction
Here we consider the factorization problem for (n × n)-matrices M (t) the entries of which are functions of a parameter t ∈ R 1 . For a theoretical problem of mathematical physics, success in its solution is often related with an adequate choice of the function spaces where the corresponding constructions are performed. There is a good reason to say that one of such spaces is represented by the Lipschitz classes 1 with exponent α (0 < α < 1), and also the classes of vectors and matrices with Lipschitz components. We turn to the definitions. We write f (t) ∈ Lip α(R 1 ), and say that f (t) is a Lipschitz function on the closed line.
2 The same definition of the Lipschitz property on the closed line was used by Gakhov (see, e.g., [10, Chapter 1, §4]) if on any segment |t| ≤ B we have
Here const does not depend on t , t . For |t| ≥ B 1 = const > 0, we require that
(B and B 1 may be arbitrary positive constants). Let D be the segment |t| ≤ B or the exterior of the interval (−B, +B), i.e., D = {t : |t| ≥ B}. Then the relation f ∈ Lip α(D) means (1.1) in the first case and (1.2) in the second. We shall also need Lipschitz functions f (t) defined for complex t. Let D be the closure of some domain lying in
If the components of a vector ϕ or a matrix M belong to Lip α(D), then we say that ϕ or M are Lipschitz on D, and write ϕ ∈ Lip α(D)) or M ∈ Lip α(D). Obviously, the matrices that are Lipschitz on D form a ring, and on this ring we can introduce a norm.
Relation (1.2) implies that, for real t, the function f (t) has limits as t → +∞ and as t → −∞, and that these limits coincide and
≥ B}, then the limit of f (t) at infinity exists as well, and
where the remainder term O(|t| −α ) admits an estimate uniform in arg t. With obvious modifications, the above properties of Lipschitz functions carry over to the Lipschitz vectors and matrices. Now, we state the main result of the paper. Let F be the class of matrices M (t) ∈ Lip α(R 1 ) such that det M (t) = 0; in particular, det M (∞) = 0. The main result of the paper is the proof of the fact that any matrix in F is factorizable. More precisely, the following statement is true.
Theorem 1.1. Any M ∈ F admits a representation in the form
Here K ± ∈ F and
The matrix K + (respectively, K − ) extends analytically to the half-plane Π + (respectively, Π − ), and for the corresponding extensions we have
The representation (1.3), (1.4) is called the left factorization of the matrix M (t). The existence of the right factorization is proved similarly:
Here Ξ r has the form (1.4) with, in general, some other κ s and K r ± ∈ F. Formulas (1.3) and (1.4) serve as a starting point for the proof of the following important statement.
In the case of a right factorization, for the sum of the indices we have the same Muskhelishvili formula:
It is of interest to note that, for n = 1, in the scalar (rather than matrix) case, it is known that the factorization of M (t) ∈ F can be found explicitly. These explicit expressions lead to a formula of the form (1.3), where the K ± belong to the same function classes as indicated in Theorem 1.1.
In what follows, it is assumed throughout that 0 < α < 1. The case of α = 1 is specific: almost all statements and proofs require modification in this case. In order not to overload our presentation, we restrict ourselves to the case of 0 < α < 1. §2. Deduction of the basic integral equation
First, we consider the relationship between the homogeneous Riemann problem and factorization.
By the homogeneous Riemann problem on R 1 we mean the problem of finding a piecewise holomorphic vector ϕ(z),
such that in the half-planes Π ± the vector-valued functions are regular. 4 Moreover, it is assumed that the functions ϕ ± (z) have limit values on the real axis R 1 and that these limit values satisfy the linear relation
where M (t) is a nonsingular matrix whose entries are functions of t ∈ R 1 . If problem (2.1) has n linearly independent solutions, then we can construct matrices Φ + and Φ − the columns of which are composed of the components of the solutions ϕ ± of the Riemann problem. Obviously,
Since the columns of the matrix Φ − (t) are linearly independent, this matrix is invertible, and we can rewrite (2.2) in the form
arriving at a factorization of the matrix M (t). Of course, the formal arguments outlined here need specification, which will be done later, but already now we can conclude that the factorization problem reduces to the study of linearly independent solutions of the Riemann problem (2.1).
It turns out that the general plan of the investigation of problem (2.1), which was suggested long ago by Plemelj for the case of a finite contour, works also in our case, where the contour coincides with the real line, but the unboundedness of the contour complicates the study greatly at all steps. Now we make the setting of problem (2.1) more precise. In what follows, it is assumed throughout that M ∈ F and M (∞) = E. As to ϕ(z), we assume that the functions ϕ(z) are regular in Π ± , the limit values as Im z → ±0 exist and belong to Lip α(R 1 ), and
Here γ is a constant vector (γ is the same for Π + and for Π − , which agrees with the fact that M (∞) = E). The estimate O(|z| −α ) is uniform in arg z. Equation (2.1) shows that, in order to find ϕ + (t), it suffices to determine ϕ − (t); this allows us to deduce the equation only for ϕ − (t). In essence, the corresponding arguments repeat, for the case of R 1 , the deduction of a similar equation in the case of a finite contour (see also [1] ).
The condition that ϕ − (t) ∈ Lip α(R 1 ) is the boundary value on R 1 of a vector holomorphic in Π − and equal to γ at infinity (see (2.4)), is equivalent (see ( [7, Chapter 1, §4] ) to the relation
Identity (2.5) is a consequence of the Cauchy integral formula and the Sokhotskiȋ formulas for the limit values of a Cauchy type integral. The integral in (2.5) is understood in the principal value sense. A similar condition for ϕ + (t) = M (t)ϕ − (t) has the form
Identities (2.5) and (2.6) take the form
We apply the matrix (M (t)) −1 to both sides of (2.8) and add the resulting identity to (2.7). As a result, we obtain the desired integral equation for ϕ
• :
If the matrix M (t) satisfies the conditions imposed in the Introduction, then equation (2.10) turns out to be Fredholm. The formulations and proofs of the theorems that follow are to a great extent influenced by the fact that we deal with an infinite contour.
Theorem 2.1. Let m(t) be an (n × n)-matrix belonging to the class F, and let
Then the integral operator
(All Fredholm integral operators occurring in the paper have kernels of the form (2.11); by the norm of a vector ϕ(t) = {ϕ 1 (t), . . . , ϕ n (t)} one can mean 
K(t, s)Ψ(s) ds + F (t),
where
, and as t → ∞ we have Ψ(t) = O(|t| −α ). 
K(t, s)Ψ(s) ds,
where K(t, s) is a kernel of the form (2.11), and Ψ(t) ∈ L p , where p is an arbitrary number exceeding 1, then Ψ(t) = 1 t Ψ 1 (t), where Ψ 1 is a function Lipschitz at infinity:
We shall also need the following statement.
Theorem 2.5. Let ω(t) ∈ Lip α(R), let ω(∞) = 0, and let f (z) be the Cauchy integral
Proof. Observe that the components of the vector f (t) = M (t)γ − γ belong to Lip α(R 1 ), 0 < α < 1, and vanish at infinity. In [9, Chapter 1] it is proved that the Cauchy integral with such a density belongs to Lip α(R 1 ) and admits an estimate of order O(|t| −α ) at infinity, and Theorem 2.5 follows. 
Formulas (2.7) and (2. 
The problem of finding ψ ± (t) satisfying (3.3) will be called the problem accompanying problem (1.2) (see [7, Chapter 1]).
The above considerations lead to the following statement. 
where T denotes transposition; when possible, our notation is as in [7] . Consider the Riemann problem "allied" to problem (1.2) (see [7, Chapter 1]):
with the matrix (M T ) −1 contragredient to the matrix M ; then the problem accompanying (3.5) has the form
The integral equation corresponding to problem (3.6) coincides with (3.4). Now we prove the following important statement. Proof. By Theorem 3.1, which is applicable in the case under consideration, the solutions of equation (3.4) extend analytically to the upper half-plane. At infinity, the ψ ± (t) will be of order of 
where f γ (t) is as in (2.9), converges, because the ψ ± (t) are of order
tends to E at infinity. The integral (3.7) can be rewritten as follows:
The integral on the right is equal to zero, because ψ − (t) extends analytically to Π − and is of order O( 1 z ) at infinity, and the function f γ (t) also admits extension and is of order O(|z| −α ) at infinity.
If the conditions of Theorems 3.1 and 3.2 are fulfilled, then, as in [7] , we let the vector γ take the values e 1 = (1, 0, . . . , 0) , e 2 = (0, 1, . . . , 0) , . . . , e n = (0, 0, . . . , 1).
The general solution of the homogeneous Riemann problem has the form
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Here the δ j are arbitrary coefficients, and m < ∞, because the ϕ j , j > n, correspond to solutions of a homogeneous Fredholm equation, and the number of such linearly independent solutions is finite. §4. Generalization of formula (3.9) In this section, our aim is to generalize formula (3.9) to cover the case where ϕ(z) can have a pole at the point −i. We start with a lemma.
Lemma. There exists s such that any root of a solution of (2.1) belonging to Lip α(Π ± ), 0 < α < 1, has order at most s. The order of the root at infinity also does not exceed s.
The proof does not differ from the case of a finite contour (see [7] ).
Let ϕ(z) be a solution of the Riemann problem (2.1) that belongs to Lip α(Π + ), 0 < α < 1, and is Lipschitz in Π − with the point −i removed. The latter means that, for any neighborhood σ of the point −i, the function ϕ(z) belongs to Lip α(Π\σ), 0 < α < 1. Next, assume that the order 5 r at the point −i of the function ϕ(z) is at least −d (d is a "large" number). Thus, ϕ(z) can have a pole of order not exceeding d,
We introduce the piecewise holomorphic vector
This vector solves problem (2.1) with the matrix M (t) replaced by M (t)(
If ϕ * (z) ∈ Lip α(Π ± ), 0 < α < 1, is a solution of (4.2), then the corresponding vector ϕ(z) is a solution of (2.1) such that it belongs to Lip α(Π − ), is Lipschitz in Π − with the point −i removed, and has order r ≥ −d at this point.
If d is sufficiently large, then the Riemann problem (4.2) satisfies the conditions of both Theorems 3.1 and 3.2. Indeed, the problem accompanying (4.2) has the form
Should this problem have a solution in Lip α(Π ± ), the solution ψ + (t) = M (t) −1 ψ − (t) of the problem accompanying (2.1) would have a root of order at least d, which is impossible for sufficiently large d and ψ ≡ 0. Similarly, for sufficiently large d the solution of class Lip α(Π ± ) of the problem
which is allied to (4.2), would give rise to a solution of problem (3.5) that has a zero of order at least d at the point −i. For sufficiently large d this is impossible if ϕ * − (t) ≡ 0. Thus, the integral equation of the form (2.10) that corresponds to (4.2) is solvable for any vector γ = const, and the solution of it leads to a solution of (4.2). We arrive at the desired generalization of formula (3.9): all solutions ϕ(z) of the Riemann problem (2.1)
, and the order of ϕ − at the point −i is at least d, are representable in the form (3.9):
5 Following the existing tradition, we say that ϕ(z) has order r ∈ Z at a point z 0 if the ratio . Formula (4.4) will serve as a starting point for the construction of a canonical system of solutions of the Riemann problem (2.1). Precisely this system of n solutions entails the desired factorization of the matrix M (t). §5. Canonical system of solutions of the Riemann problem Now everything is ready for the proof of the existence of a canonical system of solutions, in accordance with Plemelj's plan. The plan is reproduced almost exactly, but the role of the point z = ∞ now is played by the point −i.
We pass to constructing a canonical system. Suppose that a nonzero vector χ 1 (z) belongs to Lip α(Π + ) and is Lipschits in Π − with the point −i removed, and assume that the order of χ 1 (z) is the maximal possible. Since the possible orders are bounded from above, such a vector χ 1 (z) exists. We shall construct a canonical system of solutions Lipschitz in Π ± (without the point −i) by induction. We already have the vector χ 1 (z). Suppose that χ 1 (z), χ 2 (z), . . . , χ k (z) have already been constructed. For the role of χ k+1 (z) we take a vector of maximal order at the point −i among all solutions of the form (4.4) not expressible linearly in terms of
where p j ( 
We substitute (5.3) in (5.2). The determinant ∆ can be represented as a linear combination of determinants of the form
. . , j n take values from 1 to k) with polynomial coefficients. All determinants (5.4) are equal to zero, because any collection of length n formed by k < n numbers must have repetitions, i.e., each determinant (5.4) must have at least two equal columns. We arrive at a contradiction, and this shows that the collection of vectors (χ 1 , χ 2 , . . . , χ n ) can be constructed. This collection is the desired canonical system.
It is important to note that none of the vectors χ j can have a zero at a point c ∈ Π ± , c = −i. Indeed, if c / ∈ R 1 , then, multiplying χ j by z+i z−c , we see that the order of χ j at the point −i is not maximal. The case of c ∈ R 1 is more difficult and can be settled by the methods of [7] . So, χ j (z) = 0 for z ∈ Π + ∪ Π − \(−i). At infinity, χ j (z) has a finite limit distinct from zero. Denote by −κ j the order of χ j at the point −i; then
Let Φ + (respectively, Φ − ) be the matrix the columns of which are the vectors χ j + (respectively, χ j − ). Obviously, on the real line we have
The columns of the matrix MΦ − (z) are the vectorsχ j (z), z ∈ Π − (see (5.5)). It is not hard to check (see [7] ) that detΦ − = 0 and det Φ + = 0 (in particular, at z = ∞). Then (5.9) implies immediately that
Formula (5.10) differs from (1.3) only in notation. This completes the proof of Theorem 1.1.
Appendix 1
The proof of Theorem 2.1 is based on the well-known statement that the norm limit of compact operators is a compact operator. 1
• . In this connection, we introduce the function
where A is a "large" positive number. The kernel
of the integral operator (2.12) splits into the sum of four terms:
Accordingly, the integral operator K splits into the sum
The operator K 1A is compact because any integral operator with a weakly singular kernel is compact on any L p , p > 1. In its turn, the latter fact follows, e.g., from theorems about integrals of potential type proved in [10, 11, Chapter 1, § §4, 6] . The compactness of K is a consequence of the fact that, as A → +∞, the operators K 2A , K 3A , and K 4A tend to zero in norm. We shall prove this with the help of a series of estimates.
2
• . We check that
Since m(t) ∈ Lip α(R 1 ), we arrive at the estimate (A 1 .6) |ψ 
Substituting s = |t|s , we estimate the last-written integral:
We pass to the estimation of |ψ
Interchanging the order of integration and estimating the inner integral as in (A 1 .8) , namely,
which shows that K 4A tends to zero as A → +∞. 3
• . Our next step is to show that
First, assume that |t| > 1. Then
This integral can be estimated as before: 
A similar (and stronger) estimate can be proved easily for the integral
• . We turn to the estimation of K 3A . As before, we put |ψ
We estimateψ
(It is easy to control the integral over the segment |s| ≤ 1.) As above, we obtain the inequality
Further arguments, similar to those at step 3
• , lead to the estimate
completing the proof of the fact that the integral operator K is compact.
Appendix 2. Proofs of Theorems 2.3 and 2.4 1
• . We start with Theorem 2.3. Recall that Ψ = KΨ+λ. We estimate |KΨ|, assuming that |t| ≤ B (B is an arbitrary fixed positive number):
For |t| ≤ B we have
Since (1 − α)p < 1 whenever pα > 1, the integral |s|≤2B K(t, s) p ds is bounded uniformly for |t| ≤ B, whence so is the integral |s|>2B K(t, s) p ds. Thus, the function Ψ(t) is bounded on any finite interval.
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We shall need the estimate
in this integral we change the variables s = |t|s :
If p α < 1, then the integral in (A 2 .6) is uniformly bounded, and if p α = 1, then it admits an estimate of order O(|t| ε ) (with ε arbitrarily small) and also an estimate of order O(|t| αp −1 ). So, for p α > 1, we obtain
We substitute (A 2 .7) in (A 2 .1). Since |Ψ| is bounded if |t| ≤ const, we arrive at an inequality valid for |t| > B 2 :
(A 2 .8)
where β is equal to 1, or α +
Observe that for p α < 1 we have α + 1 p < 1. If β < 1, then, after one or several iterations, we can replace (A 2 .9) with a relation of the form (A 2 .10)
Actually, the substitution of λ(t), or of another function belonging to Lip α(R 1 ) and vanishing at t = ∞, into the integral operator R 1 K(t, s)(· · · ) ds, results in a function again belonging to ∈ Lip α(R 1 ) and vanishing at t = ∞, and the quantity 
• . Now we show that Ψ(t) ∈ Lip α (|t| ≤ B), where 0 < α < α, i.e., Ψ(t) belongs to Lip α on any finite interval.
Let |t| ≤ B. In the integral R 1 K(t, s)Ψ(s) ds, we split the domain of integration into two sets: |s| ≤ 4B and |s| > 4B. Then
K(t, s)Ψ(s) ds + λ(t).
The second and third terms belong to Lip α(|t| ≤ B 
K(t, s)Ψ(s) ds
Since the function m −1 (t) is Lipschitz, it suffices to estimate the quantity (A 2 .14)
Obviously, 
is estimated similarly. The estimate is also of the form O(|∆t| α ). We turn to the integral
We have (A 2 .17)
Since (m(t) − m(s)) ≤ const |t − s| α , the function Ψ(s) is bounded, and |t − s| ≥ 3|∆t|, it follows that the integral of the second term admits an estimate of order O(|∆t| α ). The integral of the first term is estimated as follows:
where ε > 0 is arbitrarily small. Thus, we have proved that Ψ(t) is Lipschitz with exponent 0 < α < α on any finite segment. 5
• . We show that Ψ(t) ∈ Lip α(|t| ≤ B). It suffices to prove that the integral in (A 2 .18) is bounded. We have shown that Ψ(t) is Lipschitz on any finite interval, but with exponent α < α. This allows us to estimate the integral mentioned above, because
Here the first integral on the right is bounded because Ψ(t) is Lipschitz, while the second can be calculated explicitly, and its boundedness is established easily. 6
• . For the proof of Theorem 2.4 it remains to check that Ψ(t) is Lipschitz for |t| > B (B is an arbitrary positive number). For this, we introduce two real cut-off functions η and η 1 = 1 − η continuously differentiable on R and such that
. Then the integral R 1 K(t, s)Ψ(s) ds can be written as a sum:
Obviously, the integral |s|≤ 
whereΨ(t) is Lipschitz for |t| > B, which follows immediately from the form of K(t, s).
The integral equation takes the form
Lemma 1. If m is sufficiently large and |t| ≥
t , where
The proof reduces, first, to the estimate
, valid for large m and obtained by consecutive estimates in the spirit of those at the beginning of this Appendix. Next, in the integral
After that, estimates similar to those in Subsection 5 • show that the function K m+2 λ 1 possesses the required properties. 7
• . Now we put
It is easily seen that
, and
Passing in this equation to the variables s = 
we arrive at an equation on the finite segment |s | ≤
4
B with a Lipschitz right-hand side and with a kernel of the form
in the class of functions bounded on the segment |t | ≤ 
We recall that the functions Ψ m (t ) and K • ). Therefore, 
K(t, s)Ψ(s) ds,
we let η and η 1 be the cut-off functions introduced in Subsection 6
• . Again, we split R 1 into a sum:
This leads to the identity
where 
(The notation is as in Subsection 7
• , and ε is equal to +1 or −1.) Since equation (A 2 .22) may only have Lipschitz solutions, we have
Thus, the desired expression for Ψ(t) is proved (see the statement of Theorem 2.4). 9
• . It remains to show that Ψ ∈ L p (R 1 ) with αp > 1 . This follows from the fact that, for αp < 1, the equation implies that Ψ is integrable with a larger exponent q * > p. If αq * > 1, we arrive at the desired statement. If αq * ≤ 1, then this process should be repeated; as a result, Ψ will be integrable with an exponent Q such that αQ > 1. We pass to the corresponding arguments.
Let B be an arbitrary positive constant, and let |t| ≤ B. 
Collecting the estimates of Ψ(t) obtained in Subsections 9
• and 10 • , we arrive at the desired result:
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