I. INTRODUCTION
Crystalline silicon is an important semiconductor material for a wide variety of applications, ranging from microelectronics and generation of electricity with solar cells to sensors for imaging methods or fundamental physical research. Many of these applications make use of the absorption or transmission of light within silicon and require a precise knowledge of the absorption coefficient. The determination of the absorption coefficient of crystalline silicon is thus an ongoing subject of research since 1955. However, almost all of the published studies investigate the absorption coefficient only in a part of the wavelength range being of interest for a specific application. Moreover, different measurement methods were used. A comparison of literature data shows deviations of up to ±30% between the different data sets, as visualized in Fig. 1 . It is unclear whether the deviations are only due to the specific properties of the investigated samples or whether they originate from systematic deviations or uncertainties due to the different measurement approaches. The accuracy of the literature data cannot be assessed since measurement uncertainties have not been determined systematically or, as for the major part of the studies, have not been indicated at all. This lack of information casts doubt on the accuracy of combined data sets which have been calculated from different sources. Moreover, only incomplete information about the properties of the samples a Electronic mail: c.schinke@isfh.de The top graph shows the ratio of the data compared to the most recent data by Green. 32 as well as measurement conditions such as sample temperature, doping concentration, thickness or surface roughness is found in most of the studies. Unfortunately, for the older works the data are not available in tabulated form. Digitizing the data adds an additional uncertainty of unknown extent. This paper aims at resolving the discrepancies found in the literature. For this purpose, measurements of the coefficient of band-to-band absorption of crystalline silicon are carried out using spectroscopic ellipsometry, measurements of reflectance and transmittance, spectrally resolved measurements of luminescence emission and measurements of the spectral responsivity of silicon solar cells. Together, these methods cover the wavelength range from 250 to 1450 nm. The measurements are carried out under well defined laboratory conditions. For each method, a systematic measurement uncertainty analysis is carried out. The analysis is based on an extensive characterization of the measurement setups and follows the Guide to the expression of uncertainty in measurement (GUM). 37 The resulting absorption coefficient data are consolidated by intercomparison of measurement results obtained at different institutions and using different measurement methods. In order to ensure usability of the results, tabulated data are given in this paper and also provided in digital form.
The paper starts with a brief review of the theoretical background of the applied measurement approaches. Afterwards, the measurement setups and samples are described and the measurement uncertainty analysis is outlined. The fourth part of the paper discusses the need of corrections for free carrier absorption and the calculation of a combined data set from the results of the different measurements.
II. METHODOLOGY

A. Definition of the absorption coefficient
Absorption of light in crystalline silicon is isotropic. The fundamental absorption process in the ultraviolet, visible and near-infrared spectral range (wavelengths below 1100 nm) is the inter-band absorption where electrons from the valence band are excited into the conduction band. For photon Schinke et al.
AIP Advances 5, 067168 (2015) energies above 3.4 eV, direct transitions are possible. 7 For lower photon energies, indirect transitions occur by the absorption or emission of phonons. In the following, this process will be referred to as band-to-band absorption. Photons may also be absorbed by either intra-band or band-impurity absorption. Intra-band absorption is caused by the excitation of an electron within the conduction band into a state of higher energy within the same band. This absorption process (also known as free carrier absorption, FCA) is often termed parasitic absorption as it does not generate additional free charge carriers but may hamper the functionality of electronic devices such as solar cells or photodiodes. Band-impurity absorption denotes the excitation of an electron within the conduction band into a state within the band gap which is induced by an impurity. The transition can occur from the impurity state to the conduction band as well. Band-impurity absorption occurs at low photon energies and does not interfere with band-to-band absorption. It is therefore not considered further in this paper. The absorption coefficient α is defined by the relation
where the z-axis points in the direction of the photon flux Φ and λ is the photon wavelength. It contains both band-to-band and free carrier absorption, i.e.,
The solution of Eq. (1) is the common Lambert-Beer absorption law,
where Φ 0 denotes the initial photon flux density.
B. Principle of measurements
Spectroscopic ellipsometry
Ellipsometric measurements determine the change in the degree of polarization of light that undergoes a reflection at a surface. Specifically, a change ∆ in phase difference between the parallel and perpendicular components of the incoming and outgoing light wave is measured, as well as a parameter Ψ which relates to the ratio of the reflection coefficients for the parallel and perpendicular components of the light wave. The spectroscopic ellipsometer used in this work measures both Ψ and ∆ as a function of wavelength λ and the angle of incidence γ. The complex index of refraction is obtained from the measured polarization data by fitting with a suitable optical model for the layer stack. The fit is carried out separately for each wavelength. The extinction coefficient κ(λ), which forms the imaginary part of the complex index of refraction, is related to the absorption coefficient by
In order to obtain smooth, Kramers-Kronig consistent data curves, a dispersion relation can be fitted to the discrete values of Ψ and ∆ obtained for each wavelength. The fit can be extended to longer wavelengths by also taking transmittance data into account. This fit curve is referred to as function fit in the following and represents the dielectric function. Further details on ellipsometric measurements are found in the standard literature, e.g., Ref. 38 . The method is applicable in the wavelength range where the extinction coefficient is large enough to be measured. For silicon, this corresponds to wavelengths below approximately 950 nm. 
and
In the latter equations, R s denotes the surface reflectance and W the thickness of the sample. The absorption coefficient is given by
where
Equations (5) through (8) follow from taking an infinite number of internal reflections into account, using the limit value of the infinite geometric series 39 and solving the system of equations for α.
Note that these equations refer to perpendicular incidence of light. Using the relations for the experimental determination of the absorption coefficient requires to collect all reflected/transmitted light.
Spectrally resolved luminescence measurements
Luminescence emission originates from the radiative recombination of electrons and holes within the sample. The emitted luminescence photon flux per wavelength interval and surface area Φ(λ) is given by [40] [41] [42] 
where f esc is the luminescence photon escape probability and r ph is the spectral photon generation rate per wavelength interval. r ph is defined by the generalized Planck radiation law for luminescence 43 and depends on the absorption coefficient α. It can be shown 31 that under typical luminescence measurement conditions, Eq. (9) can be approximated by
where c is the speed of light, n Si is the refractive index of silicon, µ ph is the chemical potential of the photons (given by the splitting of the quasi-Fermi levels), h is the Planck constant, k is the Boltzmann constant, T is the sample temperature and f esc is the luminescence photon escape probability. The latter equation shows that the coefficient of band-to-band absorption is proportional to the luminescence spectrum. In two special cases, the relation between the absorption coefficient and the luminescence spectrum simplifies: 23 a) If the charge carrier concentration within the sample is homogenous, µ ph is independent of z and the luminescence spectrum becomes proportional to the absorptance of the sample. b) If the absorption coefficient is small, f esc is independent of z and the luminescence spectrum becomes proportional to the absorption coefficient. For wafer samples as used in this work, the second approximation holds for wavelengths above 1200 nm. In both cases, only relative luminescence intensities need to be measured. However, the determination of the scaling factor requires previously determined absolute values of the absorptance or absorption coefficient, respectively.
Spectral responsivity measurements
The spectral responsivity SR(λ) of a photodiode or solar cell at wavelength λ is defined as short circuit current per incident intensity of light. From the spectral responsivity, the external quantum efficiency EQE is calculated via
where q is the elementary charge. By an optical reciprocity theorem optical reciprocity theorem, 44 the EQE and consequently the SR are connected to the electroluminescence photon flux Φ EL of the device by 42
where Ω is the solid angle into which the photons are emitted, V is the junction voltage, V T = kT/q is the thermal voltage and
Electroluminescence spectrum and SR can thus be transformed vice versa and the same theory as for the determination of the absorption coefficient from luminescence spectra (see section II B 3) applies to SR data.
C. Systematic uncertainty analysis
The measurement uncertainty analysis carried out in this work is based on the Guide to the Expression of Uncertainty in Measurement 37 (GUM). The GUM is the international standard for the systematic evaluation of measurement uncertainties. This section briefly summarizes the terminology and methodology used in this publication. For a definition of metrological terminology, the reader is referred to Ref. 45. In many experiments, a measurand Y is not measured directly but calculated from other quantities X i whose values are determined in the experiment. The process equation describes the functional relationship
between the input quantities X i and the output quantity Y . The values of the quantities are denoted by the corresponding lowercase letters, i.e., y and x i . The uncertainty of a measured value is given by its probability distribution function, as visualized in Fig. 2 . Recurrent probability distribution functions are the normal (gaussian) distribution, the rectangular distribution and the triangular distribution. These distributions are visualized in Fig. 2 .
The combined standard uncertainty u c ( y) of the output quantity is the positive square root of the combined variance of the output quantity. The level of confidence (also called coverage probability) for a given uncertainty indicates the probability that a measurement will yield a result which deviates from the expectation value of the measurement by not more than the specified uncertainty. The expanded uncertainty U for a desired level of confidence is obtained by multiplication of u with a coverage factor k:
The value of k for a given level of confidence is determined by the distribution function of the quantity. For a normal distribution, the combined standard uncertainty corresponds to a confidence level of approximately 68 %. The expanded uncertainty for a k = 2, which is used throughout this publication, corresponds to a coverage probability of approximately 95 %. The equality of two measurement results x 1 and x 2 with respect to their uncertainty is assessed quantitatively by calculating the E n -number which is used in international key comparisons as a criterion for measurement compatibility. 46 In Eq. (16), k is the coverage factor defined above which must be equal for both measurements. In this publication, compatibility is accepted if
holds, which means that the difference between the two measurement results, |x 1 − x 2 |, is smaller than the expanded uncertainty of this difference for k = 2,
III. MEASURING THE ABSORPTION COEFFICIENT
The measurements presented in this publication are carried out at ISFH as well as the PTB. Figure 3 shows an overview of the measurements with respect to wavelength and method. The following paragraphs provide information about the samples, the measurement setups and the data evaluation procedures.
A. Spectroscopic ellipsometry
Spectroscopic ellipsometry is carried out in the wavelength range from 250 to 930 nm on a front side chemo-mechanically polished monocrystalline Czochralski grown p-type silicon wafer sample with a resistivity of 5 Ωcm and a thickness of 1284 µm. The rear surface is optically rough. After polishing, the sample is RCA cleaned. The sample temperature is (295 ± 1) K. The measurements are carried out with a commercially available M-2000 UI (rotating compensator) ellipsometer manufactured by J. A. Woolam Co., Inc. This instrument is equipped with two detectors (Si and InGaAs) and allows for measurements within the wavelength range from 240 to 1700 nm. The sample is illuminated with white light from a halogen lamp, which is spectrally decomposed after interaction with the sample by a diffraction grating. The instrument is calibrated with respect to wavelength and polarization using the standard procedure recommended by the manufacturer. The acquisition and evaluation of the measured data is performed using the software WVASE32 47 provided by the manufacturer. The evaluation procedure consists of fitting the measured data (Ψ and ∆) with an optical model of the layer stack. This fit is performed separately for each wavelength. Figure 4 shows the measured data (Ψ and ∆, represented by the markers) and the model fit (visualized by the corresponding lines) for the different angles of incidence γ (60 • , 65 • , 70 • , 75 • and 80 • ).
The optical model used for the evaluation of the data assumes a planar silicon slab of thickness W which is covered by a thin layer of silicon oxide of thickness W SiO 2 (which is of the order of a few nm). The oxide layer is assumed since the samples are handled in air and the formation of an oxide layer cannot be prevented. 48 The optical constants of SiO 2 are retrieved from the optical constants database included in WVASE32. These data are denoted as Thermal SiO 2 optical constants (Herzinger, 2008) and are similar to, but not identical with, data published by Herzinger et al. in 1998. 30 The oxide thickness is determined from a fit of the data at wavelengths between 1200 and 1400 nm, where the absorptance of the silicon bulk is approximatly zero. The model further assumes that no light is reflected at the rear surface of the sample (which is equal to the assumption that only light which is reflected at the front surface of the sample is collected by the detector). This assumption is justified within the wavelength range analyzed by ellipsometric measurements. The evaluation of the absorption coefficient from measured data of Ψ and ∆ involves a fitting procedure. Therefore, uncertainties of Ψ and ∆ cannot simply be propagated into the uncertainty of the absorption coefficient by using the analytical approach described in section II C. A Monte-Carlo simulation (MC simulation) as described in the GUM [Ref. 37 , supplement 1] is a numerical approach for solving this task. Basically, it consists of many recalculations of the output quantity. On each iteration, all input quantities are randomly varied according to their probability distribution and a specific value of the output quantity is obtained. By calculation of the average and standard deviation of the output quantity, its value and uncertainty are determined. The Monte-Carlo approach has the advantage that it does not require an analytical process equation, which is not available in case of fitting algorithms.
The uncertainty analysis includes the following contributions: Uncertainties determined from repeated measurements of Ψ and ∆, uncertainty due to the optical properties of SiO 2 , wavelength accuracy, spectral bandwidth, angle of incidence, alignment of optical components, nonlinearities of the detector or depolarization of light by the sample and reproducibility. The software WVASE32 is not capable of conducting such an analysis. The Monte-Carlo simulation is thus realized by generating the simulated (randomly varied) input data Ψ exp and ∆ exp in Excel, loading the data into WVASE32, executing the fit procedure in WVASE32 and exporting the resulting n and κ data to Excel again, where the standard deviations for n and κ are finally calculated. This procedure is quite slow. For this reason, the simulation is terminated after 10000 iterations, which corresponds to about five days of calculation time on a standard desktop computer.
The resulting data for the coefficient of band-to-band absorption and its uncertainty are shown in rel. at 900 nm. The main reason for this is a decreasing signal-to-noise ratio, which results from the increasing ratio of real and imaginary part of the complex index of refraction. The dash-dotted line shows a function fit performed in WVASE32, which is extended into the infrared region by also taking transmittance data into account. The fit function consists of 5 Tauc-Lorentz oscillators and 2 gaussian shaped osciallators. 47, 49 For comparison, the data obtained from RT measurements (see next section) is also shown. The function fit slightly deviates from the RT data around 930 nm. In order to obtain a better agreement with the accurate RT data, a Tauc parametrization 50 of the data using α = [ β (hc/λ − E G )] 2 is performed in the wavelength range from 650 to 1050 nm and visualized by the solid red line. The expression is fitted to the data considering the uncertainty of the data as fit weights. The quantities β and E G are free fit parameters, h represents the Planck constant and c is the speed of light. The uncertainty of the parametrization (red dotted line) is taken equal to the uncertainty of the data at 650 nm and 930 nm (the latter being given by the uncertainty of the RT data) and linearly interpolated inbetween. Hence, by combining ellipsometry and RT measurements, the uncertainty of the absorption coefficient above 650 nm is reduced.
B. Reflectance / Transmittance measurements
Reflectance/transmittance measurements are carried out on double side chemo-mechanically polished monocrystalline Czochralski grown p-type silicon wafers (supplied by Siltronic and Figure 7 exemplary visualizes the uncertainty budget for the transmittance measurement using sample RT-B at 1050 and 1250 nm. The graph shows the relative contributions to the overall uncertainty of the measurand (each contribution is normalized to the overall uncertainty). It can be seen that in the wavelength range where the transmittance is not saturated, significant uncertainty contributions result from the spectral bandwidth of the monochromatic light, the accuracy of the wavelength calibration and measurement noise. However, decreasing the spectral bandwidth would result in an even lower signal-to-noise ratio and would thereby not decrease the overall uncertainty. However, the uncertainty of the data is generally small (≤ 1% rel. for most wavelengths).
Beside the measurements at ISFH, RT measurements are also carried out at PTB on samples from the same wafers. In these investigations, reflectance is determined by a combination of the results obtained with a VW-method in a commercial Varian Cary 6000i spectrophotometer as well as by applying a special setup with increased angle of acceptance in the primary national reference system for spectral reflectance. Figure 8 shows the absorption coefficient following from these measurements. All data are in agreement with respect to the uncertainty of the data. This is seen from the top graph, visualizing the E n number. E n is smaller than unity, which means that deviations between the data are explained by their uncertainty. Moreover, the figure shows that the uncertainty of the absorption coefficient determined from RT measurements increases strongly beyond 1150 nm. If RT data are used for the scaling of luminescence data as described in the next section, the scaling should thus be performed in the wavelength range below 1150 nm.
C. Spectrally resolved luminescence measurements
Spectrally resolved electroluminescence (EL) measurements are carried out in the wavelength range from 1100 to 1250 nm on specially designed lab-type solar cells with an area of 2 × 2 cm 2 . These solar cells, made of p-type Czochralski grown silicon with a thickness of (711 ± 2) µm and a resistivity of 2.5 Ωcm, feature a chemo-mechanically polished front and rear surface. The surface metallization is achieved by evaporating a 10 µm thick layer of aluminium on the rear side and a grid structure (also 10 µm thick aluminium) on the front side. The solar cells do not have a back surface field nor an antireflection coating in order to preserve the polished surfaces. Additionally, a reference sample without front surface metallization is available, as well as a reference sample which is not metallized and where the emitter diffusion is applied to both sides of the sample. The reference samples are required for the experimental determination of surface reflectances and FCA in the emitter. Spectrally resolved photoluminescence (PL) measurements are carried out in the wavelength range from 1200 to 1450 nm on double side textured samples with an area of 3 × 3 cm 2 from the same wafers as for the RT measurements. The samples for PL are electrically passivated on both sides by 15 nm thick layers of atomic-layer-deposited Al 2 O 3 . The surface passivation increases the ratio of radiative and non-radiative recombination. The absorptance of the passivation layer is below 0.00001%, so that its presence does not affect the determination of the absorption coefficient. The sample temperature is (295 ± 0.5) K for all EL/PL measurements.
The measurements presented in this work are carried out using a commercially available scanning spectrometer system (InstrumentSystems Spectro 320 R5) which is equipped with a single monochromator and an InGaAs detector. The system is in-house calibrated in our ISO 17025 certified test center with respect to wavelength and irradiance against a mercury vapor lamp and a standard halogen lamp traceable to the PTB, respectively. The sample is placed on a temperature controlled sample stage and its temperature is continuously monitored by a PT1000 temperature sensor attached to the front surface of the sample. The luminescence emission is collected perpendicular from above and transmitted into the spectrometer by a multi-core fiber cable equipped with a diffuser head. PL emission is excited by laser illumination from above. The laser emits light at a center wavelength of 808 nm. Underground illumination at other wavelengths is filtered out by an optical bandpass filter. The laser spot is widened by an array of micro lenses and homogeneously illuminates an area of 5 × 5 cm 2 with an intensity of about 70 mW/cm 2 . The lateral irradiance variation is below 10 % rel. The sample stage is a black anodized brass plate with a reflectance of below 10 % within the wavelength range of interest. Raytracing simulations show that the presence of the brass plate does not affect the shape of the luminescence spectrum and thus does not affect the determination of the absorption coefficient. EL emission is excited by attaching a power supply and contacting the front busbar of the solar cell with Kelvin probes. The rear contact is made by the sample stage (a brass plate in case of EL measurements). Since the solar cells feature a rear surface metalization, the reflectance of the brass plate is irrelevant. The brass plate contains an additional PT1000 temperature sensor which is attached to the rear surface of the solar cell.
PL measurements on planar (double side polished) wafer samples show a dependence of the shape of the luminescence spectrum on the distance between the sample and the detector, as shown in Fig. 9 . The top graph shows EL spectra of a planar solar cell (see section III), the bottom graph shows PL spectra of planar and textured wafers. All data are normalized to maximum. The dependence on the detection distance is not expected from theory and is not yet understood. It might eventually originate from luminescence emission from the edges of the sample. Another possibility is stray light from the excitation laser. This assumption is supported by the finding that the effect is neither observed for EL measurements nor for PL measurements on textured wafers, as shown in Fig. 9 . Nevertheless, PL measurements on planar wafers introduce potential uncertainties for the determination of the absorption coefficient. For this reason, EL data are used from 1100 to 1250 nm. Above 1200 nm, PL data from a textured wafer are also taken into account. The wavelength range below 1100 nm is covered by RT data. FIG. 9 . EL/PL measurements with perpendicular detection at different distances between sample and detector. All data are normalized to maximum. The EL measurements feature a lower SNR than the PL measurements, especially at increased distances.
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Schinke et al. Figure 10 shows the measured EL and PL spectra (markers) and the relative uncertainty of the data (corresponding dotted lines). For comparison, the spectra are normalized to maximum. The uncertainty analysis for the luminescence measurements includes contributions due to repeatability of the measurements, spectral bandwidth, wavelength accuracy, drift of the detector's dark signal, nonlinearities of the detector regarding the irradiance, spectral stray light, long-term reproducibility and the uncertainty of the standard lamp calibration at the PTB. Figure 11 exemplary shows the uncertainty budget for the EL measurement on the planar solar cell at 1140 and 1200 nm. Since the planar solar cell features a fully metallized rear surface, the absorptance of the silicon bulk A Si cannot be measured directly. Therefore, it is determined using RT measurements on a reference FIG. 11 . Uncertainty budget for an exemplary EL measurement at 1140 and 1200 nm. The graph shows the relative contributions to the overall uncertainty of the measurand. sample without surface metallization and the absorption coefficient data resulting from the RT measurements. The scaling factor C scale for the EL data Φ is obtained as a weighted average over the data in the wavelength range from 1100 to 1140 nm, the weights being given by the uncertainty of the data:
with
and 1100 nm ≤ λ i ≤ 1140 nm. The relative uncertainty of the C i is of the order of 5%. Due to the small wavelength range used for scaling, the C i are assumed to be fully correlated. According to the GUM, the uncertainty of C scale then is
The relative uncertainty u(C scale ) of the scaling factor is 2.8%. The scaled luminescence data are obtained by multiplication with the scaling factor, Φ scaled = Φ × C scale . From the scaled data, the absorption coefficient follows from the relation between the absorptance A of a planar sample and the absorption coefficient α,
where R f and R b denote the reflectance of front and rear surface, respectively. The PL data are then scaled to the values of the absorption coefficient from EL in the wavelength range from 1200 to 1250 nm using the procedure described above for calculating the scaling factor. The scaling procedure is described in more detail in Ref. 52 . The resulting absorption coefficient data are shown in Fig. 13 together with the results of the spectral responsivity measurements outlined in the next section.
D. Spectral responsivity measurements
For the measurements of spectral responsivity (SR), different samples are used. Industrial p-type silicon solar cells, cut down to an area of 2 × 2 cm 2 , are used for SR measurements in the wavelength range from 1200 to 1320 nm. The polished lab solar cells described in the preceeding section are also used for SR measurements in the wavelength range from 1100 to 1250 nm. The sample temperature is (295 ± 0.5) K for all SR measurements. The measurements presented in this work are carried out at the PTB. The measurement setup and the uncertainty analysis are described in Refs. 53 and 54. Figure 12 shows the EQE following from these measurements. The circles represent the EQE data, the corresponding crosses indicate the relative uncertainty of the data. The dashed/dotted lines represent guides to the eye. The resulting absorption coefficient data are shown in Fig. 13 together with the results of the EL/PL measurements. The top graph shows the E n number for the data. All data agree with respect to their uncertainty, which is reflected by E n < 1 for all wavelengths. This also provides experimental evidence for the underlying reciprocity theorem. 44
IV. COMBINING THE DATA
It is desirable to combine the data presented in the preceding section into one set of data. The standard approach for combining different measurements of the same quantity is the calculation of a weighted average, the weights being given by the inverse squared uncertainty of the single measurement results. The uncertainty of the weighted average is usually calculated as the inverse sum of these weights, based on the assumption that the single results are uncorrelated. This assumption is questionable, for instance, if different data sets which are to be averaged are obtained using the same measurement setup, as is the case for the RT measurements carried out at ISFH. In case of correlations, the uncertainty of the weighted average would be underestimated. The uncertainty of the combined RT data is therefore calculated following the approach for the incorporation of hidden correlations into the calculation of a weighted average described in Ref. 55 . Luminescence and spectral responsivity data are assumed to be uncorrelated, since different measurement methods and setups are used. For these data, the weighted average is calculated using the standard procedure mentioned above.
In order to obtain the coefficient of band-to-band absorption, corrections for free carrier absorption (FCA) must be considered. Ellipsometry data are available from measurements carried out at ISFH in the wavelength range from 250 to 930 nm. For the samples used in this work, the coefficient of free carrier absorption α fc following from the FCA parametrization in Ref. 56 is below 10 −2 cm −1 in this wavelength range, whereas the absorption coefficient is of the order of 10 2 to 10 6 cm −1 . Hence, α ≈ α bb and corrections for FCA are not applied, since they are of the order of 0.0001 % rel. at most.
Measurements of reflectance and transmittance yield the absorption coefficient α, which contains contributions of both band-to-band absorption and free carrier absorption (FCA). The coefficient of band-to-band absorption is thus given by α bb = α − α fc . In order to determine the coefficient of band-to-band absorption α bb , the FCA parametrization from Ref. 56 is used for a doping concentration of 3 × 10 15 cm −3 , which follows from the resistivity of the samples. The relative correction below 1150 nm, where data from RT measurements is used, is below 2 % and hardly visible on a logarithmic scale. As the accuracy of the FCA parametrization is unknown, the uncertainty of the correction is assumed to equal the correction itself and a rectangular distribution is assumed. The relative uncertainty of α bb is thereby increased by about 0.2 % absolute at 1140 nm.
Luminescence and spectral responsivity measurements are carried out on various planar and textured samples. The measurands (photon flux or short circuit current) are affected by additional absorption due to free charge carriers. The incorporation of FCA into the evaluation of the data depends on the structure and doping concentration of the samples. For PL measurements on planar wafer samples, the impact of FCA is negligible due to the low doping concentration. The EL data requires a correction in the wavelength range below 1165 nm 52 due to FCA in the bulk of the solar cell. FCA in the emitter is taken into account by the experimentally determined rear surface reflectance of the solar cell, which is an effective reflectance and contains additional photon reabsorption due to FCA. Further corrections for FCA in the emitter are thus not necessary. Below 1140 nm, the correction for FCA in the bulk is equal to the correction for the RT data, to which the EL data are scaled. However, a doping concentration of 1.2 × 10 16 cm −3 , which follows from the resistivity of the sample, is used for the calculation. Between 1140 and 1165 nm, the correction cannot be calculated rigorously and is therefore linearly interpolated. Again, the uncertainty of the correction is assumed to equal the correction itself and a rectangular distribution is assumed. The relative correction is below 4.5 % and hardly visible on a logarithmic scale. Due to these corrections, the relative uncertainty of α bb is increased by about 1 % absolute at 1140 nm.
The SR data obtained from the industrial solar cell also requires a correction due to FCA in the emitter and back surface field of the solar cell. Here, FCA leads to a decrease of the short circuit current of the solar cell, which is the measurand. This leads to a variation of the (experimentally determined) scaling factor with respect to wavelength. The correction is calculated by using an analytical model for the charge carrier generation profile adapted from Ref. 57 . Within the wavelength range where data from the industrial (textured) solar cell is available, the correction is of the order of not more than 6%, which is still hardly visible on a logarithmic scale. The correction does not change the relative uncertainty of the data by more than 0.01% absolute.
As a last step, the uncertainty of the absorption coefficient due to the uncertainty of the sample temperature during the measurements must be taken into account. For this purpose, the temperature coefficient
of the absorption coefficient is determined as an average of data following from spectroscopic ellipsometry carried out at ISFH, PL carried out at the ANU and data from Ref. 32 , as shown in Fig. 14. The shaded area represents the standard deviation of the data. Tabulated data for Fig. 14 is given in the appendix (Table II) . The uncertainty contribution due to uncertainty of the sample temperature is estimated by assuming a rectangularly distributed component of width α bb c T ∆T, where ∆T = 1 K for ellipsometry, reflectance and transmittance measurements and ∆T = 0.5 K for luminescence and spectral responsivity measurements, as indicated above. The overall relative uncertainty of the absorption coefficient is thereby increased by not more than 1% absolute. The resulting data including the mentioned FCA corrections is shown in Fig. 15 . Tabulated data are given in the appendix (Table I) and also available as supplemental electronic data for this publication. 58 Figure 16 compares the results to literature data. The bottom graph visualizes the absorption coefficient, the middle graph shows the ratio of the literature data to the data determined FIG. 15 . Final data of the coefficient of band-to-band absorption of crystalline silicon at 295 K and its uncertainty as determined in this work. Tabulated data are given in the appendix (Table I) in this work. The top graph shows the uncertainty of the data (if available). For the data of Green, uncertainty estimates are only specified for three distinct wavelengths (visualized by the dots), the dotted line represents a guide to the eye. Regarding the values of the absorption coefficient, good agreement with the data by Green 32 is found, except for the wavelength range beyond 1200 nm. In this wavelength range, deviations between measured and expected luminescence spectra of silicon samples were reported when using the absorption coefficient data of Green as input for the model. 42, 59 These deviations are resolved by the data obtained in this work. 60 According to Ref. 32 , the absorption coefficient can be transformed to other temperatures T using the relation
where T 0 is the nominal temperature for the absorption coefficient data (295 K for the data in this paper) and
incorporates the temperature coefficient.
V. CONCLUSION
The coefficient of band-to-band absorption of crystalline silicon at 295 K is determined under well defined laboratory conditions in the wavelength range from 250 to 1450 nm by means of spectroscopic ellipsometry, measurements of reflectance and transmittance, spectrally resolved luminescence measurements and spectral responsivity measurements. A systematic measurement uncertainty analysis is carried out for each method, allowing to provide substantiated estimates for the uncertainty of the data. We determine relative uncertainties of 0.4% at 250 nm, 11% at 600 nm, 1.4% at 1000 nm, 12% at 1200 nm and 180% at 1450 nm. Data obtained at ISFH and PTB are compared and the agreement of the data with respect to their uncertainty is shown quantitatively. It is shown that the uncertainty of the absorption coefficient is mostly dominated by measurement noise resulting from a low signal-to-noise ratio. The latter is a consequence of the variation of the absorption coefficient over 13 orders of magnitude in the wavelength range analyzed. Moreover, it is shown that photoluminescence measurements on planar (polished) wafer samples introduce potential uncertainties for the determination of the absorption coefficient in the wavelength range from about 1100 to 1250 nm. For this reason, electroluminescence data are used in this wavelength range. The deviations to literature data are of the order of up to 30% relative and can only partly be explained by the uncertainty of the data determined in this work. This points towards systematic effects as the origin of the deviations.
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