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Abstract In this paper we derive, by means of Γ -convergence, the shallow
shell models starting from non linear three dimensional elasticity. We use the
approach analogous to the one for shells and plates. We start from the min-
imization formulation of the general three dimensional elastic body which is
subjected to normal volume forces and free boundary conditions and do not
presuppose any constitutional behavior. To derive the model we need to pro-
pose how is the order of magnitudes of the external loads related to the thick-
ness of the body h as well as the order of the ”geometry” of the shallow shell.
We analyze the situation when the external normal forces are of order hα,
where α > 2. For α = 3 we obtain the Marguerre-von Ka´rma´n model and for
α > 3 the linearized Marguerre-von Ka´rma´n model. For α ∈ (2, 3) we are able
to obtain only the lower bound for the Γ -limit. This is analogous to the recent
results for the ordinary shell models.
Keywords Marguerre-von Ka´rma´n model · Gamma convergence · shallow
shell · asymptotic analysis
Mathematics Subject Classification (2000) 74K20 · 74K25
1 Introduction
The study of thin structures is the subject of numerous works in the theory of
elasticity. Many authors have proposed two-dimensional shell and plate models
and we come to the problem of their justification. There is a vast literature on
the subject of plates and shells and some also devoted to shallow shells (see [1,
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2]). The expression shallow shell means that the curvature of the mean surface
is also small with respect to the sizes of the mean surface.
The derivation and justification of the lower dimensional models, equi-
librium and dynamic, of rods, curved rods, plates, shells, shallow shells in
linearized elasticity by using formal asymptotic expansion is well established
(see [1,3] and the references therein). In all these approaches one starts from
the equations of three-dimensional linearized elasticity and then via formal
asymptotic expansion justify the lower dimensional models. One can also ob-
tain the convergence results. Complete asymptotic (with higher order terms)
for linear shallow shells and the influence of boundary conditions (boundary
layer) is discussed in [4].
Formal asymptotic expansion is also applied to derive non linear models
of plates and shells (see [1,3] and the references therein), starting from three-
dimensional isotropic elasticity (usually Saint-Venant-Kirchoff material). Hi-
erarchy of the models is obtained, depending on the boundary conditions and
the order of the external loads related to the thickness of the body h (see also
[5] for plates). Formal asymptotic expansion is also applied to derive non linear
shallow shell models (see [1,6,7]). It turns out that the asymptotic analysis of
the equations of shallow shells closely follows that of a plate. If we assumed
that the order of the normal external loads behaves like h3, we would ob-
tain Marguerre-von Ka´rma´n equations. Influence of different lateral boundary
conditions on the model is also discussed (see [8,9]).
However, formal asymptotic expansion does not provide us a convergence
result. The first convergence result, in deriving lower dimensional models from
three-dimensional non linear elasticity, is obtained applying Γ -convergence,
very powerful tool introduced by Degiorgi (see [10,11]). Using Γ -convergence,
membrane plate and membrane shell models are obtained (see [12,13]). It is
assumed that the external loads are of order h0. The obtained models are
different from those ones obtained by the formal asymptotic expansion, at
least for some specific deformations (compression).
Recently, hierarchy of models of plates and shells is obtained via Γ - con-
vergence (see [14,15,16,17,18]). Influence of the boundary conditions and the
order and the type of the external loads is largely discussed (see [15,19]). Let
us mention that Γ -convergence results provide us the convergence of the global
minimizers of the energy functional. Recently, compensated compactness ar-
guments are used to obtain the convergence of the stationary points of the
energy functional (see [20,21]).
Here we apply the tools developed for plates and ordinary shells to ob-
tain shallow shell models by Γ -convergence. It is assumed that we have free
boundary conditions and that the external loads are normal forces with order
α greater than 2. The main result is given in Theorem 5. For the normal vol-
ume forces of order α = 3 we obtain Marguerre-von Ka´rma´n equations and
for the order α > 3 we obtain linearized Marguerre-von Ka´rma´n equations.
Thus we have also justified linearized theory from three-dimensional non linear
elasticity postulating only the smallness of the forces. We do not presuppose
any constitutional behavior of the material.
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In the situations when we have specific geometry of the shallow shell (devel-
opable surface) we are also able to obtain the model for α ∈ (2, 3). Otherwise,
greater influence of the geometry of the shallow shell is expected (see Remark
5).
Throughout the paper A¯ or {A}− denotes the closure of the set. By a
domain we call a bounded open set with Lipschitz boundary. I denotes the
identity matrix, by SO(3) we denote the rotations in R3 and by so(3) the set
of antisymmetric matrices 3×3. x′ stands for (x1, x2). e1, e2, e3 are the vectors
of the canonical base in R3. By id we denote the identity mapping id(x) = x.
By ∇h we denote ∇h = ∇e1,e2 + 1h∇e3 . → denotes the strong convergence
and⇀ the weak convergence. We suppose that the Greek indices α, β take the
values in the set {1, 2} while the Latin indices i, j take the values in the set
{1, 2, 3}.
2 Setting up the problem
We consider a three-dimensional elastic shell occupying in its reference con-
figuration the set {Ωˆh}−, where Ωˆh = Θh(Ωh), Ωh = ω × (−h, h), ω is a
domain in R2 and the mapping Θh : {Ωˆh}− → R3 is given by
Θh(xh) = (x1, x2, θ
h(x1, x2)) + x
h
3a
h
3 (x1, x2)
for all xh = (x′, xh3 ) ∈ Ω¯h, where ah3 is a unit normal vector to the middle
surface Θh(ω) of the shell. We assume that θh = fhθ, where θ ∈ C2(ω¯),
limh→0 fh = 0, fh > 0. Using that assumption we can conclude that at each
point of the surface ω¯ the vector ah3 is given by
ah3 = (α
h)−1/2(−fh∂1θ,−fh∂2θ, 1),
where
αh = (fh)2|∂1θ|2 + (fh)2|∂2θ|2 + 1.
By inverse function theorem it can be easily seen that for h ≤ h0 small enough
Θh is a C1 diffeomorphism (the global injectivity can be proved by adapted
compactness argument, see [3, Thm 3.1-1] for the ordinary shell). The following
theorem is easy to prove and is a direct consequence of Theorem 3.3-1., page
219, 220 in [1].
Theorem 1 Let the function θh be such that
θh(x1, x2) = f
hθ(x1, x2), for all (x1, x2) ∈ ω¯,
where θ ∈ C2(ω¯) is independent of h. Then there exists h0 = h0(θ) > 0 such
that the Jacobian matrix ∇Θh(xh) is invertible for all xh ∈ Ω¯h and all h ≤ h0.
Also there exists C > 0 such that for h ≤ h0 we have
det∇Θh = 1 + (fh)2δh(xh), (2.1)
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and
∇Θh(xh) = I− fhC(x′) + max{(fh)2, h(fh)}Rh1 (xh), (2.2)
(∇Θh(xh))−1 = I+ fhC(x′) + max{(fh)2, h(fh)}Rh2 (xh), (2.3)
‖(∇Θh)− I‖L∞(Ωh;R3×3), ‖(∇Θh)−1 − I‖L∞(Ωh;R3×3) < Cfh, (2.4)∥∥∥∥∥ 1hfh ∇Θh(x′, xh3 + hs)−∇Θh(x′, xh3 )s
∥∥∥∥∥
L∞
≤ C, (2.5)
where
C(x′) =
 0 0 ∂1θ(x′)0 0 ∂2θ(x′)
−∂1θ(x′) −∂2θ(x′) 0
 (2.6)
and δh : Ω¯h → R, Rhk : Ω¯h → R3×3, k = 1, 2 are functions which satisfy
sup
0<h≤h0
max
xh∈Ω¯h
|δh(xh)| ≤ C0, sup
0<h≤h0
max
i,j
max
xh∈Ω¯h
|Rhk,ij(xh)| ≤ C0, k = 1, 2,
for some constant C0 > 0.
Proof. It is easy to see (see also [1, p.220])
(∇Θh(xh))11 = 1− f
h
2
xh3 (α
h(x′))−3/2(2αh(x′)∂11θ(x′)
−∂1αh(x′)∂1θ(x′)), (2.7)
(∇Θh(xh))12 = −f
h
2
xh3 (α
h(x′)−3/2(2αh(x′)∂12θ − ∂2αh(x′)∂1θ(x′)),(2.8)
(∇Θh(xh))13 = −fh(αh(x′))−1/2∂1θ(x′), (2.9)
(∇Θh(xh))21 = −f
h
2
xh3 (α
h(x′))−3/2(2αh(x′)∂12θ(x′)
−∂1αh(x′)∂2θ(x′)), (2.10)
(∇Θh(xh))22 = 1− f
h
2
xh3 (α
h(x′))−3/2(2αh(x′)∂22θ(x′)
−∂2αh(x′)∂2θ(x′)), (2.11)
(∇Θh(xh))23 = −fh(αh(x′))−1/2∂2θ(x′), (2.12)
(∇Θh(xh))31 = fh∂1θ(x′)− x
h
3
2
(αh(x′))−3/2∂1αh(x′), (2.13)
(∇Θh(xh))32 = fh∂2θ(x′)− x
h
3
2
(αh(x′))−3/2∂2αh(x′), (2.14)
(∇Θh(xh))33 = (αh(x′))−1/2. (2.15)
Everything is already proved in [1], except the relation (2.5), which is an easy
consequence of the relations (2.7)-(2.15).
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The starting point of our analysis is the minimization problem for the
shallow shell. The strain energy of the shallow shell is given by
Kh(y) =
ˆ
Ωˆh
W (∇y(x))dx,
where W : M3×3 → [0,+∞] is the stored energy density function. W is Borel
measurable and, as in [14,15,16], supposed to satisfy
i) W is of class C2 in a neighborhood of SO(3);
ii) W is frame-indifferent, i.e., W (F) = W (RF) for every F ∈ R3×3 and
R ∈ SO(3);
iii) W (F) ≥ CW dist2(F, SO(3)), for some CW > 0 and all F ∈ R3×3,
W (F) = 0 if F ∈ SO(3).
By Q3 : R
3×3 → R we denote the quadratic form Q3(F) = D2W (I)(F,F) and
by Q2 : R
2×2 → R the quadratic form,
Q2(G) = min
a∈R3
Q3(G+ a⊗ e3 + e3 ⊗ a), (2.16)
obtained by minimizing over the stretches in the x3 directions. Using ii) and
iii) we conclude that both forms are positive semi-definite (and hence convex),
equal to zero on antisymmetric matrices and depend only on the symmetric
part of the variable matrix, i.e. we have
Q3(G) = Q3(symG), Q2(G) = Q2(symG). (2.17)
Also, from ii) and iii), we can conclude that both forms are positive definite
(and hence strictly convex) on symmetric matrices. For the special case of
isotropic elasticity we have
Q3(F) = 2µ|F+ F
T
2
|2 + λ(trF)2,
Q2(G) = 2µ|G+G
T
2
|2 + 2µλ
2µ+ λ
(trG)2. (2.18)
We suppose that the external loads are dead normal volume loads and thus
we have that the total energy functional is given by
Jh(y) = Kh(y)−
ˆ
Ωˆh
fh3y3,
where fh3 ∈ L2(Ωˆh). We suppose that the body is free at the boundary and the
total energy functional is defined on the space W 1,2(Ω;R3). Since the volume
of physical domain decreases with the order 1 as h→ 0 it is natural to look for
the Γ -limit of the sequence 1hJ
h. In fact, since the model crucially depends on
the assumption how is the order of magnitudes of external loads related to the
thickness of the body (see [14,15,16]), we shall look for the Γ -limit of 1
Eh
1
hJ
h.
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We shall analyze the situations when h−2Eh → 0. For the applied forces we
suppose
1
hα
fh3 ⇀ f3 in L
2(ω), (2.19)
where α > 2. The following questions have to be answered: For given order of
external loads what is the order of the energy functional such that we have
non trivial Γ -limit? How does the limit functional look like? The main result is
given by Theorem 5, where is answered to these questions for special cases of
α. We take the special form of applied forces where the components of the force
in e1 and e2 direction vanish i.e. we suppose f
h
1 = f
h
2 = 0. For the analysis of
the different situation see Remark 7 and Remark 8. Also we assumeˆ
Ωˆh
fh3dx = 0. (2.20)
This means that the force on the body is equal to 0 and is a necessary condition,
since it avoids the absence of a lower bound of the total energy functional
arising from the trivial invariance y → y + const. Firstly, we analyze how
the order of the strain energy affects the limit displacement. Let us denote
Ih := 1hK
h.
3 Γ -convergence
We shall need the following theorem which can be found in [14].
Theorem 2 (on geometric rigidity) Let U ⊂ Rm be a bounded Lipschitz
domain, m ≥ 2. Then there exists a constant C(U) with the following property:
for every v ∈ W 1,2(U ;Rm) there is associated rotation R ∈ SO(m) such that
‖∇v −R‖L2(U) ≤ C(U)‖ dist(∇v, SO(m)‖L2(U). (3.1)
The constant C(U) can be chosen uniformly for a family of domains which are
Bilipschitz equivalent with controlled Lipschitz constants. The constant C(U)
is invariant under dilatations.
In the sequel we suppose h0 ≥ 12 (see Theorem 1). If this was not the case,
what follows could be easily adapted. Let us by P h : Ω → Ωh denote the
map P h(x′, x3) = (x′, 2hx3). In the same way as in [15, Theorem 10] (see also
[18, Lemma 8.1]) we can prove the following theorem. For the adaption we
only need Theorem 3.1 and the facts that C(U) can be chosen uniformly for
Bilipschitz equivalent domains and that the norms ‖∇Θh‖, ‖(∇Θh)−1‖ are
uniformly bounded on Ωh for h ≤ 12 .
Theorem 3 Let ω ⊂ R2 be a domain. Let Θh be as above and let h ≤ 12 . Let
yh ∈ W 1,2(Ωˆh;R3) and
E =
1
h
ˆ
Ωˆh
dist2(∇yh, SO(3))dx.
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Then there exist maps Rh : ω → SO(3) and R˜h : ω → R3×3, with |R˜h| ≤ C,
R˜h ∈W 1,2(ω,R3×3) such that
‖(∇yh) ◦Θh ◦ P h −Rh‖L2(Ω) ≤ C
√
E, ‖Rh − R˜h‖L2(ω) ≤ C
√
E, (3.2)
‖∇′R˜h‖L2(ω) ≤ Ch−1
√
E, ‖Rh − R˜h‖L∞(ω) ≤ Ch−1
√
E. (3.3)
Moreover there exist a constant rotation Q¯h ∈ SO(3) such that
‖(∇yh) ◦Θh ◦ P h − Q¯h‖L2(Ω) ≤ Ch−1
√
E, (3.4)
and
‖R− Q¯h‖Lp(ω) ≤ Cph−1
√
E, ∀p <∞. (3.5)
Here all constants depend only on S (and on p where indicated) and Ω := Ω1/2.
Remark 1 By (∇yh) ◦Θh ◦ P h we have denoted ∇yh evaluated at the point
Θh(P h(x)). The construction of Rh and R˜h is given in [15]. Since SO(3) is
a smooth manifold there exists a tubular neighborhood U of SO(3) such that
the nearest point projection π : U → SO(3) is smooth. If Eh ≤ δh2 then
we always have R˜h(x′) ∈ U . Hence the map Rhp : S → SO(3), given by
Rhp(x
′) = π(R˜h(x′)), is well defined and in Theorem 3 the map R˜ can be
replaced by the map Rhp . This is already noted in [15].
Remark 2 Since Θ is Bilipschitz map, it can easily be seen that the map y →
y◦Θh is an isomorphism between the spacesW 1,2(Ωh;Rm) andW 1,2(Ωˆh;Rm)
(see e.g. [22]).
To prove Γ -convergence result we need to prove the lower and the upper bound.
3.1 Lower bound
We need the following version of Korn’s inequality which is proved in a stan-
dard way by contradiction.
Lemma 1 Let Ω ⊂ R2 be a Lipschitz domain. Then there exists C(Ω) > 0
such that for an arbitrary u ∈ W 1,2(Ω;R2) we have
‖u‖W 1,2(Ω;R2) ≤ C(Ω)(‖ sym∇u‖L2(Ω;R2)+ |
ˆ
Ω
udx|+ |
ˆ
Ω
(∂2u1−∂1u2)dx|).
(3.6)
Lemma 2 Let yh ∈ W 1,2(Ωˆh;R3) be such that
1
h
ˆ
Ωˆh
dist2(∇yh, SO(3))dx ≤ CEh, (3.7)
lim
h→0
h−2Eh = 0. (3.8)
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Let us also take fh = max{h, h−1
√
Eh}. Then there exists maps Rh ∈
W 1,2(ω, SO(3)) and constants R¯h ∈ SO(3), ch ∈ R3 such that
y˜
h := (R¯h)Tyh − ch
and the in-plane and the out-of-plane displacements
Uh(x′) :=
ˆ 1/2
−1/2
(
(
y˜
h
1 ◦Θh ◦ P h
y˜
h
2 ◦Θh ◦ P h
)
(., x3)− x′)dx3,
V h(x′) :=
ˆ 1/2
−1/2
((y˜h3 ◦Θh ◦ P h)(., x3)− fhθ(.))dx3 (3.9)
satisfy
‖(∇y˜h) ◦Θh ◦ P h −Rh‖L2(Ω) ≤ C
√
Eh, (3.10)
‖Rh − I‖Lp(ω) ≤ Cph−1
√
Eh ∀p <∞, ‖∇′Rh‖L2(ω) ≤ Ch−1
√
Eh. (3.11)
Moreover every subsequence (not relabeled) has its subsequence (also not rela-
beled) such that
vh :=
h√
Eh
V h → v in W 1,2(ω), v ∈W 2,2(ω), (3.12)
uh := min
( h2
Eh
,
1√
Eh
)
Uh ⇀ u in W 1,2(ω;R2), (3.13)
h√
Eh
(Rh − I)→ A in Lq(ω;R3×3), ∀q <∞, (3.14)
h√
Eh
((∇y˜h) ◦Θh ◦ P h − I)→ A in L2(Ω;R3×3) (3.15)
∂3A = 0, A ∈W 1,2(ω;R3×3), (3.16)
A = e3 ⊗∇′v −∇′v ⊗ e3, (3.17)
h2
Eh
sym(Rh − I)→ A
2
2
in L2(Ω;R3×3). (3.18)
Proof. We shall follow the proof of Lemma 13 in [15]. Estimates (3.10) and
(3.11) follow immediately from Theorem 3 and Remark 1 since one can choose
R¯h so that (3.4) holds with Q¯ = I. Using (3.10) and (3.11) we conclude that
‖(∇y˜h) ◦Θh ◦ P h − I‖L2(Ω) ≤ Ch−1
√
Eh. (3.19)
For adapting the proof to the proof of Lemma 13 in [15] it is essential to see
(∇y˜h) ◦Θh ◦ P h = (∇(y˜h ◦Θh) ◦ P h)((∇Θh)−1 ◦ P h)
= ∇h(y˜h ◦Θh ◦ P h)((∇Θh)−1 ◦ P h). (3.20)
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From (3.20) it follows
((∇y˜h) ◦Θh ◦ P h)((∇Θh) ◦ P h) = ∇h(y˜h ◦Θh ◦ P h). (3.21)
Using the fact that ‖∇Θh‖L∞(Ωh) is bounded, (3.19), (3.21) we conclude that
‖∇h(y˜h ◦Θh ◦ P h −Θh ◦ P h)‖L2(Ω) ≤ Ch−1
√
Eh (3.22)
By applying additional constant in-plane rotation of order h−1
√
Eh to y˜h and
Rh we may assume in addition to (3.10) and (3.11) that
ˆ
Ω
((∂2y˜
h
1 ) ◦Θh ◦ P h − (∂1y˜h2 ) ◦Θh ◦ P h)dx = 0. (3.23)
By choosing ch suitably we may also assume that
ˆ
Ω
(y˜h ◦Θh ◦ P h −Θh ◦ P h)dx = 0 (3.24)
From (3.20) it can be easily seen that the following identity is valid
(∇y˜h) ◦Θh ◦ P h − I = (∇h(y˜h ◦Θh ◦ P h −Θh ◦ P h))((∇Θh)−1 ◦ P h − I)
+(∇h(y˜h ◦Θh ◦ P h −Θh ◦ P h)). (3.25)
Using (2.4), (3.22), (3.23), (3.25) we conclude that
|
ˆ
Ω
(∂2(y˜
h
1 ◦Θh◦P h−Θh1 ◦P h)−∂1(y˜h2 ◦Θh◦P h−Θh2 ◦P h))dx| < Cfhh−1
√
Eh.
(3.26)
Let us define Ah = (h/
√
Eh)(Rh − I). From (3.11) we get for a subsequence
Ah ⇀ A in W 1,2(ω;R3×3)
Using the Sobolev embedding we deduce (3.14). Using (3.10) we deduce (3.15).
Since (Rh)TRh = I we have Ah + (Ah)T = −(
√
Eh/h)(Ah)TAh. Hence A+
AT = 0 and after multiplication by h√
Eh
we obtain (3.18) from the strong
convergence of Ah. From (2.4), (3.22) and (3.25) we conclude that
h√
Eh
∇h(y˜h ◦Θh ◦ P h −Θh ◦ P h)→ A in L2(Ω;R3×3). (3.27)
From (3.24), (3.27) and the Poincare inequality we conclude the convergence
in (3.12). Moreover we have ∂iv = A3i for i = 1, 2. Hence v ∈ W 2,2 since
A ∈ W 1,2. Since A is skew-symmetric we immediately have A31 = ∂1v,A32 =
∂2v. If there exists constant C > 0 such that h
4 ≤ CEh, ∀h ≤ h0, we could
multiply (3.10) with h
2
Eh
to conclude for some C > 0
‖ h
2
Eh
sym((∇yh) ◦Θh ◦ P h − I)− h
2
Eh
sym(Rh − I)‖L2(Ω) ≤ C. (3.28)
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Using (3.18) we obtain that there exists C > 0 such that
‖ h
2
Eh
sym((∇yh) ◦Θh ◦ P h − I)‖L2(Ω) ≤ C. (3.29)
Using the identity (3.25) we conclude that there exists C > 0 such that
‖ h
2
Eh
sym(∇h(yh ◦Θh ◦ P h −Θh ◦ P h)‖L2(Ω) ≤ C. (3.30)
From that we conclude that ‖ h2
Eh
sym∇′uh‖L2(ω) is bounded. Using Lemma 1,
(3.24) and (3.26) we have the convergence (3.13). In the situation where there
exists subsequence such that limh→0 h−4Eh = 0 we divide (3.10) with 1√
Eh
to
conclude
‖ 1√
Eh
sym((∇yh) ◦Θh ◦ P h − I)− 1√
Eh
sym(Rh − I)‖L2(Ω) ≤ C. (3.31)
Since for that sequence we have 1√
Eh
≤ C h2Eh we conclude that
‖ 1√
Eh
sym((∇yh) ◦Θh ◦ P h − I)‖L2(Ω) ≤ C.
In the same way as before we conclude that ‖ 1√
Eh
sym∇′uh‖L2(ω) is bounded
from which, again using Lemma 1, (3.24) and (3.26), we conclude convergence
(3.13). It remains to concludeA12 = 0. But this is easy, from (3.13) and (3.27),
using the fact that min{ 1√
Eh
, h
2
Eh }
√
Eh
h →∞ as h→ 0.
Lemma 3 Under the assumptions of Lemma 2 we can also conclude that
min
( h2
Eh
,
1√
Eh
)[
(y˜α ◦Θh ◦ P h −Θhα ◦ P h) +
√
Ehx3∂αv
]
⇀ uα,
h√
Eh
(y˜3 ◦Θh ◦ P h −Θh3 ◦ P h)→ v,
all in W 1,2(Ω).
Proof. By the Korn’s inequality and the relations (3.27), (3.30) it is enough
to prove that
ohα := min
( h2
Eh
,
1√
Eh
)[
(y˜α ◦Θh ◦ P h −Θhα ◦ P h −Uhα) +
√
Ehx3∂αv
]
→ 0,
oh3 :=
h√
Eh
(y˜3 ◦Θh ◦ P h −Θh3 ◦ P h − V h)→ 0, (3.32)
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both in L2(Ω). We shall just consider the situation h−4Eh →∞ or h−4Eh →
1. Using Poincare the inequality on each segment {x′} × [− 12 , 12 ], the Cauchy-
Schwartz inequality and (3.27) we conclude
‖ohα‖L2(Ω) ≤ C
h2
Eh
ˆ
ω
‖∂3(y˜hα ◦Θh ◦ P h)(x′, ·)− ∂3(Θh3 ◦ P h)(x′, ·)
−
√
EhAα3‖L2({x′}×[− 1
2
, 1
2
])dx
′
≤ C h
2
√
Eh
∥∥∥∥ h√
Eh
[ 1
h
∂3(y˜
h
3 ◦Θh ◦ P h)−
1
h
∂3(Θ
h
3 ◦ P h)
]
−Aα3
∥∥∥∥
L2(Ω)
→ 0 (3.33)
‖oh3‖L2(Ω) ≤ C
h√
Eh
ˆ
ω
∥∥∥∂3(y˜h3 ◦Θh ◦ P h)(x′, ·)−
−∂3(Θh3 ◦ P h)(x′, ·)
∥∥∥
L2({x′}×[− 1
2
, 1
2
])
dx′
≤ Ch h√
Eh
∥∥∥∥ 1h∂3(y˜h3 ◦Θh ◦ P h)− 1h∂3(Θh3 ◦ P h)
∥∥∥∥
L2(Ω)
→ 0. (3.34)
Lemma 4 Consider yh : Ωˆh → R3, Rh : ω → SO(3) and Eh > 0 and set
uh := min
( h2
Eh
,
1√
Eh
) ˆ 1/2
−1/2
(
(
yh1 ◦Θh ◦ P h
yh2 ◦Θh ◦ P h
)
(., x3)− x′)dx3,
vh :=
h√
Eh
ˆ 1/2
−1/2
((yh3 ◦Θh ◦ P h)(., x3)− fhθ(.))dx3.
Suppose that we have a subsequence of yh such that
lim
h→0
h−2Eh = 0, (3.35)
‖(∇yh) ◦Θh ◦ P h −Rh‖L2(Ω) ≤ C
√
Eh, (3.36)
uh ⇀ u in W 1,2(ω;R2), vh → v in W 1,2(ω), v ∈ W 2,2(ω). (3.37)
Then
h√
Eh
(Rh − I)→ A = e3 ⊗∇′v −∇′v ⊗ e3 in L2(ω;R3×3), (3.38)
and
Gh :=
(Rh)T ((∇yh) ◦Θh ◦ P h)− I√
Eh
⇀ G in L2(Ω;R3×3). (3.39)
and the 2× 2 sub-matrix G′′ given by G′′αβ = Gαβ for 1 ≤ α, β ≤ 2 satisfies
G′′(x′, x3) =G0(x′) + x3G1(x′), (3.40)
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where
G1 = −(∇′)2v. (3.41)
Moreover
∇′u+ (∇′u)T +∇′v ⊗∇′v +∇′v ⊗∇′θ +∇′θ ⊗∇′v = 0, if h−4Eh →∞,
(3.42)
symG0 =
1
2
(∇′u+(∇′u)T+∇′v⊗∇′v+∇′v⊗∇′θ+∇′θ⊗∇′v), if h−4Eh → 1,
(3.43)
symG0 =
1
2
(∇′u+(∇′u)T +∇′v⊗∇′θ+∇′θ⊗∇′v), if h−4Eh → 0. (3.44)
Proof. We follow the proof of Lemma 15 in [15]. We first assume (3.38)
(for the special sequence coming from Lemma 2 we know this anyhow) and
establish the main assertion, namely the representation formula for G. Using
the identity 2 sym(Q− I) = −(Q− I)T (Q− I) which holds for all Q ∈ SO(3)
we immediately deduce from (3.38) that
h2
Eh
sym(Rh − I) → A
2
2
= −1
2
(
∇′v ⊗∇′v + |∇′v|2e3 ⊗ e3
)
in L1(ω). (3.45)
By the assumptionGh is bounded in L2, thus a subsequence converges weakly.
To show that the limit matrix G′′ is affine in x3 we consider the difference
quotients
Hh(x′, x3) = s−1[Gh(x′, x3 + s)−Gh(x′, x3)]. (3.46)
By multiplying the definition of Gh with Rh and using (3.21) we obtain for
α, β ∈ {1, 2}
(RhHh)αβ =
1
s
√
Eh
[∇h(yh ◦Θh ◦ P h)(x′, x3 + s)−
−∇h(yh ◦Θh ◦ P h)(x′, x3)]αβ
+
1
s
√
Eh
[
((∇yh) ◦Θh ◦ P h)(x′, x3 + s) ·
·
(
I− ((∇Θh) ◦ P h)(x′, x3 + s)
) ]
αβ
− 1
s
√
Eh
[
((∇yh) ◦Θh ◦ P h)(x′, x3) ·
·
(
I− ((∇Θh) ◦ P h)(x′, x3)
) ]
αβ
=
1
s
√
Eh
[
(∇h(yh ◦Θh ◦ P h −Θh ◦ P h)(x′, x3 + s)−
−∇h(yh ◦Θh ◦ P h −Θh ◦ P h)(x′, x3)
]
αβ
+
1
s
√
Eh
[
((∇yh) ◦Θh ◦ P h)(x′, x3 + s)−
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−Rh(x′))
(
I− ((∇Θh) ◦ P h)(x′, x3 + s)
) ]
αβ
− 1
s
√
Eh
[
((∇yh) ◦Θh ◦ P h)(x′, x3)
−Rh(x′))
(
I− ((∇Θh) ◦ P h)(x′, x3)
) ]
αβ
− 1
s
√
Eh
[
(Rh(x′)− I)((∇Θh) ◦ P h)(x′, x3 + s)−
−((∇Θh) ◦ P h)(x′, x3)
]
αβ
. (3.47)
For the first term in (3.47) we obtain
1
s
√
Eh
[(∇h(yh ◦Θh ◦ P h −Θh ◦ P h)(x′, x3 + s)
−∇h(yh ◦Θh ◦ P h −Θh ◦ P h)(x′, x3))]αβ
=
h√
Eh
∂β
(1
s
ˆ s
0
1
h
∂3(y
h ◦Θh ◦ P h −Θh ◦ P h)α
)
. (3.48)
From (3.36) and (3.38) we conclude
h√
Eh
((∇yh) ◦Θh ◦ P h − I)→ A in L2(Ω;R3×3). (3.49)
From that, using that ‖∇Θh − I‖L∞(Ωh) → 0 and (3.21), we easily conclude
that
h√
Eh
∇h(y˜h ◦Θh ◦ P h −Θh ◦ P h)→ A in L2(Ω;R3×3). (3.50)
Using (3.50) we conclude that the first term in (3.47) converges weakly in
W−1,2(ω× (−1, 1− s)) to Aα3,β(x′) = −v,αβ(x′). By using (2.4), (2.5), (3.36)
and (3.38) we conclude that the all the rest converges to 0 in L2(ω×(−1, 1−s)).
Since we have Rh → I boundedly a.e. and Hh ⇀ H in L2 we thus obtain
Hαβ(x
′, x3) = −v,αβ(x′). From that we conclude that G′′ is affine in x3 and
that G1 has the form given in lemma. In order to prove formula for G0 it
suffices to study
Gh0 (x
′) =
ˆ 1
2
− 1
2
Gh(x′, x3)dx3.
We have for α, β ∈ {1, 2}
(Gh)αβ(x
′, x3) =
((∇′yh) ◦Θh ◦ P h − I)αβ√
Eh
− (R
h − I)αβ√
Eh
+
[
(Rh − I)T (∇y
h) ◦Θh ◦ P h −Rh√
Eh
]
αβ
. (3.51)
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In the case h−4Eh → 1 using (2.2) , the identity (3.25), (3.50) and the con-
vergence of uh we have
sym[
ˆ 1/2
−1/2
((∇′yh) ◦Θh ◦ P h − I)√
Eh
dx3]αβ ⇀ sym[∇′u+AC]αβ , (3.52)
in L2(ω). Using the convergence (3.45) we easily conclude
(symGh0 )αβ ⇀
[
sym∇′u+ sym(AC) − A
2
2
]
αβ
in L2(ω). (3.53)
From (3.53) we easily deduce (3.43). To derive (3.42) let us observe that in
the case h−4Eh →∞ we have fh = h−1
√
Eh. Multiplying (3.51) by h2/
√
Eh
(→ 0) we conclude
h2
Eh
[sym
ˆ 1/2
−1/2
((∇′yh)◦Θh◦P h−I)dx3]αβ−sym[ h
2
Eh
(Rh−I)]αβ → 0 in L1(ω).
(3.54)
Using again (2.2) , the identity (3.25) and the convergence of uh we have
h2
Eh
[sym
ˆ 1/2
−1/2
((∇′yh) ◦Θh ◦ P h − I)dx3]αβ ⇀ sym[∇′u+AC]αβ in L2(ω).
(3.55)
Using the convergence (3.45) we conclude (3.42). (3.44) can be concluded in the
similar way from (3.51). It remains to prove (3.38). Since Rh is independent
of x3 we have for i, j ∈ {1, 2, 3}
(Rh−I)ij =
ˆ 1/2
−1/2
(Rh−(∇yh)◦Θh◦P h)ijdx3+
ˆ 1/2
−1/2
((∇yh)◦Θh◦P h−I)ijdx3.
(3.56)
By using (2.4), the relation (3.25) and the convergence (3.37) we conclude for
α, β ∈ {1, 2}
‖
ˆ 1/2
−1/2
((∇yh)◦Θh ◦P h− I)αβdx3‖L2(ω) ≤ C(h−1
√
Ehfh+max{
√
Eh,
Eh
h2
}).
(3.57)
From (3.56) and (3.57), by using (3.36), we conclude
h√
Eh
(Rh − I)αβ → 0 in L2(ω). (3.58)
In the same way, by using (2.4), the relation (3.25), (3.36) and the convergence
(3.37), we conclude for β ∈ {1, 2}
‖
ˆ 1/2
−1/2
((∇yh) ◦Θh ◦ P h − I)3βdx3 − (h−1
√
Eh)∂βv‖L2(ω)
≤ C(h−1
√
Ehfh +max{
√
Eh,
Eh
h2
}).
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In the same way as for (3.58) we conclude
h√
Eh
(Rh − I)3β → ∂βv in L2(ω). (3.59)
Using the fact that Rh takes the values in SO(3) we deduce that ‖Rhβ3‖L2(ω) ≤
C
√
Eh/h. To get control on Rh33 we use the fact that for Q ∈ SO(3) we have
|1−Q33| = | detQ−Q33| ≤ C
2∑
α,β=1
|(Q− I)αβ |+ C(|Q13Q31|+ |Q23Q32|).
From this, using the generalized convergence theorem (with L2 convergent ma-
jorant rather than constant majorant), we easily deduce that (h/
√
Eh(Rh33 −
1) → 0 in L2(ω). To control Rh13 we use the fact that the first and third row
of Rh are orthogonal. This yields
|Rh13 +Rh31| ≤ C(|Rh11 − 1|+ |Rh33 − 1|+ |Rh12|),
and together with (3.58), (3.59) and the convergence of Rh33 this gives the
desired convergence for Rh13. The same argument applies to R
h
23 and this
finishes the proof.
By IMvK and ILMvK we denote the functionals
IMvK(u, v) =
ˆ
ω
(1
2
Q2(
1
2
(∇′u+ (∇′u)T +∇′v ⊗∇′v +∇′v ⊗∇′θ
+∇′θ ⊗∇′v) + 1
24
Q2((∇′)2v)
)
dx′, (3.60)
ILMvK(u, v) =
ˆ
ω
(1
2
Q2(
1
2
(∇′u+ (∇′u)T +∇′v ⊗∇′θ +∇′θ ⊗∇′v)
+
1
24
Q2((∇′)2v)
)
dx′, (3.61)
defined on the space W 1,2(ω;R2)×W 2,2(ω).
Remark 3 The term∇′u+(∇′u)T+∇′v⊗∇′v+∇′v⊗∇′θ+∇′θ⊗∇′v measures
the change of the metric tensor (which is of the second order), while the term
(∇′)2v measures the curvature tensor change (which is of the first order) of
the deformation ϕ(x′) =
(
x′ + (fh)2u(x′)
fh(v + θ)(x′)
)
with respect to the deformation
ϕ0(x
′) =
(
x′
fhθ(x′)
)
. To see this let us calculate
(∇′ϕ)T∇′ϕ =
[(
I
0
)
+
(
(fh)2∇′u
fh∇′(v + θ)(x′)
)]T [( I
0
)
+
(
(fh)2∇′u
fh∇′(v + θ)(x′)
)]
= I+ (fh)2(∇′u+ (∇′u)T +∇′(v + θ)⊗∇′(v + θ)) +O((fh)4)
= (∇′ϕ0)T∇′ϕ0 + (fh)2(∇′u+ (∇′u)T +∇′v ⊗∇′v +∇′v ⊗∇′θ
+∇′θ ⊗∇′v) +O((fh)4).
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The same explanation goes in the situations when h−4Eh → 0 when the term
∇′v ⊗ ∇′v disappears. To analyze the change of the curvature we need to
calculate the normals
nϕ = e3 − (fh)∂1(v + θ)e1 − (fh)∂2(v + θ)e2 +O((fh)2),
nϕ0 = e3 − (fh)∂1θe1 − (fh)∂2θe2 +O((fh)2).
Now we have for arbitrary α, β ∈ {1, 2}
∂αβϕ · nϕ = fh(∂αβ(v + θ)) +O((fh)2)
= ∂αβϕ0 · nϕ0 + fh∂αβv +O((fh)2)
Corollary 1 Let Eh,yh,Rh,uh, vh,Gh,G,G′′,G0,G1 be as in Lemma 4.
Then we have the following semi-continuity results.
i) If limh→0 h−4Eh =∞ then
lim inf
h→0
1
Eh
Ih(yh) ≥
ˆ
ω
1
24
Q2((∇′)2v)dx′. (3.62)
ii) If limh→0 h−4Eh = 1 then
lim inf
h→0
1
Eh
Ih(yh) ≥ IMvK(u, v).
iii) If limh→0 h−4Eh = 0 then
lim inf
h→0
1
Eh
Ih(yh) ≥ ILMvK(u, v).
Proof. We shall use the truncation, the Taylor expansion and the weak semi-
continuity argument as in the proof of Corollary 16 in [15]. Let m : [0,∞)→
[0,∞) denote a modulus of continuity of D2W near the identity and consider
the good set Ωh := {x ∈ Ω : |Gh(x)| < h−1}. Its characteristic function χh is
bounded and satisfies χh → 1 a.e. in Ω. Thus we have χhGh ⇀ G in L2(Ω).
By Taylor expansion
1
Eh
χhW (I+
√
EhGh) ≥ 1
2
Q3(χhG
h)−m(h−1
√
Eh)|Gh|2. (3.63)
Using (3.35) and the boundedness of sequenceGh in L2(Ω;R3×3) we conclude
lim inf
h→0
1
Eh
Ih(yh)
= lim inf
h→0
1
Eh
ˆ
Ω
W ((Rh)T ((∇yh) ◦Θh ◦ P h))dx
≥
[1
2
ˆ
Ω
Q3(χhG
h)dx+
1
Eh
ˆ
Ω
(1− χh)W ((∇yh) ◦Θh ◦ P h))dx
]
≥ 1
2
ˆ
Ω
Q3(G)dx ≥ 1
2
ˆ
Ω
Q2(G
′′)dx. (3.64)
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Here we have used the fact that Q3 is a positive semi-definite quadratic form
and therefore the functional v 7→ ´
Ω
Q3(v) is weakly lower semi-continuous in
L2. Now by (3.40) we have
ˆ 1/2
−1/2
Q2(G
′′)(x′, x3)dx3 = Q2(G0(x′)) +
1
12
Q2(G1(x
′)). (3.65)
Together with (3.41), (3.43), (3.44) this implies the claim of the corollary.
3.2 Upper bound
Theorem 4 (optimality of lower bound) If h−4Eh → 1 and if v ∈
W 2,2(ω), u ∈ W 1,2(ω;R2) then there exists a sequence yˆh ∈ W 1,2(Ωˆh;R3)
such that
(∇yˆh) ◦Θh ◦ P h → I in L2(Ω;R3×3), (3.66)
and for Uh, V h defined by (3.9) (where y˜ should be replaced by yˆ) convergence
(3.12)-(3.13) are valid and
lim
h→0
1
Eh
Ih(yˆh) = IMvK(u, v). (3.67)
If h−4Eh → 0 and if v ∈ W 2,2(ω), u ∈ W 1,2(ω;R2) then there exists yˆh such
that the convergence (3.66), (3.12)-(3.13) hold and
lim
h→0
1
Eh
Ih(yˆh) = ILMvK(u, v). (3.68)
Proof. Let us first analyze the situation when h−4Eh → 1 and assume that
u, v are smooth. Then we define
yˆ
h(Θh(x′, xh3 )) = Θ
h(x′, x3) +
(
Eh
h2 u(x
′)√
Eh
h v(x
′)
)
−
√
Eh
h
xh3
 ∂1v(x′)∂2v(x′)
0
+
+
Eh
h2
xh3d
0(x′) +
1
2
√
Eh
h
(xh3 )
2d
1(x′), (3.69)
where d0,d1 : ω → R3 are going to be chosen later. The convergence (3.66) as
well the convergences (3.12)-(3.13) can easily seen to be valid for this sequence.
We also have
∇yˆh∇Θh = ∇Θh +
√
Eh
h
(
0 −(∇′v)T
∇′v 0
)
+
Eh
h2
(∇′u 0
0 0
)
−
√
Eh
h
xh3
(
(∇′)2v 0
0 0
)
+
Eh
h2
d
0 ⊗ e3 +
√
Eh
h
xh3d
1 ⊗ e3
+O(h3). (3.70)
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From (3.70) by using (2.3) we conclude
∇yˆh = I+
√
Eh
h
(
0 −(∇′v)T
∇′v 0
)
+
Eh
h2
(∇′u+∇′v ⊗∇′θ 0
0 0
)
−
√
Eh
h
xh3
(
(∇′)2v 0
0 0
)
+
Eh
h2
d
0 ⊗ e3 +
√
Eh
h
xh3d
1 ⊗ e3
+O(h3). (3.71)
Using the identities (I +A)T (I +A) = I + 2 symA +ATA and (e3 ⊗ a′ −
a′ ⊗ e3)T (e3 ⊗ a′ − a′ ⊗ e3) = a′ ⊗ a′ + |a′|2e3 ⊗ e3 for a′ ∈ R2 we obtain
(∇yˆh)T (∇yˆh) = I+ E
h
h2
[2 sym(∇′u+∇′v ⊗∇′θ) +∇′v ⊗∇′v +
+|∇′v|2e3 ⊗ e3]− 2
√
Eh
h
xh3 (∇′)2v + 2
Eh
h2
sym(d0 ⊗ e3) +
+2
√
Eh
h
xh3 sym(d
1 ⊗ e3) +O(h3). (3.72)
Taking the square root and using the frame indifference of W and the Taylor
expansion we get
(Eh)−1W (∇yˆh) = (Eh)−1W ([(∇yˆh)T∇yˆh]1/2)→ 1
2
Q3(A+ x3B), (3.73)
where
A = sym(∇′u+∇′v ⊗∇′θ) + 1
2
∇′v ⊗∇′v + 1
2
|∇′v|2e3 ⊗ e3 + sym(d0 ⊗ e3),
B = −(∇′)2v + sym(d1 ⊗ e3).
For a symmetric 2×2 matrix A′′ let c = LA′′ ∈ R3 denote the (unique) vector
which realizes the minimum in the definition of Q2. i.e.
Q2(A
′′) = Q3(A′′ + c⊗ e3 + e3 ⊗ c).
Since Q3 is positive definite on symmetric matrices, c is uniquely determined
and the map L is linear. We now take
d0 = −1
2
|∇′v|2e3 + L(sym(∇′u+∇′v ⊗∇′θ) +∇′v ⊗∇′v),
d1 = −2L((∇′)2v).
This finishes the proof of theorem in the situation h−4Eh → 1 and smooth u, v.
For general u, v it suffices to consider smooth approximations uh, vh,d0,h,d1,h
of u, v in W 1,2(ω) i.e. W 2,2(ω;R2). We first choose uh ∈ C∞(ω;R2), vh ∈
C∞(ω) such that ‖uh−u‖W 1,2 < h and ‖vh−v‖W 2,2 < h and |IMvK(uh, vh)−
IMvK(u, v)| < h. For uh, vh we choose yˆh such that
| 1
Eh
Ih(yˆh)− IMvK(uh, vh)| < h.
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Then we have the claim.
In the situation when h−4Eh → 0, for smooth u, v, we define
yˆ
h(Θh(x′, xh3 )) = Θ
h(x′, x3) +
(√
Ehu(x′)√
Eh
h v(x
′)
)
−
√
Eh
h
xh3
∂1v(x′)∂2v(x′)
0
+
+
√
Ehxh3d
0(x′) +
1
2
√
Eh
h
(xh3 )
2d1(x′). (3.74)
In the same way as in the situation h−4Eh → 1 we can define d0, d1 such that
(3.68) is satisfied (the term ∇′v⊗∇′v disappears because it is of the order Ehh2
for which 1√
Eh
Eh
h2 → 0 is satisfied. For non-smooth u, v the argument is the
same as before.
Remark 4 The equality (3.42) can be written in the form
∇′u+ (∇′u)T = ∇′θ ⊗∇′θ −∇′(v + θ)⊗∇′(v + θ). (3.75)
The left hand side is the symmetrized gradient of aW 1,2 function. It is known
fact that, if ω is simply connected, a L2 map e : ω → R2×2sym is the symmetrized
gradient of a W 1,2(ω;R2) function u, i.e.
2e = (∇′u)T +∇′u, (3.76)
if and only if
∂22e11 + ∂11e22 − 2∂12e12 = 0, (3.77)
in the sense of distributions. On the other hand it is easily seen that this
condition on the right hand side implies (see Proposition 30 in [15])
det(∇′)2(v + θ) = det(∇′)2θ. (3.78)
For smooth v this means that the graphs of the functions x′ → (v + θ)(x′),
x′ → θ(x′) have equal Gauss-Kronecker curvature at each point which is a
necessary condition for the existence of an exact isometry between these two
surfaces.
Remark 5 Situation h−2Eh → 0 and limh→0 h−4Eh → ∞ remains uncovered
for the upper bound. There are several reasons for that and they are similar to
the one observed in [15,18,23,24]. In the situation h−3Eh → 0 we need some
additional regularity results (e.g. v ∈W 1,∞(ω)). This can be concluded when
the graph of θ is developable surface i.e. when we have det(∇′)2θ = 0 (see
[15]). The situation h−3Eh > 0 is more complicated. For given v ∈ W 2,2(ω)
we would like to construct the (exact or higher precision-see [24]) isometry
(from the graph of the function x′ → fhθ(x′) to the graph of the function
x′ → fh(v + θ)(x′)) of the form
y¯h : ω → R3, y¯h(x′) =
(
x′ + (fh)2uh(x′)
fh(v + θ)(x′)
)
. (3.79)
20 Igor Velcˇic´
The condition (3.78) is a necessary condition for the existence of isometry, but
not sufficient unless we have special situation det2(∇′θ) = K. In the situation
K = 0 one can construct an exact isometry in the similar way as in [15] (see
also [17]). This can be done under additional (mild) hypothesis that there
exists ǫ > 0 such that h−(2+ǫ)Eh → 0. The construction of an isometry would
go by these steps:
1. it can be seen that there exists the C2(ω¯) isometry between ω¯ and the
graph of fhθ(ω¯) of the form
i(x′) =
(
x′ + (fh)2φh(x′)
fhθ(x′)
)
,
where φh ∈ C2(ω¯) (see the proof of Theorem 25 in [15]).
2. Using this isometry and the one between ω and the graph of fh(v+ θ)(ω),
one can easily construct an isometry between the graph of fhθ(ω) and the
graph of fh(v + θ)(ω).
In the general case, when θ(ω) is not developable surface, in the situations
h−2Eh → 0 and h−3Eh → ∞, stronger influence of the geometry of θ(ω) on
the model is expected (see [24]).
3.3 Convergence theorem
Let fh3 ∈ L2(Ωˆh;R) be given with the property
ˆ
Ωˆh
fh3 = 0,
1
h
√
Eh
fh3 ◦Θh ◦ P h ⇀ f3 in L2(Ω;R). (3.80)
Let mh be the maximized action of force fh3 over all rotations of Ωˆ
h,
mh = max
Q∈SO(3)
ˆ
Ωˆh
fh3 (x)(Qx)3dx, (3.81)
and define
M = {Q¯ ∈ SO(3); r(Q¯) < +∞}, (3.82)
to be the effective domain of the following relaxation functional r : SO(3) →
[0,+∞]
r(Q) = min
{
lim inf
1
hEh
(
mh−
ˆ
Ωˆh
f
h
3 (x)(Q
hx)3dx
)
;Qh ∈ SO(3),Qh → Q
}
.
(3.83)
The setM identifies the candidates for large rotation the body would perform
to reduce its energy (see [18,23]).
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Remark 6 The setM is introduced in [23]. We can conclude (using the uniform
convergence of the functionsQ→ 1
h2
√
Eh
´
Ωˆh
fh3 (x)(Qx)3dx) that
mh
h2
√
Eh
→ m
where
m = max
Q∈SO(3)
ˆ
ω
(ˆ 1/2
−1/2
f3(x
′, x3)dx3
)
(Q
(
x′
0
)
)3dx
′
= max
q2
1
+q2
2
≤1
ˆ
ω
( ˆ 1/2
−1/2
f3(x
′, x3)dx3
)
(q1x1 + q2x2)dx
′.
From that and the definition of M and r it can be concluded that M ⊂M0
where
M0 = {Q¯ ∈ SO(3) :
ˆ
ω
(ˆ 1/2
−1/2
f3(x
′, x3)dx3
)
(Q¯
(
x′
0
)
)3dx
′ = m}.
Since r is lower semi-continuous it can be concluded that M is a nonempty
closed subset ofM0. Since we also have the change of geometry as h→ 0 it can
not be concluded thatM =M0 even under the condition 1
h
√
Eh
fh3 ◦Θh◦P h =
f3 for every h > 0. Let us mention that for every Q¯ ∈ M0 ⊃M we have the
following equality
ˆ
ω
( ˆ 1/2
−1/2
f3(x
′, x3)dx3
)
(Q¯F
(
x′
0
)
)3dx
′ = 0, ∀F ∈ so(3) (3.84)
The equality (3.84) is the consequence of the fact that the differential vanishes
at the extreme points and the fact that so(3) is tangential to SO(3). The
equality (3.84) is the balance of momentum. Since the ”dead loads” f3 are
given on the reference configuration, the shell adjusts its deformation to satisfy
the balance of momentum.
To the total energy functional (defined on the spaceW 1,2(Ωˆh;R3)) we add the
constant and redefine
Jh(yh) = Ih(yh)− 1
h
ˆ
Ωˆh
f
h
3y
h
3 +
mh
h
. (3.85)
The following theorem is the main result.
Theorem 5 (Γ -convergence) Assume h−4Eh → 1 or h−4Eh → 0. Let us
suppose that fh3 ∈ L2(Ωˆh;R) is given and satisfies (3.80). Then:
1. There exists C > 0 such that for every h > 0 we have
0 ≥ inf
{
1
Eh
Jh(yh);yh ∈W 1,2(Ωˆh;R3)
}
≥ −C. (3.86)
2. If yh ∈W 1,2(Ωˆh;R3) is a minimizing sequence of 1
Eh
Jh, that is
lim
h→0
( 1
Eh
Jh(yh)− inf 1
Eh
Jh
)
= 0, (3.87)
then we have that there exists R¯h ∈ SO(3), ch ∈ R such that the sequence
(R¯h,yh) has its subsequence (also not relabeled) with the following property:
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i) For the sequence y˜h := (R¯h)Tyh− ch and Uh, V h defined by (3.9) the
following is valid
vh :=
h√
Eh
V h → v in W 1,2(ω), v ∈W 2,2(ω),
uh := min
( h2
Eh
,
1√
Eh
)
Uh ⇀ u weakly in W 1,2(ω;R2).
Also, any accumulation point R¯ of the sequence Rh belongs to M. More-
over if h−4Eh → 1 then any accumulation point (u, v, R¯) of the sequence
(uh, vh, R¯h) minimizes the functional
J0(u, v, R¯) = IMvK(u, v)−R¯33
ˆ
ω
(ˆ 1/2
−1/2
f3dx3
)
v(x′)dx′+r(R¯), (3.88)
where IMvK is defined in (3.60) and r is defined in (3.83). If h−4Eh → 0
then we have that any accumulation point (u, v, R¯) of the sequence (uh, vh, R¯h)
minimizes the functional
J0L(u, v, R¯) = I
LMvK(u, v)− R¯33
ˆ
ω
(ˆ 1/2
−1/2
f3dx3
)
v(x′)dx′ + r(R¯),
(3.89)
where ILMvK is defined in (3.61).
3. The minimum of the functional J0 i.e. J0L exists in the space W
1,2(ω;R2)×
W 2,2(ω) × SO(3). If yh ∈ W 1,2(Ωˆh;R3) is a minimizing sequence (not
relabeled) of 1
Eh
Jh then we have that
lim
h→0
1
Eh
Jh(yh) = min
u∈W 1,2(ω;R2), v∈W 2,2(ω), R¯∈SO(3)
J0(u, v, R¯), if h−4Eh → 1,
(3.90)
lim
h→0
1
Eh
Jh(yh) = min
u∈W 1,2(ω;R2), v∈W 2,2(ω), R¯∈SO(3)
J0L(u, v, R¯), if h
−4Eh → 0.
(3.91)
Proof. The proof goes in the same direction as the proof of Theorem 2.5. in
[18]. If we take yh = R¯hx where R¯h is chosen such that
mh =
ˆ
Ωˆh
f
h
3 (x)(R¯
hx)3dx,
we see the left inequality in (3.86). Let us now take the minimizing sequence
yh. Using Theorem (3) and the coercivity property of energy density function
we find R¯h ∈ SO(3) such that
‖(∇yh) ◦Θh ◦ P h − R¯h‖L2(Ω;R3×3) ≤ Ch−1
√
Ih(yh). (3.92)
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Taking ch =
´
Ω
yh ◦Θh ◦ P h we conclude, by using Poincare inequality the
boundedness of ∇Θh, (∇Θh)−1, ∇P h that
‖(R¯h)Tyh − ch − id‖L2(Ωˆh;R3) ≤
≤ C 1√
h
‖(R¯h)T (yh ◦Θh ◦ P h)− ch −Θh ◦ P h‖L2(Ω;R3)
≤ C 1√
h
‖(R¯h)T∇(yh ◦Θh ◦ P h)−∇(Θh ◦ P h)‖L2(Ω;R3×3)
≤ C 1√
h
‖(R¯h)T (∇yh) ◦Θh ◦ P h − I‖L2(Ω;R3×3)
≤ C 1√
h
h−1
√
Ih(yh). (3.93)
Using (3.80) we conclude
Ih(yh) = Jh(yh) +
1
h
ˆ
Ωˆh
fh3y
h
3 −
mh
h
= Jh(yh) +
1
h
ˆ
Ωˆh
(R¯h)T
 00
fh3 (x)
 · ((R¯h)Tyh(x)− ch − x)dx
+
1
h
ˆ
Ωˆh
(R¯h)T
 00
f
h
3 (x)
 · xdx − mh
h
. (3.94)
Using (3.80), (3.87), the left inequality in (3.86) and the definition of mh we
conclude that there exists C > 0 such that
Ih(yh) ≤ C(Eh +
√
Eh
√
Ih(yh)). (3.95)
From this we conclude that there exists C > 0 such that Ih(yh) ≤ CEh.
Using (3.93) we conclude 1
Eh
Jh(yh) ≥ −C. From (3.87) we conclude the right
inequality in (3.86).
Everything else is the consequence of the fact that 1
Eh
Jh
Γ→ J0 (see [10,
11]).
To prove the lower bound we take yh ∈W 1,2(Ωˆh;R3) such that
lim infh→0 1Eh J
h(yh) < +∞. We take subsequence (not relabeled) such that
limh→0 1Eh J
h(yh) = lim infh→0 1EhJ
h(yh). In the same way as in (3.94) we
conclude Ih(yh) < CEh.
Using Lemma 2 we find R¯h ∈ SO(3), ch ∈ R, u ∈ W 1,2(Ω;R2), v ∈
W 2,2(ω) such that for the subsequence (not relabeled) y˜h := (R¯h)Tyh − ch,
uh, vh it is valid uh ⇀ u in W 1,2(ω;R2) and vh → v in W 1,2(ω). Let us take
subsequence (also not relabeled) such that R¯h → R¯. Let us write
1
Eh
Jh(yh) =
1
Eh
Ih(y˜h) +
1
hEh
ˆ
Ωˆh
fh3 (x)(y˜
h
3 (x)− x3)dx
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+
1
hEh
(
mh −
ˆ
Ωˆh
fh3 (x)(R¯
hx)3dx
)
. (3.96)
(3.97)
Let us prove that
1
hEh
ˆ
Ωˆh
f
h
3 (x)(y˜
h
3 (x) − x3)dx→
ˆ
ω
(ˆ 1/2
−1/2
f3(x
′, x3)dx3
)
v(x′)dx′. (3.98)
Let us consider∣∣∣ 1
hEh
ˆ
Ωˆh
fh3 (x)(y˜
h
3 (x)− x)dx −
ˆ
ω
( ˆ 1/2
−1/2
f3(x
′, x3)dx3
)
v(x′)dx′
∣∣∣
≤
∣∣∣ˆ
Ω
(fh3 ◦Θh ◦ P h)(x)
h
√
Eh
h√
Eh
[
((y˜h3 ◦Θh ◦ P h)(x) − (Θh3 ◦ P h)(x))
−v(x′)
]
det
(
(∇Θh)(P h(x))
)
dx
∣∣∣
+
∣∣∣ˆ
Ω
(fh3 ◦Θh ◦ P h)(x)
h
√
Eh
v(x′) det
(
(∇Θh)(P h(x))
)
dx−
−
ˆ
Ω
f3(x)v(x
′) det
(
(∇Θh)(P h(x))
) ∣∣∣+ C(fh)2. (3.99)
The first term in (3.99) goes to 0 by Lemma 3, the boundedness of ∇Θh
and the weak convergence in (3.80) and the second term goes to 0 by the
weak convergence in (3.80). Thus we have proved (3.98). From the fact that
| 1
Eh
Jh(yh)| is bounded we conclude that 1
hEh
(
mh − ´
Ωˆh
fh3 (x)(R
hx)3dx
)
is
bounded. From that we conclude R¯ ∈ M. Using Corollary (1) we conclude
lim inf
h→0
1
Eh
Jh(yh) ≥ lim inf
h→0
1
Eh
Ih(yh) + lim
h→0
1
hEh
ˆ
Ωˆh
fh3 (x)(y˜
h
3 (x)− x3)dx
+ lim inf
h→0
1
hEh
(
mh −
ˆ
Ωˆh
fh3 (x)(R¯
hx)3dx
)
≥
{
J0(u, v, R¯), if h−4Eh → 1
J0L(u, v, R¯), if h
−4Eh → 0 .
To prove the upper bound for u ∈ W 1,2(ω;R2), v ∈ W 2,2(ω;R), R¯ ∈ M we
choose yˆh from Theorem 4 and R¯h → R¯ such that
r(R¯) = lim
h→0
1
hEh
(
mh −
ˆ
Ωˆh
fh3 (x)(R¯
hx)3dx
)
. (3.100)
We define yh = R¯hyˆh. We decompose the total energy functional
1
Eh
Jh(yh) =
1
Eh
Ih(yˆh) +
1
hEh
ˆ
Ωˆh
(R¯h)T
 00
fh3 (x)
 · (yˆh(x) − x)dx
+
1
hEh
(
mh −
ˆ
Ωˆh
fh3 (x)(R¯
hx)3dx
)
. (3.101)
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It is easily seen, by using Lemma 3, that
1
hEh
ˆ
Ωˆh
(R¯h)T
 00
fh3 (x)
 · (yˆh(x) − x)dx =
ˆ
Ω
(R¯h)T
 00
(fh
3
◦Θh◦Ph)(x)
h
√
Eh
 · h√
Eh
(
(yˆh ◦Θh ◦ P h)(x) −
−(Θh ◦ P h)(x)
)
det
(
(∇Θh)(P h(x))
)
dx (3.102)
→
ˆ
Ω
(R¯)T
 00
f3
 ·
 00
v
 dx = R¯33 ˆ
ω
( ˆ 1/2
−1/2
f3dx3
)
v(x′)dx′.(3.103)
From the decomposition (3.101) we conclude, by using (3.100) and (3.103),
that 1
Eh
Jh(yh) → J0(u, v, R¯), if h−4Eh → 1 and 1
Eh
Jh(yh) → J0L(u, v, R¯),
if h−4Eh → 0. Thus we have proved the Γ -convergence result. Existence of
the minimizer follows from the Γ -convergence theory, but can also be proven
independently (see Lemma 5 and the references in [1, Section 5.12]).
Remark 7 The analysis in the situation when we have also in-plane forces
(dead loads) is more complicated. The problems that appear in these situations
are similar to the ones observed for the classical plate in [19]. Namely, if we
want to add in-plane forces, they should be of order h2 in all the situations
h−4Eh →∞ or h−4Eh → 1, since u is of order Ehh2 . From the expression (3.94)
we can only conclude that Ih(yh) ≤ Ch2. Thus we do not know which model
is appropriate for these forces and we would have to impose some stability
condition (see [19]). The situation is better in the case h−4Eh → 0 (the order
of the in-plane forces should then be
√
Eh), despite the fact that we can not
conclude directly the right order of the internal energy from the expression
(3.94). This is because the body can perform large rotation and mix the in-
plane and the normal forces. This can be prevented by imposing appropriate
boundary conditions (see [19]).
Lemma 5 For f3 ∈ L2(Ω) such that
´
Ω f3 = 0 and g : SO(3) → R
⋃{+∞}
bounded from below, lower semi-continuous and not identically equal to {+∞}
on the set M′c, the functionals
J0(u, v, R¯) = IMvK(u, v)− R¯33
ˆ
ω
f3(x
′)v(x′)dx′ + g(R¯), (3.104)
J0L(u, v, R¯) = I
LMvK(u, v)− R¯33
ˆ
ω
f3(x
′)v(x′)dx′ + g(R¯) (3.105)
have the minimizers in the space W 1,2(ω;R2)×W 2,2(ω)×M′c, where M′c is
any closed subset of the set
M′ = {Q ∈ SO(3)|
ˆ
ω
f3(x
′)(Q¯F
(
x′
0
)
)3dx
′ = 0, ∀F ∈ so(3)}. (3.106)
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Proof. Sequentially weakly lower semi-continuity of the functionals is the
direct consequence of the convexity of the form Q2 and Rellich-Kondrachov
compactness embedding theorems (see e.g. [22]). The boundedness of the min-
imizing sequence is the only fact that has to be proved. We shall do it for
the functional J0. Let us take the minimizing sequence (uh, vh, R¯h) such that
J0(uh, vh, R¯h) → inf J0 < +∞. Since Q2 is positive definite on symmetric
matrices, we have that IMvK(u, v) ≥ C1‖(∇′)2v‖L2(Ω). By the Poincare in-
equality there exist ah ∈ R2,bh ∈ R such that ‖vh − ah · x′ − bh‖W 2,2(Ω) ≤
C2‖(∇′)2vh‖L2(Ω). Let us note that the condition in the definition of the space
(3.106) for Q33 6= 0 implies
´
ω
f3x1 = 0 and
´
ω
f3x1 = 0. Thus in either case
we have R¯h33
´
ω f3(x
′)(ah · x′ + bh)dx′ = 0. From this we can easily deduce
(by the standard argumentation) that ‖vh − ah · x′ − bh‖W 2,2(Ω) ≤ C. The
problem is, however, that the functions of the type ah ·x′ affect the part of the
functional Q2(
1
2 (∇′uh+(∇′uh)T +∇′vh⊗∇′vh+∇′vh⊗∇′θ+∇′θ⊗∇′vh)).
But we have
∇′uh + (∇′uh)T +∇′vh ⊗∇′vh +∇′vh ⊗∇′θ +∇′θ ⊗∇′vh =
∇′uhc +∇′(uhc )T +∇′vhc ⊗∇′vhc +∇′vhc ⊗∇′θ +∇′θ ⊗∇′vhc ,
where
uhc = u
h + (vh + θ)ah +
1
2
(ah · x′)ah, vhc = vh − ah · x′ − bh.
Thus we conclude that
J0(uhc , v
h
c , R¯
h) = J0(uh, vh, R¯h)→ inf J0,
for ‖vhc ‖W 2,2(Ω) ≤ C. Now we take Ahc ∈ R2×2, bhc ∈ R such that we have by
Korn’s inequality
‖uhc −Ahcx′ − bhc ‖W 1,2(Ω;R2) ≤ C3‖ sym(∇′uhc )‖L2(Ω;R2). (3.107)
If we define uhcc = u
h
c −Ahcx′ − bhc we have
J0(uhcc, v
h
c , R¯
h) = J0(uh, vh, R¯h)→ inf J0,
for ‖vhc ‖W 2,2(Ω) ≤ C. From the boundedness of vhc and the fact that
IMvK(uhcc, v
h
c , R¯
h) ≥ C1‖∇′uhcc +∇′(uhcc)T +∇′vhc ⊗∇′vhc +
+∇′vhc ⊗∇′θ +∇′θ ⊗∇′vhc ‖L2(Ω;R2),
we easily conclude the boundedness of ‖∇′uhcc +∇′(uhcc)T ‖L2(Ω;R2) and from
(3.107) the boundedness of ‖uhcc‖W 1,2(Ω;R2). From this it follows that the se-
quence (uhcc,v
h, R¯h) has its weak limit. Due to the sequentially weakly lower
semi-continuity of the functional J0, the weak limit of the minimizing sequence
is a minimizer.
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Remark 8 If we want to include tangential forces and displacement boundary
conditions, then we could obtain existence result for the functional J0 only for
small tangential forces (see [8,9,25]). This is not the case for the functional J0L
where we can, by using the generalized Korn’s inequality (see [1]), conclude the
coercivity of the functional in the appropriate space including the displacement
boundary conditions.
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