In this paper, it is shown that a complex multivariate random variable ) , , , (
Introduction
Wooding (1956) had initially considered the multivariate analogue of the complex Gaussian distribution. Later Goodman (1963) discussed similar aspects of the complex multivariate normal distribution, and also considered the analogue of the Wishart distribution and of multiple and partial correlations. Brillinger (1968) , Goodman and Dubman (1968) , and Young (1971) gave some practical uses of the complex analogue. Other authors, for example, Capon and Goodman (1970) , Giri (1965) , Kabe (1966a, b) , Khatri (1964 Khatri ( , 1965 , Saxena (1965) , Srivastava (1963) , Tan (1969) , and Young (1971) , have discussed the complex analogues of the classical real variable multivariate analysis. For some recent references on complex random variables, see Van den Bos (1995 , 1998 , Dryden and Mardia (1998) , Olhede (2006) and Eriksson et al. (2009) 
is a fixed complex number, then the probability that 
is a multiple complex random variables such that the vector of real and imaginary parts,
be the variance-covariance matrix of n , where the 2 2  sub matrices of n  have the following special form:
Then the density function of Z , following Goodman (1963) , is given as:
where  is the mean vector of Z defined as
The elements of Z  are given as
The density function of (2.2) exists only if Z  is a Hermitian positive definite matrix. Goodman (1963) 
Because  is a 2p-variate normal, the characteristic function of Z is given by
and the characteristic function of Z is thus given by (2.4). 
and is a characteristic function of ) , (
of Z are mutually independent iff Z  is a diagonal matrix. Moreover, each component is complex univariate normal.
 is a diagonal matrix consisting of real numbers. Further, the characteristic function of Z factors implies that the components are mutually independent, and . , , 2 , 1 ), , (
It may be noted that the other results can be similarly derived using this characteristic function.
Complex Multivariate t-Distribution
is a multiple complex t-random variable such that the vectors of its real and imaginary parts, ) , , ,  is unknown. It is assumed that  is Hermitian positive definite (hpd) and hence R is hpd. Also, it is assumed that  is of the form described in (2.3). 
has a chi-square distribution with n 2 degrees of freedom. Under these assumptions we have the following theorem:
where R denotes the determinant of R .
Proof Using (2.2), the joint density of ) , , , (
, and s is
is made, and it is noted that the Jacobian of the 
Example 3.1 Univariate Complex t-Distribution
If , 1  p then ), 1 (  R , 1  R , 1 1   R and ) 1 ( 2 1 1 ) (             n n t t P 
Conclusions
In this article we have shown that complex multivariate random variable of Z is a complex multivariate normal variable of dimension n if all nondegenerate complex linear combination of Z have a complex univariate normal distribution. The characteristic function of Z has been derived. An extension of complex multivariate t-distribution has been proposed and few examples are suggested.
