In recent years, iterative processing techniques with soft-in/soft-out (SISO) components have received considerable attention. Such techniques, based on the so-called turbo principle, are exemplified through turbo decoding, turbo equalization and turbo multiuser detection. In this paper, turbo multiuser detection is applied to a discrete multitone (DMT) very-high-rate digital subscriber line (VDSL) system to combat crosstalk signals and to obtain substantial coding gain. The proposed iterative DMT receiver is shown to achieve an overall 7.0 dB gain over the uncoded optimum receiver at a bit error rate of 7 10 − for a channel with severe intersymbol interference and additive white Gaussian noise and with one dominant crosstalk signal. Impulse noise is detrimental to the proposed scheme but can be overcome through erasure decoding techniques, as is shown by example.
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I. Introduction
principal sources of degradation in VDSL transmission systems. The traditional single-user detector (SUD) for such systems merges crosstalk into the background noise, which is assumed to be white and Gaussian. Actually, crosstalk is the result of the sum of several filtered discrete data signals. Its distribution deviates from Gaussian, and its power spectral density (PSD) is significantly greater than that of background additive white Gaussian noise (AWGN).
Recent research has explored the nature of crosstalk signals and has shown the potential benefits of robust multiuser detection to jointly mitigate crosstalk and impulsive noise for contaminated VDSL signals [7] , [10] .
Coding is a common way to reduce the gap in channel capacity experienced by uncoded systems. A concatenated coding scheme consisting of an inner trellis code (a 4-D Wei's code) and an outer Reed-Solomon (RS) code was proposed for ADSL DMT systems to provide a 5 dB coding gain at bit error rate (BER) 10 -7 without bandwidth expansion [26] , [27] . There are two problems with this approach. First, since the constellation size varies from tone to tone, a time-varying trellis-coded modulation (TCM) encoder is required. Second, further improvement is very difficult from a practical implementation perspective because of the complexity of Viterbi decoding for multidimensional TCM. More recently, powerful turbo coding has been proposed for DMT systems [2] , [13] , [16] , [22] . One typical turbo code is used to code across all subchannels. The coded bits are then interleaved and allocated to various tones for quadrature amplitude modulation. Thus, a single standard binary decoder can be employed at the receiver and further improvement in turbo coding is easily incorporated. A coding gain of 6.0 dB for bandwidth efficiency of 2 bits/s/Hz and 4.1 dB for 3 bits/s/Hz was reported for a channel with severe ISI at BER 10 -5 [16] .
In recent years, iterative processing techniques with soft-in/soft-out (SISO) components have received considerable attention. The basic idea is to break up optimum joint signal processing, e.g. concatenated decoding, joint equalization and decoding, or joint decoding and multiuser detection (MUD), which are typically very complex and require large amounts of memory, into separate components, iterating between them with the exchange of probabilities or "soft" information. This approach typically results in almost no loss of information. This so-called turbo principle is exemplified through turbo decoding [15] , turbo equalization [11] and turbo multiuser detection [18] , [25] . An iterative decoding technique, called soft cancellation, was used to mitigate the effect of home-LANs on uncoded VDSL systems in [6] . In this paper, we consider the application of turbo multiuser detection in a coded
DMT VDSL system to combat crosstalk and to obtain substantial coding gain. We also consider the effects of impulse noise, which has been found to greatly impact the performance of our proposed receiver, and an erasure decoding technique is proposed as a remedy.
The paper is organized as follows. In Section II a signal model for the DMT VDSL communication system is described, together with the iterative receiver structure for demodulation (with multiuser detection) and channel decoding. In Section III, we describe MUD-based schemes for DMT VDSL signal detection, while in Section IV details of the turbo decoding process are given. Simulation results are given in Section V, and Section VI concludes the paper.
II. System Description
We consider a convolutionally encoded DMT system with crosstalk as shown in Fig. 1 . The information bits d are first encoded into coded bits b with a standard binary convolutional encoder with code rate R. A code-bit interleaver is used to decorrelate the noise on the coded bits at the input of the channel decoder. The interleaved bits are optimally allocated to N subchannels and mapped to QAM signals of various constellation sizes. Then the conjugate-symmetric vector of length N N 2 = is transformed using the inverse fast Fourier transform (IFFT) to get a real time-domain vector. After parallel-to-serial and digital-to-analog conversion, the DMT VDSL signal ) (t x is transmitted into the channel, where it is corrupted by additive coupled crosstalk signals and background noise. At the receiver end, after analog-to-digital and serial-to-parallel conversion, the received signal ) (t r is transformed back to the frequency domain using an FFT, where it can be written as
where for the ith subchannel, i H is the channel gain, i X is the transmitted (complex) DMT symbol,
F , is the corresponding crosstalk coupling function, and i E is the background noise. In this paper, we will primarily assume that the noise i E in (1) is Gaussian in order to focus on the issue of crosstalk reduction. However, in Section V, we will consider a non-Gaussian model briefly in order to treat the effects of impulse noise. Output values of the FFT are fed into the demodulator and decoder for further processing. Note that when the VDSL signal and crosstalk signals are asynchronous (almost always the case), the crosstalk coupling functions can vary in time. However, our model considers only one DMT block at a time so we omit the time index for simplicity. In practice, the crosstalk coupling functions can be estimated for each block to allow the application of our models. Figure 2 shows the turbo structure for iterative demodulation and decoding. It consists of two stages: a soft metric calculator (the demodulation stage) and a SISO channel decoder (the decoding stage). The two stages are separated by an interleaver and a de-interleaver. The crosstalk signals are first detected via a multiuser detection technique, discussed in Section III. Then a channel log-likelihood ratio (LLR) for the kth bit carried by the ith subchannel symbol is calculated as follows:
where {r(t)} is the received waveform as shown in Fig. 1(c) . Using Bayes' formula and discarding the common term
can be written as
where the second term ) ( , 
where j b is the de-interleaved version of i k b , , alternatively the coded bits before the interleaver in Fig. 1(a) . The above factorization is derived in Section IV. Again, this extrinsic information is interleaved and fed back to the demodulation stage as a priori knowledge for the next iteration. At the last iteration, the SISO decoder also computes the a posteriori LLRs for information bits, which are used to make final decisions. More details on this turbo decoding process will be given in Section IV.
III. Mitigation of Crosstalk via Multiuser Detection
As we mentioned in Section I, it is possible to apply multiuser detection to jointly detect the VDSL signal and the crosstalk signals and thereby to greatly improve the system performance. According to the system model given in Fig. 1 , the optimal maximum likelihood multiuser detector (ML-MUD) for Gaussian noise is one that estimates the VDSL input and crosstalker inputs in unison so as to minimize the distance between the channel output received signal and all the possible discrete waveform outcomes. Although it is possible that the crosstalk signals are incorrectly estimated, the probability of erroneous selection of the desired VDSL signal will be lower for such a detector than if the crosstalk signals are merely absorbed into the background Gaussian noise for detector design.
We would expect a greater improvement in performance using multiuser detection when the difference between the crosstalk signals (typically in the high frequency bands on long loops), the so-called "near-far" problem of wireless code-division multiple-access (CDMA) systems, single-user detection (SUD) will fail to work properly while optimal MUD will essentially achieve the single-user lower bound. Note that the crosstalk signals in DSL transmission are of various types and cannot be represented under a uniform framework, to the best of the authors' knowledge. In our application of MUD to signal detection in DSL systems, we deal mainly with NEXT of other types (in contrast to the self NEXT coming from the phone lines carrying the same VDSL service) for the following reason. FEXT experiences the same line attenuation as the desired signal while NEXT does not, which makes NEXT the most detrimental type of interference, especially at high frequencies. Self NEXT can be largely alleviated by duplexing methods that separate the upstream and downstream data in time or frequency. Therefore, the other-type NEXT provides the best opportunity for performance gain. Nevertheless, although we consider other-type NEXT, multiuser detection is a valid technique for mitigation of crosstalk of all types, albeit modifications of the techniques proposed here may be necessary for each specific situation.
Let us consider the detection problem for the data model given in (1) Therefore, we need to consider a simplified receiver structure that maintains satisfactory performance while requiring far less computational complexity. As we mentioned before, the crosstalk signals in DSL transmission are of various types and cannot be represented under a uniform framework. The type we examine here is the dominant near-end QAM-like crosstalk (e. g. [5] ).
One lower-complexity approach to MUD is to employ a linear multiuser detection technique, such as decorrelating (zero forcing) or MMSE multiuser detection. However, unlike CDMA or space-division multiple-access (SDMA)
where linear detection has been effective, there is no identifying signature such as the spreading code for CDMA or the steering vector for SDMA, to aid linear detection in VDSL. Moreover, the desired signals and crosstalk signals are often of different data format. An alternative approach that is better suited to this situation is to employ interference cancellation (IC) [21] , i.e., to attempt excision of the crosstalk from the received signal before applying traditional DMT VDSL signal detection. We adopt this approach here.
The interference cancellation approach is based on a natural idea: if decisions have been made about an interfering user's information bits, the interfering signal can be reconstructed and subtracted at the receiver. Of course, this will achieve perfect interference elimination if the decisions were correct; however, with incorrect decisions things could be worse than without the canceller. Nevertheless, in VDSL applications, incorrect detection of the crosstalk sequence may not be as bad as one might think. Dominant NEXTs from other communication systems [4] , [5] , [6] usually are detected in the time domain and a DMT symbol interval will contain more than one crosstalk bit. Often distortion effects in the frequency (resp. time) domain will diffuse in the time (resp. frequency) domain, in which further gain can be obtained by making hard decisions in the high-SNR scenario. These phenomena make IC a good choice in this application.
Our interference cancellation multiuser detection (IC-MUD) scheme is described as follows: (4)) from a SISO decoder.
2) The DMT symbols
The desired signal is subtracted and the known crosstalk coupling function is applied to get a frequency domain estimate of the entire crosstalk sequence
where 
IV. Turbo Decoding for Coded DMT System
In contrast to trellis-coded modulation where coding and modulation are considered jointly to obtain an optimal signal constellation in the sense of maximum Euclidean distance in the signal space, the iterative decoding process we propose separates demodulation and channel decoding stages for ease of implementation. The greatest benefits of this turbo process are the very large increase in code memory due to the interleaver, and almost no loss of optimality due to the iterative exchange of extrinsic soft information.
Assuming the independence of the background noise between subchannels and between the two dimensions of each subchannel, the soft metric delivered by the demodulation stage (see (3)) can be expressed as
,
Here the second equality holds as
and has independent components. The third equality comes from Bayes' formula.
assigned to a symbol i X can be modeled as being independent due to the interleaving effect, which leads to the last equality, where the summations are over all possible DMT symbol realizations with the indicated conditions. Note that, to be exact, the marginal distribution for the crosstalk signals should be incorporated in the last equality of (8) . But this unrealistic approach would hinder the implementation of the proposed algorithm in practice. Instead, we use the MUD schemes discussed in Section III to detect the crosstalk signals first and subtract them from the received signal. For ML-MUD, the crosstalk signals are detected and subtracted from the received signal before iteration begins. As we can see, ML-MUD makes a thorough search over the product space spanned by the desired VDSL DMT signal and the crosstalk signals, so the refined estimates from the decoding stage for the data bits would not help here. However, for IC-MUD, after each iteration, the LLRs from the SISO decoder are used to help better detect the crosstalk signals, and ultimately obtain a better estimate of the code bits at the soft metric calculator (see step 1 of the IC-MUD scheme in Section III). For the last expression in (8), we have the formula 
where 2 σ is the noise variance per dimension. Due to the independence of the in-phase and quadrature data, the above formulas (8) through (10) can be treated for each dimension separately.
For the channel decoding stage we consider a binary 1/n convolutional code with constraint length υ . The BCJR 
for a rate-n / 1 convolutional code), we have (14) and 
where τ denotes the frame length of the information bits. The summations of (14) and (15) 
for a rate-n / 1 convolutional code.
The BCJR algorithm is known to have numerical problems associated with the representations of probabilities due to the large dynamic range of t α and t β . Thus it is preferable that operations be processed in the logarithmic domain [19] , [23] . 
and
Using the approximation
Equations (19), (21) and (23) 
[ ] 
where (27) and (28) can be readily recognized as forward and backward Viterbi algorithms. This simplified maximum a posteriori probability (MAP) algorithm is the Max-Log-MAP algorithm.
Another approximation of the MAP algorithm is the soft-output Viterbi algorithm (SOVA) [14] . In traditional convolutional decoding, the Viterbi algorithm (VA) is known to be optimal for bit sequence detection and to perform almost as well as the MAP algorithm but with much lower complexity. One of the drawbacks of the VA is its inability to produce soft output information, which hurts the performance of systems in a concatenated form. The SOVA corrects this problem by not only finding the most likely path sequence in a finite state Markov-chain but also delivering additionally a reliability value for each coded and information bit. The fundamental information for allocating a reliability value to the choice of one path, the survivor, of the two paths which merge in a node of a binary code trellis, is the difference between the two accumulated metrics associated with this node. Similar results can be obtained for the LLRs of the information bits. Note that we have assumed the ML path has already been obtained before tracing back to decide the LLR value. Modification of this procedure for truncated ML path selection is straightforward. Now that we have described the three most commonly used SISO decoding algorithms, we would like to make a brief comparison between them. The MAP algorithm takes account of all the paths in the trellis and divides them into two sets (see (19) ), corresponding to the specific binary value of the bit of interest. This division varies from stage by stage. In contrast, the Max-Log-MAP considers only two paths, the ML path and another closest path to the ML path differing only at the transition associated with the bit of interest (see (26) ). Thus, Max-Log-MAP is suboptimal with respect to MAP with simplified metric computation. However, the loss due to this suboptimality is typically within 0.5 dB for AWGN channels and is negligible for realistic channels, because the Max-Log-MAP algorithm is more robust when the system has estimation errors or the noise is not strictly Gaussian [17] . 
Max-Log-MAP can be transformed back to exact MAP. Compared to (25) , this change requires the addition of only one correction term, which can easily be implemented with a one-dimensional lookup table [19] . Compared to MaxLog-MAP, SOVA also deals with only two paths: one is the ML path, but the other is not necessarily the same as that considered in Max-Log-MAP, the best competing path. Thus, SOVA will lose approximately another 0.5 dB in performance compared with Max-Log-MAP, but with a much lower complexity [17] . Again, it is shown in [12] that some modifications can be made on SOVA to make it equivalent to Max-Log-MAP.
V. Simulation Results
In this section we examine the behavior and the performance of the proposed turbo multiuser detection receivers for coded DMT-VDSL signals with crosstalk via computer simulations. The main results are with an AWGN channel, although impulse noise issues are also addressed briefly. Bit-error rate (BER) is adopted as the performance measure with respect to the geometric signal-to-noise ratio (SNR), which is defined as
where i SNR is the SNR on the ith subchannel, and Γ is the SNR gap to capacity [8] which is defined as 2 2 min
where as before 2 σ is the ambient noise variance per dimension, which is assumed the same for all subchannels, and min d is the minimum Euclidean distance of the received signals, which is also assumed to be the same for all used subchannels. The rationale for achieving the same gap for all used subchannels is that the aggregate performance is approximately maximized if the BERs in all used subchannels are equal. Note that
where i d is constellation point distance for the ith subchannel. Assuming that the ith subchannel carries i c bits of
Then the total number of bits transmitted in one DMT symbol is given by
Thus, the geometric SNR allows a direct comparison of performance for all single and multicarrier systems with the same bit rate N c . The SNRs used in this paper are measured as 0 N E b , the energy per information bit divided by the one-sided noise power spectral density (
In the simulations, the DMT VDSL signal is assumed to occupy 0-25.6 MHz with 256 subchannels in a frequencydivision multiplexed (FDM) design. The symbol rate for each VDSL subchannel is 100 kilosymbols-per-second. A rate-1/2 convolutional code with constraint length 5 and generator polynomials [23, 35] 8 is used for channel coding.
The number of coded bits per data frame is set as 1024, indicating an average bit rate of 512 bits per DMT block or 2 bits/s/Hz. A random interleaver of length 1024 is used for interleaving and de-interleaving. The coded DMT system is applied to a channel with severe ISI, the transfer function of which is taken from [16] to be ) cos(
This channel is not necessarily typical of a VDSL line transfer function, however it serves as a useful example for illustration purposes. Campello's margin-adaptive bit-loading algorithm [3] is used to allocate bits to DMT subchannels. We assume a square QAM constellation for simplicity, so the granularity of bit loading equals 2. Also the first two tones (up to 200 KHz) are not used for compatibility with POTS/ISDN service. Figure 3 gives the bit allocation used for our simulation. We see that typical constellations are 64-, 16-and 4-QAM. Subchannels not able to transmit 2 bits reliably are not used.
We assume one NEXT crosstalk signal with a known coupling function. The crosstalk signal is binary phase-shift keying (BPSK) modulated, carried on a 12.8 MHz central frequency with a 0.8M symbol-per-second rate. Such a situation would arise, for example, due to the coexistence of home-phone LANs and asymmetric DMT VDSL signals in the same cable in the customer premises [4] , [5] , [6] . Thus, there are 2 8 possible crosstalk sequences in one VDSL symbol. This number is chosen for simulation simplicity. In reality, this number could be much larger.
The average PSD levels of the crosstalk signal and background noise floor are fixed, while that of the desired signal is varied to correspond to different line lengths (the signal attenuation is increasing with the line length). In our simulation, the average PSD of the crosstalk is 30 dB higher than that of the background noise floor, and the peak PSD of the crosstalk is 48 dB higher. These settings seem to agree roughly with empirical results [20] . signal is crosstalk-dominated and the turbo decoding process is useless. We have also examined the performance of the turbo iterative receiver when the IC-MUD is executed only once at the first iteration and found the performance is identical with our proposed receiver which incorporates the IC-MUD in the iterative process. In other words, in our settings one-time IC-MUD is enough. That is because in the BER range of interest, the power level of the desired VDSL signal is so small compared to that of the dominant NEXT, so the IC scheme has excellent performance here. Nonetheless, we incorporate the IC-MUD in the turbo process in our proposed scheme for generality and believe it will help in other situations.
In the following, we further address two related issues for our proposed iterative DMT receiver. For simplicity, we do not include crosstalk signals (thus no need for MUD in the SISO demodulation stage) and MAP is used in the SISO decoder. Usually in multilevel QAM symbol mapping, Gray coding is used so that a symbol detection error results in only one bit error. For our proposed iterative decoding process, we found that natural coding actually outperforms Gray coding. Figures 9 and 10 give the performance of the iterative DMT receiver with Gray coding and natural coding for first five iterations. It is shown that with Gray coding, the receiver is saturated after two iterations with performance worse than natural coding. This phenomenon can be attributed to the reduced minimum Euclidian distance associated with Gray symbol mapping. Consider, for example, a one dimension signal level of 16-QAM. Figures 11 and 12 show Gray coding and natural coding for a 4-PAM constellation. In our proposed scheme, the demodulation stage yields a soft metric for each coded bit based on the received noise-contaminated signal and a priori information of all other bits of the same DMT symbol from the decoding stage. Let us denote the associated bits for each symbol in Figs. 11 and 12 as "ab" and the constellation point distance as d. If we assume the correctness of the soft information for the other bit from the decoding stage, with Gray coding, the minimum distances for bit a and b are both d. Note that although when b = 0, the Euclidean distance for bit a, which is the distance between symbols associated with "00" and "10", is 3d, this minimum distance becomes d when b = 1. This distance essentially determines the reliability of the soft metric produced in the demodulation stage. In contrast, for natural coding, the minimum distance is d for bit b and 2d for bit a. Similarly, for a 64-QAM constellation, the minimum distance is d for all bits with Gray coding, while it is d, 2d, and 4d for different bits respectively with natural coding. There may be other reasons for this phenomenon, which deserve further study.
Finally, we would like to examine the performance of this proposed iterative DMT receiver with impulse noise.
Impulse noise is a severe impairment to DSL transmission, especially after long loop attenuation (at a residential location) and at high frequencies (where the DSL signal is more severely attenuated). We model the behavior of the impulse noise using a two-term Gaussian mixture model in the frequency domain as proposed in [10] , [24] . The first-order (per-frequency-bin) probability density function of this noise model has the form , which means the impulse spike is 20 dB higher than the background noise floor with occurrence probability of 1% per frequency bin. Again we do not include crosstalk signals and MAP is used in the SISO decoder. Figure 13 shows that the performance of the proposed receiver is greatly degraded with impulse noise. The use of erasure decoding can remedy this. In the demodulation stage, for those bits associated with impulse-contaminated symbols, instead of calculating soft metrics for them, the a priori information is used as a substitute, i.e., ) ( ) ( 
VI. Conclusions
In this paper, a new coded DMT VDSL receiver structure using turbo multiuser detection has been proposed and has been shown to achieve an overall 7.0 dB gain over the uncoded optimum (maximum likelihood) receiver at BER 7 
10
− for a channel with severe ISI, AWGN, and one dominant crosstalk signal. The traditional single-user detection scheme produces extremely poor and totally unacceptable performance in our settings. Without multiuser detection, the decoding process turns out to be useless. The effect of impulse noise is detrimental to the proposed scheme but can be overcome through an erasure decoding technique. For our proposed scheme, we also see that natural coding is better than Gray coding.
In this paper, we have assumed knowledge of the line transfer function and crosstalk coupling functions. In reality, however, channel identification is needed, and the effects of channel estimation error should be taken into consideration. This issue is of interest for further study. The problem of detecting impulse spike positions (for erasure decoding purposes) also deserves further study. 
