 The Microsoft Research Mesh Connectivity Layer (MCL) MCL [2] : It implements a layer between link layer and network layer multi-hop routing protocol on Windows XP. This protocol is derived from the DSR protocol and is called Link Quality Source Routing (LQSR) protocol that means that DSR was widely modified.  The Click DSR Router Project at the PecoLab at UC Boulder [3] for MANETs based on the Internet Draft version 4 with the purpose of using it at OPNET in their communications system simulation software.  Alex Tzu-Yu Song [5] has implemented DSR according to the fifth draft of The IETF DSR
III. DSR PROTOCOL
DSR is works on demand, without any periodic updates. It"s characterized by the use of source routing. That is, the sender knows the complete hop-by-hop route to the destination. These routes are stored in a route cache. [6] The protocol is composed of route discovery and route Maintenance. The DSR agent checks every data packet for source-route information [7] . It forwards the packet in accordance with the routing information. If the DSR agent does not find routing information in the packet, one of two options can be followed. If the route is known, it provides the source route. Otherwise, if the route is unknown, it caches the packet and sends out route queries. Route queries messages are broadcasted to all neighbours whenever there is no route to reach the destination. Then, route replies messages are sent back either by the intermediate nodes, if they have such path in their cache, or by the destination node. The source files for implementation of DSR protocol in ns-2 belongs to the ns-2/dsr directory. More details can be found in tcl/mobility/dsr.tcl
DSR FUNCTION BEHAVIOUR
The DSR strategy for ns-2 network simulator was ported from the CMU/Monarch"s code and it is as follows [8] :  It is only worth discovering bidirectional routes, since all data paths must be bidirectional to work properly for 802.11 ACKs.

Reply to all route requests in destination nodes, but reply to them by reversing the route and unicasting. Then, do not trigger a route request. By reversing the discovered route for the route reply, only routes that are bidirectional will make it back the original requestor.  Once a packet goes into the sendbuffer, it cannot be piggybacked on a route request. The code assumes that the only reason that removes packets from the send buffer is the StickPktIn routine, or the route reply arrives routine. 
IV.

CHALLANGES AND CONCEPT
A bad interaction between DSR protocols and the MAC layer could decrease the throughput in wireless 802.11 networks [9] . Once the MAC layer has been improved with a table of received powers of neighbouring nodes with the purpose tracking their distances to the sender node, our goal in this thesis is to handle that information in the routing layer to avoid that DSR triggers a route error process or route maintenance if it is not required. DSR protocol triggers a route error when the receiver node of the communication did not reply after several attempts of RTS in the MAC layer. Consequently, DSR assumes "link error", manages that link error as broken link and triggers the route maintenance process .However, as we know, unsuccessful communication among nodes may arise because of different reasons than broken links. In such case, the route maintenance process is not necessary when a neighbouring node is still reachable. A cross layer design should identify when a link error was due to broken link (node not reachable), triggering the route maintenance process only in such case, or other reasons such as increased contention
MAC 802.11 RELATED ISSUES
The main reasons for lost packets are high levels of congestion (high traffic), equipment failures (power problems) or errors due to noise or low signal (mobility). It would be beneficial for DSR the ability to distinguish these reasons, adjusting transmission rate in case of congestion, or deleting old routes in case of mobility.
Normal DSR interprets a link failure (in MAC layer)as a broken link, even when it was caused by congestion at receiver. The sender node should know why communication was not possible. here, we implemented an approach that tracks the received signal strength of each neighbouring node in order to know when a neighbouring node is near enough for a successful transmission. If lost packets are due to congestion and high traffic, normal DSR triggers route error but this is counterproductive because it adds more. If lost packets is due to low signal quality or misrouted packets, then route error is needed because receiver is not reachable. Then, the signal strength of neighbouring nodes can be used to detect the reason for lost packets, distinguishing between congestion and broken links due to mobility, because in broken links due to mobility, the receiver is not reachable and its signal strength is now available.
The implementation is divided into two parts; the first one keeps the last twenty received signals from a node in an array, and the second part decides the kind of message (link failure, either due to errors or due to congestion using signal strength of neighbouring nodes) to be sent to the upper layer, whenever the communication is not possible but the destination node is in the transmission range of the sender.
In the graphic below, the received power of neighbouring nodes is tracked with the purpose of using it later for distinguishing if neighbouring nodes are reachable or not. Fig.1 . MAC layer at receiver node. Packet is received even when the current node is not the destination node These modifications are made at the sender as: The proposed approach for future work that we designed adds new functionalities for every node in the network. Since each neighbouring node is tracked via its received signal strength, a sender node is able to discern if neighbouring nodes are moving away or not. In addition, we propose to calculate and use the average signals of nodes with the purpose of stop retransmitting packets when destination is not reachable because it moved away.
The reason of using an average value, instead of only the last received value from neighbouring nodes, is to adapt this approach to more realistic scenarios, where objects such as furniture, may interfere temporally in communication among mobile nodes. Modification suggested on MAC layer:
. 
DSR RELATED ISSUES
When a node tries to communicate to a neighbouring node and this communication is not successful (after several attempts, MAC layer sends an error to the routing layer), the normal behaviour of DSR is to interpret that the neighbouring node is not present anymore, that is, DSR assumes that the communication failure was due to mobility. Once the DSR protocol at sender interprets that link error as a broken link,which information is delivered for each intermediate node back to the sender node, which receives that information as well. A route error may trigger a route request process (processBrokenRouteError or handlePacketWithoutSR), if the sender does not have an alternative route towards the destination, or there is an alternative route towards the destination, which will be used. In both cases, the route containing the broken link is removed from the caches of the nodes involved in the route error.
In a scenario without mobility communication failures may arise, but DSR will interpret that it was due to mobility, when actually it was due to congestion. Therefore, the process of route error should not be performed since it increases even more the congestion, decreasing the overall performance in the network. The proposed modifications will make DSR able to distinguish between both situations, avoiding the route error process when the link error at MAC layer was due to congestion and not due to mobility of nodes causing broken links. In the proposed approach, when MAC layer is not able to communicate to a neighbouring node, MAC layer informs to the routing layer not only that there was a problem, it is also included if the neighbouring node is still reachable. Therefore, DSR at the sender realizes about the real situation and do not perform a route error if the error received from MAC layer informs that the node is still reachable.
The DSR modifications can be appended as: 
V. SIMULATION AND RESULTS
Extensive simulations were carried out to compare the NEW-DSR routing protocol proposed in this paper with the conventional DSR. Network Simulator (NS-2) [10] is used to simulate these protocols 
SIMULATION PERFORMANCE PARAMETER
TRAFFIC SOURCE
In order to perform our simulation, a scenario defining position and number of nodes, physical interfaces, routing protocol and a transport protocol (TCP/UDP) are needed. Besides this, it is also needed to attach some traffic to such transport protocol.
SIMULATION SCENARIOS
In our simulations, we utilized different scenarios, with the purpose of evaluating diverse behaviours of mobile ad hoc networks. First, we distinguish between static and mobile scenarios. We used static scenarios to analyse and to show communication in the network, avoiding changes of routes or disconnections due to mobility of nodes. Later, we use mobile scenarios to verify the adaptability of our approach in mobility and high mobility scenarios.
STATIC SCENARIO Chain scenario:
The chain scenario defines 22 nodes without mobility forming a chain with a separation of 200 meters. The carrier sense threshold for each node is 550 meters and the transmission range is set to 250 meters. The simulation results were obtained from two, four and eight simultaneous flows for TCP . The number of hops to reach the destination varies among 4, 5, 6, 7, 8, 10, 12, 14, 16 and 20 hops. The source is always the same, where the destination depends on the number of hops to simulate. For instance, four TCP flows and 7 or 12 hops means that there were simulated four TCP flows from node 0 (source) to node 7 or node 12 respectively (see figures 2, 3, 4). This scenario was designed to demonstrate the improvements in TCP when the fractional window [11] is used. Simulation time for this was set to 120 seconds. 
MOBILITY SCENARIO Random Waypoint scenario:
Random way point scenario was created using the "scengen" tool provided in the ns-2.35 package. The scengen tool creates n nodes and places them randomly. The nodes are moving during the simulation with random speeds, from 1m/sto 10m/s. In mobility scenarios there is a special parameter called pause time, which means that a node stops for a while after a movement. In this scenario, the pause time value was set to five seconds, used mainly for simulation purposes. The size of this scenario is set to 2000x2000 meters, therefore it is quite probable the existence of, at least, one route from a sender to a receiver node. The carrier sense threshold is 550m and the transmission range is 250m for each node.Simulation time for this scenario was set to 120s. Figure. 10. Lost packets vs no. of TCP flows graph In TCP random waypoint scenario, MAC errors are increasing using normal DSR , because of the mobility of nodes (from a minimum of 0m/s to a maximum of 10m/s). This mobility, as well, causes a high number of route errors and therefore more routing overhead and packet loss. Moreover, the throughput decreases meanwhile the number of flows increases.
VI. CONCLUSION & FUTURE WORK
In the situation of congestion, the MAC 802.11 protocol does not perform well enough using the RTS/CTS/DATA/ACK dialog because RTS packets from a sender to a receiver may collide and communication fails, leading to bad interaction with the routing layer. The MAC layer could mistakenly inform the routing layer about broken links when the communication among nodes is still possible, when, however, communication failed due to the collisions of RTS packets caused by congestion. Thus, the routing protocol interprets broken links in the MAC layer as route errors, triggering the route maintenance process, therefore increasing the overhead in the network. Our main purpose is to avoid this misinterpretation by determining the cause of the broken links. To deal with this, the signal strength of each node is tracked. This information is used to notify the routing protocol if the node is still reachable but the communication was dropped. Then, at routing layer it is possible to distinguish if the different speeds of scenarios .Moreover, it is important to decide on the value of the average which determines if the protocol continues trying to retransmit or not, and on the number of times that this node was moving away. the route exists and do not trigger a route error process, avoiding routing packets which would increase more the congestion in the network.
we have developed a new feature with the objective of avoiding disconnections in scenarios with objects that interfere with the communication among nodes. The main idea makes sense in mobility scenarios, for example an office with mobile nodes. Here the connection can be interrupted easily due to furniture obstructing the communication. If the receiver node is not moving away from the transmitter node, it is possible to avoid disconnection by making an average of the received signals. This new approach makes a prediction based on the last twenty movements and interprets if the receiver node is not reachable anymore. We should be careful choosing what method of average (arithmetic mean, geometric mean).
