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Summary
The aim of the project described in this thesis was to explore the relationship between
the inhibitiory neurotransmitter gamma-aminobutyric acid (GABA) and fear-related brain
activation, measured with functional magnetic resonance imaging.
The first part of the thesis deals with the question of how repeatable measures of fear-
related brain activation can be obtained. Two paradigms were evaluated, a frequently
used task using fearful and neutral faces and a newly developed paradigm using pictures
of spiders, negative images from the international affective picture system, and carefully
matched control stimuli.
In the main study latter paradigm was used to assess fear-related BOLD responses in
two groups of participants, recruited for high vs. low levels of fearfulness. In the same
participants, GABA concentration was measured using MRS in two brain regions relevant
for emotion processing (left insula and left dorsolateral prefrontal cortex). Additionally,
physiological parameters were recorded throughout the task, and a breath-hold task (to
estimate vascular reactivity) as well as an arterial spin labeling aquisition (to estimate
baseline cerebral blood flow) were included in the scanning session.
The main experimental chapters of the thesis deal with the questions whether fear-
fulness, GABA concentration and fear-related BOLD responses are associated, and how
potential confounding factors - such as physiological task responses, vascular reactivity and
baseline cerebral blood flow - might mediate this relationship. The last part of the main
experimental part explores the relationship between fearfulness, GABA concentration and
resting state functional connectivity in emotion processing networks.
In the general discussion, power of the study is estimated post-hoc, and limitations are
outlined. Two chapters in the Appendix assess repeatability of the GABA MRS measures
and vascular reactivity estimates.
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Introduction
1
Chapter 1
A review of the literature
1.1 Outline
The brain imaging project described in this thesis deals with the question of how indi-
vidual differences in fearfulness relate to brain function and chemistry. Two measures are
of particular interest: fear-induced responses of brain structures known to be involved in
emotion processing (as assessed by blood-oxygen-level dependent [BOLD] functional mag-
netic resonance imaging [fMRI]), and concentration of the inhibitory neurotransmitter
gamma-amino butyric acid (GABA; as assessed by GABA sensitive magnetic resonance
spectroscopy [MRS]).
In this literature review I aim to make the following points: 1) It is reasonable to assume
the existence of biomarkers for fearfulness. 2) Potential biomarkers for fearfulness are a)
hyperactivation of emotion processing brain regions in relation to negatively valenced
stimuli, and b) a decrease of GABA concentration in fear-relevant brain structures. 3)
The suggested biomarkers (fear-related brain activation and GABA concentration) might
be associated with each other.
The literature review is structured in the following way: In Section 1.2 I conceptualize
the construct of fearfulness, discuss the development of fears and postulate that it is
worth looking for biomarkers of fearfulness. In Section 1.3 I review what is known about
emotion and fear-processing networks in the brain, and then I introduce three regions
that are of particular interest in this study: the insular cortex, the amygdala and the
dorsolateral prefrontal cortex (DLPFC). In Section 1.4 I give an introduction to the
neurotransmitter GABA and provide evidence for its involvement in fear development
and learning, in psychiatric disease, and in task-related BOLD responses. In Section
1.5 I outline the challenges related to using BOLD fMRI and GABA MRS, and I discuss
2
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a number of control measures that were included in this project to test for potential
confounding factors. Last but not least I will summarize the hypotheses and research
questions (Section 1.6).
1.2 Fear and fearfulness
1.2.1 An introduction to the constructs
Imagine coming home and finding a large snake on your kitchen table. How would you
react? You might scream, you might freeze, you might run away. You will most likely
experience something commonly described as fear. A useful definition of fear in this
context is a strong reaction to a threatening stimulus, experienced as ”anxious arousal”
(Nitschke et al., 1999). Such a fear response has behavioural and physiological aspects,
often including a facial expression characterized by opening of the eyes (e.g. Susskind
et al., 2008), an increase in heart rate (HR) and perspiration (e.g. Davis, 1998), and an
offensive or defensive behavioural response (fight or flight response) that depends on the
particular situation (e.g. Blanchard et al., 2001). Darwin was the first to point out that
some of these fear responses are comparable across various species (Darwin, 1782), and a
considerable amount of research today is still based on the assumption that fear is a result
of innate reactions of survival circuits existent in all mammalian brains (LeDoux, 2012;
Panksepp, 1998).
However, not everyone experiences the same amount of fear. In fact, while a lot of
people will run away at the sight of a snake, others might not be scared at all and approach
it with curiosity. Individuals do not only differ in the intensity of fear responses but also
in the tendency to show fear responses in relation to various objects and situations. It has
been shown that people who show fear in one situation are more likely to also be afraid
of other situations (Geer, 1965; Olatunji, 2006; Sawchuk et al., 2000), indicating that
fearfulness can be considered a psychological trait. Being fearful can be useful for survival,
since it prevents one from entering or staying in dangerous situations. However, high levels
of fearfulness and anxiety can lead to lasting experience of stress, and impairments in daily
life. In fact, most defined psychological disorders are characterized by symptoms related
to emotion-processing and emotion perception, and in particular anxiety disorders1 are
characterized by an increased sensitivity to threat (Craske et al., 2011). In recent years,
1In the diagnostic system DSM-IV-TR these include panic disorder, social phobia, general anxiety
disorder, simple phobia, obsessive-compulsive-disorder and post-traumatic stress disorder (PTSD; APA,
2000).
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a trend has emerged to study biomarkers for such disorders and introduce specifically
targeted strategies - such as biofeedback (e.g. Johnston et al., 2011; Linden et al., 2012)
- to conquer the emotional symptoms.
Investigating subclinical variation in emotion-related traits can help to identify po-
tential predisposing factors for developing clinical symptoms. The majority of subclinical
studies in humans focus on trait anxiety rather than trait fearfulness. In contrast to fear-
fulness, which is related to the reactivity to stimuli in the present situation, trait anxiety
is characterized by ”anxious apprehension” and involves concern about things possibly
happening in the future (Craske et al., 2011; Nitschke et al., 1999; Sylvers et al., 2011).
Anxiety disorders are characterized by both, hightened fear reactions, and increased worry
about future threat (Craske et al., 2011; Strelau and Zawadzki, 2011). Some researchers
argue that the two constructs anxiety and fearfulness should be treated separately because
there is only a moderate correlation between them (Sylvers et al., 2011) and some stud-
ies suggest different underlying brain mechanisms (Dien, 1999; Engels et al., 2010; Heller
et al., 2008). However, in practice it is challenging to measure the constructs separately.
To measure fearfulness, typically questionnaires are used that rely on participants’
awareness of their fear reactions. One example is the Fear Survey Schedule, which asks
how much a person would avoid a variety of situations due to fear (e.g. Geer, 1965).
The assumption behind this approach is that if someone has experienced a fear reaction
towards a certain stimulus, this person will try to avoid exposure to the stimulus in the
future. Whether a fearful person is also an anxious person might in fact depend on how
easy it is to avoid the feared situations (O¨hman, 2008). Because part of the strategy in this
project is to confront participants with their fears, the construct fearfulness is measured
using the Fear Survey Schedule-II (Geer, 1965). In the context of the literature review,
studies using measures of fearfulness and studies using measures of trait anxiety will be
discussed, as well as studies performed on clinical populations.
1.2.2 Development of fearfulness
Why do some people tend to react more strongly to negative stimuli than others? Research
on how fears develop is predominantly conducted with phobic patients. Specific phobia
is the most extreme form of fear, which is characterized as unreasonably excessive (APA,
2000). It is not clear how specific fears develop, and it is likely that several factors
contribute. Early theories focus on the influence of learning and environment on fear
development, and more recently, genetic contributions to fearfulness have been suggested.
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For a long time, researchers assumed that fear conditioning was the assumed mecha-
nism behind fear aquisition. When a neutral stimulus (e.g. a white rabbit) is coupled with
an unconditioned stimulus that is able to produce an unconditioned response (e.g. loud
sudden noise), the neutral stimulus acquires the capacity to induce a similar response as
the unconditioned stimulus. This was first demonstrated by John Watson in a classical
experiment in which a little boy was conditioned with a fear to a little white rabbit that
he initially liked (Watson and Rayner, 1920).
However, not all individuals with fears report to have encountered situations in which
this type of coupling could have happened (e.g. Poulton and Menzies, 2002). The extent
to which conditioning plays a role in fear development might depend on the kind of fear
(Coelho and Purkis, 2009), but is unlikely to be the only contributing factor. Another
major theory, the prepared learning theory, focusses on the acquisition of fear of evolution-
ary relevant stimuli and was proposed by Seligman (1971). He postulated that by onto-
or phylogenetic development certain stimuli have been prepared to be fearful stimuli, and
that a single encounter with these stimuli is enough for fear acqusition. These include the
common fears of heights, water, and spiders. In contrast to fears developed in laboratory
settings through conditioning, these prepared fears are not easily extinguishable. It has
in fact been shown that primates and humans get fear conditioned more easily when the
conditioned stimuli are evolutionarily relevant (see review by LoBue and Rakison, 2013).
Bringing the two approaches together, the non-associative model of fear acquisition
(Poulton and Menzies, 2002) postulates the existence of a limited number of innate,
evolutionarily-relevant fears, and that all other fears are acquired by learning processes.
Also this theory is not without critics (e.g. Muris et al., 2002) and it is still debated to
what extent learning is necessary in fear development (Armfield, 2006; LoBue and Rakison,
2013). Furthermore, even though more and more is known about the neural processes in-
volved in fear learning, it is unknown how evolutionary ”preparedness” for certain stimuli
might be manifested in the nervous system.
Another important aspect is social fear learning by observing or being informed about
others experiencing fear (Olsson and Phelps, 2007). It might be the case that individuals
who are exposed to fearful others also delevop more fears themselves (e.g. Gerull and
Rapee, 2002). But environmental variance only accounts for some variability in fearfulness.
Twin studies show that not only anxiety disorders have a significant genetic component
(Hettema et al., 2001), but also specific fears are heritable. This has been found for specific
fears such as fear of animals, social fear and agoraphobic fear (Skre, 2000), as well as general
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fearfulness (Stevenson et al., 1992), with about 30-50% of the population variance being
explained by genetic variance. Additionally, several subconstructs of fearfulness, such as
briskness, perseveration and emotional reactivity have shown to be heritable to a similar
degree (Strelau and Zawadzki, 2011). A number of specific genes have been suggested to
contribute to fearful and anxious phenotypes in rodents and humans (Chen et al., 2006;
Donner et al., 2008; Finn et al., 2003), including genes involved in GABA metabolism (e.g.
Hettema et al., 2006; Thoeringer et al., 2009; also see Section 1.4.3).
How these genes influence fearfulness is not clear, and it is likely that genes have an
influence on susceptibility factors for the development of fears, which is why the devel-
opmental and genetic contribution should not be seen as separate but as interacting (e.g.
Lonsdorf et al., 2009). One possibility is that genes dictate the susceptibility to fear condi-
tioning (Hettema et al., 2003). For example, people who report fear of flying show stronger
conditioning effects for flying unrelated stimuli (Vriends et al., 2012), and individuals with
anxiety disorders are more easily conditioned to fear (for a review see Lissek et al., 2005).
It is also possible, however, that the presence of anxiety disorders influences the suscepti-
bility for learning new fears, rather than the other way round. Other susceptibility factors
might be the sensitivity to experience disgust, and behavioural inhibition (LoBue and
Rakison, 2013; Muris et al., 2002). Others postulate that it might be a low threshold for
the physiological part of the fear response that determines how easily individuals develop
fears (Skre, 2000).
Research has started investigating what properties of the brain could mediate the
effect between genes and fearfulness. The most commonly used brain imaging measure for
that purpose is the activity in brain structures that are known to be involved in emotion
processing. Gross and Hen (2004) postulate that one of the susceptibility factors for
anxiety disorders is hyper-excitability of certain brain areas, and hypothesizes that this is
caused by a lack of the inhibitory neurotransmitter GABA. However, this hypothesis has
yet to be empirically tested; this being one of the aims of the present thesis. In the next
two sections, evidence underlying this postulate will be discussed.
1.3 Investigating fear-related brain activation in humans:
what we know from fMRI research
A major proportion of emotion research is done with animals, which is useful to understand
the synaptic level mechanisms and cellular pathways that go hand in hand with fear
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learning (e.g. Gross and Canteras, 2012). Most of these methods (such as introducing
specific lesions) cannot be used in humans. Lesion studies in humans can be informative,
however, naturally occuring lesions are not very spatially specific and usually only very few
individuals with such lesions are available. This is why an important method in human
emotion research is in vivo brain imaging.
The most commonly used brain imaging method to characterize fear processing in the
human brain is BOLD fMRI. The advantage of fMRI over other brain imaging methods is
that it has a good spatial resolution and can clearly identify signals from subcortical areas
unlike electroencephalography or magnetoencephalography. Another advantage is that in
comparison to positron emission tomography (PET) BOLD fMRI does not use radioactive
tracers. The disadvantages are a low temporal resolution in the scale of seconds, and -
as will be discussed later - the nature of the signal, making it susceptible to noise by
unwanted factors (Section 1.5.1). Important knowledge about human emotion processing
has been reached through fMRI, and I will first review what the main networks in emotion
processing are, and then discuss three specific regions of interest.
1.3.1 Emotion processing brain networks
Findings regarding the localisation of emotion processing relevant areas are not consistent
over different emotions and different tasks (Phan et al., 2002). Currently, two popular
neuroscientific approaches try to explain fMRI findings from emotion studies. The first
approach assumes a set of basic emotions2. and that each emotion goes hand in hand with
specific brain activation and physiological responses. Quite a number of studies have tried
to distinguish different emotional states using fMRI. In a meta-analysis combining studies
that investigate various emotions and stimulus types, Vytal and Hamann (2010) managed
to identify activation patterns specifically associated with each basic emotion. Regarding
the emotion fear the authors describe a network composed of the bilateral amygdala, right
insula, anterior cingulate (ACC) and left inferior frontal gyrus.
Not all meta-analyses found specific activation patterns for specific emotions (Lindquist
and Barrett, 2012) and so a second model for emotions in the brain has been suggested, the
constructionist approach (also see Hamann, 2012). It is based on the idea that the brain
is organized in a number of basic functional networks that interact to produce a variety
2The concept of basic emotions has been proposed by Paul Ekman. He describes basic emotions as
discrete emotions that meet certain criteria, such as the possession of distinctive universal signals and
distinctive physiology. Basic emotions include anger, contempt, disgust, fear, happiness, sadness and
surprise (see Ekman and Cordaro, 2011).
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of different psychological states, such as attention, language, and also emotion (Lindquist
and Barrett, 2012). These basic networks are often discovered by resting state fMRI and
include the salience network, the default network, and the executive control network (e.g.
Barrett and Satpute, 2013; Oosterwijk et al., 2012). Evidence for this approach comes
from studies such as Oosterwijk et al. (2012)’s. They instructed their participants to
imagine a negative situation, either focussing on thoughts, their bodily sensations or on
emotions. For all three scenarios the same basic networks were involved, but contributed
to different extents depending on the task instruction. Oosterwijk et al. (2012) conclude
that there is no such thing as emotion processing circuit in the brain but that emotions
are a result of the interplay of more general networks.
Independent of which of the approaches is more accurate, some brain areas are repeat-
edly reported to be involved in fear processing, such as the amygdala and insula (Phan
et al., 2002). When individual differences and biomarkers are studied, the most commonly
used approach is to look at individual regions and only a few studies look at network
activity, even though this is becoming more and more common. In this project, both
approaches are taken into account.
1.3.2 Fear-induced brain activation
Several strategies have been used to investigate fear-related brain responses. These include
fear-conditioning, confrontation with generally fearful images and confrontation with stim-
uli specific to participants’ fears.
One way to study fear responses in healthy participants is to performing fear condi-
tioning in the scanner. Studies using this method usually find that the amygdala, anterior
cingulate cortex (ACC), and the insular cortex are crucial structures for processing condi-
tioned stimuli (for reviews see Bu¨chel and Dolan, 2000; Kim and Whan, 2006; Sehlmeyer
et al., 2009).
Another way is to confront participants with images of facial expressions or negative
emotion-inducing images. Fearful faces induce activation in the amygdala, insula, cerebel-
lum, fusiform gyrus, inferior parietal and inferior and medial frontal regions (meta-analysis
by Fusar-Poli et al., 2009; Sabatinelli et al., 2011). Generally negative images, such as neg-
ative pictures from the international affective picture system (IAPS; Lang et al., 2008) are
rated as more negative and more arousing than faces (Britton et al., 2006; Scha¨fer et al.,
2005) and are often used to induce the experience of negative emotions in participants.
However, resulting activation patterns cannot always be attributed to distinct emotions
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such as fear. Confronting participants with negative emotion-inducing stimuli leads to
activation in amygdala, orbitofrontal cortex (OFC), medial prefrontal cortex (MPFC) and
occipital areas (meta-analysis by Sabatinelli et al., 2011).
A common approach to study fear responses in the brain is to confront phobic patients
with phobia-related stimuli as compared to neutral control stimuli such as mushrooms.
One typical example of such a study was conducted by Straube et al. (2006b). Twelve
spider phobics and twelve controls were confronted with pictures of spiders and mushrooms
as neutral controls. Only in phobics, increased activation during the spider vs. mushroom
condition was found, in regions such as the ACC, insula and amygdala. Most studies have
used spider phobia (e.g. Caseras et al., 2010; Schienle et al., 2005; Straube et al., 2004,
2006a,b; Wendt et al., 2008), but also social phobia (e.g. Klumpp et al., 2010; Stein et al.,
2002) and snake phobia (e.g. Lueken et al., 2011) to study fear-induced brain activation.
The areas that are commonly found during the contrast phobic stimulus vs. neutral
stimulus are then assumed to be fear-relevant areas, and usually phobia patients show
stronger activity in these areas than control participants. These areas include (amongst
others) the amygdala (Caseras et al., 2010; Dilger et al., 2003; Etkin and Wager, 2007;
Klumpp et al., 2010; Schienle et al., 2005; Straube et al., 2006b), the insula (Caseras
et al., 2010; Dilger et al., 2003; Klumpp et al., 2010; Lueken et al., 2011; Stein et al.,
2002; Straube et al., 2004, 2006a,b; Wendt et al., 2008), the DLPFC (Schienle et al., 2005;
Straube et al., 2004), the ACC (Caseras et al., 2010; Lueken et al., 2011; Straube et al.,
2006a,b), the inferior frontal gyrus (Caseras et al., 2010; Klumpp et al., 2010; Stein et al.,
2002; Straube et al., 2004), and the fusiform gyrus (Schienle et al., 2005; Straube et al.,
2006a). Therapy such as cognitive behavioural therapy can decrease activation in these
areas, for example in the amygdala and insula (Goossens et al., 2007; Schienle et al., 2009;
Straube et al., 2006a).
The finding that phobic participants show stronger BOLD responses to fear-specific
stimuli is intuitive, since stronger fear reactions upon stimulus presentation can be ex-
pected. But there is also some evidence that participants with a strong fear respond more
strongly to negatively valenced but fear-unrelated stimuli in fear-relevant brain structures.
Most of this evidence comes from patient populations, such as patients with depression
(Etkin and Schatzberg, 2011; Jaworska et al., in press), specific phobia (Wright et al.,
2003), PTSD (Bruce et al., 2012) and general anxiety disorder (Etkin et al., 2010; Etkin
and Schatzberg, 2011). In subclinical samples, trait anxiety was found to predict reactiv-
ity of the insula and amygdala to emotional faces (Etkin et al., 2004; Stein et al., 2007).
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This suggests that fearful individuals might show a more general hyper-reactivity in the
brain areas of interest. This hyper-reactivity might in fact be a predisposition for de-
veloping anxiety disorders, and it might explain behavioural findings such as that people
with anxiety disorders show increased fear conditioning, elevated anticipation of stressors,
and attentional bias to fear related information (Craske et al., 2011). However, not all
studies find a more generalized hyper-reactivity (e.g. Wendt et al., 2008), therefore more
research is needed to resolve to what extent this hyper-reactivity exists. The influence of
fearfulness on activity upon generally negative IAPS images will be explored as part of
this project.
1.3.3 Regions of interest
Based on the findings reported in the previous section, in this project three regions are
of particular interest: the insular cortex, the amygdala, and the DLPFC. The insula
and amygdala have been repeatably reported as hyper-reactive in fearful participants (see
section 1.3.2). The DLPFC might be implicated in the downregulation of activity in these
regions (Ray and Zald, 2012).
Insula
The insular cortex (insula) is part of the cerebral cortex and lies within the lateral sulcus,
which makes it highly folded. The anterior part of the insula has three short gyri, while
the posterior insula consists of two long gyri (Tu¨re et al., 1999). Cytoarchitecturally, four
areas are distinguished: the rostroventral agranular field consisting of two different areas,
the transitional dysgranular field and the posterior granular field (Augustine, 1996). Im-
portant structural connections of the insula include its afferent and efferent projections
to the amygdala, thalamus, ACC and prefrontal cortex and inferior frontal gyrus (Augus-
tine, 1996; Catani et al., 2012; Mesulam and Mufson, 1982). Recent studies suggest that
the anterior and posterior insula are part of two different structural networks. Findings
from diffusion tensor imaging (DTI) studies indicate that the anterior insula is strongly
connected to dorsal prefrontal, inferior frontal and temporal areas, while the posterior
insula’s main white matter tracts go to motor and somatosensory areas (Chia-Feng et al.,
2012; Cloutman et al., 2012). This parcellation has also been supported by functional
connectivity studies (Cauda et al., 2011; Chang et al., 2012; Deen et al., 2010).
The insula is involved in emotion processing (Lindquist et al., 2012; Phan et al., 2002;
Schienle et al., 2002). A proposed mechanism underlying this function is that interocep-
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tive sensations are integrated within the insula and based on the outcome, attention is
regulated and an affective feeling is created (Lindquist et al., 2012). Craig (2009) proposed
a model on how the integration is performed on a continuum from posterior to anterior
insula, suggesting that the creation of the emotional feeling is based on the integration
of homeostatic but also higher-level contribution such as environmental, hedonic, motiva-
tional, social and cognitive factors (see Figure 1.1). If the insula integrates interoceptive
sensations, then it should also be involved in other mental states that go hand in hand
with perception of bodily states. In fact, the insula has been found to play a crucial role
in sexual arousal (Ortigue et al., 2007; Stole´ru et al., 2012) and pain (Ciampi de Andrade
et al., 2012; Wiech et al., 2010).
Figure 1.1: Integration of information is hypothesized to progress from posterior to anterior insula.
Figure taken from Craig, 2009.
Another piece of evidence for this interoceptive integration model is that people with
higher insula activation are better at perceiving their own heartbeat (Critchley et al.,
2004). It has also been reported that there is an anatomical overlap of the insula activity
during this kind of interoception and during the experience of fear (Caseras et al., 2013;
Zaki et al., 2012). The role of the insula in processing one’s own physiological reactions
raises the question whether the increased insula activity in fearful participants might be
mediated by their physiological reactions. This question will be addressed as part of this
project.
Amygdala
Amygdala refers to a group of subcortical nuclei, whereby most commonly the superficial
group, the centromedial and basolateral complexes are distinguished (Amunts et al., 2005).
The amygdala is involved in emotion perception, perception of facial expressions, in par-
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ticular fear (Calder et al., 2001; Costafreda et al., 2008), and fear conditioning (LeDoux,
2000). A model proposed by Stefanacci and Amaral (2002) postulates that the amygdala
is a protective device that inhibits the approach of salient objects, evaluates whether the
object determines a threat, and coordinates other brain regions to appropriately react,
such as by generating autonomic physiological responses as suggested by animal research
(e.g. Iwata et al., 1987). In fact, it has been shown that in threatening situations that lack
a salient stimulus, or in situations where participants are asked to recall emotional situ-
ations, amygdala activity is less likely detected (Costafreda et al., 2008; Lindquist et al.,
2012; Phan et al., 2002).
The amygdala has close bidirectional connections to the insula (Davis et al., 1994;
Reynolds and Zahm, 2005). Paulus and Stein (2006) propose that the amydala passes
on information about the valence of a stimulus to the insula, which integrates this with
information about the interoceptive state. There is evidence that the connectivity between
insula and amygdala is involved in emotion experience, as Baur et al. (2013) showed that
anterior insula and amygdala connectivity explain 40 percent of variance in state anxiety.
DLPFC
The DLPFC is roughly equivalent to brodman areas 9 and 46 (Petrides, 2005; see Figure
1.2). The DLPFC has been assigned to the executive network (Carpenter et al., 2000;
Niendam et al., 2012; Seeley et al., 2007), which also involves other frontal and parietal
regions and is involved in executive functions such as flexibility, working memory, initi-
ation and inhibition (Niendam et al., 2012). The DLPFC has direct connections to the
insula (Chia-Feng et al., 2012; Cloutman et al., 2012), and it has been proposed that the
salience network (which the insula is part of) regulates activity of the executive network
(Menon and Uddin, 2010; Sridharan et al., 2008) depending on the outcome of the salience
evaluation.
In emotion confrontation paradigmns, prefrontal activation is often reported (e.g.
Schienle et al. 2005; Straube et al. 2004). Due to their involvement in the executive
network, the particular role of prefrontal areas in emotion have been frequently discussed
in the context of emotion regulation. Phillips et al. (2003) stated a theory on emotion pro-
cessing, involving the three stages 1) appraisal and identification of emotional significance
of a stimulus, 2) production of a specific affective state, 3) regulation of the affective state
and emotional behaviour; steps 1 and 2 resemble the functions of insula and amygdala as
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Figure 1.2: Cytoarchitectonic map of the lateral surface of the human cerebral cortex. The DLPFC
corresponds roughly to Brodman areas 9 and 46. Figure taken from Petrides, 2005.
discussed above. Step 3 could involve mechanisms that downregulate the initial response
of areas such as the amygdala and insula.
Different strategies of emotion regulation have been proposed (Gross and Barrett,
2011). One cognitive strategy of emotion regulation is reappraisal, such as reinterpreting
the scene. Reappraisal recruits frontal areas including DLPFC, ventrolateral prefrontal
cortext, MPFC and ACC, and is associated with reduction in amygdala and insula reac-
tivity (Drabant et al., 2009; McRae et al., 2009; Ray and Zald, 2012). Goldin et al. (2008)
found that early prefrontal responses go hand in hand with later reduction in amygdala
and insula responses, and Eippert et al. (2007) showed that the DLPFC is involved in
up- as well as downregulation of emotions. Unlike the MPFC, the DLPFC only has a
limited number of direct projections to the amygdala (Ray and Zald, 2012; Stefanacci
and Amaral, 2000), and probably plays a role in downregulation via indirect connections,
through its close connections to other prefrontal regions (Ray and Zald, 2012; Yeterian
et al., 2012). Phillips et al. (2008) furthermore suggests that the DLPFC is primarily
involved in voluntary rather than automatic regulation of emotion.
In addition to amygdala and insula reactivity, individual differences in DLPFC re-
cruitment have also been linked to individual differences in fear and anxiety. For example,
Bishop et al. (2007) showed a negative correlation between trait anxiety and the extent to
which the DLPFC reacts to fearful vs. neutral faces. On the other hand, it has also been
reported that individuals with high anxiety activate frontal regions such as the DLPFC
when presented with negative images more strongly than non-anxious people (Campbell-
Sills et al., 2011). Different factors such as peceptual load (Bishop et al., 2007) seem
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to have an influence on the relationship between anxiety and DLPFC activation. Also,
some evidence suggests that individual differences in functional connectivity between the
DLPFC and amygdala is stronger in individuals with high trait anxiety (Laeger et al.,
2012).
1.4 The GABA system, its role in fear and its relationship
to BOLD
This part of the review deals with the role of the neurotransmitter GABA in fear. First, I
will provide a short introduction to the GABA system, then I will discuss different forms of
evidence for its involvement in anxiety and fear, and its potential association with BOLD
responses.
1.4.1 GABA is the inhibitory neurotransmitter
Functioning networks in the brain require balance between excitation and inhibition (e.g.
Isaacson and Scanziani, 2011). While most neurons form excitatory connections with
other neurons, only about 20-25 % of neurons release the inhibitory neurotransmitter
GABA. These neurons are called interneurons and exist in all cortical layers. They show
a variety of morphological, neurochemical and physiological characteristics, which makes
classification challenging (Maccaferri and Lacaille, 2003). Most interneurons do have short
axons, which means that they regulate locally, whereby they can target different parts of
pyramidal cells. For example the parvalbumin-positive basket cells target the perisomatic
region, Martinotti cells target the dendrites, and chandelier cells the axon initial segment
(Fino et al., 2012). Inhibitory interneurons allow networks in the brain to self-organize,
be more complex and increase temporal precision of firing. This allows neuronal networks
to react to small stimulation but not over-react to massive stimulation (Buzsaki, 2006).
GABA is the main inhibitory neurotransmitter. It is produced by decarboxylating
the amino acid L-glutamic acid. This reaction is catalyzed by the enzyme glutamic acid
decarboxylase (GAD), which exists in two forms, GAD67 and GAD65. GAD’s activity
is the rate limiting step in the conversion of glutamate to GABA (Paredes and Agmo,
1992). GABA transaminase breaks down GABA into succinic semialdehyde, which is then
further processed to succinate (for a review of GABA metabolism see Tillakaratne et al.,
1995). GABA is stored in vesicles in the presynaptic cells until an action potential triggers
exocytosis. After being released in the synaptic cleft, GABA can bind to three kinds of
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GABA receptors on the postsynaptic membrane. Receptor A and C are chloride channels.
Binding of GABA leads to conformational changes of these receptors, allowing chloride
ions to influx into the postsynaptic cell. This causes hypopolarisation and a decrease in
excitability (also see Nutt and Malizia, 2001). When GABA binds to type B receptors,
the receptors trigger second messenger pathways that lead to slower and longer lasting
inhibition (Chebib and Johnston, 1999). As it is the case with other neurotransmitters,
neurons and glia cells reuptake GABA in order to inactivate it. GABA that goes to non-
GABAergic cells cannot be used again for neurotransmission, which is why GABAergic
neurons need to produce more GABA (Iversen et al., 2009).
1.4.2 GABA is important for fear learning and expression
Evidence that GABA is crucial for fear learning and fear expression comes from two types
of studies: studies in which fear or fear learning is induced and changes in the GABA
system are investigated, and studies in which changes in GABA transmission are induced
and the effects on fear and fear learning are investigated. Due to practical, methodological
and ethical reasons, the majority of these studies are conducted with animals, in particular
rodents. I will include both animal and human literature in the following paragraphs.
Animal studies, in which fear is induced, have shown that fear does lead to changes
in the GABA system, particularly in the amygdala. Heldt and Ressler (2007) and Stork
et al. (2002) found that fear conditioning goes hand in hand with a decrease in messenger
ribonucleic acid levels of a number of GABA related proteins in the amygdala, while fear
extinction led to an upregulation. These findings suggest that fear learning leads to a
downregulation of GABA transmission in order to allow excitatory neurotransmission in
the amygdala to consolidate the fear memory (also see Maren and Quirk, 2004).
In humans, not many studies have investigated the effects of fear on GABA concen-
tration. In one study, Hasler et al. (2010) told his participants that they would receive
occasional electric shocks during the scan, and acquired GABA concentration measures
from the medial prefrontal cortex throughout the scan duration. They found that GABA
levels were significantly lower than in a no-threat control condition. This suggests that
the effect of fear or stress triggers measurable GABA decreases in the human cortex.
Studies of the second type have been performed by influencing the GABAergic trans-
mission with GABA agonists or antagonists. The effects of GABA agonists and antagonists
in rodents have been demonstrated on a variety of behavioural fear measures. In general,
it seems that GABA antagonists increase fear learning (e.g. Manzanares et al., 2005) and
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fear reactions (e.g. Sanders and Shekhar, 1991), and that GABA agonists attenuate them
(e.g. Muller et al., 1997; for reviews see Akirav and Maroun, 2007; Makkar et al., 2010;
Malizia, 2002). This suggests that high levels of GABA transmission are disruptive for
fear acquisition, which could lead to the hypothesis that individuals with low GABA con-
centration (possibly due to their genetic predisposition) are predisposed for fear learning.
This postulate will be discussed in the Section 1.4.3.
Again, the number of studies in humans investigating GABA altering drugs are limited.
Most evidence that changing GABA transmission leads to changes in fear and anxiety
comes from the observation that anxiolytic drugs act on the GABA system (Kalueff and
Nutt, 2007). Benzodiazepines have been a commonly used treatment for anxiety disorders
since the 40s, but only decades later it was discovered that they are allosteric enhancers
of GABA receptors (review by Nutt and Malizia, 2001). A number of studies in humans
investigated the effects of GABA modulating drugs on specific behavioural outcomes.
Diazepines have been shown to decrease startle responses and fear potentiation of the
startle response response3 (Baas et al., 2002; Bitsios et al., 1999; Graham et al., 2005;
Grillon et al., 2006; Riba et al., 2001). The action probably happens by blocking the
learning process rather than the expression of a previously learned response (Scaife et al.,
2005, 2007). This again supports that GABA transmission levels are important for learning
fear responses. In humans enhancing GABA transmission also decreases the ability to
recognize fear as well as the subjective feeling of anxiousness (Bitsios et al., 1999; Del-Ben
et al., 2012).
Bringing these findings together it seems that fear experiences influence GABA neuro-
transmission, and that by altering GABA neurotransmission fear-related behaviours can
be influenced (for a review see Malizia, 2002 and Millan, 2003). A proposed mechanism
for the action of GABA antagonists or agonists on fear is that they alter brain activation
in emotion processing areas, which will be discussed below (Section 1.4.4).
3Startle response refers to a muscle contraction upon a strong stimulus. In humans this can for example
be measured using electromyography. It has been found that the startle response is enhanced under
presence of a stimulus that predicts an aversive event. This enhancement - the fear potentiation of the
startle response - is often used as a measure of anticipatory anxiety, and has been related to traits of
fearfulness and anxiety (e.g. see Vaidyanathan et al., 2009).
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1.4.3 Why individual differences in GABA might explain individual dif-
ferences in fear
So far, I discussed how changes in fear trigger changes in GABA, and how changes in
GABA alter fear learning within individuals. However, this does not necessarily mean
that individual differences in GABA are associated with individual differences in fear-
fulness. In this section I want to discuss evidence from two groups of studies: studies
showing that different gene variants related to GABA influence fearfulness and anxiety,
and studies measuring GABA concentration and relating it to clinical symptoms or patient
populations.
Evidence from Genetics
As discussed in Section 1.2.2 fearfulness is heritable, and a few genes have been identified
to play a role. Genes involved in the GABA system can code for receptor subunits, for
metabolizing enzymes or for GABA reuptakers. Malfunctioning variants of these genes
can lead to decreased efficiency in any of the GABA transmission related processes.
A lot of genetic studies are done with rodents, for example using the knock-out strategy
to investigate effects of specific genes. Higher anxiety levels have been shown for mice with
a GABA A receptor gamma subunit knockout (Smith and Rudolph, 2012), for mice with
GABA B receptor subunit knockouts (Mombereau et al., 2005), and also for mice with
knockout for a GABA reuptaker gene (Liu et al., 2007), and the GAD65 gene (Kash
et al., 1999). Knocking out the GAD67 gene in the amygdala only shows effects on fear
extinction but not conditioning or general anxious behaviour (Heldt et al., 2012).
In humans, the predisposition for affective disorders has been linked to mutations in
genes coding for GABA metabolism proteins. The GAT-1 (GABA transporter, responsible
for reuptake) gene has been linked to panic attacks (Thoeringer et al., 2009), and the gene
for GAD67 linked to predisposition for depression and anxiety disorders (Hettema et al.,
2006). GABA A receptor subunit genes have been associated with neuroticism and its
sub facets anxiety, hostility, depression and vulnerability (Sen et al., 2004) as well as
the somatic symptoms, anxiety and depression scales of a general health questionnaire
(Feusner et al., 2001).
Evidence from brain imaging: PET, single photon emission computed tomog-
raphy (SPECT) and MRS
Paulus and Stein (2006) suggested that anxious phenotypes might be a result of reduced
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GABA concentration. In fact, GABA receptor density and GABA concentration have
been studied in several clinical populations with a number of different methods.
GABA receptor density is not a direct measure of GABA concentration, but gives
an indication of the number and strength of inhibitory synaptic connections (Kittler and
Moss, 2003). Density of GABA A receptors in the brain is measured with either PET,
or SPECT, by using radioactively labelled benzodiazepine antagonists such as Iomazenil.
Studies using these methods in clinical population have revealed decreased benzodiazepine
binding in patients with panic disorder only in the right prefrontal cortex (Brandt et al.,
1998), across the whole brain including insula and DLPFC (Malizia et al., 1998), only in
temporal cortices (Kaschka et al., 1995), and only in the insula (Cameron et al., 2007).
For veterans with PTSD decreased binding has been reported in the hippocampus and
prefrontal cortex (Bremner et al., 2000), across the cortex and also in the amygdala and
hippocampus (Geuze et al., 2008). The general tendency seems to be a GABA decrease
in patient populations. In a subclinical sample, Abadie et al. (1999) failed to find a
relationship between anxiety and benzodiazepine binding. It has to be considered that
most of these studies used very small sample sizes, which makes it hard to draw conclusions
about the regional specificity.
While GABA receptor density might be an indicator of the abundance or importance
of GABA in a region, GABA concentration can be directly measured from plasma and
from the brain using MRS (described in Section 1.5.2). Measuring GABA concentration
from plasma is indicative of a general GABA level, but does not allow to draw conclusions
about levels in different brain regions. Nevertheless, studies still found evidence that mood
disorders go hand in hand with a decrease in plasma GABA levels (Petty et al., 1992, 1993;
Petty, 1994; Petty et al., 1995; Sanacora et al., 1999), suggesting that there might be a
general GABA deficit in these populations. Vaiva et al. (2004) found decreased plasma
GABA in panic disorder and Vaiva et al. (2006) found evidence that a decreased GABA
level might be a predisposition for developing panic disorder.
MRS allows to measure GABA concentration from one location in the brain at a time
(for a review see Puts and Edden, 2012). A number of studies have compared GABA
levels between patient and control groups. They report lower GABA levels in prefrontal
areas in patients with major depression (Hasler et al., 2007), as well as lower GABA
levels in the ACC (Ham et al., 2007; Long et al., 2013), temporal cortex (Meyerhoff
et al., 2014) and occipital lobe (Goddard et al., 2001, 2004a,b; Meyerhoff et al., 2014) in
patients with panic disorder. Other studies show a reduction of GABA in patients with
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social anxiety disorder in the hypothalamus (Pollack et al., 2008), and in the occipital
lobe in patients recovered from mood disorders (Bhagwagar et al., 2007). Again, there is
a general trend for a decrease in GABA in clinical populations, supporting the evidence
from PET/SPECT studies. Again, because of the small sample sizes used in these studies,
it is hard to tell whether there is a global GABA decific in clinical populations or whether
it is restricted to certain brain structures. So far, no GABA MRS studies on participants
with subclinical anxiety or fearfulness have been conducted. One study reported a negative
correlation between state and trait anxiety and GABA in the right anterior insula, however
the anxiety level was highly confounded with the presence of PTSD (Rosso et al., 2014).
The relationship between subclinical levels of fearfulness and GABA concentration in two
cortical regions will be investigated as part of this project.
1.4.4 GABA and BOLD might be associated
If GABA inhibits neural activity, and BOLD is a measure sensitive to neural activity, a
negative relationship between the amount of GABA and BOLD signal amplitude can be
expected. In a clever study with mice, Chen et al. (2005) showed that administration of a
GABA transaminase inhibitor - so a drug that prevents the breakdown of GABA - leads
to an increase in GABA concentration measured with MRS. This GABA increase was
coupled with a decrease in BOLD response in the somatosensory cortex during forewpaw
stimulation. This study does not only demonstrate that GABA MRS is sensitive to changes
in GABA but also that there is a direct relationship between GABA concentration and
BOLD reactivity.
The effects of drugs altering GABA transmission on BOLD responses have also been
studied in humans. Because these drugs - such as benzodiazepines - are known for their ef-
fect on anxiety, their effects on emotion-related BOLD responses are of particular interest.
Malizia (2000, as cited by Nutt and Malizia, 2001) for example found that anxiolytic effect
of benzodiazepines go hand in hand with a decrease in brain metabolism (as measured
using PET) in areas associated with emotion processing such as the insula and OFC. A
study using emotional faces found that benzodiazepines decrease BOLD in the amygdala
and insula, but not in prefrontal or occipital cortex (Paulus et al., 2005). In another
face processing study, Del-Ben et al. (2012) report that benzodiazepine attenuates BOLD
responses in right hemisphere amygdala, OFC, ACC and bilateral insula to fearful faces.
Similarly, Wise et al. (2007) found that a benzodiazepine agonist decreased BOLD signif-
icantly in anterior insula during anticipation of pain. Pregabalin, another drug enhancing
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GABA transmission, was also found to decrease BOLD responses in left amygdala and
anterior insula during the anticipation of emotional stimuli, but to increase the BOLD
response in the ACC (Aupperle et al., 2011). The authors suggest that the effects of
anxiolytic drugs might actually be mediated by an attenuation of amygdala and insula
reactivity.
In addition to manipulating GABA artificially, natural individual variation in GABA
concentration has been linked to BOLD responses. A number of studies demonstrate
a correlation between GABA measured with MRS and BOLD responses to a variety of
stimuli. Muthukumaraswamy et al. (2009) found a negative correlation between BOLD
signal amplitude and GABA level in the occipital cortex. Later, this was further explored,
and a positive correlation between GABA and width of the hemodynamic response func-
tion (HRF), but a negative correlation between GABA and the amplitude was reported
(Muthukumaraswamy et al., 2012). A negative correlation in the visual cortex was also
reported by Donahue et al. (2010), but with a measure of task-related cerebral blood
flow changes rather than the BOLD response. Northoff et al. (2007) found a negative
correlation between negative BOLD and GABA concentration in the ACC during the pre-
sentation of emotional faces. Using a motor sequence learning task, Stagg et al. (2011)
reported that participants with lower baseline GABA showed greater task-related BOLD
responses. These results all point into the direction of a negative correlation between
GABA and BOLD. Interestingly, Wiebking et al. (2014) found a positive correlation be-
tween activity related to interoceptive awareness in the insula and GABA level.
1.5 Methodological considerations
In this study, two extreme groups (participants with high vs. low levels of fearfulness) were
recruited and fear-related BOLD responses and GABA concentration assessed. During the
planning of this project, a number of possible confounding variables and challenges were
considered. In the following, factors that are independent of neural activity but might
influence task-related BOLD responses are discussed. Then the basic principles of GABA
MRS are explained. Additionally the potential influence of menstrual cycle and hormonal
contraception are outlined, and the rationale behind conducting repeatability studies of
the measures involved is explained.
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1.5.1 The challenge of BOLD as a measure of neural activity
The method used to study brain activation patterns in this project is BOLD fMRI. The
idea behind this measure is that neural activation requires energy metabolism and oxygen,
resulting in a greater oxygen delivery to activated regions, and as a consequence in a higher
oxygenated/deoxygenated hemoglobin ratio, which is detected by the BOLD contrast (for
a good introduction on BOLD FMRI see Huettel et al., 2009). However, it is not only
neuronal activity itself that influences the BOLD signal. In this context, the influence of
physiological noise, baseline cerebral blood flow and vascular reactivity will be discussed.
Physiological noise
Physiological parameters, including cardiac cycle, breathing cycle, carbon dioxide (CO2),
oxygen (O2), heart rate (HR) and respiratory volume over time (RVT), have been shown
to contribute to the BOLD signal (Birn et al., 2006, 2009; Chang et al., 2009; Dagli et al.,
1999; Glover et al., 2000; Shmueli et al., 2007; Wise et al., 2004). The influence of physio-
logical parameters on the BOLD signal is particularly important to consider in the context
of studying emotions. This is because physiological reactions can be part of an emotional
experience, if not crucial to it. Early theories on emotions already recognized this impor-
tance, starting with the James and Lange theory that postulated that emotional states
are actually a result of perceiving and interpreting physiological processes rather than
causing them (e.g. Kandel et al., 2013). Kreibig et al. (2007) and Kreibig (2010) reviewed
literature on physiological reactions to emotional stimuli, and found a physiological profile
for fear, characterized by an increase in HR, skin conductance, respiration rate, and a
decrease in end-tidal CO2.
The strategy of this study is to confront fearful vs. non-fearful participants with fear-
inducing stimuli. Therefore, it might be the case that fearful participants show stronger
physiological reactivity to the emotional stimuli, which could affect the BOLD signal and
possibly be a confounding factor for fMRI group analysis. Even if the physiological fluctu-
ations are not confounded with the task, increased physiological variability can introduce
unwanted variance in the BOLD signal and decrease the power to detect BOLD responses
of interest. Several methods have been developed to filter out signal related to physio-
logical fluctuations from BOLD timeseries (Birn et al., 2009; Chang et al., 2009; Glover
et al., 2000; Kay et al., 2013; Perlbarg et al., 2007). One potential problem with applying
physiological noise correction is that if the physiological parameters are highly confounded
with the task, regressing out their influence might also take out some task-related vari-
CHAPTER 1.5 22
ance. The effect of physiological noise correction on emotion-related BOLD responses was
investigated as part of this project.
Vascular reactivity and baseline cerebral blood flow
The BOLD signal depends on the cerebro-vascular reactivity, the responsiveness of the
vascular system to vasodilative signals that are released with increased neural activity
(Murphy et al., 2011; Thomason et al., 2005). If this vascular reactivity differs between
people, task-related BOLD signals will also be different even if the underlying neural
activity is the same. One method that has been introduced to measure this factor task-
independently is to increase the CO2 level by hypercapnic challenges (artificially regulating
CO2 level of the environment) or through breath-hold tasks. Using this method, cerebral
blood flow (CBF) is modulated, under the assumption of an unchanged rate of oxygen
consumption (Thomason et al., 2005). BOLD signal following an increase in CO2 in a
region has been found to explain up to 50 % of task-related (spatial and between partici-
pants) variability in BOLD responses in the same region (Biswal et al., 2007; Kannurpatti
et al., 2012; Liu et al., 2013; Thomason et al., 2007).
Since the BOLD response reflects a change in cerebral blood flow, the baseline blood
flow can also affect task-related BOLD responses (Cohen et al., 2002; Liu et al., 2012;
Sicard and Duong, 2005; Vazquez et al., 2006). Cerebral blood flow has been associated
with a number of personality and clinical traits (Coombs III et al., 2014; El-Hage et al.,
2013; Schlegel et al., 1989; Takeuchi et al., 2011; Wolf et al., 2012), and might therefore be
a confounding factor when individual differences are investigated. For this study, CBF is
of particular interest because a number of studies show an association with GABA levels
(Donahue et al., 2010, 2014; Franklin et al., 2011, 2012; Kajimura et al., 2004; Krause
et al., 2014; Michels et al., 2012). Cerebral blood flow can be measured with a method
called arterial spin labeling (ASL). Performing ASL, a magnetic label is applied to water
molecules in the blood, changing their magnetic characteristics. At a certain amount of
time after the labeling, the distortion of the signal caused by the label is measured and
proportional to CBF (Buxton et al., 1998; Liu and Brown, 2007; Xu et al., 2010).
1.5.2 Measuring GABA using MRS
MRS allows to estimate concentration of molecules in predefined brain regions in vivo.
The method makes use of the fact that resonance frequency of protons depends on their
chemical environment. In an MRS experiment, a volume of interest voxel is defined, and
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in this region the tissue is excited with radiofrequency pulses specific to the frequency
of the nucleus of interest (for in vivo imaging this is usually the hydrogen nucleus due
to the abundance of water molecules in the brain). The relaxation can be measured
and resolved into a frequency spectrum with peaks that reflect the abundance of nuclei
in different chemical environments. The chemical environments vary in the amount of
nucleus shielding by electrons, which results in a chemical shift of the resonance frequency
indicated in parts per million (ppm; Lambert and Mazzola, 2004; for a typical spectrum
see Figure 1.3).
Figure 1.3: MRS spectrum. A spectrum acquired during a MRS sequence, showing peaks reflecting
different brain metabolites. GABA contributes three of these peaks, as indicated by the red, blue and
green stripes. Figure taken from Puts and Edden (2012).
GABA yields three peaks due to its three methylene group, at 1.0, 2.3 and 3 ppm (Puts
and Edden, 2012; see Figure 1.3). All of the GABA peaks overlap with the peaks of other
molecules, which is why GABA concentration cannot be deduced from a conventional
spectrum. To get an estimate of GABA, special sequences are applied that make use of
an effect called spin coupling (the effect that neighboring spins can influence each other).
The GABA signal at 3.0 ppm is coupled to the signal at 1.9 ppm, whereas none of the
other signals at 3.0 ppm are coupled to signals at 1.9 ppm. This allows to add a frequency
selective pulse to the experiment, which affects only the signal at 1.9 ppm. Because of the
coupling, this pulse will also have an effect on the GABA peak at 3 ppm. Effectively, this so
called J-difference editing acquisition requires interleaved periods with this 1.9 ppm pulse
on and off, so the difference in the 3 ppm peak between the two acquisitions should only
resemble GABA. In this study, GABA+ (GABA plus coedited macromolecules) measures
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are acquired. This means that some of the GABA signal is caused by macromolecules
concentration due to similarly coupled spins (see also Henry et al., 2001).
Because the actual peak size depends on several factors and not just the concentration
of a molecule, the concentration is estimated relative to a reference molecule. For GABA
this is often water or creatin. The resulting arbitrary concentration units are called ”in-
stitutional units”, implying that the units of GABA concentration cannot be compared
across different scanners.
The water concentration in a spectroscopy voxel is so high that the water peak would
be substantially bigger than the peaks of other molecules. In this study, a MEGA-PRESS
sequence is used, which includes pulses to suppress the water signal (Mescher et al., 1998).
Water concentration to be used as a reference is acquired separately with a number of
volumes. Because the amount of water in a voxel depends on the tissue composition, it is
recommended to correct the GABA concentration for tissue types when water is used as
a reference (Ernst et al., 1993).
Due to the low abundance of GABA relative to other molecules, and due to the neces-
sity of spectral editing, big voxel sizes are used in order to maximize the signal to noise
ratio. The disadvantage is a low spatial resolution. Even though GABA concentration
from the amygdala would be of particular interest for this project due to known GABAer-
gic pathways in the amygdala (e.g. Sah et al., 2003), methodological limitations did not
allow this for this study. We acquired MRS spectra from the other two regions of interest,
the left insula and left DLPFC, since this has been previously successfully done (Boy et al.,
2011; Evans et al., 2013; Michels et al., 2012; O’Gorman et al., 2011; Wiebking et al., 2014;
Wijtenburg et al., 2013).
1.5.3 Potential confounds: menstrual cycle and hormonal contraception
For practical reasons and due to gender differences in emotion processing (Stevens and
Hamann, 2012) only females were tested in the main study. In females, steroid hormones
such as estradiol and progesterone fluctuate with the menstrual cycle (e.g. Stricker et al.,
2006), and there is evidence that steroid hormones can influence GABA concentration as
well as anxiety.
Firstly, steroid hormones can directly influence and interact with GABA transmission
(Schu¨le et al., 2011). This can also be manifested in GABA concentration as measured
with MRS. Several studies found that in healthy women MRS GABA levels are highest in
the follicular phase and decrease in the mid-luteal and late luteal phase (Epperson et al.,
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2002; Harada et al., 2011; Silveri et al., 2013). On the other hand, behavioural and brain
imaging studies show changes in emotion processing throughout the menstrual cycle (e.g.
Frank et al., 2010; Gingnell et al., 2012).
Hormonal contraception works by administering either estradiol or progresteron (or
precursers) or both, in order to prevent ovulation and other pregnancy preparing mecha-
nisms. The oral intake of sex hormones has been shown to affect emotion-related BOLD
responses (e.g. van Wingen et al., 2007, 2008), and might also influence GABA, even
though this has not been investigated. For this reason, one aim of recruitment was to
make sure that the groups recruited for fearfulness did not differ in the phase of their
cycle, and had the same proportion of participants taking hormonal contraception.
1.5.4 Trait measuress and the importance of repeatability
GABA concentration as well as fear-related BOLD signals in this study are investigated
in the context of individual differences and trait markes. In the literature review, it has
been proposed that low GABA concentration and hyper-reactivity of brain areas involved
in emotion processing might be predispositions for fearfulness. If this was the case, then
measured GABA concentration and task-related BOLD responses should be relatively
stable within individuals. This means, that if the same person was measured twice with
the same scanning acquisition, the outcomes should be similar. How similar the outcomes
are does not only depend on the stability of the construct but also on the reliability, so
on how well the methods used can actually capture the construct of interest. If a measure
shows both temporal stability and reliability, then it should be repeatable.
In this study, several repeatability estimates are made. Repeatability of BOLD signals
of two emotion processing paradigms are estimated in Chapters 2 and 3, and repeatability
of GABA measures and of vascular reactivity estimates are described in the Appendix in
Chapters 9 and 10.
1.6 Research questions and overview of experimental chap-
ters
The aim of this project was to investigate the relationship between individual differences
in fearfulness, fear-related BOLD responses, and GABA concentration. As explained
above, individual differences in physiological task-responses, or in baseline blood flow
or vascular reactivity might be mediating associations between the measures and were
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therefore included as control measures in the study. Figure 1.4 illustrates the investigated
model in this project.
Figure 1.4: Illustration of the aim of the project. The main variables of interest are displayed in yellow
boxes: GABA concentration, trait fearfulness and task-related BOLD signals, particularly in the DLPFC,
insula, and amygdala. Also the connectivity between the regions was of interest, indicated by the arrows.
As potential mediators, physiological task reactions, cerebral blood flow and vascular reactivity (in gray
boxes) were included in the model. In the experimental chapters, associations between the main variables
and control variables were investigated. Chapter 4 looks at the relationship between fearfulness, GABA
and task-induced BOLD responses, in Chapter 5 the potential influence of physiological task reactions and
in Chapter 6 the potential influence of CBF and vascular reactivity are investigated. Chapter 7 deals with
the association between fearfulness, GABA and resting state functional connectivity.
The main experimental chapters (Part III) each investigate part of this model. The
first two experimental chapters deal with establishing an emotion paradigm to be used
in the main study (Part II). Each of the experimental chapters is written in the style
of a scientific paper, with a short introduction, methods, results and a discussion. Due
to the involvement of other researchers in the experimental work of this thesis, in the
experimental chapter ”we” will be used instead of ”I”.
In Chapter 2 repeatability of task-related BOLD responses is evaluated with a
faces task. The chapter demonstrates that the faces task used did not reveal significant
emotion related BOLD activation, and that BOLD responses recorded from the amygdala
and fusiform gyrus during this task were not repeatable in our subclinical sample.
For this reason another task was designed for this project, which is evaluated in
Chapter 3. This task uses negative IAPS pictures and pictures of spiders, and was able
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to elicit fear-related BOLD responses in the insula and amygdala.
Chapter 4 deals with the main question of the project: are fearfulness, BOLD
responses and GABA correlated? It uses a sample of 44 female participants, recruited
based on their level of fearfulness.
In Chapter 5 the potential influence of task-related physiological responses was
investigated. In particular, the effect of regressing out physiological variation on task-
related BOLD responses is demonstrated.
Chapter 6 deals with the question whether baseline CBF or vascular reactivity
can explain any of the individual differences in fearfulness, fear-related BOLD responses
or GABA.
In Chapter 7 the relationship between fearfulness, GABA and functional connec-
tivity of two functionally defined regions of interest (ROI) in the left anterior insula and
left DLPFC is investigated.
This is followed by a general discussion (Chapter 8), bringing all the findings to-
gether.
Appendix Chapters 9 and 10 discuss the repeatability of GABA concentration
measures and of vascular reactivity measures. They are meant to improve the under-
standing of the imaging measures used in the study.
Part II
Developing a task to measure
fear-related BOLD responses
28
Chapter 2
Understanding the contribution of
neural and physiological signal
variation to the low repeatability
of emotion-induced BOLD
responses during a task using faces
29
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2.1 Abstract
Previous studies have reported low repeatability of BOLD activation measures during
emotion processing tasks. It is not clear, however, whether low repeatability is a result
of changes in the underlying neural signal over time, or due to insufficient reliability of
the acquired BOLD signal caused by noise contamination. The aim of this study was to
investigate the influence of cleaning the BOLD signal, by correcting for physiological noise
and for differences in vascular reactivity, on measures of repeatability.
Fifteen healthy volunteers were scanned on two different occasions, performing an
emotion provocation task with faces (neutral, 50% fearful, 100% fearful) followed by a
breath-hold paradigm to provide a marker of vascular reactivity. Repeatability of signal
distribution (spatial repeatability) and repeatability of signal amplitude within two regions
of interest (amygdala and fusiform gyrus) were estimated by calculating the intraclass
correlation coefficient (ICC).
Significant repeatability of signal amplitude was only found within the right amygdala
during the perception of 50% fearful faces, but disappeared when physiological noise cor-
rection was performed. Spatial repeatability was higher within the fusiform gyrus than
within the amygdala, and better at the group level than at the participant level. Neither
physiological noise correction, nor consideration of vascular reactivity, assessed through
the breath-holding, increased repeatability.
The findings lead to the conclusion that low repeatability of BOLD response amplitude
to emotional faces is more likely to be explained by the lack of stability in the underlying
neural signal than by physiological noise contamination. Furthermore, reported repeata-
bility might be a result of repeatability of task-correlated physiological variation. This
means that the emotion paradigm used in this study might not be useful for studies that
require the BOLD response to be a stable measure of emotional processing, for example
in the context of biomarkers.
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2.2 Introduction
FMRI is a widely used tool for studying emotion in the human brain. Recent research
in this area has highlighted the crucial role of the amygdala in the experience of emotion
(Costafreda et al., 2008; Phan et al., 2002). Activity in the amygdala, measured through
BOLD fMRI, has been suggested as a biomarker for different psychiatric disorders (Phillips
et al., 2003). The assumption underlying the proposed biomarker is that the signal change
(SC) measured in the amygdala is sufficiently strongly driven by inter-individual differ-
ences in neural activity induced by experimental challenges compared to other sources of
fluctuations, or noise. However, previous studies have reported low repeatability of amyg-
dala BOLD responses during emotion provocation (e.g. Johnstone et al., 2005; Manuck
et al., 2007; Plichta et al., 2012), arguing against the suitability of this measure as a
biomarker.
In order to obtain a quantitative estimate of repeatability, the intraclass correlation
coefficient (ICC) is used most commonly (Caceres et al., 2009; Shrout and Fleiss, 1979),
which reflects the ratio between the data variance of interest (inter-subject BOLD dif-
ferences) and the total data variance. One way to use the ICC in the context of brain
imaging is to extract the mean %SC from repeated measures in an area of interest and
calculate the ICC for the obtained values, estimating repeatability of the signal amplitude
(e.g. Johnstone et al., 2005). Another approach is to obtain spatial ICCs for particular
regions of interest (ROIs). In this case, each voxel within the ROI is considered during
ICC calculation, and for each participant, a single ICC is obtained. These ICCs reflect
the repeatability of the signals spatial distribution (Plichta et al., 2012). Repeatability of
the activity within the amygdala has been investigated in both ways, resulting in low to
medium ICC values for signal amplitude (Johnstone et al., 2005; Manuck et al., 2007) and
low values for signal distribution (Plichta et al., 2012; Stark and Kirsch, 2004; van den
Bulk et al., 2013). Spatial repeatability at the group-level has been shown to be higher
than that at the individual level (Plichta et al., 2012).
Low repeatability of BOLD responses can result from two factors or their combination:
a) brain responses are too unstable to show temporal reliability (neural response variabil-
ity); b) brain responses remain stable but cannot be measured accurately (measurement
variability). If the former is true, BOLD responses in the amygdala would not be suitable
as a stable biomarker for psychiatric disorders. However, if low repeatability is due to
measurement error, or noise, there is the potential for improvement by refining the data
acquisition and analysis methods.
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One important factor that might introduce noise in the measurement of BOLD within
the amygdala is the physiological reaction that also accompanies emotional responses.
The recorded BOLD signal time-course is influenced by changes in breathing and heart
rate (Birn et al., 2006, 2009; Chang et al., 2009; Wise et al., 2004). By recording and
accounting for these changes, it is suggested that a cleaner measure of neural activation
can be acquired (Chang et al., 2009). Another important aspect is that the stimulus-
induced BOLD contrast depends on the vascular reactivity, blood volume and T2* (Clare
et al., 2001), itself dependent on the local field gradients (Murphy et al., 2011; Thomason
et al., 2005). Day-to-day differences in these factors might lead to day-to-day differences
in the measured BOLD response even if the underlying neural activity were the same. One
method that has been introduced to measure vascular reactivity independent of task is to
increase the arterial CO2 level with a hypercapnic challenge (artificially regulating the CO2
level of the environment) or with voluntary breath-holding. Using this method, cerebral
blood flow (CBF) is transiently increased without affecting the oxygen consumption rate
throughout the whole brain (Thomason et al., 2005), producing a concomitant increase in
BOLD signal.
The aim of this study was to investigate the between-session repeatability of the BOLD
measure during the perception of emotional faces, and to assess whether repeatability can
be enhanced by applying physiological noise correction and measures of BOLD vascular
reactivity. Following previous studies, the amygdala was chosen as the main region of
interest. The fusiform gyrus was selected as an additional region of interest because it has
been reported to be involved in the perception of faces in general (e.g. McCarthy et al.,
1997) as well as in emotion processing (e.g. Vuilleumier and Pourtois, 2007), and was
expected to provide strong BOLD signal responses to our experimental stimuli.
2.3 Methods
2.3.1 Participants
Fifteen (8 male) participants with a mean age of 24 (SD = 1.6) voluntarily took part in the
study having given informed, written consent. They undertook the scanning protocol twice
with a mean interval of 23 days (range: 15-34; SD = 4.8). One participant was excluded
from all analysis involving vascular reactivity due to a CO2 trace that was unusable for
analysis. The study was approved by the Cardiff University School of Medicine Research
Ethics Committee.
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2.3.2 Tasks
Emotion provocation task
The emotion perception paradigm was adapted from Surguladze et al. (2010) and has been
widely used in clinical research to investigate emotional reactivity in mental disorders.
Emotional faces selected from the Ekman and Friesen pool (FEEST, Young et al., 2002)
of 10 identities (5 male: EM, JJ, NR, PE, WF; 5 female: C, MF, MO, PF, SW) were
presented, showing 50% morphed fear-neutral expression, 100% fearful expressions or 25%
morphed happy-neutral as neutral expressions (Morris et al., 1998). Each identity was
presented six times, and each identity-emotion combination was presented twice during
the task. In order to maintain participant attention on the presented stimuli, they were
instructed to perform a male/female categorization task responding with a button press
(index finger press for male, middle finger for female). Stimuli were presented for 2 seconds
with a variable pseudorandomized inter-stimulus interval (fixation cross) between 3 and
8 seconds. Stimulus order was pseudorandomized with the same intensity of emotion not
occurring more than twice in a row. The task took 8 minutes to complete.
Breath-holding task
The breath-holding task was adapted from Murphy et al. (2011). During the task, breath-
ing instructions were presented on the screen, guiding the participant through six cycles
of breath-holding and recovery, each with four different phases: paced breathing (alter-
nating breathing in and breathing out for 3 seconds each) for 18 seconds, end-expiration
breath-holding for 15 seconds, exhalation, and final recovery (spontaneous breathing with
no breathing instructions) for 15 seconds. The task took 5 minutes to complete.
2.3.3 Recordings
The participants underwent gradient-echo echo-planar imaging at 3 T (GE HDx MRI
System) with a T2* weighted imaging sequence (TR = 3 sec., TE = 35 ms, matrix = 64 x
64, FOV/slice = 220 mm, flip angle = 90, 53 slices of 2 mm with a 1 mm slice gap acquired
in an interleaved order) using an eight-channel receive-only head coil. The orientation of
the axial slices was parallel to the AC-PC line. During the emotion provocation task 154
functional image volumes were obtained, and 108 volumes were acquired during the breath-
holding task. The tasks were presented using Presentation (Neurobehavioral Systems,
Albany, CA) and rear-projected onto a screen behind the participant’s head that was
visible through a mirror mounted on the head RF coil.
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A T1 weighted whole-brain structural scan was also acquired for purposes of image
registration (1 x 1 x 1 mm resolution, 256 x 256 x 176 matrix size). The structural
image was only acquired during session 1, and this image was used for registration for the
functional images of session 1 and session 2.
During both scanning sessions, physiological parameters were recorded: a) the cardiac
cycle was recorded using a pulse-oximeter placed on the left index finger, b) a respiration
trace was recorded with a pneumatic belt around the chest, c) end-tidal CO2 and end-tidal
O2 were recorded using a nasal cannula attached to rapidly responding gas analysers (AEI
Technologies, PA) to provide representative measures of arterial partial pressures of both
gases.
2.3.4 Data preprocessing and analysis
BOLD responses during the emotion paradigm were analyzed with and without physi-
ological noise correction of the BOLD fMRI time-series data. This correction consisted
of: first applying correction of cardiac and respiratory artifacts (RETROICOR, Glover
et al., 2000) using two cardiac, two respiratory and one interaction component, followed
by regressing out the variance related to CO2 level, O2 level, HR and RVT (Birn et al.,
2006) using a general linear model framework. Both steps were performed using Matlab
(The MathWorks Inc., vs. R2011a). Physiological noise correction was performed prior
to preprocessing.
Both datasets (uncorrected and physiological noise corrected) were subsequently ana-
lyzed using FEAT (FMRIB Expert Analysis Tool, v5.98, http://www.fmrib.ox.ac.uk/fsl,
Oxford University, UK). Preprocessing steps before model fitting were applied to each par-
ticipants time-series, and included: highpass filtering of the data (100 seconds temporal
cutoff), non-brain removal using BET (Smith, 2002), MCFLIRT motion correction (Jenk-
inson et al., 2002), spatial smoothing with a Gaussian kernel of full-width-half-maximum
5 mm and fieldmap-based EPI unwarping using PRELUDE + FUGUE (Jenkinson, 2003,
2004; for one person this was not performed due to problems during the acquisition of
the fieldmaps). Due to the event-related design with a long TR of 3 seconds slice-time
correction was performed as recommended by Sladky et al. (2011). Functional images
were registered using FLIRT (Jenkinson and Smith, 2001) in a first step to the structural
image with 6 degrees of freedom, and in the second step to the Montreal Neurological
Institute (MNI) space with 12 degrees of freedom and FNIRT non-linear (10 mm) warp
(Andersson et al., 2007a,b).
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To model the emotion provocation task, three event types were defined, one for each
emotion condition (i.e. neutral, 50% fear and 100% fear expressions); the fixation cross
periods were used as the baseline. The model was convolved with the hemodynamic re-
sponse function (gamma convolution), and the same temporal filtering was applied to the
model as to the data. Temporal derivatives of the event-type regressors were included as
regressors of no interest. The main effects for neutral, 50% fear and 100% fear were evalu-
ated, as well as the contrast fear (average of 50 and 100% fear) > neutral. Group average
maps were created with a fixed effects model using FLAME. The Z (Gaussianised T/F)
statistic images were thresholded using clusters determined by Z > 2.3 and a (corrected)
cluster significance threshold of P < .05 (Worsley, 2001).
A region of interest (ROI) analysis was performed for the amygdala and fusiform
gyrus for both hemispheres. Anatomical masks were taken from the WFU-PickAtlas (Ver-
sion 3.0.4, Wake Forest University, School of Medicine, Winston-Salem, North Carolina,
www.ansir.wfubmc.edu). Percent SCs for whole brain maps and for ROIs were computed.
For each region of interest, a repeated measures ANOVA was calculated for %SC within
the ROI as the dependent variable, with the emotion condition and hemisphere as in-
dependent variables. Calculations were performed using SPSS (IBM SPSS v.19), with a
chosen significance level of P < .05.
The breath-holding task was used to obtain a vascular reactivity map for each par-
ticipant, based on BOLD %SCs. The recorded end-tidal CO2 trace obtained during the
breath-holding task was demeaned and entered as a regressor in a GLM along with its tem-
poral derivative. In order to obtain a measure of BOLD %SC per unit change of CO2, the
range of the fitted timeseries (2nd-98th percentile to minimize the influence of outliers) was
divided by the range of the end-tidal CO2 trace (2
nd-98th percentile). The resulting maps
were concatenated across participants before demeaning and then entered as a voxelwise
regressor in the group-level analysis (Murphy et al., 2011). Spatial repeatability analyses
at the group level for the emotion provocation task were then conducted on the group
activation maps with and without the inclusion of the vascular reactivity as a covariate
across the group.
2.3.5 Repeatability analysis
The intraclass correlation coefficient (ICC[3,1]; Shrout and Fleiss, 1979 was used as a
measure of repeatability. The ICC variant ICC(3,1) was chosen because it removes mean
difference over the two times of measurement. For an overview of the repeatability analyses
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Figure 2.1: Overview of repeatability analysis. Raw data was either corrected for physiological noise or
left uncorrected. For each ROI, spatial repeatability (at the group and at the participant level) as well as
repeatability of the signal amplitude (at the participant level) was estimated.
see Figure 2.1. ICCs were interpreted according to commonly used guidelines (Cicchetti,
2001; see also e.g. van den Bulk et al., 2013) that classify values of < .41 as poor, values
between .41 and .59 as fair, values between .60 and .74 as good and values > .74 as
excellent.
Repeatability of the activation at the participant level: Repeatability of signal
amplitude between sessions. The mean BOLD %SC for each ROI was extracted and
ICCs as well as descriptive statistics were calculated using Matlab. ICCs were tested
with a significance level set at p < .05. An additional analysis was conducted in order
to control for changes in vascular reactivity that might influence the %SC in the emotion
task. For each region, a linear regression was performed between %SC obtained during
the breath-hold task and %SC obtained during the emotion task. The residuals from
this regression constitute the %SC during the emotion task that cannot be explained by
vascular reactivity. These values were then taken to compute ICCs having accounted for
vascular reactivity. Since day-to-day variation in signal dropout within the ROIs could
potentially influence the obtained repeatability measures, ICCs were also calculated for
the mean signal intensity over time and space within the ROIs. Mean signal intensity was
obtained from the time series image after all preprocessing steps have been performed.
Repeatability of the activation at the participant level: Spatial repeatability
between sessions. For each participant and each region of interest, as well as for the
whole brain, a spatial ICC was calculated for the unthresholded Z-score maps within the
respective region from the two sessions.
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Repeatability of the activation at the group level: Spatial repeatability. Spatial
repeatability at the group-level was estimated by using the group level unthresholded Z-
score maps for session 1 and session 2 and computing a spatial ICC over all voxels within
each of the regions of interest.
Task-related variance in physiological parameters. We investigated the relation-
ship between the stimulus paradigm and the recorded physiological parameters to uncover
potential effects of the task on the volunteers physiology which may in turn influence
BOLD signal responses. For each participant, a linear regression was performed between
the HRF convolved stimulus time series and the physiological signals. These included the
CO2, O2, HR, and RVT convolved with a HRF as well as the RETROICOR regressors.
Since the latter differ significantly for each acquired slice, the regressor was generated for
a slice passing through the amygdala (this was defined for each participant separately by
visual inspection). The amount of task-correlated variation in physiological measures was
defined as the shared variance (R2) between the physiological regressors and the expected
hemodynamic stimulus response model for each stimulus condition separately as well as for
the complete task (HRF-convolved stimulus time series were summed with equal weight)
and for the contrast fear > neutral (time series for the both fear conditions were summed
and the time series for neutral stimuli was subtracted).
2.4 Results
2.4.1 Behavioral results
All participants responded to more than 97% (and over 88% correctly) of the face stimuli
during both scanning sessions, indicating that they paid attention to the task. There
were no differences in mean reaction times (F [1,28] = 0.11, ns) between scanning sessions
but a trend for higher accuracy in the first scanning session than in the second session
(F [1,28] = 4.61, p = .05). Fear intensity did not have an influence on the measures of task
performance (accuracy: F [2,28] = 1.01, ns; reaction time: F [2,28] = 1.45, ns; see Figure
2.2).
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Figure 2.2: Behavioral results. Mean and standard deviation (error bar) of reaction time (left), and
accuracy (right) are shown for each scan and condition.
Figure 2.3: ROI activation. Percent SC within the left amygdala (top left), right amygdala (top right),
left fusiform gyrus (bottom left) and right fusiform gyrus (bottom right) is shown for the three fear intensity
conditions in session 1.
2.4.2 Task-related activation
ROI analysis
Percent SC relative to baseline were extracted for the amygdala and fusiform gyrus. In
both ROIs, large variance between participants was observed. As expected, mean %SC
were higher within the fusiform gyrus than within the amygdala. For descriptive statistics
and between-session differences see Table 2.1 and Figure 2.3. Results for ANOVAS (influ-
ence of condition and hemisphere on %SC in the ROIs) can be found in Supplementary
material.
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Exploratory whole-brain analysis
Widespread significant BOLD activation was found during the presentation of the facial
stimuli as compared to the baseline (for activation maps see Supplementary Figures A.1,
A.2, and A.3). Using the whole brain approach, no areas appeared to be more strongly
activated during the presentation of fearful faces (both intensities combined) than the
presentation of neutral faces in either of the two scanning sessions and independent of
physiological noise correction.
2.4.3 Repeatability of the activation at the participant level
Repeatability of signal amplitude
In order to obtain a value for repeatability for each ROI, %SC for the amygdala and
fusiform gyrus in both hemispheres were extracted, and ICCs were computed. The high-
est repeatability was found in the right amygdala for moderately fearful faces with an
ICC of .48 (p = .03). The same analysis was performed using the dataset corrected for
physiological noise for which no significant ICC was found (for all values see Table 2.1).
Regressing out breath-hold based vascular reactivity measures did not increase the ICCs
(see Table A.1 and A.2 in Supplementary Material).
Table 2.1: ROI analysis for uncorrected as well as physiological noise corrected data. For each of the ROIs,
mean and standard deviation of the %SC for both scanning sessions (scan 1 and scan 2), the significance
of the between-session difference (paired t-test; indicated by p), the repeatability of the value (ICC) and
its significance are provided. Amy = Amygdala, Fusi = Fusiform gyrus.
No correction Physiological noise correction
Area/condition M(Std.) 1 M(Std.) 2 p ICC(p) M(Std.) 1 M(Std.) 2 p ICC(p)
Left amy.
neutral 0.08 (0.25) 0.13 (0.20) .46 .12 (.33) 0.07 (0.16) 0.13 (0.22) .42 .01 (.49)
50% fearful 0.06 (0.17) 0.02 (0.30) .61 .05 (.43) 0.10 (0.20) 0.06 (0.23) .65 -.04
100% fearful 0.14 (0.20) 0.14 (0.16) .99 .37 (.08) 0.09 (0.20) 0.12 (0.18) .68 .29 (.14)
Fear > Neutral 0.04 (0.20) -0.04 (0.19) .37 -.56 0.04 (0.15) -0.03 (0.24) .52 -.68
Right amy.
neutral 0.17 (0.23) 0.10 (0.22) .38 .11 (.35) 0.14 (0.16) 0.09 (0.22) .51 .06 (.41)
50% fearful 0.14 (0.16) 0.04 (0.26) .10 .48 (.03) 0.16 (0.18) 0.06 (0.18) .12 .25 (.17)
100% fearful 0.21 (0.17) 0.07 (0.15) .01 .33 (.11) 0.14 (0.17) 0.05 (0.13) .07 .19 (.24)
Fear > Neutral 0.03 (0.17) -0.03 (0.18) .42 -.51 0.03 (0.09) -0.04 (0.17) .33 -.42
Left fusi.
neutral 0.21 (0.32) 0.25 (0.25) .74 .12 (.32) 0.17 (0.24) 0.15 (0.20) .83 .04 (.45)
50% fearful 0.31 (0.22) 0.13 (0.35) .15 -.28 0.25 (0.28) 0.11 (0.20) .17 -.21
100% fearful 0.30 (0.18) 0.20 (0.22) .28 -.38 0.20 (0.20) 0.12 (0.17) .32 -.24
Fear > Neutral 0.13 (0.32) -0.06 (0.20) .09 -.13 0.08 (0.18) -0.02 (0.12) .10 -.05
Right fusi.
neutral 0.29 (0.30) 0.31 (0.24) .82 .09 (.37) 0.26 (0.23) 0.19 (0.24) .41 .12 (.32)
50% fearful 0.33 (0.20) 0.16 (0.30) .11 -.06 0.30 (0.25) 0.12 (0.21) .05 -.03
100% fearful 0.34 (0.25) 0.27 (0.20) .44 -.14 0.25 (0.26) 0.17 (0.16) .33 -.10
Fear > Neutral 0.08 (0.27) -0.07 (0.25) .14 -.04 0.05 (0.12) -0.03 (0.17) .13 .11 (.35)
CHAPTER 2.4 40
In order to investigate whether signal dropout was the cause of this low repeatability in
the regions of interest, the ICC was also calculated for the mean signal intensity over the
whole length of the scan in these areas (see Methods section). The ICCs for left and right
amygdala were .82 (p < .001) and .92 (p < .001), respectively; and .89 (p < .001) for the
left fusiform, and .76 (p < .001) for the right fusiform, indicating excellent repeatability
of mean BOLD signal intensity.
Spatial repeatability
In order to investigate whether the distribution rather than overall amplitude of BOLD
activation is repeatable, a spatial ICC was calculated for each person, using the two Z
maps within each region of interest. Table 2.2 shows the mean and standard deviation of
the obtained ICCs. The ICCs for the fusiform indicate fair spatial repeatability for the
main effect fear. Spatial repeatability in the amygdalae was poor for the contrast fear for
the uncorrected dataset (ICC < 20) but could be slightly improved for the physiological
noise corrected dataset (ICC > .40).
Table 2.2: 1st level spatial repeatability. Voxel-based ICCs for participant level SC-maps of the main
effect fear, and the contrast fear > neutral. ICCs were converted to z(r) using the Fisher-z transformation
before averaging across participants. Unc. = uncorrected, pnc: physiological noise correction. F > N =
contrast Fear > Neutral.
Left amygdala Right amygdala Left fusiform Right fusiform
Correction Fear F > N Fear F > N Fear F > N Fear F > N
unc.: Mean .15 .47 .13 .46 .56 .05 .57 .05
Std. .34 .08 .28 .08 .19 .20 .27 .20
pnc.: Mean .47 .20 .45 .24 .54 .04 .56 .04
Std. .05 .10 .04 .10 .25 .21 .26 .15
2.4.4 Repeatability of the activation at the group level
For determining the repeatability at the group level, ICCs between the two Z-maps of
session 1 and session 2 were calculated for the two regions of interest. For both, the
uncorrected and the physiological noise corrected datasets, the ICCs for the amygdala
were in general poor. Repeatability values for the fusiform gyrus were excellent for both
datasets (see Table 2.3).
2.4.5 Correlation between task and physiology
The shared variance between task-related %SCs and task-related physiological changes
was estimated. All task conditions combined could explain on average 8% of the variance,
while the three conditions separately could explain on average 12% (neutral stimuli), 9%
CHAPTER 2.5 41
(50% fear stimuli), 9% (100% fear stimuli). All results for the analysis on task-related
variance in physiological parameters can be found in Supplementary material (Table A.3).
Table 2.3: 2nd level repeatability. Voxelbased ICCs for group level Z-maps of the main effect fear, and the
contrast fear > neutral. ** p < .001, * p < .05. unc. = uncorrected, pnc. = physiological noise correction,
no VR: no vascular reactivity regressor included, with VR: vascular reactivity regressor included, F > N
= contrast Fear > Neutral.
Left amygdala Right amygdala Left fusiform Right fusiform
Correction Fear F > N Fear F > N Fear F > N Fear F > N
unc.- no VR: .18** .43** .39** -.04 .84** .23** .87** .05
unc. - with VR: .17** .40** .32** .01 .84** .18** .86** -.16
pnc. - no VR: .34** -.02 .47** -.15 .86** .22** .86** .03
pnc. - with VR: .20** .19** .50** -.09 .87** .17** .84** -.03
2.5 Discussion
The aim of this study was to estimate the repeatability between sessions of BOLD signal
changes obtained during a widely used emotion provocation task, and to investigate the
effects of physiological noise correction and intra-individual and inter-individual differences
in vascular reactivity on the repeatability indices. Overall, the repeatability indices of
signal amplitude were poor at a participant-level for both the amygdala and the fusiform
gyrus. At a group-level, the BOLD signal showed an excellent spatial repeatability within
the fusiform gyrus. Correction for physiological noise and accounting for vascular reactivity
appeared to have little effect on BOLD repeatability for the emotion task.
2.5.1 BOLD signal repeatability
A widely used emotional paradigm in clinical research (e.g. Almeida et al., 2010;
Dannlowski et al., 2009; Rhodes et al., 2007; Surguladze et al., 2010) was implemented
here. Participants responded accurately to most of the stimuli presented across emotional
conditions. This suggests that overall, participants level of attention to the facial stimuli
during both scanning sessions was adequate. We found high inter-individual variability of
BOLD responses within the amygdala and fusiform gyrus. As predicted, the signal was
stronger within the fusiform than within the amygdala. A whole-brain analysis revealed
widespread activity throughout the brain for the main effect of fear, but the frequently
reported contrast fearful > neutral faces did not reveal any significant clusters.
Repeatability of signal amplitude was low (< .40) for both regions of interest and effects
considered, with an exception of BOLD within the right amygdala during the perception
of 50% fearful faces (ICC = .48). Similar ICC values have been reported by Schaefer
et al. (2000) in the left amygdala, and by Manuck et al. (2007) in the right amygdala. In
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our data, however, physiological noise correction decreased this ICC value to .25, which
suggests that the detected repeatability might be a result of repeatability of task-correlated
physiological variation rather than repeatability of the neural signal in the amygdala. It
is also important to notice that even the uncorrected repeatability index was no longer
significant when correcting for multiple comparisons.
A cause for these low repeatability indices might lie in inhomogeneous activation within
our ROIs. Therefore, the mean signal change within an anatomically defined region might
not always be a useful measure for activation, especially when it comes to bigger regions
such as the fusiform gyrus. For this reason, we also calculated the spatial repeatability,
which provides an indication for how stable the distribution of activation is, independent
of the mean signal amplitude. This analysis resulted in fair repeatability measures in
the fusiform gyrus bilaterally, and poor results for the amygdala, which is comparable to
previously reported outcomes (Plichta et al., 2012; Stark and Kirsch, 2004; van den Bulk
et al., 2013). Spatial repeatability could be increased with physiological noise correction to
an ICC of about .45 which is still lower than repeatability in the fusiform gyrus. However,
it is important to acknowledge that the size of the fusiform gyrus mask favors spatial
repeatability compared to the amygdala, since it largely extends beyond the active volume
and therefore introduces more variability of the signal within the regarded ROI. Similar
results were found when spatial repeatability was calculated for group-level activation. The
ICC was higher within the fusiform gyrus (ICCs > .80) than in the amygdala (ICCs < .51).
which might also be a result of more variability of group activation level within the fusiform
gyrus. Our group-level repeatability in the amygdala is slightly lower than previously
reported by Plichta et al. (2012) who used a different emotion task and implemented a
block design.
2.5.2 Influence of physiological noise correction and vascular reactivity
Physiological noise correction did not improve repeatability of the BOLD response am-
plitude. The correction decreased the variance of the fMRI timeseries in the gray matter
by about 15%, which means that physiological parameters are likely to have affected the
BOLD response. There are several possible explanations for why the repeatability was
not improved. Firstly, if physiological noise did not affect the estimated mean task-related
BOLD signal in each session, even by accounting for this physiological noise contribution
the BOLD signal changes across the group would not be affected. However, physiological
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noise correction did lead an improvement of spatial repeatability for the main effect fear
in the amygdala which suggests that it did have an effect on the data.
Secondly, it is possible that the physiological noise correction did improve the qual-
ity of the obtained signal, but also took out variance shared by neural responses and
physiological measures (Birn et al., 2009). In fact we showed that physiological factors
accounted for approximately 10% of variation in the predicted BOLD signal (i.e. the task
regressor), which suggests that the task has an effect on the physiological measures. If
this shared variance contributes to repeatability, then physiological noise correction might
even decrease the ICC. In fact, this appeared to be the case for the right amygdala.
Thirdly, it is possible that physiological noise correction did improve the quality of
the fMRI measure of neural activity, but that this neuronal response is not temporally
stable. A lack of stability of the neural response to the stimuli might be partly caused
by habituation effects. Significant decrease in activation from session 1 to session 2 was
observed in the right amygdala during the perception of fearful images (Table 2.1). Ha-
bituation of the amygdala has been frequently observed, and it seems to be particularly
strong in the right hemisphere (Phillips et al., 2001; Wright et al., 2001). The ICC(3,1)
that we used to calculate repeatability takes systematic mean differences between the ses-
sions into account, however, individual differences in habituation would still result in low
repeatability indices. Additionally, the decrease of signal amplitude leads to a lower signal-
to-noise ratio of the BOLD signal, which might affect repeatability. To further investigate
whether habituation could have affected our repeatability measure, we re-ran our analy-
ses only considering the first half of the emotional task (for results see Table A.4 in the
Supplementary Material). The rationale behind this approach is that habituation can also
happen throughout a scanning session (e.g. Wright et al., 2001) and therefore the first half
of either session might be less affected by habituation and may provide a higher signal-to
noise ratio (SNR) of the measure. Overall, this approach did not lead to an increase in
repeatability, despite producing larger BOLD responses. This result also suggests that a
lower signal-to-noise ratio is unlikely to be the cause of for the low repeatability result.
Adding our breath-hold based measure of vascular reactivity to the analysis did not
result in higher estimates of repeatability. This suggests that low repeatability is not
accounted for by day-to-day differences in our vascular reactivity measure.
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2.5.3 Stability of neural response vs. reliability of measure
We showed that performing physiological noise correction and taking vascular reactiv-
ity into account does not improve repeatability. To investigate the possibility that low
repeatability is caused by different amounts of signal dropout in the two sessions, repeata-
bility was also calculated for the whole session-mean signal within the two ROIs. In this
case, repeatability indices were high (ICCs > .75). Taking all the results together, the
low repeatability does not seem to be caused by physiological noise, signal-dropout or low
signal-to-noise ratio of the scanner, but by either other sources of noise or by a lack of
temporal stability of the neural response. If latter is the case, our results suggest caution
in considering BOLD responses in the amygdala or fusiform gyrus triggered by emotional
expressions as potential biomarker for psychiatric disorders.
2.5.4 Limitations and future directions
Participants of this study were all healthy young volunteers and even though considerable
variability in the scores was observed, a more diverse sample (e.g. including patients)
might have provided an even broader distribution of activation measures, thus allowing a
more sensitive assessment of between session repeatability. Also for this particular sample
the contrast fear > neutral did not reveal the oft-reported activation within areas such as
the amygdala (Costafreda et al., 2008). It is important to consider that our sample is not
comparable to the high anxious samples that are often used in clinical research where this
contrast is frequently investigated; although our group should not be much different from
any control group included in clinical studies. Also, we implemented a fairly standard
task design with regard to stimulus duration, interstimulus interval, number of stimuli,
and MRI acquisition parameters (e.g. Fu et al., 2007; Lawrence et al., 2004; Surguladze
et al., 2005, 2010). As it is the case for most study designs, we did not optimized for
the detection of amygdala activation but rather for a whole-brain analysis. This might
have affected the repeatability of the obtained amygdala activation, however, also triggers
the question whether non-optimized designs should be used for an ROI analysis in the
amygdala.
Another limitation of this study is that we assumed that the physiological noise correc-
tion would increase reliability of the measured neural responses. However, we were able to
also demonstrate that physiological variation is correlated with the task, at least in some
participants. This means that physiological noise correction may reduce the apparent sig-
nificance of neurally driven signal changes. Methods need to be developed to distinguish
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signals of neural origin from non-neuronal physiological effects of the task. However, over-
all we would recommend performing physiological noise correction since it may increase
power to detect task-related activation, as suggested in the current data set and remains a
conservative strategy only being likely to reduce false positives rather than increase them.
Furthermore, it has to be noted that our results apply to a specific emotion provocation
task that has been widely used in the mental disorders field. However, a variety of other
tasks that intend to trigger emotional responses have been developed and implemented in
clinical research. It is possible, that BOLD responses elicited during these other paradigms
show better repeatability indices than the ones reported here.
2.5.5 Summary and Conclusions
We found low repeatability of activation in the amygdala and fusiform gyrus during emo-
tion processing, as had been previously reported. We also showed here that repeatability
of the signal amplitude did not improve by accounting for physiological noise or day-to-day
differences in vascular reactivity as assessed with a breath-holding task. This indicates
that other unaccounted-for sources of noise are more influential than the ones here con-
sidered, or simply that neural activity underlying BOLD signal is not temporally stable,
questioning the utility of these measures in the study of biomarkers for mental disorders.
Further research is needed to identify other potential factors that could be accounted for
in order to increase the repeatability of BOLD measures in these brain areas, and therefore
make them more suitable biomarkers for mental conditions.
2.5.6 Next steps
For this study, we decided to assess repeatability of the BOLD responses in the amygdala,
which have been frequently associated with the perception of fearful faces. Using this
task, we could not detect activation associated specifically with fearful (vs. neutral) faces
in the amygdala, or any other region. Additionally, activity in the amygdala during face
processing as compared to a fixation cross baseline was low. For this reason, we decided to
choose another emotion task for the main project. We designed a novel emotion paradigm
that was better suited to elicit emotion related BOLD responses in our regions of interest
by confronting participants with fear-eliciting stimuli. The next chapter describes how
this paradigm was constructed, evaluates the resulting activation patterns and assesses
repeatability of BOLD responses in functional as well as anatomical ROIs.
Chapter 3
Evaluation of a newly developed
emotion paradigm: activation
pattern and repeatability of
BOLD responses
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3.1 Abstract
The aim of this study was to construct and evaluate an emotion paradigm that elicits
BOLD responses in emotion processing brain structures. Previous studies have shown low
repeatability of BOLD responses in the amygdala during emotional face processing. We
wanted to see whether more arousing stimuli, such as negative IAPS pictures and pictures
of spiders elicit more repeatable BOLD signals.
An emotion paradigm was designed using two negative and two neutral stimulus con-
ditions. In 37 female participants BOLD signals were assessed with an fMRI scan using
this paradigm. Based on the results for a whole brain group analysis, functional ROIs in
the amygdala and insula were constructed. 14 participants returned for a second scanning
session. From data of these participants repeatability of the emotion-induced BOLD re-
sponses was assessed in the functional ROIs as well as in structural ROIs as a comparison.
Repeatability was estimated with and without correcting for physiological noise.
We found that repeatability of the BOLD responses was higher in functional than in
anatomical ROIs. BOLD was only repeatable when the negative conditions were con-
trasted to a fixation cross baseline but not when contrasted to the neutral condition.
Physiological noise correction improved repeatability in these instances. This suggests
that repeatability of emotion-induced BOLD responses depends on several factors, which
should be considered when emotion paradigms are designed.
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3.2 Introduction
The aim the main project was to investigate the relationship between fear-related BOLD
responses, fearfulness and GABA concentration. To do this, we required a paradigm that
elicts BOLD responses in areas involved in emotion processing, such as the amygdala
and insular cortex (Phan et al., 2002). Several approaches to induce fear-related BOLD
responses have been developed, including the presentation of fearful faces, of negative
distressing pictures such as IAPS pictures (Lang et al., 2008) - and of fear-specific stimuli
such as spiders.
Showing participants pictures of fearful faces assumes that these signal threat and
therefore elicit activation in fear-processing structures (Morris et al., 1998; Phan et al.,
2002). In fact, it has been shown that fearful faces elicit BOLD responses in the amygdala
even when the emotional expression is not task-relevant and when the stimuli are not
consciously perceived (Phan et al., 2002). A number of faces paradigms are frequently
used, and include implicit gender-discrimination tasks (Surguladze et al., 2010), explicit
emotion recognition tasks (Habel et al., 2007) and face-matching tasks (Hariri et al.,
2002). Tasks also vary in the emotion intensity of the faces and whether a block or an
event-related design is applied.
Amygdala reactivity is often investigated in the context of biomarkers for psychiatric
disorders (Phillips et al., 2003). The assumption underlying the proposed biomarker is that
the signal change measured in the amygdala is sufficiently strongly driven by temporally
stable inter-individual differences in neural activity induced by experimental challenges.
Repeatability of BOLD responses in the amygdala has been tested using several variants of
the fearful faces paradigm. Johnstone et al. (2005) presented fearful and neutral Ekman
faces in blocks, and instructed participants to passively view them on three separate
occasions. They found low repeatability for activity in anatomically defined amygdalae,
but repeatability of ICC > .60 for a left functional ROI and lower - but still satisfactory
- repeatability for a right functional amygdala. BOLD responses were only repeatable for
the contrast fearful > baseline but not for fearful > neutral. In our recent study (Lipp
et al., 2014, described in Chapter 2), we applied a gender discrimination task and found
that BOLD responses to fearful faces in both anatomical amygdalae were not repeatable
for either the contrast to baseline or the contrast to neutral faces. Studies looking at
repeatability of amygdala during face matching task yielded inconclusive results. Manuck
et al. (2007) found higher stability for a functionally defined right (ICC = .59) than for a
functionally defined left amygdala (ICC = 0) when comparing BOLD responses to a face
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matching vs. shape matching task, over retest interval of one year. Using a similar task,
Plichta et al. (2012) found that BOLD responses in either amygdala were not repeatable,
however, they used anatomical rather than functional amygdala masks. Sauder et al.
(2013) reported significant but not high repeatability for the contrast faces > geometrical
shapes and that it made no difference whether anatomical or functional regions of interest
were used.
Due to the variety of tasks, contrasts, amygdala masks and retest intervals used, it
is hard to draw a conclusion about when repeatable amygdala activity can be measured
using face paradigms. Also, even though meta-analysis support a role of the amygdala
in processing of fearful faces, not all studies find it (e.g. Lipp et al. 2014; Scha¨fer et al.
2005), which might be due to differences in the sample used and the challenge of detecting
amygdala activation related to its size and signal to noise ratio. Additionally, it has been
shown that the amygdala habituates to the presentation of emotional faces (Phillips et al.,
2001; Wright et al., 2001). Therefore, lower reactivity in the second scanning session might
contribute to low repeatability estimates. Paradigms with more variable stimuli than just
faces, and paradigms eliciting stronger responses in the emotion processing network might
be able to produce more repeatable activation in the amygdala.
Faces might signal threat but are not themselves the source of fear. One way to
elicit stronger emotional responses is by using negative pictures from the international
affective picture system (IAPS, Lang et al. 2008). Negative IAPS pictures are rated as
more negative and more arousing than fearful faces (Britton et al., 2006; Scha¨fer et al.,
2005). A direct comparison of face and IAPS paradigmns in the scanner was performed
by Britton et al. (2006), Hariri et al. (2002) and Scha¨fer et al. (2005). Hariri et al.
(2002) found stronger right amygdala activation for the face condition than for the IAPS
condition, which was not replicated by Britton et al. (2006) or Scha¨fer et al. (2005).
Britton et al. (2006) reported stronger BOLD responses in the superior temporal, insular
and anterior cingulate cortices for faces and stronger responses in the visual cortex for
IAPS pictures. On the other hand, Scha¨fer et al. (2005) found significant activations
when using the IAPS pictures in areas such as the insula and OFC, but no activations
using the face contrast. Again, whether faces or IAPS pictures induce stronger BOLD
signals in fear-relevant structures might depend on the what stimuli and sample are used.
Another way to elicit BOLD responses in emotion-processing regions is to use stimuli
that are specific to participants’ fears. A lot of studies have used participants with spider
phobia (Caseras et al., 2010; Dilger et al., 2003; Schienle et al., 2005; Straube et al., 2004,
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2006a,b; Wendt et al., 2008), but also social phobia (Klumpp et al., 2010; Stein et al.,
2002) and snake phobia (Lueken et al., 2011). The areas that are frequently found for
the contrast phobic stimulus vs. neutral stimulus are assumed to be fear-relevant areas
and include the amygdala (Caseras et al., 2010; Dilger et al., 2003; Klumpp et al., 2010;
Schienle et al., 2005; Straube et al., 2006b; Stein et al., 2002), and the insula (Caseras
et al., 2010; Dilger et al., 2003; Klumpp et al., 2010; Lueken et al., 2011; Straube et al.,
2004, 2006a,b; Wendt et al., 2008).
So far repeatability of fear-related BOLD responses has predominantly been investi-
gated in the amygdala and fusiform gyrus, using faces paradigm (Lipp et al., 2014; Plichta
et al., 2012). In this study we developed a paradigm with negative IAPS pictures and
fear-specific pictures of spiders to investigate whether 1) the stimuli can elicit activation
in the amygdala and insula, 2) whether the BOLD responses are repeatable and whether
repeatability depends on the nature of the ROIs (anatomical vs. functional) and the
contrast (comparison to baseline vs. comparison to neutral condition), and 3) whether
physiological noise correction influences repeatability of BOLD responses to fear-inducing
stimuli that are reported to be more arousing than faces (Britton et al., 2006; Scha¨fer
et al., 2005).
3.3 Methods
3.3.1 Participants
The sample used for task evaluation is equivalent to the sample that will be described in
Chapter 4. The whole sample (consisting of both fearful and not fearful participants; N
= 371) was used to assess if the task elicited the expected activations in emotion process-
ing areas, and to set up functional ROIs. A subsample of 14 participants (initial group
assignment: 6 with high fearfulness, 8 with low fearfulness) was used to assess repeatabil-
ity. These volunteers came for two scanning sessions between 2 and 10 weeks apart. As
described in Chapter 4, participants were asked to come for the scanning session during
a specific point in their menstrual cycle. This was also required for the second scanning
session to keep cycle phase consistent throughout participants and throughout time points.
1Some participants from the original sample of N = 44 had to be excluded (see Chapter 4).
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3.3.2 Emotion paradigm
The emotion paradigm that was presented during fMRI was designed in a way to 1) elicit
fear reactions by showing fear-specific stimuli (pictures of spiders) as compared to control
stimuli and 2) elicit more general negative emotion processing (unspecific negative pictures
chosen from the IAPS (Lang et al., 2008) as compared to neutral pictures). The stimuli fall
into four conditions: negative IAPS pictures, neutral IAPS pictures, spider pictures, and
other animal pictures (neutral control). Two control conditions (neutral IAPS and other
animals) were chosen in order to make fair contrasts (IAPSnegative > IAPSneutral,
SPIDERS > ANIMALS ) where the two conditions were designed in a way that they
did not differ in any possible confounding factor other than their emotional/fear content.
Confounding factors controlled for are: human content (Colden et al., 2008), brightness,
contrast or spatial frequency (Carretie´ et al., 2007; Said et al., 2008; Vlamings et al.,
2009; Vuilleumier et al., 2001), and complexity (Wiens et al., 2011). Spatial frequency
was calculated for eight frequency bands and three colours with the scripts provided by
Delplanque et al. (2007). Brightness was calculated as the average of pixels mean RGB
(red/green/blue) values. Contrast scores were obtained by extracting the standard devi-
ation of pixels mean RGB values in each pixel column and then computing the standard
deviation of these values (also see Bradley et al. 2007, Ihssen and Keil 2012). Complexity
was rated by the researcher on a scale of 1 to 10.
IAPS pictures were selected according to the valence reported in Lang et al. (2008)2.
Negative IAPS pictures had valence ratings between 1 and 3 (mean = 1.9), neutral IAPS
pictures had valence ratings between 4 and 6.5 (mean = 4.9). They were matched for
content by broadly classifying the pictures into four categories and including 10 pictures
of each category in the stimulus selection. The categories were: human bodies (definition:
main aspect of picture is a human body), human faces (definition: human face looking at
camera), animals, and environment (environmental situation, bodies - if visible - were not
main aspect of image). Negative and neutral pictures did not differ in format (negative:
8 portrait, neutral 6 portrait), brightness (negative mean = 98 [std. = 36], neutral mean
= 85 [std. = 34], z = 1.6 [p =.10]) or contrast (negative mean = 17 [std. = 9], neutral
2Picture numbers negative: 1052, 1111, 1525, 1932, 9140, 9181, 9183, 9185, 9187, 9571, 3001, 3005,
3015, 3063, 3140, 6825, 9040, 9362, 9412, 9413, 2095, 2800, 3059, 3168, 3180, 3266, 3301, 6231, 6250, 6563,
5971, 9280, 9611, 9620, 9622, 9630, 9908, 9911, 9930, 9940; Picture numbers neutral: 1112, 1350, 1390,
1616, 1661, 1670, 1675, 1726, 1820, 1908, 2272, 2357, 2377, 2396, 2400, 2410, 2411, 2480, 2749, 9210, 2190,
2210, 2215, 2221, 2230, 2440, 2441, 2495, 2499, 6837, 7130, 7180, 7242, 7491, 7500, 7510, 7546, 7560, 7595,
8211
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mean = 17 [std. = 8], z = -0.43 [p = .67]), or in any of the eight frequency bands for red
green or blue.
Spider images and images of the control animals were selected from the internet. For
the control images, images of six categories butterflies, lady bugs, birds, lizards, snails and
catterpillars were selected and presented to 20 female raters in line with a selection of spider
images. Images showed the animal in different environments, in half of the finally selected
stimuli, human hands were visible touching or in close distance to the animal. From the six
preselected categories, four categories were selected based on the mean valence ratings for
the images. The most neutrally rated categories were birds (mean valence = 6.4), lizards
(mean valence = 5.2), caterpillars (mean valence = 4.7) and snails (mean valence = 4.4;
overall mean = 5.2). As expected, the images of spiders were rated with a mean negative
valence (mean = 2.6). The selected images for spiders did not significantly differ from the
neutral animal images in format (all portrait), brightness (spiders mean = 117 [std. =
24], neutral mean = 124 [std. = 30], z = -0.88, p = .38) or contrast (mean spiders = 11
[std. = 4], neutrals = 10 [std. = 4], z = 0.60, p = .55) or in any of the eight frequency
bands for red green or blue. Complexity was assumed to be balanced by the fact that all
images showed an animal on a background.
The images were presented in short blocks of 10 seconds, with 4 images (presented for
2.5 sec.) each. A block design was chosen because block designs increase power to detect
activation, the duration of 10 seconds was chosen to minimalize habituation effects within
the blocks. In order to keep attention to the pictures and also to decrease habituation,
the four images presented came from different categories (different IAPS categories, or
different neutral animals) except for the spider blocks that exclusively showed spiders. In
the animal blocks either all or none of the images within a block showed human hands.
The blocks were arranged in superblocks (consisting of one block of each kind) whereby
the blocks within the superblocks were pseudorandomized. Then, the superblocks were
pseudorandomized. This assured that blocks of one kind could occur at most twice in a
row. After half of the blocks a fixation cross appeared for either 7, 9, 11 or 13 seconds
(there were no blocks of the same kind without a fixation period inbetween).
3.3.3 Imaging
Structural scans
A T1 weighted whole-brain structural scan was acquired for purposes of image and MRS
voxel registration (1 x 1 x 1 mm resolution, 256 x 256 x 176 matrix size).
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Functional scan: emotion paradigm
The participants underwent gradient-echo echo-planar imaging at 3 T (GE HDx MRI
System) with a T2* weighted imaging sequence (TR = 3 seconds, TE = 35 ms, matrix
= 64 x 64, FOV/slice = 220 mm, flip angle = 90, 46 slices of 2 mm with a 1 mm slice
gap acquired in an interleaved order) using an eight-channel receive-only head coil. The
orientation of the axial slices was parallel to the AC-PC line. Overall, the task took
about 10 minutes and 204 functional images were aquired. The task was presented using
Presentation (Neurobehavioral Systems, Albany, CA) and rear-projected onto a screen
behind the participant’s head that was visible through a mirror mounted on the head RF
coil. Participants were asked to respond to the stimuli with a button box placed in their
right hand.
The task instruction for participants was to judge whether they could detect a human
or part of a human body on each picture. This task assured that response (yes or no)
did not confound with emotion content since the amount of pictures with human parts in
them was very similar in all four conditions. Participants were asked to rate the pictures
after the scanning session, on the rating scale as used by Lang et al. (2008), from 1 = very
negative to 9 = very positive.
3.3.4 Physiological parameters
The following physiological parameters were recorded during the scanning session: a) the
cardiac cycle was recorded using a pulse-oximeter placed on the left index finger, b) a
respiration trace was recorded with a pneumatic belt around the chest, c) end-tidal CO2
and end-tidal O2 were recorded using a nasal cannula attached to rapidly responding gas
analysers (AEI Technologies, PA) to provide representative measures of arterial partial
pressures of both gases.
3.3.5 Data preprocessing and analysis
The BOLD fMRI time-series data during the emotion paradigm were first corrected for
physiological noise: this correction consisted of: first applying correction of cardiac and
respiratory artifacts (RETROICOR, Glover et al., 2000) using two cardiac, two respiratory
and one interaction component, followed by regressing out the variance related to CO2
level, O2 level (both HRF convolved), heart rate (HR; CRF convolved, Chang et al., 2009)
and respiratory volume per time (RVT; RRF convolved; Birn et al., 2008), using a general
linear model framework. Both steps were performed using Matlab (The MathWorks Inc.,
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vs. R2011a). Physiological noise correction was performed prior to preprocessing. For
seven participants physiological noise correction could only be partly performed, for two
participants physiological recordings were missing altogether.
Both, the corrected and uncorrected datasets were analyzed using FEAT (FMRIB Ex-
pert Analysis Tool, v5.98, http://www.fmrib.ox.ac.uk/fsl, Oxford University, UK). Pre-
processing steps before model fitting were applied to each participants time-series, and
included: highpass filtering of the data (100 seconds temporal cutoff), non-brain removal
using BET (Smith, 2002), MCFLIRT motion correction (Jenkinson et al., 2002), spatial
smoothing with a Gaussian kernel of full-width-half-maximum 5mm and fieldmap-based
EPI unwarping using PRELUDE + FUGUE (Jenkinson, 2003, 2004); for three partici-
pants this was not performed due to problems during the acquisition of the fieldmaps).
Functional images were registered using FLIRT (Jenkinson and Smith, 2001) in a first step
to the structural image with 6 degrees of freedom, and in the second step to the Montreal
Neurological Institute (MNI) space with 12 degrees of freedom and FNIRT non-linear (10
mm) warp (Andersson et al., 2007a,b).
To model the emotion provocation task, four event types were defined, one for each pic-
ture condition (i.e. IAPSnegative, IAPSneutral, SPIDERS, ANIMALS). Fixation
cross periods were used as the baseline. The model was convolved with the hemodynamic
response function (gamma convolution), and the same temporal filtering was applied to the
model as to the data. Temporal derivatives of the event-type regressors were included as re-
gressors of no interest. Two main contrasts of interest were defined: a fear-specific contrast
SPIDERS > ANIMALS, and a fear-unspecific contrast IAPSnegative > IAPSneutral
for more general emotion processing. Group average maps were created with a mixed ef-
fects model using FLAME1. The Z (Gaussianised T/F) statistic images were thresholded
using clusters determined by Z > 2.3 and a (corrected) cluster significance threshold of P
< .05 (Worsley, 2001).
3.3.6 ROI analysis
Anatomical ROIs used were the left and right insula, and the left and right amyg-
dala, taken from the WFU-PickAtlas (Version 3.0.4, Wake Forest University, School of
Medicine, Winston-Salem, North Carolina, www.ansir.wfubmc.edu). Functional amygdala
ROIs were obtained by masking the group level maps for the contrast IAPSnegative >
IAPSneutral with the anatomical amygdala masks (”fear-unspecific left/right amyg-
dala”). Functional insula masks were obtained by restricting the group level analysis
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for the contrast SPIDERS > ANIMALS (”fear-specific ROI”) and IAPSnegative >
IAPSneutral (”fear-unspecific ROI”) to the spectroscopy voxel in the left insula (see
Chapter 4). Median %SC was extracted from the ROIs for all conditions and the two
contrasts.
3.3.7 Repeatability analysis
The intraclass correlation coefficient (ICC[3,1]; (Shrout and Fleiss, 1979) was used as a
measure of repeatability. ICCs were interpreted according to commonly used guidelines
(Cicchetti, 2001) that classify values of < .41 as poor, values between .41 and .59 as fair,
values between .60 - .74 as good and values > .74 as excellent.
For all ICCs we defined bivariate outliers based on the overall structure of the data
using the Matlab toolbox provided by Pernet et al. (2012), and ICCs were computed
with the remaining data points. Due to outlier removal, sample size changed slightly for
each reported correlation. We therefore report correlations with respective sample size in
brackets.
3.4 Results
3.4.1 Task evaluation
To elicit BOLD responses related to emotion processing, the fear-specific con-
trast SPIDERS > ANIMALS and the fear-unspecific contrast IAPSnegative >
IAPSneutral were investigated. The group level analysis revealed significant BOLD re-
sponses in the left insula for both conditions, but BOLD responses in the amygdala only
for the fear-unspecific contrast (see Table 3.1 and Figures 3.1 and 3.2).
3.4.2 ROIs
BOLD %SC were extracted for anatomical and functional ROIs for the 14 participants
who came for a second scanning session. Mean and standard deviation for each session and
between-session differences (investigated with a paired t-test between the two sessions) are
reported in Table 3.2. For none of the regions, a significant change in %SC over the two
sessions was found.
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Table 3.1: Higher-level whole-brain analysis for the two contrasts SPIDERS > ANIMALS and
IAPSnegative > IAPSneutral. Significant clusters for the analysis over the whole sample (N = 37)
are reported. The physiological noise corrected dataset was used for this analysis.
SPIDERS > ANIMALS
Size Peak (x,y,z) Peak Z Location
12117 -6, -56, 24 4.51 Cingulate, frontal gyrus
2297 -58, -40, 24 4.31 Temporal-occipital
2270 28, -78, -38 3.89 Cerebellum
1448 58, -40, 28 3.76 Angular, temporal gyrus
727 58, 10, -4 4.22 Right OFC, insula
582 -50, 8, -10 3.95 Left OFC, insula
IAPSnegative > IAPSneutral
Size Peak (x,y,z) Peak Z Location
12350 -50, -68, -4 5.53 Bilateral occipital/temporal
4879 0, -34, -10 5.12 Brain stem and thalamus
3740 -44, 18, -20 4.63 Left insula and OFC
3334 -4, 56, 18 4.72 Cingulate and frontal gyrus
1272 26, -4, -20 5.53 Right amygdala
520 46, 6, 16 4.08 Left amygdala
Figure 3.1: Group effect for the contrast SPIDERS > ANIMALS (N = 37). The statistical threshold
was set to Z > 2.3 and corrected cluster threshold of P < .05. Image displayed in radiological convention.
Figure 3.2: Group effect for the contrast IAPSnegative > IAPSneutral (N = 37). The statistical
threshold was set to Z > 2.3 and corrected cluster threshold of P < .05. Image displayed in radiological
convention.
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Table 3.2: ROI analysis for uncorrected as well as physiological noise corrected data. For each of the
ROIs, mean and standard deviation of the %SC for both scanning sessions (scan 1 and scan 2) and the
significance of the between-session difference (paired t-test; indicated by p) are provided. This was done
using the data from the 14 participants who underwent two scanning sessions. IAPS neg = negative IAPS
pictures, IAPS neu = neutral IAPS pictures, LI = Left insula, LA = Left amygdala, RA = Right amygdala,
Spi. > An.: fear-specific contrast Spiders > Animals; Neg. > Neu.: fear-unspecific contrast IAPS negative
> IAPS neutral.
uncorrected physiological noise correction
Area / Condition M(Std) 1 M(Std) 2 t(p) M(Std) 1 Mean(Std) 2 t(p)
Left amygdala
IAPS neg 0.42 (0.20) 0.33 (0.30) 1.18 (.26) 0.38 (0.20) 0.20 (0.34) 1.64 (.13)
IAPS neu 0.30 (0.29) 0.20 (0.40) 0.87 (.40) 0.23 (0.23) 0.09 (0.42) 1.24 (.24)
Spiders 0.24 (0.28) 0.08 (0.26) 1.46 (.17) 0.22 (0.28) 0.06 (0.30) 1.26 (.23)
Animals 0.24 (0.19) 0.24 (0.22) -0.01 (.99) 0.22 (0.23) 0.20 (0.22) 0.24 (.82)
Neg. > Neu. 0.11 (0.26) 0.14 (0.30) -0.29 (.78) 0.15 (0.20) 0.14 (0.31) 0.15 (.89)
Spi. > An. 0.01 (0.23) -0.15 (0.26) 1.43 (.18) 0.00 (0.23) -0.15 (0.31) 1.12 (.28)
Right amygdala
IAPS neg 0.33 (0.22) 0.31 (0.33) 0.27 (.79) 0.28 (0.18) 0.26 (0.22) 0.46 (.65)
IAPS neu 0.22 (0.29) 0.23 (0.33) -.10 (.92) 0.18 (0.19) 0.21 (0.32) -0.38 (.71)
Spiders 0.17 (0.32) 0.14 (0.24) 0.38 (.71) 0.16 (0.26) 0.12 (0.24) 0.60 (.56)
Animals 0.23 (0.24) 0.19 (0.24) 0.44 (.67) 0.19 (0.20) 0.20 (0.16) -0.23 (.82)
Neg. > Neu. 0.12 (0.20) 0.11 (0.18) 0.20 (.84) 0.11 (0.16) 0.07 (0.17) 0.48 (.64)
Spi. > An. -0.05 (0.21) -0.06 (0.12) 0.24 (.81) -0.01 (0.18) -0.10 (0.13) 1.72 (.11)
Left insula
IAPS neg -0.03 (0.17) -0.06 (0.26) 0.34 (.73) 0.00 (0.15) -0.06 (0.19) 0.77 (.45)
IAPS neu -0.02 (0.11) -0.07 (0.29) 0.57 (.58) -0.02 (0.13) -0.03 (0.20) 0.12 (.91)
Spiders -0.01 (0.19) -0.02 (0.18) 0.19 (.85) -0.02 (0.16) -0.01 (0.11) -0.18 (.86)
Animals 0.00 (0.16) 0.01 (0.08) -0.11 (.91) 0.00 (0.15) 0.02 (0.06) -0.60 (.56)
Neg. > Neu. 0.00 (0.15) 0.01 (0.17) -0.19 (.86) 0.03 (0.13) -0.03 (0.11) 1.16 (.27)
Spi. > An. -0.01 (0.12) -0.03 (0.15) 0.70 (.50) -0.01 (0.11) -0.04 (0.15) 0.79 (.44)
Right insula
IAPS neg -0.06 (0.13) -0.09 (0.20) 0.45 (.66) -0.04 (0.10) -0.09 (0.16) 0.93 (.37)
IAPS neu -0.04 (0.11) -0.10 (0.19) 1.07 (.30) -0.04 (0.10) -0.09 (0.15) 1.09 (.30)
Spiders -0.03 (0.18) -0.06 (0.12) 0.80 (.44) -0.02 (0.15) -0.04 (0.10) 0.60 (.56)
Animals -0.04 (0.14) -0.09 (0.09) 1.32 (.21) -0.02 (0.11) -0.07 (0.06) 1.44 (.17)
Neg. > Neu. -0.01 (0.15) 0.00 (0.16) -0.30 (.77) 0.01 (0.11) -0.02 (0.11) 0.64 (.53)
Spi. > An. 0.01 (0.12) 0.03 (0.06) -0.90 (.38) 0.01 (0.09) 0.03 (0.08) -0.73 (.48)
fear - specific LI
Spiders 0.14 (0.35) -0.01 (0.47) 1.24 (.24) 0.12 (0.29) 0.01 (0.35) 1.46 (.17)
Animals 0.05 (0.25) -0.09 (0.31) 1.32 (.21) 0.01 (0.25) -0.07 (0.26) 0.81 (.43)
Spi. > An. 0.09 (0.27) 0.08 (0.36) 0.11 (.92) 0.12 (0.19) 0.09 (0.33) 0.31 (.76)
fear - unspecific LI
IAPS neg 0.19 (0.12) 0.06 (0.29) 1.5 (.16) 0.17 (0.16) 0.00 (0.28) 1.82 (.09)
IAPS neu 0.05 (0.16) -0.08 (0.34) 1.45 (.17) 0.03 (0.18) -0.07 (0.30) 0.97 (.35)
Neg. > Neu. 0.12 (0.11) 0.13 (0.19) -0.16 (.87) 0.13 (0.14) 0.08 (0.13) 0.91 (.38)
fear - unspecific LA
IAPS neg 0.49 (0.26) 0.43 (0.37) 0.68 (.51) 0.44 (0.28) 0.29 (0.36) 1.31 (.21)
IAPS neu 0.36 (0.36) 0.25 (0.42) 0.83 (.42) 0.27 (0.30) 0.13 (0.45) 1.10 (.29)
Neg. > Neu. 0.14 (0.31) 0.19 (0.36) -0.43 (.67) 0.20 (0.23) 0.19 (0.36) 0.08 (.94)
fear - unspecific RA
IAPS neg 0.44 (0.25) 0.50 (0.42) -0.68 (.51) 0.38 (0.23) 0.40 (0.30) -0.39 (.70)
IAPS neu 0.24 (0.37) 0.33 (0.39) -0.70 (.49) 0.21 (0.25) 0.26 (0.39) -0.52 (.61)
Neg. > Neu. 0.20 (0.31) 0.21 (0.19) -0.04 (.97) 0.17 (0.21) 0.15 (0.22) 0.31 (.76)
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3.4.3 Repeatability
Significant repeatability was found for a number of regions (see Table 3.3). Scatter plots
for some of the data are shown in Supplement Figures B.1-B.4.
Table 3.3: Repeatability analysis on the ROIs. ICC (p) are reported, significant ICCs are printed in
bold. Outliers were removed for this repeatability analysis, the number of remaining participants (out of
N = 14) is indicated in brackets for each ICC.
uncorrected physiological noise correction
left amygdala:
IAPS neg .68 (.004) (N = 13) .32 (.16) (N = 11)
IAPS neu .07 (.41) (N = 11) -.03 (N = 12)
Spiders .00 (.50) (N = 12) -.29 (N = 12)
Animals .16 (.29) (N = 13) .84 (.0001) (N = 12)
fear-unspecific contrast -.24 (N = 11) -.14 (N = 12)
fear-specific contrast -.03 (N = 12) -.63 (N = 14)
right amygdala:
IAPS neg .48 (.04) (N = 13) .61 (.008) (N = 14)
IAPS neu .09 (.38) (N = 13) .49 (.04) (N = 13)
Spiders .26 (.20) (N = 12) .36 (.13) (N = 11)
Animals .19 (.25) (N = 13) .35 (.11) (N = 13)
fear-unspecific contrast -.57 (N = 12) -.08 (N = 12)
fear-specific contrast -.05 (N = 12) .23 (.22) (N = 12)
left insula:
IAPS neg -.53 (N = 12) .13 (.34) (N = 12)
IAPS neu .31 (.17) (N = 11) .60 (.02) (N = 11)
Spiders .18 (.30) (N = 10) .23 (.23) (N = 12)
Animals -.60 (N = 11) -.03 (N = 11)
fear-unspecific contrast .25 (.19) (N = 13) .39 (.10) (N = 11)
fear-specific contrast .16 (.30) (N = 12) .01 (.49) (N = 11)
right insula:
IAPS neg .15 (.32) (N = 11) .37 (.12) (N = 11)
IAPS neu .61 (.01) (N = 13) .45 (.05) (N = 13)
Spiders .43 (.05) (N = 14) .52 (.03) (N = 13)
Animals .36 (.10) (N = 13) .45 (.06) (N = 12)
fear-unspecific contrast .74 (.002) (N = 11) .06 (.42) (N = 11)
fear-specific contrast .51 (.04) (N = 12) .50 (.03) (N = 14)
fear-specific ROI (left insula):
Spiders .39 (.09) (N = 12) .60 (.009) (N = 14)
Animals -.19 (N = 13) -.01 (N = 14)
fear-specific contrast .41 (.07) (N = 13) .17 (.28) (N = 13)
fear-unspecific ROI (left insula):
IAPS neg .24 (.20) (N = 13) .49 (.04) (N = 12)
IAPS neu .47 (.05) (N = 12) .09 (.38) (N = 12)
fear-unspecific contrast .17 (.27) (N = 14) .34 (.13) (N = 12)
fear-unspecific ROI left amygdala:
IAPS neg .48 (.03) (N = 14) .60 (.01) (N = 13)
IAPS neu -.04 (N = 12) -.41 (N = 10)
fear-unspecific contrast -.06 (N = 12) -.10 (N = 12)
fear-unspecific ROI right amygdala:
IAPS neg .43 (.06) (N = 13) .66 (.005) (N = 13)
IAPS neu -.26 (N = 12) .11 (.36) (N = 12)
fear-unspecific contrast -.66 (N = 12) -.03 (N = 12)
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3.5 Discussion
3.5.1 Task evaluation
Fear-specific BOLD responses (SPIDERS > ANIMALS) were identified in the cingulate
gyrus, but also regions in the frontal, temporal and insula gyri. This is in line with
previous studies (Caseras et al., 2013; Lueken et al., 2011; Straube et al., 2006a). The fear-
unspecific contrast (IAPSnegative > IAPSneutral) also yielded widespread activation,
comprising cingulate, temporal, occipital and insular cortices, and bilateral amygdala.
Previous studies report similar activation (Scha¨fer et al., 2009; Schienle et al., 2002; Wrase
et al., 2003).
We did find significant activation in the amygdala for the fear-unspecific contrast but
not for the fear-specific contrast. One reason for this might be that the amygdala does
not only react to fear-specific animals but to all animals. Previous studies that reported
amygdala activation used neutral stimuli such as mushrooms as control stimuli (e.g. Wendt
et al. 2008). To our knowledge, only few studies have used exclusively animal pictures as
a control condition, and the amygdala seemed to also react to the impages of control
animals (see Table 3.2). A reason for this might be that the main role the amygdala has
been assigned to is the detection and evaluation of potential threat (Costafreda et al.,
2008). Even though the control animals were on average subjectively perceived as neutral,
they might have still been automatically assessed for potential threat before this conclusion
was reached. Another possibility is that individual pictures within the short blocks might
have triggered a negative response in participants. Even though the control images were
rated neutrally on average, there was substantial variance in the ratings (see Chapter 4).
It also has to be considered that some of the participants included in this sample were not
scared of spiders, which could contribute to why we could not find amygdala activation
for the fear-specific contrast. However, we could not find an influence of fearfulness on
activation in the amygdala (see Chapter 4) so this is unlikely to be the reason.
With regard to the insula, we found significant activation for both the fear-specific
and fear-unspecific contrast. It was proposed that the insula’s function is to ”recognize
and mark salient events for further processing” (Menon and Uddin, 2010). One proposed
mechanism underlying this function is that interoceptive sensations are integrated within
the insula and that based on that, attention is regulated and an affective feeling is created
(Lindquist and Barrett, 2012). We found insula activity even after correcting for physio-
logical noise, indicating that the significant BOLD responses are not just a result of higher
physiological reactions to the task (also see Chapter 5).
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Importantly, because we found significant task activation for the contrasts - in contrast
to the previous study (Lipp et al., 2014) - we were able to create functional ROIs. In
particular, we extracted a fear-specific ROI in the insula, a fear-unspecific ROI in the insula
and bilateral fear-unspecific ROIs in the amygdala that could be used for repeatability
analysis.
3.5.2 Repeatability
Higher repeatability for functional than for anatomical ROIs
We extracted signal changes from both structural and functional ROIs to calculate re-
peatability. The BOLD %SC to negative IAPS pictures was significantly repeatable in
both amygdalae, but physiological noise correction lowered repeatability in the left amyg-
dala, which suggests that this might have been caused by repeatability of physiological
task reactions.
The anatomical insula did not seem to react to the task conditions much on average,
probably because of its size and unspecificity. Surprisingly, BOLD %SC values for the
right insula were significantly repeatable for a number of contrasts. This means that even
though on average the right insula did not react to the paradigm, whether it did react and
in which direction it reacted seems to be stable over time.
For the functional ROIs in the insula we found repeatable BOLD %SC for the fear-
specific ROI during presentation of SPIDER pictures, for the fear-unspecific ROIs in the
insula and bilateral amygdala during presentation of IAPSnegative pictures. Physiologi-
cal noise correction seemed to improve repeatability in these instances. In agreement with
Johnstone et al. (2005) these results suggest that repeatability is higher for functionally
defined ROIs than for anatomical masks. Anatomical masks are probably too unspecific,
and in many cases - such as the insula - too big and diverse within to obtain a meaningful
average signal change.
Higher repeatability for comparison to baseline than for contrasts
Again in agreement with Johnstone et al. (2005), BOLD %SC for the contrasts were not
repeatable, with the exception of %SC in the right anatomical insula. This suggests that
even though the contrasts elicit group level activation patterns similar to previous studies,
the participant level extracted BOLD %SC for the contrasts are not repeatable and might
not be ideal to be used as trait markers. Interestingly, the BOLD %SC for main effects
(contrast to baseline) were repeatable for the respective negative condition (SPIDERS
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and IAPSnegative) but not for the control conditions (ANIMALS and IAPSneutral).
This suggests that constructing the functional ROIs based on the contrast is still a useful
thing to do because the strong BOLD %SC elicited for the negative condition is repeatable
- while the weaker BOLD % SC for the neutral condition is not much of interest anyway.
There might be several reasons for why the contrast values are not repeatable. One
reason might be that by including two conditions in the calculation, additional noise is
introduced. The contrast value consists of the response to the negative as well as the
response to the neutral condition. We found that the response to the neutral condition
(compared to baseline) is not repeatable, which might indicate some measurement noise,
possibly because the BOLD responses are quite weak. It might also be that the response
to the neutral condition is more dependent on the daily state of the participant, while
the negative stimuli are quite strong and elicit more robust reactions. The contrast is
designed to measure the emotion-specific BOLD signal. It is also possible that some
aspect independent of emotion drives the repeatability of the negative stimuli, such as
attention to the task. If this was the case, then one might expect also the main effect of
the control condition should be repeatable, but we did not find this.
Between-session differences
In order to investigate potential effects of between-session habituation on the repeatability
measures, differences between sessions were tested in the subsample of 14 repeatability
participants. For these participants, no significance change in BOLD %SC was found
from session 1 to session 2. This indicates that participants did not habituate to the
stimuli over the retest interval. Low repeatability that was found for some of the ROIs
and contrasts is more likely to be driven by other factors.
Limitations and future directions
We calculated repeatability over a number of regions and contrasts, and controlling for
multiple comparisons would not lead to as many significantly repeatable results. However,
we observed a pattern in the significant results (significant repeatability for functional
ROIs and for comparison to fixation cross baseline). It is possible that the contrast to
neutral condition includes more noise and therefore yields lower repeatability, and further
research needs to be conducted to explore the possible explanations for this effect.
We did not find significant amygdala activity for our fear-specific contrast, which was
in contrast to previous studies. Our explanation was that this might be due to amygdala
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reactivity to our neutral condition. Again, further exploration of this phenomenon needs
to be done to better understand the influence of the control condition used on detected
activation.
Comparing the results to the results from our previous study (Lipp et al., 2014),
it seems that using this newly developed paradigm allows to measure more repeatable
emotion-related BOLD responses. The reason for this might lie in the nature of the
stimuli, but also due to the recruitment process for this study a more diverse sample
might have caused this difference. This suggests that paradigms should be developed and
evaluated on a range of participants before being used to measure biomarkers.
Summary and conclusions
We investigated repeatability of emotion-related BOLD responses with a paradigm using
IAPS pictures, fear-specific pictures of spiders and respective control stimuli. We found
significant insula activation for the fear-unspecific and the fear-specific contrast, and sig-
nificant amygdala activation for the fear-unspecific contrast. BOLD % SC were repeatable
for the functionally defined ROIs in the negative condition vs. baseline when physiological
noise correction is applied, but less repeatable for the anatomically defined ROIs and the
contrasts. The findings suggest that repeatability of emotion-induced BOLD responses is
dependent on several factors and that not all BOLD responses are suitable as biomarkers.
Next steps
In this study we evaluated a novel emotion paradigm, which was designed to elicit ac-
tivation in the amygdala and insula. In order to address the main questions of this
project, the influence of fearfulness and GABA+ (GABA plus coedited macromolecules)
on this activation is assessed as a next step. Because the emotional aspect of the
BOLD signal are of interest, to do this, the contrasts (SPIDERS > ANIMALS and
IAPSnegative > IAPSneutral) are used. Additionally, regarding the low repeatability
we found for the contrasts, in a later step correlations are also calculated for the contrasts
to fixation cross baseline, and differences in results will be discussed.
Part III
Investigating the role of GABA in
fearfulness and fear-related BOLD
responses
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4.1 Abstract
The inhibitory neurotransmitter GABA plays a crucial role in anxiety and fear, but its
relationship to brain activation during fear reactions is not clear. Previous studies suggest
a decrease in GABA concentration in anxiety disorders, and that GABA agonists lead to
attenuation of emotion-processing related BOLD signals in the amygdala and insula. The
aim of this study was to directly investigate the relationship between fearfulness, GABA
concentration and fear-related BOLD responses.
44 female participants with different levels of fearfulness were recruited for the imaging
study. For the whole sample, BOLD signals were assessed using an fMRI scan with a
fear-specific emotion paradigm, and GABA concentration measures were obtained from a
GABA+ sensitive MRS scan using a voxel in the left insula and left DLPFC.
While fearfulness was not associated with GABA+ levels in our voxel, fear-related
BOLD responses in the anterior insula were stronger in highly fearful participants than in
less fearful participants. The BOLD signal in this cluster did not correlate with GABA+
concentration. However, we found a significant positive correlation between GABA and
fear-related BOLD responses in a different cluster including parts of the left insula, amyg-
dala and putamen. GABA+ in the DLPFC correlated with fear-related BOLD responses
in the frontal cortex posterior to the spectroscopy voxel.
Our findings indicate a positive correlation between GABA and BOLD signals in brain-
structures crucial for fear, while previous studies found negative correlations. This conflict
in findings suggests that brain region, stimulus material and study design could influence
whether and how GABA and BOLD might be associated.
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4.2 Introduction
Fear is an acute behavioural and physiological reaction to perceived threat, which has
been observed in all mammals and probably evolved because it is useful for survival and
avoidance of pain (Panksepp, 1998). Recent research using fMRI has identified the amyg-
dala and the anterior insula as key brain structures associated with the experience of fear
(Bu¨chel and Dolan, 2000; Costafreda et al., 2008; Phan et al., 2002). While the amygdala
is important for the detection of environmental ’fear’ cues (O¨hman, 2002), the anterior
insula seems to play the role of integrating internal bodily perceptions and external cues
information to create the experienced emotional state (Paulus and Stein, 2006). Both these
structures have shown increased levels of activity when phobic participants are presented
with phobia related material (e.g. Caseras et al., 2010; Schienle et al., 2005; Straube et al.,
2006a; Wendt et al., 2008), but also when healthy controls are confronted with negative
images (Caseras et al., 2010; Etkin and Wager, 2007; Stein et al., 2007).
Studies using MRS have also shown that individuals suffering from anxiety disorders
have reduced GABA concentration in the occipital cortex (Goddard et al., 2001), the
ACC and basal ganglia (Ham et al., 2007), and the insula (Rosso et al., 2014). Also, by
enhancing GABA transmission pharmacologically, fear responses (Nutt and Malizia, 2001;
Panksepp, 1998) and emotion related BOLD responses in the insula and the amygdala are
attenuated (Del-Ben et al., 2012; Paulus et al., 2005; Wise et al., 2007). All these suggest
a relationship between GABA neurotransmission and fear-related BOLD responses. How-
ever, thus far, this hypothesis has not been directly tested. Previous studies have reported
a negative relationship between BOLD and GABA in the visual cortex (Donahue et al.,
2010; Muthukumaraswamy et al., 2009, 2012) and the ACC (Northoff et al., 2007). Our
aim was to investigate the relationship between fear induced BOLD responses and GABA
concentration in the insula. We recruited participants with either high or low fearfulness
and confronted them with a paradigm designed to elicit fear-related BOLD responses. We
expected stronger BOLD responses in the insula and amygdala of highly fearful partici-
pants, as well as lower GABA concentration in the insula. We also expected a negative
correlation between fear-related BOLD changes and GABA concentration in the insula.
Additionally, we included a spectroscopy voxel in the DLPFC, a region that is often
reported to play a role in emotion regulation (e.g. Ray and Zald, 2012). GABA concentra-
tion in the DLPFC has previously been related to working memory (Michels et al., 2012)
and to individual differences in impulsivity (Boy et al., 2011), but this is the first time to
study its potential involvement in emotion processing.
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4.3 Methods
4.3.1 Participants
Screening
Five-hundred and seventy-four females (Mean[Std] age = 21[4]) from Cardiff University
(students and staff) underwent an online screening, consisting of the Fear-Survey Schedule-
II (FSS-II, Geer 1965) and the Fear of Spider Questionnaire (FSQ, Szymanski and Dono-
hue, 1995). Both questionnaires show high internal consistency and retest-stability (Geer,
1965; Muris and Merckelbach, 1996; Szymanski and Donohue, 1995). The FSS-II (Geer,
1965) consists of 51 items assessing fear to a wide variety of potentially threatening stim-
uli/situations, including animals, social or interpersonal situations, tissue damage, illness
or death, noises, other classical phobias, and miscellaneous (Wolpe and Lang, 1964). The
FSQ consists of 18 items assessing fear of spiders; this questionnaire has also shown to
discriminate among levels of spider fear within non-phobic population (Muris and Merck-
elbach, 1996), which was important for our recruitment strategy. Both questionnaires have
previously shown adequate psychometric properties (Geer, 1965; Muris and Merckelbach,
1996; Szymanski and Donohue, 1995). Since our aim was to recruit a sample of high and
low fearful participants and to induce fear in them via the presentation of still images of
a specific feared stimuli, we invited candidates with the lowest and highest scores in both
questionnaires to participate in the imaging study. Therefore, we aimed for a group of
low fearful participants who were also not afraid of spiders, and a group of high fearful
participants who all shared their fear of spiders. Figure 4.1 illustrates the recruitment
criteria on both questionnaires.
Imaging participants
Candidates were screened over the telephone to ascertain their MRI compatibility, right-
handedness, and absence of current or personal history of psychosis, mood or anxiety
disorders other than potential specific phobia - according to the MINI International Neu-
ropsychiatric Interview (MINI, Sheehan et al., 1998). On the day of the scan, participants
were requested to complete again the FSSII and FSQ, along with the State and Trait
Anxiety Inventory (STAI, Spielberger et al., 1970), Hospital Anxiety and Depression scale
(HADS; Zigmond and Snaith, 1983), the General Health Questionnaire (GHQ-12, Gold-
berg, 1972). Table 4.1 shows the mean scores on all the questionnaires.
We scanned 44 participants, 22 in the high fear group and 22 in the low fear group.
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Figure 4.1: Recruitment of extreme groups. The scatter plot for the whole screening sample (N=574) is
shown, with scores in the FSQ questionnaire on the x-axis, and the FSS-II on the y-axis. The purple box
illustrates the recruitment thresholds for the high-fear group, the blue box the thresholds for the low-fear
group. Correlation between the two measures was r = .22 (p < .0001).
Three participants from each group had to be excluded because their scores on the screen-
ing questionnaires at the time of scanning did not reflect their group assignment anymore
(their score lay on the other side of the total median). One participant of the low fear
group had to be excluded due to problems during the acquisition of the functional imag-
ing data. The final sample consisted of 37 participants, 19 in the high fear group and 18
in the low fear group. Due to some evidence for an influence of the menstrual cycle on
GABA levels (Epperson et al., 2002; Harada et al., 2011; Silveri et al., 2013), participants
were asked to come for the imaging study during the first 9 days of their cycle; during
this period the probability of being in the follicular phase - during which steroid hormone
levels are most stable - is 95% (Stricker et al., 2006). Three participants did not comply
with these instructions: one participant in the low fear group came on day 10, and two
participants in the high fear group came on day 12 and day 14, respectively. Participants
who were taking hormonal contraception (11 in the high fear and 11 in the low fear group)
were asked to come for the scanning session outside their pill-free period, if applicable.
The study was approved by the Cardiff University School of Psychology Ethics Committee.
Participants were financially compensated for their time.
4.3.2 Imaging
Structural (T1) and functional imaging was performed as described in Chapter 3.
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Table 4.1: Questionnaires. Questionnaire scores between the two groups are compared (N per group =
19; from each originally recruited group [N = 22], three participants had to be excluded because their scores
on the questionnaires did not match their original initial group assignment). Mean (standard deviation)
are listed separately for the high fear and the low fear group, the reported t and p value are obtained from
a 2-sample-t-test.
Questionnaire High fear Low fear t p
Age 21.5 (3.1) 21.1 (2.9) 0.48 .63
FSQ 5.30 (0.85) 1.22 (0.40) 18.9 < .001
FSS-II 4.19 (0.71) 1.93 (0.80) 9.2 < .001
STAI state 1.60 (0.39) 1.55 (0.30) 0.46 .65
STAI trait 2.03 (0.14) 1.82 (0.11) 1.69 .10
GHQ 0.86 (0.34) 0.79 (0.30) 0.72 .47
HADS anxiety 1.07 (0.33) 0.84 (0.22) 2.46 .02
HADS depression 0.70 (0.30) 0.55 (0.16) 1.92 .06
Figure 4.2: Left insula (left figure) and left DLPFC (right figure) voxel position. This shows the areas
that a participant’s voxel covered with 85% probability. This map was used for performing the restricted
higher-level analysis.
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4.3.3 GABA+ magnetic resonance spectroscopy
GABA+ was quantified from a 25 x 30 x 40 mm voxel located in the left insula and aligned
with the insula cortex in the anterior-posterior direction. The DLPFC voxel (30 x 30 x 30
mm) was placed anterior to the precentral sulcus and aligned with the cortical surface (for
both voxel locations see Figure 4.2). Two spectra from each region were aquired for each
participant, in either the order insula-DLPFC-insula-DLPFC or DLPFC-insula-DLPFC-
insula, counter-balanced within each fearfulness group.
GABA+ data (GABA plus coedited macromolecules) were acquired using a J differ-
ence editing technique (MEGA-PRESS, Mescher et al., 1998). Spectra were acquired with
TR = 1800 ms, TE= 68 ms, 300 transients of 4096 data points were acquired in 9 min-
utes. Gaussian editing pulses (of 16 ms duration) were applied either to the GABA+
spins (1.9 ppm) or symmetrically about the water peak (7.5 ppm) in an interleaved man-
ner. A further eight transients were acquired, without water suppression, as an internal
concentration reference.
All spectra were analysed using Gannet (Edden et al., in press). GABA+ values were
corrected for the tissue composition of the voxel. Tissue segmentation was performed
using FAST, and tissue corrected according to Ernst et al. (1993). Prior to using GABA+
values for analysis, all spectra were visually inspected independently by two researchers,
and rated using a 3-point scale (0 = very good, 1 = satisfactory, 0 = reject), to ensure the
presence of artefacts did not affect the quantification of GABA. Spectra scoring below 1
were rejected resulting in the exclusion of 26/74 (insula) and 28/74 (DLPFC) spectra from
the dataset. The GABA+ concentration estimations from the two scans per voxel were
averaged for each participant if two spectra were available. Altogether, useable GABA+
data was acquired for 29 participants for the insula and 28 participants for the DLPFC
(all used spectra can be seen in Supplementary Figures C.1 and C.2).
4.3.4 Data preprocessing and analysis
Data preprocessing, including physiological noise correction, was performed as described in
Chapter 3. Group average and group difference (high fear vs. low fear) maps were created
with a mixed effects model using FLAME1. For the analysis looking at the influence of
GABA+ on the BOLD responses, the demeaned GABA+ measures were entered as a
regressor in the group analysis model. For participants with no GABA+ data, the mean
value was entered. The Z (Gaussianised T/F) statistic images were thresholded using
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clusters determined by Z > 2.3 and a (corrected) cluster significance threshold of P < .05
(Worsley, 2001).
4.3.5 Statistical analysis
For all correlations we defined bivariate outliers based on the overall structure of the
data using the Matlab toolbox provided by Pernet et al. (2012), and Pearson correlation
coefficients were computed with the remaining data points. Due to outlier removal, sample
size changed slightly for each reported correlation. We therefore report correlations with
respective degrees of freedom in brackets.
ANOVAs were computed using the Matlab functions anova1 and
mixed between anova (www.mathworks.co.uk/matlabcentral/fileexchange/27080-mixed-
betweenwithin-subjects-anova/content/mixed between within anova.m).
4.4 Results
4.4.1 Behavioural responses
Performance on the covert task was very high with a mean accuracy of 93% (Min. =
73%, Std. = 6%), suggesting that participants did pay attention to the stimuli. We did
not find group differences in accuracy or reaction times (F [1,36] = 0.23, p = .64), and no
interaction between group and stimulus category (F [3,108] = 0.36, p = .78). With regard
to the picture ratings, we found a significant interaction between group and stimulus
category (F [3,102] = 6.5, p = .0005). This interaction was driven by the group difference
in the ratings for spiders (F [1,34] = 11.6, p < .01) but not for any of the other categories.
Pictures of spiders were rated significantly less pleasant by participants in the high fear
group (Mean = 2.2, Std. = 1.3) as compared to participants in the low fear group (Mean
= 5.6, Std. = 2.9). Spiders were perceived as significantly more negative than the control
animals in both of the groups (high fear: F [3,102] = 58, p < .01; low fear: F [3,102] =
9.08, p < .01), and the negative IAPS pictures as more negative than the neutral pictures
(high fear: F [3,102] = 67, p < .01; low fear: F [3,102] = 9.08, p < .01).
4.4.2 Group differences in BOLD and GABA+ signal
The whole-brain analysis of the fear provocation paradigm showed significant BOLD re-
sponses in the orbitofrontal and cingulate cortex, posterior temporal and occipital regions,
bilateral anterior insula, medial and lateral prefrontal cortices and cerebellum (see Ta-
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Figure 4.3: Behavioural results. Left: Reaction time for each stimulus category and fear group. Right:
Ratings of the stimuli (high values indicate positive rating) for each stimulus category and fear groups.
Bars indicate means, error bars standard deviations.
ble 4.3 and Figure 3.1 in Chapter 3) for the SPIDERS > ANIMALS contrast. The
contrast IAPSnegative > IAPSneutral resulted in significant BOLD responses in the
orbitofrontal and cingulate cortex, left insula, bilateral amygdala, and posterior temporal
and occipital regions (see Table 4.4 and Figure 3.2 in Chapter 3). Furthermore, the ex-
ploratory whole brain analysis revealed stronger BOLD responses for participants in the
high fear group in the cerebellum and ACC for the contrast SPIDERS > ANIMALS
(see Table 4.3 and Figure 4.4), and stronger BOLD responses for participants in the low
fear group in the posterior cingulate for the contrast IAPSnegative > IAPSneutral (see
Table 4.4).
A voxelwise analysis restricted to the area of the brain covered by the insular voxel
used in the spectroscopy acquisition showed significant BOLD responses for both the
SPIDERS > ANIMALS and the IAPSnegative > IAPSneutral contrast. High and
low fearful groups did only differ for the former contrast, with high fearful participants
showing increased BOLD in the insular spectroscopy voxel compared to low fearful par-
ticipants (see Table 4.2).
Based on these clusters, functional ROIs within the insula were defined: 1) a fear-
specific ROI in the insula using the whole-group cluster of the contrast SPIDERS >
ANIMALS, 2) a fear-unspecific ROI in the insula using the whole-group cluster contrast
IAPSnegative > IAPSneutral, 3) a fear-specific ROI in the DLPFC using the whole-
group cluster of the contrast SPIDERS > ANIMALS that overlapped with the MRS
voxel in the DLPFC.
GABA+ levels showed not to be different between low and high fearful participants
(insula: t[27] = -0.29, p = .78, ns; DLPFC: t[27] = -0.53, ns). GABA+ in the insula was
not significantly correlated with GABA+ in the DLPFC (r[24] = .20, p = .34).
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Table 4.2: Higher level analysis, restricted to the regions covered by the spectroscopy voxel in the insula.
Significant clusters are presented for the two regarded contrast.
Contrast SPIDERS > ANIMALS
Group Size Peak (x,y,z) Peak Z
All (N=37) 121 -48, 14, -8 3.73
High fear (N=19) 244 -46, 12, -6 4.52
Low fear (N=18) No clusters
High fear > low fear 175 -44, 12, -6 3.74
Low fear > high fear No clusters
Contrast IAPSnegative > IAPSneutral
Group Size Peak (x,y,z) Peak Z
All (N=37) 307 -46, 12, -16 3.91
High fear (N=19) 97 -34, 18, -2 3.24
Low fear (N=18) No clusters
High fear > low fear No clusters
Low fear > high fear No clusters
Table 4.3: Higher-level whole-brain analysis for the contrast SPIDERS > ANIMALS. Results are
presented for the whole group, both groups separately, and group comparisons.
Group mean (N = 37)
Size Peak (x,y,z) Peak Z Location
12117 -6, -56, 24 4.51 Cingulate, frontal gyrus
2297 -58, -40, 24 4.31 Temporal-occipital
2270 28, -78, -38 3.89 Cerebellum
1448 58, -40, 28 3.76 Angular, temporal gyrus
727 58, 10, -4 4.22 Right OFC, insula
582 -50, 8, -10 3.95 Left OFC, insula
High fear (N = 19)
Size Peak (x,y,z) Peak Z Location
5487 -2, 26, 28 4.29 ACC
3104 -34, -62, -30 4.1 Cerebellum
1955 -2, -40, 20 3.97 Posterior cingulate
1069 46, -44, 6 3.76 Middle temporal gyrus
856 58, 10, -4 4.18 Right insula
779 -46, 12, -6 4.52 Left insula
753 -58, -42, 26 4.15 Left supramarginal
Low fear (N = 18)
Size Peak (x,y,z) Peak Z Location
2762 0, 66, 24 3.78 Frontal pole
2025 -10, -52, 28 4.28 Posterior cingulate
1756 -54, -58, 38 4.08 Left supramarginal
406 52, -68, 30 3.49 Right lateral occipital
379 54, -16, -16 3.50 Right middle temporal
High fear (N = 19) > low fear (N = 18)
Size Peak (x,y,z) Peak Z Location
3527 -20, -76, -28 3.49 Cerebellum
454 0, 0, 34 3.59 ACC
391 -44, 12, -6 3.74 Left anterior insula
Low fear (N = 18) > high fear (N = 19)
no clusters
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Table 4.4: Higher-level whole-brain analysis for the contrast IAPSnegative > IAPSneutral. Results
are presented for the whole group, both groups separately, and group comparisons.
Group mean (N = 37)
Size Peak (x,y,z) Peak Z Location
12350 -50, -68, -4 5.53 Bilateral occipital/temporal
4879 0, -34, -10 5.12 Brain stem and thalamus
3740 -44, 18, -20 4.63 Left insula and OFC
3334 -4, 56, 18 4.72 Cingulate and frontal gyrus
1272 26, -4, -20 5.53 Right amygdala
520 46, 6, 16 4.08 Left amygdala
High fear (N = 19)
Size Peak (x,y,z) Peak Z Location
3116 -50, -68, -4 4.45 Left occipital
2826 42, -76, 2 4.38 Right occipital
1070 -44, 16, -18 4.4 Left insula and OFC
578 -6, 52, 18 3.84 ACC
498 -2, -32, -8 4.52 Brain stem
Low fear (N = 18)
Size Peak (x,y,z) Peak Z Location
5589 -50, -68, -4 4.45 Left occipital
4836 42, -76, 2 4.38 Right occipital
4537 -44, 16, -18 4.4 Left insula and OFC
2859 -6, 52, 18 3.84 ACC
2790 -2, -32, -8 4.52 Brain stem
416 52, 32, 8 3.52 Right insula and OFC
High fear (N = 19) > low fear (N = 18)
no clusters
Low fear (N = 18) > high fear (N = 19)
Size Peak (x,y,z) Peak Z Location
374 8, -52, 24 3.48 Posterior cingulate
4.4.3 The relationship between GABA+ and fear-related BOLD re-
sponses
Insular GABA+ concentration did not correlate with %SC from either the SPIDERS >
ANIMALS in the fear-specific ROI (r[23] = .26, ns), or for the contrast IAPSnegative >
IAPSneutral in the fear-unspecific ROI (r[24] = -.01, ns). GABA+ concentration in the
DLPFC did not correlate with BOLD responses in the fear-specific DLPFC ROI (r[24] =
-.12, ns).
In order to further investigate the correlation of GABA+ and fear-related BOLD
responses, we entered the GABA+ values as a regressor of interest in the whole-brain
group level analysis of the fear provocation paradigm. For the contrast SPIDERS >
ANIMALS, GABA+ predicted BOLD responses in a cluster covering parts of the left
amygdala, insula, and ventral striatum (coordinates [x,y,z] = -28,-4,-12, cluster size = 420;
see Figure 4.5), and in the frontal cortex (coordinates [x,y,z] = -46, -26, 58, cluster size =
649; for both clusters see Supplementary Figure C.3). DLPFC GABA+ correlated with
BOLD responses in a frontal region ([x,y,z] = -32,-10,54, cluster size = 940) posterior to
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Figure 4.4: Group comparison (high fear (N = 19) > low fear (N = 18)) for the contrast SPIDERS >
ANIMALS. The statistical threshold was set to Z > 2.3 and corrected cluster threshold of P < .05. Image
displayed in radiological convention.
the MRS voxel (see Supplementary Figure C.4). No correlations between GABA+ and
BOLD were found for the contrast IAPS negative > IAPS neutral.
4.5 Discussion
The goals of the present study were to investigate BOLD reactivity in the anterior insula
and DLPFC during fear provocation, and the role of GABA+ concentration and fearfulness
in this reactivity. We found increased BOLD responses during fear provocation, this
being greater in individuals with high, relative to low, fearfulness. GABA+ concentration
in the insular cortex or in the DLPFC did not differ between the fearfulness groups.
Finally, GABA+ concentration predicted BOLD responses during the task in a cluster
that included brain areas typically associated with the experience of fear, among them part
of the insula. Similarly, GABA+ in the DLPFC predicted fear-related BOLD responses
in the frontal cortex, posterior to the spectroscopy voxel.
4.5.1 The relationship between fearfulness and BOLD signals
Our fear provocation paradigm was designed to elicit fear-specific (pictures of spiders
vs. control animals) and fear-unspecific (negative vs. neutral IAPS pictures) BOLD
responses. In line with previous results (Caseras et al., 2013; Lueken et al., 2011; Straube
et al., 2006a), our paradigm succeeded in eliciting BOLD responses in the anterior insula
during both fear-specific and fear-unspecific conditions, along with responses in cingulate
cortex, cerebellum and regions within the frontal, temporal and occipital cortices; only
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Figure 4.5: Two clusters within the spectroscopy voxel, both from contrast SPIDERS > ANIMALS,
red: group result SPIDERS > ANIMALS, yellow: GABA-sensitive cluster. Median %SC from clusters
were extracted. Data from participants in the high fear group is shown in purple, data from the low
fear group in blue. Red dots in the scatter plots indicate participants that were identified as outliers for
calculating the correlation.
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the fear-unspecific images brought significant responses in the amygdala, though. Group
differences were only observed for the fear-specific BOLD responses, with high fearful
participants showing greater responses in cerebellum, ACC and left anterior insula. These
results suggest that fearfulness only influences fear-specific, but not fear-unspecific, BOLD
responses. This effect is also reflected at a behavioural level, since we only found group
differences in the rating of spider pictures but not negative IAPS pictures. This finding
somehow opposes previous results suggesting general increased responses in amygdala and
insula to negative stimulation in anxiety prone participants (Stein et al., 2007) or in phobic
participants to general negative - opposite to phobia related - stimulation (Schienle et al.,
2005). However, the two groups in our sample differed more markedly in their scores
to the SPQ than to the FSS-II, which could explain why group differences were also
more substantial regarding the fear-specific than fear-unspecific stimulation. In any case,
whether brain responses to fear related stimuli are qualitatively similar to responses to
generally negative stimulation remains unresolved and would require further investigation.
We did, however, find stronger BOLD signals for the low fear group than for the high
fear group in the posterior cingulate. The posterior cingulate is often investigated in
the context of the default-mode and task-negative network (Greicius et al., 2003; Raichle
et al., 2001). Task-related deactivation of this area was also the case in this study. The
group difference we found was caused by less deactivation during presentation of negative
vs. neutral IAPS pictures, in participants with low fearfulness only. We speculate that
this might indicate that low fearful participants are using an emotion regulation strategy
that involves upregulating their default mode network - Goldin et al. (2008) found the
BOLD in the posterior cingulate associated with reappraisal - however, this needs further
investigation.
Previous studies using clinical samples, such as patients with PTSD, have shown a
GABA+ deficit in high fearful participants (Goddard et al., 2001; Ham et al., 2007; Rosso
et al., 2014); however, we did not find this to be the case in our non-clinical sample. It is
possible that reduced GABA+ levels are only a marker in clinical populations; although
it could also be possible that lower GABA+ concentration is a clinical consequence or the
disorder rather than a premorbid factor. In any case, our results suggest no association
between GABA+ concentration in the insula or DLPFC and individual differences in
fearfulness.
Recently, a few studies have suggested that GABA+ may be subject to changes induced
by experimental manipulation, such as stress induction (Hasler et al., 2010). Also the
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activation of a brain region can have an influence on later measured GABA+ levels, as
shown by Michels et al. (2012). These findings indicate that GABA+ levels are not
completely stable. In our scanning protocol, we performed the GABA+ spectroscopy at
the end of the session. We cannot rule out that the functional paradigm or potentially
even the scanning situation itself altered the GABA+ levels in our participants.
4.5.2 The relationship between GABA+ and fear-related BOLD signals
Even though the BOLD %SC obtained in the insula and DLPFC in response to the fear-
specific stimuli did not correlate with GABA+ concentration, entering insular GABA+ as
a regressor of interest in the higher level analysis of the fear provocation paradigm revealed
a cluster covering parts of the insula, amygdala and striatum. Entering prefrontal GABA+
revealed a cluster in the frontal cortex, posterior to the spectroscopy voxel. Unlike most
previous studies (Donahue et al., 2010; Muthukumaraswamy et al., 2009, 2012; Northoff
et al., 2007), though, we found a positive rather than a negative correlation between
BOLD and GABA+, both for the GABA+ regressor in the insula and in the DLPFC.
This difference in the direction of the relationship could be explained by several factors:
A) the voxel from which GABA+ concentration was extracted. Even though interneurons
and inhibition are present throughout the cortex, their importance and role might differ
from region to region. To our knowledge, there is no study investigating BOLD-GABA+
correlation in the DLPFC, and only one previous study using the insula (Wiebking et al.,
2014). Like the present results, this study reported a positive correlation between both
measures, which could indicate that GABA-BOLD relationship depends on the brain
area investigated. B) our BOLD measure results from the contrast between two active
conditions rather than the comparison to fixation cross baseline. We did match the stimuli
in our conditions with regard to a number of features that could influence the BOLD
response, in order to be left with the emotional aspect when contrasting the conditions.
Even though there are unneglectable problems with setting up contrasts (Poldrack, 2010),
BOLD responses compared to baseline could be contaminated by factors such as level
of visual processing (e.g. how much attention to detail do participants pay), strategies
to solve the simple task, and also more physiological factors such as vascular reactivity
- factors that should play a reduced role for a contrast. This in mind, previous studies
did show a negative correlation between GABA+ and BOLD, but the factors driving that
correlation are not yet resolved.
To test whether looking at the contrast vs. main effect makes a difference with regard
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to the effect of GABA, we calculated the correlation between GABA+ and BOLD for all
four main effects. It turned out that there are no correlations in any but the ANIMAL
condition, and the correlation is negative (see Supplement Table C.1). Similarly, in the
frontal cluster in which GABA in the DLPFC predicted the BOLD %SC for the contrast
SPIDERS > ANIMALS (with r[25] = .74, p < .0001), the correlation for SPIDERS >
fixation was not significant (r[26] = .06, ns), and a negative correlation between GABA
and %SC for ANIMALS > fixation was found (r[26] = -.46, p = .02 ). This suggests that
the correlation between BOLD and GABA+ depends on the nature of the BOLD signal
investigated. The BOLD signal in the anterior insula, which was found to be influenced
by levels of fearfulness, was not influenced by GABA+ levels. The BOLD signal in the
cluster sensitive to GABA+ was not influenced by fearfulness, and GABA+ was only
associated with BOLD signal during the presentation of animal pictures but not fear-
inducing spider pictures or IAPS images. It is possible that GABA-related processing plays
different roles dependent on stimuli, and that the BOLD signal during the presentation of
negatively valenced (Spiders and negative IAPS) or complex (IAPS pictures as compared
to the pictures of animals) is more strongly influenced by other factors than GABA. The
previous studies who demonstrated the negative correlation between GABA+ and BOLD
used simple visual stimulus material without complex or emotional content to be processed
(Donahue et al., 2010; Muthukumaraswamy et al., 2009, 2012), except for Northoff et al.
(2007) using emotional faces, but looking at negative BOLD. The pictures of our control
animals are also rather simple stimuli.
4.5.3 Limitations and future directions
Designing our paradigm, we aimed for two contrasts comparing the BOLD signal during
the processing of negatively valenced images to the BOLD signal upon neutral stimuli.
Participants were asked to rate the images after the scanning session, and as expected
negative IAPS pictures were rated as significantly more negative than neutral IAPS pic-
tures, while spider pictures were rated as significantly more negative than pictures of other
animals. However, both neutral conditions (neutral IAPS pictures and control animal pic-
tures) were rated as slightly positive with a median of around 7 on a scale from 1-9. Even
though this indicates that our neutral conditions were in fact slightly positive conditions,
we argue that the positive ratings are result of a contrast effect. In other words, because
we did not include positive stimuli in the paradigm, participants might have tried to make
use of the whole rating scale which resulted in positive ratings for the neutral stimuli. We
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did select the control stimuli based on ratings in a previous study (Lang et al., 2008) and
on a pilot we conducted, suggesting that the pictures were in fact neutral. To make sure
neutral pictures are actually perceived as neutral, for future studies, it might therefore be
an advantage to include positive stimuli, irrespective of the research question.
One limitation of this study, common to all research using MRS, is the unspecificity of
the MRS signal with regard to the region of interest, but also to the origin of the signal.
Due to low signal-to-noise ratio, MRS has very low spatial resolution as compared to the
fMRI sequence. For example, the insula voxel was 25 x 30 x 40 mm, and covered areas
surrounding the insula, such as frontal areas and the putamen. Also, spatial overlap of the
spectroscopy voxel between participants is not exact. This means, we acquired GABA+
concentration from slightly different regions in each participant. Furthermore, within the
measured regions, the origins of the GABA+ signal are not clear. The concentration mea-
sure is unspecific to whether GABA is intra- or extracellular, so it does not necessarily
give an indication of GABA transmission. Low GABA concentration could either indicate
a less established interneuron network, with less interneurons, or less connected interneu-
rons. On the other hand, GABA concentration could be a state marker of interneuronal
activity or current GABA availability. Last but not least, the GABA+ peak in the spec-
trum is also influenced by macromolecules (Henry et al., 2001), however, studies such as
this investigating links between behaviour and GABA are less likely to be driven my the
macromolecule signal than those comparing GABA+ levels patients and control groups
(Mullins et al., 2014).
4.5.4 Conclusions
We found fear-related BOLD responses brain regions that have been previously associated
with emotion processing. BOLD responses in the insula were stronger for participants with
high fear than for participants with low fear, but we did not find any group differences
in GABA+ concentration. We found a positive correlation between fear-related BOLD
and insular GABA+ concentration in a cluster including insula, putamen and amygdala,
and a positive correlation between fear-related BOLD and prefrontal GABA+ in a frontal
cluster. This was in contrast to our expectations, and suggests that whether a positive vs.
negative relationship between GABA+ and BOLD is found depends on the investigated
region and the nature of the contrast.
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4.5.5 Next steps
In this chapter we looked at the relationship between fearfulness, GABA+ and fear-related
BOLD responses. We found stronger fear-related BOLD responses for participants with
high fearfulness in a number of regions associated with emotion processing. However,
BOLD is an indirect measure of neural activity and can be influenced by non-neuronal
factors such as breathing and heart rate. Because we used a paradigm confronting fearful
participants with their fears, it is possible that the emotional stimuli elicit physiological
reactions that influence the BOLD response and might be a confound for our analyses. In
the next chapter we assess what effect physiological noise correction had on our data and
whether physiological reactions to the task might explain group differences in fear-related
BOLD responses.
Chapter 5
Exploring the role of physiological
reactions and physiological noise
correction in fear-related BOLD
responses
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5.1 Abstract
The BOLD signal is not only influenced by neural activation but also by respiration and the
cardiac cycle. Using an emotion task, we expected these physiological parameters to covary
with the stimuli. The aim of this study was to quantify the physiological task responses
and to explore the influence of physiological noise correction on the BOLD signal changes
and the model fit. Furthermore, we investigated whether differences between fearfulness
groups in physiological task reactions can explain the group differences in insula activity.
We found changes in HR, end-tidal CO2, end-tidal O2 and RVT during stimulus pre-
sentation and an influence of fearfulness on these changes. Comparing the results of the
emotion task with vs. without physiological noise correction we demonstrate that correc-
tion leads to a decrease in model fit and a decrease in occipital activation when stimulus
conditions were contrasted to fixation cross baseline. The amount of physiological task
responses could significantly predict BOLD responses in the anterior insula but could not
explain the difference between fearful and not fearful participants.
We demonstrated that physiological variation is confounded with the task, and that ap-
plying physiological noise correction makes the analysis more conservative. We concluded
that the previously reported fearfulness group differences in anterior insula activation are
not explained by differences in physiological task-responses.
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5.2 Introduction
BOLD as an indirect measure of brain activation is not only influenced by neuronal changes
but also by changes in respiration (Birn et al., 2008), the cardiac cycle (Chang et al.,
2009), and fluctuation in CO2 (Wise et al., 2004). If these physiological fluctuations are
confounded with the task, it can be challenging to separate the physiological and neuronal
sources of the BOLD signal (Birn et al., 2009). Since we are primarily interested in
neuronally driven BOLD fluctuations, we performed physiological noise correction in the
original analysis of the data (Chapter 4). But particularly when it comes to emotion tasks,
some of the physiological parameters are likely to covary with the stimulus timecourse. Our
paradigm was designed to elicit fear responses, which have been shown to induce cardiac
acceleration, increased respiration and decreased CO2 levels (Kreibig, 2010). Even though
the physiological response functions are not identical to the HRF (Birn et al., 2009), it
is still possible that the physiological noise correction removes some of the task-related
BOLD responses.
A number of studies have reported differential activation between participants experi-
encing fear and participants not experiencing fear, in regions such as the amygdala, insula,
anterior cingulate, fusiform and prefrontal aras (Caseras et al., 2010; Dilger et al., 2003;
Klumpp et al., 2010; Lueken et al., 2011; Schienle et al., 2005; Stein et al., 2002; Straube
et al., 2004, 2006a,b; Wendt et al., 2008). These studies have not performed physiological
noise correction, so it cannot be excluded that some of these group differences can be at-
tributed to group differences in physiological reactions to the task. Applying physiological
noise correction, we found that highly fearful participants had higher BOLD responses in
the insula, ACC and cerebellum. But it is not clear whether physiological noise correction
prevented from finding additional group differences that might be influenced by group dif-
ferences in physiological reactions, or whether it provided more power to find differences
by cleaning up noise.
The insula is associated with processing information coming from bodily responses to
guide attention (e.g. Craig, 2009; Lindquist et al., 2012). It is therefore possible that the
amount of physiological reactions to the task influences the amount of processing necessary
in the insula, and that the relationship between fearfulness and BOLD responses in insula
is explained by higher physiological task responses in highly fearful participants. If this
was the case, a correlation between physiological task responses and insula activation
might be observed even after cleaning physiological noise.
One aim of this chapter is to explore what physiological noise correction does to fMRI
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data obtained during an emotion task. We first estimate the physiological changes induced
by the task. We then analyse the data without physiological noise correction, and compare
the results to what we found with the corrected dataset, with regard to the activation
patterns, the model fit, and the extracted BOLD percent signal changes. The second aim
of this chapter was to test whether physiological task responses influences activation in the
insula, and whether this relationship can explain differences between fearfulness groups in
the anterior insula.
5.3 Methods
Methods are the same as in Chapter 4 with the following amendments and extensions:
5.3.1 Physiological parameter analysis
We investigated the relationship between the stimulus paradigm and the recorded physi-
ological parameters to uncover potential effects of the task on the volunteers physiology.
For each participant, HR, RVT, CO2 and O2 timecourses were demeaned, and then an
average value was extracted for each stimulus condition. The average over baseline period
(fixation cross) was substracted from the resulting value to get the change from baseline;
then the change from baseline was divided by the baseline average to get the percent
change from baseline. The investigated parameters are not fast changing signals (such
as the parameters used for RETROICOR correction, Glover et al., 2000), which makes
it possible to average over longer periods of time. Due to problems with acquisition or
noise in the recordings, we did not have any physiological data from three participants.
Additionally, we were not able to analyse CO2 and O2 in one participant, and cardiovas-
cular and respiratory traces in five participants. These left 36 participants with intact
physiological noise recordings. For analyses that involve group comparisons, 6 partici-
pants were excluded additionally due to problems with group assignment (see Chapter 4),
leaving 15 participant in each of the two groups. To investigate the effects of stimulus cat-
egory and fearfulness, mixed model ANOVAs were calculated using the Matlab function
mixed between anova (www.mathworks.co.uk/matlabcentral/fileexchange/27080-mixed-
betweenwithin-subjects-anova/content/mixed between within anova.m).
5.3.2 fMRI data analysis
We analysed the fMRI dataset twice, once performing physiological noise correction, and
once leaving out this step. Everything else was done exactly the same for both (the
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corrected and the uncorrected) datasets. For this analysis, the same participants (N =
37) as in Chapter 4 were used (for participants with incomplete physiological recordings
physiological noise correction was performed using the remaining parameters).
ROIs
Functional ROIs were defined based on the findings presented in Chapter 4: a fear-specific
ROI (based on the whole-group results for the contrast SPIDERS > ANIMALS, masked
with the insula spectroscopy voxel), a GABA-sensitive ROI (based on the whole-group re-
sults for the regressor insula GABA on the contrast SPIDERS > ANIMALS, masked
with the insula spectroscopy voxel), and a fear-unspecific ROI (based on the whole-group
results for the contrast IAPSnegative > IAPSneutral, masked with the insula spec-
troscopy voxel).
Additionally, anatomically defined ROIs in the insula and amygdala were used from
the WFU-PickAtlas (Version 3.0.4, Wake Forest University, School of Medicine, Winston-
Salem, North Carolina, www.ansir.wfubmc.edu).
5.3.3 Estimation of the model fit
The coefficient of determination (R2) was used as an estimation of how well the applied
model fits the data. This measure gives an indication of the amount of variance in the
timeseries explained by the applied model. For each of the analysis methods (uncorrected
vs. corrected) and each participant, an R2 map was calculated by applying the following
equation to each voxel:
MSStime−series−MSSresiduals
MSStime−series
, whereby the mean sum of squares (MSS) was calculated by squaring and temporally
summing over the demeaned time series and residual time series, respectively. For each
participant, the median R2 was extracted from our regions of interest. Participants for who
physiological recordings were incomplete were included in this analysis (physiological noise
correction was performed using the remaining parameters), bringing the total number of
participants included in the analysis to 41.
5.3.4 Correlating physiological responses with BOLD responses
In order to investigate the relationship between physiological task responses and BOLD
%SC, we used the % changes from baseline during the SPIDERS condition in HR,
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RVT, CO2 and O2 (calculated as described above) as regressors in a linear model. In
order to maximize the sample size, missing values were replaced with the mean of the
remaining sample. Group membership was also included in the model, to see whether
fearfulness has an effect on BOLD responses even when physiological task reactions are
controlled for. The BOLD %SC for the contrast SPIDERS > fixation in the fear-related
ROI in the anterior insula was used as the dependent variable, and the linear regression
(Matlab function regstats) was run for both, the corrected and the uncorrected dataset.
Additionally, the cluster in the ACC, in which group differences were observed for the
contrast SPIDERS > ANIMALS (see Chapter 4) was used as a control region.
5.4 Results
5.4.1 Physiological responses to the task
We investigated the physiological reactions to the task with four physiological parameters,
HR, RVT, end-tidal O2 and end-tidal CO2 (see Figure 5.1). In order see whether the
parameters changed upon stimulus presentation, we calculated the percentage change to
baseline for each stimulus category and performed a one-sample t-test, comparing to 0. We
found that HR significantly decreases during the presentation of IAPSnegative pictures
(t[36] = -6.6, p < .0001), IAPSneutral pictures (t[36] = -6.6, p < .0001), and ANIMALS
pictures (t[36] = -6.7, p < .0001), but not during the presentation of SPIDERS pictures.
Furthermore, end-tidal O2 increased during the presentation of SPIDERS pictures, (t[40]
= 2.0, p = .049) but decreased during ANIMALS pictures (t[40] = -3.0, p = .005). No
other significant results were found.
Due to possible interactions with fearfulness, we additionally calculated mixed model
ANOVAS, including the four stimulus conditions, and the two fearfulness groups (note
that the sample size for each calculation decreased due to exclusion of six additional
participants for group comparisons). For HR, there was no significiant interaction between
condition and fearfulness (F (3,87) = 1.3, ns), but a significant main effect for stimulus
condition (F (3,87) = 8.0, p < .0001). This was caused by a significant decrease of HR in all
the stimulus conditions but the SPIDERS condition (as reported above), independent of
fearfulness. For the RVT and CO2, we found significant and for O2 a marginally significant
interaction between condition and fearfulness group (RVT: F (3,87) = 7.85, p = .0001; O2:
F (3,99) = 2.7, p = .05, CO2: F (3,99) = 4.5, p = .005). 2-sample t-tests revealed that this
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Figure 5.1: Task-related physiological changes. For each stimulus category, the average was calculated
over the duration of the stimulus, and averaged over all stimuli of this category. Means and standard devi-
ations of the percent change from baseline are plotted for both groups separately, and the four considered
physiological parameters: HR (top left), RVT (top right), end-tidal O2 (bottom left) and end-tidal CO2
(bottom right).
Table 5.1: Effect of physiological noise correction on the model fit. For each of the regions of interest,
the median (iqr) R2 are shown, and the z and p values from a Wilcoxon signed rank test. Data from 41
participants was included in this analysis.
ROI uncorrected corrected t-test
Left amygdala .17 (.11) .13 (.07) z[52] = 5.0, p < .0001
Right amygdala .16 (.13) .12 (.06) z[52] = 5.4, p < .0001
Left insula .15 (.11) .13 (.06) z[52] = 5.5, p < .0001
Right insula .15 (.10) .12 (.07) z[52] = 5.5, p < .0001
Fear-specific .15 (.14) .12 (.08) z[52] = 5.5, p < .0001
GABA-sensitive .14 (.08) .10 (.06) z[52] = 5.3, p < .0001
Fear-unspecific .13 (.10) .11 (.05) z[52] = 5.5, p < .0001
interactions were caused by significant group differences for only the SPIDER condition
(RVT: t[28] = 2.4, p = .03; O2: t[28] = 2.1, p = .049; CO2: t[28] = -2.2, p = .04).
5.4.2 Physiological noise correction and its effect on model fit
We extracted the median model fit (R2) from each person and each region of interest.
The model fit is an indicator of how well the observed BOLD responses (before and after
physiological noise correction) fit the stimulus paradigm. In all the regions, the model fit
was significantly higher in the uncorrected data set than in the corrected data set (see
Table 5.1).
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Table 5.2: Higher-level whole-brain analysis for the contrast SPIDERS > ANIMALS. Results are
presented for the whole group, both groups separately, and group comparisons. This analysis was done
using the dataset uncorrected for physiological noise.
Group mean (N = 37)
Size Peak (x,y,z) Peak Z Location
4431 -16, 38, 36 4.02 Superior frontal gyrus
2137 -10, -68, 32 4.11 Posterior cingulate
1546 -58, -40, 24 4.17 Left angular / supramarginal
993 46, -20, -22 3.57 Right temporal fusiform
894 34, -68, -34 3.38 Right cerebellum
745 50, 10, -6 3.76 Right insula
740 -36, -24, -8 3.44 Left temporal
626 -46, 6, -8 4.09 Left insula / temporal
High fear (N = 19)
Size Peak (x,y,z) Peak Z Location
2150 46, -64, -36 3.7 Cerebellum
1401 0, 28, 28 4.02 ACC
752 46, -20, -22 3.74 Inferior temporal
695 -28, 44, 36 3.69 Left frontal pole
548 50, 6, 4 3.67 Right insula / IFG
493 -46, 6, -8 4.08 Left insula / IFG
Low fear (N = 18)
Size Peak (x,y,z) Peak Z Location
1634 -4, -48, 22 3.6 Posterior cingulate
988 -54, -58, 34 3.79 Left angular gyrus
879 -16, 40, 36 3.38 Left frontal pole
486 58, -40, 30 3.22 Right angular gyrus
High fear (N = 19) > low fear (N = 18)
Size Peak (x,y,z) Peak Z Location
1122 -24, -78, -26 3.48 Cerebellum
Low fear (N = 18) > high fear (N = 19)
no clusters
5.4.3 Physiological noise correction and its effect on emotion-related
BOLD responses
We ran all the analyses we had run with the physiological noise corrected set with the
uncorrected set. Results of the whole-brain analysis for the contrasts SPIDERS >
ANIMALS and IAPSnegative > IAPSneutral are displayed in Tables 5.2 and 5.3
and Figures 5.2 and 5.3 (compare to Tables 4.3 and 4.4 in Chapter 4 and Figures 3.1 and
3.2 in Chapter 3).
We also computed a whole-brain paired t-test on the uncorrected and corrected data
sets to have a direct statistical comparison between them. Physiological noise cor-
rection did not influence the contrast (SPIDERS > ANIMALS, IAPSnegative >
IAPSneutral) images, but significantly reduced occipital activation for all comparisons
to fixation cross baseline (see Supplement Figure D.1).
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Figure 5.2: Group effect for the contrast SPIDERS > ANIMALS (N = 37). The statistical threshold
was set to Z > 2.3 and corrected cluster threshold of P < .05. Image displayed in radiological convention.
Figure 5.3: Group effect for the contrast IAPSnegative > IAPSneutral (N = 37). The statistical
threshold was set to Z > 2.3 and corrected cluster threshold of P < .05. Image displayed in radiological
convention.
Influence of physiological noise correction on regionally extracted BOLD %
SC
To check what influence physiological noise correction had on regionally extracted BOLD
%SC values, we took the median %SC for each person and each data set. Data for the main
effect SPIDERS are shown in Table 5.4. For none of the investigated regions significant
differences between the two analysis approaches could be found, and correlation coefficients
between the two measures were very high.
Is amount of physiological reaction correlated to BOLD %SC?
In order to test whether the physiological task reactions can explain variance of the BOLD
responses, we calculated a multiple regression, with the BOLD %SC upon presentation of
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Table 5.3: Higher-level whole-brain analysis for the contrast IAPSnegative > IAPSneutral. Results
are presented for the whole group, both groups separately, and group comparisons. This analysis was done
using the dataset uncorrected for physiological noise.
Group mean (N = 37)
Size Peak (x,y,z) Peak Z Location
38470 -48, -68, -4 6.02 Widespread
499 -62, -30, 26 4.34 Left supramarginal
High fear (N = 19)
Size Peak (x,y,z) Peak Z Location
4860 40, -76, 2 4.85 Right occipital
4826 -50, -68, -4 4.87 Left occipital
1686 -6, 44, 18 4.27 ACC
1422 -54, 24, 4 4.18 Left IFG, also insula
657 42, 16, -18 4.09 Right insula, OFC
449 -44, -2, 36 3.5 Middle frontal
Low fear (N = 18)
Size Peak (x,y,z) Peak Z Location
15324 -48, -68, -6 5.67 Occipital and everywhere
10291 -38, 22, -32 4.61 OFC, frontal pole, insula
2897 0, 56, 24 4.85 Frontal pole
2271 0, -50, 20 5.06 Posterior cingulate
471 -66, -32, 26 4.27 Left supramarginal
High fear (N = 19) > low fear (N = 18)
no clusters
Low fear (N = 18) > high fear (N = 19)
no clusters
the SPIDERS images (vs. fixation cross baseline) as dependent variable, and with the
average changes from baseline during the SPIDERS images in HR, RVT, CO2 and O2
as predictors. We also included group membership as a predictor to see if it can explain
variance in the BOLD responses independently of the physiological reactions.
Using the uncorrected data set, 40% of the variance of BOLD %SC in the functional
anterior insula could be explained by the physiological regressors and group membership
(R2adjusted = .40, F (5,31) = 5.84, p < .001), with O2 (t = -2.2, p = .04), RVT (t = 2.6,
p = .01) and group (t = -2.4, p = .02) significantly contributing to the model. CO2 (t
= 0.33, p = .75) or HR (t = 0.84, p = .41) did not have an independent effect on the
Table 5.4: Effect of physiological noise correaction on region-wise extracted BOLD %SC values, for the
main effect SPIDERS. Median (Iqr.) values are shown for the uncorrected and corrected dataset, and
a paired t-test was performed to test for mean differences. Results are presented for the anatomical and
functional ROIs. The fear-specific ROI refers to the cluster in the anterior insula derived from the group
level activation for the SPIDERS contrast. GABA-sensitive ROI refers to the cluster derived from the
analysis including the GABA+ regressor for the SPIDERS contrast. Fear-unspecific ROI refers to the
cluster in the anterior insula derived from the group level activation for the IAPS contrast.
Area uncorrected corrected t-test correlation
Left amygdala 0.27 (0.43) 0.21 (0.32) z[42] = 1.7, p = .08 r[41] = .79, p < .0001
Right amygdala 0.15 (0.39) 0.14 (0.33) z[42] = 0.3, p = .74 r[41] = .80, p < .0001
Left insula 0.03 (0.16) 0.03 (0.13) z[42] = 1.2, p = .24 r[41] = .91, p < .0001
Right insula -0.02 (0.16) -0.02 (0.16) z[42] = -0.58, p = .56 r[41] = .86, p < .0001
Fear-specific ROI (insula) 0.22 (0.50) 0.17 (0.33) z[42] = 1.7, p = .10 r[41] = .92, p < .0001
GABA-sensitive ROI (insula) 0.10 (0.26) 0.04 (0.16) z[42] = 1.3, p = .18 r[41] = .86, p < .0001
Fear-unspecific ROI (insula) 0.11 (0.27) 0.09 (0.31) z[42] = 1.4, p = .15 r[41] = .86, p < .0001
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BOLD responses. After physiological noise correction the model fit was lower (R2adjusted
= .26, F (5,31) = 3.57, p = .001) and only O2 (t = -2.2, p = .03) and group had significant
independent effects (t = -2.7, p = .01).
As a control region we used a functional cluster in the ACC in which group differences
were also found. Before noise correction all regressors explained 53% of the variance
(R2adjusted = .53, F (5,31) = 9.16, p < .0001) with RVT (t = 2.52, p = .02), HR (t =
2.81, p = .01) and group (t = -2.7, p = .01) significantly contributing to the model, and
no independent effects of CO2 (t = -1.40, p = .17) or O2 (t = 0.52, p = .61). After
physiological noise correction, the model fit was lower (R2adjusted = .20, F (5,31) = 2.81, p
= .03), and only group had a significant effect (t = -2.25, p = .03; other results: O2: t =
-0.68, p = .50; CO2: t = -0.59. p = .56; RVT: t = 0.73, p = .47; HR: t = 1.20, p = .24).
5.5 Discussion
The aim of this chapter was to explore the interplay between task, physiological responses
to the task, and BOLD responses. We demonstrated task-related changes in physiological
parameters, and an influence of fearfulness on these responses. Correcting for physiological
variation decreased the model fit, and correlations between physiological task responses
and task-related BOLD responses.
5.5.1 Task and physiological variation are confounded
We investigated the percent change to baseline of four physiological parameters during
the emotion paradigm (HR, RVT, end-tidal CO2, and end-tidal O2), and the influence of
stimulus category and individual differences in fearfulness. We found that during the pre-
sentation of the stimuli of all conditions apart from SPIDERS, HR significantly decreased
compared to baseline. HR during the presentation of SPIDERS pictures did not increase
as compared to baseline, but was higher than during the other stimulus categories, which
was also reported by Wendt et al. (2008). Additionally, end-tidal O2 increased compared
to baseline when pictures of SPIDERS were presented, and decreased when pictures of
ANIMALS were presented.
Individual differences in fearfulness influenced physiological task responses but only for
the SPIDERS condition. In particular, highly fearful participants showed an increase in
RVT, and end-tidal O2 and a decrease in end-tidal CO2 upon presentation of SPIDERS
pictures while participants with low fearfulness did not undergo such changes. The changes
in physiological parameters in highly fearful participants indicate increased breathing.
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This corresponds well to a review by Kreibig (2010), showing that fear responses go hand
with increased RVT and decreased CO2.
Our results do indeed show that physiological parameters covary with the task, and
that fearfulness has an influence on the extent of covariation. Therefore, not considering
physiological fluctuations during the analysis of the fMRI data, some of the significant
activation might be attributable to changes in physiology rather than changes in neural
activity. In this study we explored the effects of physiological noise correction on the
results.
5.5.2 Correcting for physiological variation decreases model fit
We performed physiological noise correction by filtering out all the variance in the BOLD
signal attributable to physiological variation, and estimated the model fit by calculating
the R2 over a variety of brain regions for the dataset before and after this correction. It
turned out that by applying physiological noise correction the model fit in all the regarded
regions went down significantly. This might seem counterintuitive at the first sight, since
noise correction aims to reduce noise and improve data quality, leading to a better model
fit. However, as already speculated, controlling for task-correlated physiological parame-
ters might also affect task-related BOLD changes. In our case this reduced the ability of
the model to explain variance in the BOLD signal.
To demonstrate that the decrease in model fit is directly related to physiological vari-
ation confounded with the task, we calculated a Spearman rank correlation between the
amount of task-confoundedness (as determined by the coefficient determination a regres-
sion of the convolved physiological parameters onto the convolved stimulus timecourse; see
also Chapter 2) and the decrease in model fit. A significant positive correlation (r[31] =
.49, p = .004 [8 outliers excluded]) indicates that participants with high task-confounded
physiology also suffered the greatest loss in model fit.
Generally, a high model fit is preferred, and physiological noise correction might seem
to be disadvantageous. On the other hand, by reducing the model fit, the analysis becomes
more conservative since BOLD changes that are related to both physiology and task are
no longer detected and we can be more confident that the BOLD changes that remain are
not simply the effect of physiological changes that cooccur with the stimulus onset, but
more directly related to neuronal changes.
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5.5.3 Influence of physiological noise correction on BOLD responses
Performing the analysis with both, the corrected and uncorrected dataset, we found that
using the physiological noise corrected data, less significant voxels are found for the fear-
unspecific contrast, and more significant voxels are found for the fear-specific contrast.
The group difference between the high and low fearfulness groups for the fear-specific
contrast in the anterior insula is only found when physiological noise correction is used.
Since this could be just due to just-not or just meeting the threshold, we also directly
compared the results obtained from both methods.
First, we extracted the median BOLD %SC for the uncorrected and physiological
noise corrected data set for a number of anatomical and functional regions relevant to
the study. It turned out that for the areas no significant difference between corrected
and uncorrected BOLD signal was found, and the corrected and uncorrected values are
highly correlated. We found a marginal significant decrease of %SC in the amygdala after
performing physiological noise correction, indicating that some of the uncorrected BOLD
signal might be affected by physiological task-responses.
Second, we conducted a whole brain analysis, comparing corrected and uncorrected
data with a paired t-test to see whether physiological noise correction significantly alters
the detected BOLD responses. This was not the case for the contrasts SPIDERS >
ANIMALS or IAPSnegative > IAPSneutral. However, for all the main effects (com-
parison to fixation cross baseline), the BOLD response in the physiological noise corrected
data set was significantly decreased in posterior parts of the brain, mostly occipital ar-
eas. This indicates that the physiological noise correction removes some task-correlated
BOLD variation but to a similar extent for all four conditions. Occipital areas have in fact
previously be found to be particularly sensitive to respiratory changes (Birn et al., 2008,
2009). Even though the emotion contrasts (fear-specific and fear-unspecific) and regions
most commonly associated with emotion processing, such as amygdala and insula, did not
seem affected by physiological task confounds, our results still suggest that in some cases
physiological noise correction might be a crucial step in analysis. This is because some
studies do use contrasts to fixation cross baseline when comparing groups that differ in
fear (e.g. Dilger et al., 2003; Straube et al., 2004). Also, occipital regions, in particular the
fusiform gyrus, are sometimes subject of research in emotion studies (e.g. McCarthy et al.,
1997; Hoffmann et al., 2012). Furthermore, it might be the case that our stimulus condi-
tions (negative vs. neutral) did not differ enough with regard to the elicited physiological
responses to elicit an effect of physiological noise correction on the stimulus contrasts. It is
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therefore possible that the data from other paradigms or from more reactive participants
is even more susceptible to physiological task reactions.
Even though we did not find an effect of physiological noise correction on the emotion
contrasts, the results in group level analysis still differed between the corrected and un-
corrected data. This indicates that either there was a small, not significant, contributing
effect of physiological noise correction or that the differences in results just happened by
chance. Another possibility is that the way physiological noise correction affects the data
differs between participants. In the same area physiological noise correction might lead to
a higher BOLD response - due to noise reduction and increase in power - in some partic-
ipants, in other participants it might lead to a lower BOLD signal - if the initial BOLD
signal was purely a result of task-confound physiological reactions. If this was the case, we
would not find a significant difference between the two conditions the way we conducted
the analysis, but physiological noise correction might still lead to different results by mak-
ing the BOLD response a better indicator for neural activity. The regionally extracted
%SC for our regions of interest did highly correlate with each other (between r = .79 and
r = .92), indicating high similarity but not perfect correspondance between the values.
5.5.4 BOLD responses in the insula are related to processing of physi-
ological reactions to the task
We postulated that physiological task responses might mediate the relationship between
fearfulness and task-related BOLD responses. Results from this study suggest that this is
not the case. The group differences in activation in the left anterior insula (fear-specific
ROI) were only found using the physiological noise corrected data, and not found using
the uncorrected dataset.
The physiological noise correction aimed to filter out task confounded physiological
variance, and therefore, the amount of physiological task responses should not have an
influence on BOLD responses anymore, unless the correction did not work or the BOLD
%SC is additionally related to the processing of the physiological reactions. Our results
described above suggest that physiological noise correction removed physiological variation
from the BOLD timecourse that was confounded with the task. The physiological param-
eters were modelled using physiological response functions, so our correction should have
removed effects that these physiological parameters directly had on the BOLD response.
It has been suggested that the anterior insula is related to perception of one’s own bodily
state. So even after physiological noise correction, participants with strong physiological
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reactions might have stronger insula activity related to the processing of these stimuli,
which could explain the influence of fearfulness on these responses.
In order to see if this was the case, we tested whether the stimulus-induced changes
in physiological parameters from baseline during presentation of SPIDERS could inde-
pendently from each other explain variance of the BOLD signal during the SPIDERS
condition in the fear-related ROI in the anterior insula, and whether group assignment
still had an influence on the BOLD response after accounting for physiological task re-
actions. We found that before physiological noise correction was applied more variance
between participants in BOLD responses could be explained by physiological task reac-
tions (40 vs. 26 %). Importantly, both before and after physiological noise correction,
group assignment had a significant contribution to the BOLD %SC, independent of the
physiological parameters, indicating that the group differences are not simply a result
of different strength of physiological task reactions. After physiological noise correction,
the amount of task-related O2 change could still explain variance in BOLD responses in
the insula. We used the cluster in the ACC, in which we found group differences for
the fear-specific contrast as a control region. Here, individual differences in physiological
task reaction could explain variance in the BOLD response to spiders only before noise
correction was applied. After, only the group had a significant independent contribution.
This is an important control because it again supports that physiological noise correction
removes task-confound physiological reactions.
5.5.5 Limitations and future directions
How well physiological noise correction works is hard to test. In Chapter 3 we found that
for some of the BOLD signals of interest, physiologically corrected data showed higher
repeatability. This gives a hint that the noise correction produced a more reliable signal,
however, since the true stability of emotion-related BOLD responses is not known, we
cannot be certain of that.
We only demonstrated an impact of physiological parameters on fear-induced BOLD
responses when they were contrasted to fixation cross baseline and not when contrasted to
a neutral condition. It would be interesting to see whether the influence of physiological
changes to the task is higher in paradigms that trigger even stronger physiological reactions
or in samples with even stronger fear.
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5.5.6 Conclusions
We demonstrated that physiological variation recorded during the task is confounded with
stimulus onset, and that physiological task-reactions are dependent on stimulus condition
and individual differences in fearfulness. Correcting for physiological variation led to a
decrease in model fit, making the analysis more conservative. On average, task-related
BOLD responses (as compared to fixation cross baseline) were significantly lower in the
occipital cortex, confirming previous evidence that the occipital cortex is particularly
sensitive to changes in breathing. We also demonstrated that the extent to which the
task elicited physiological changes correlated with the BOLD %SC in the left insula when
data was not cleaned for physiological influences. Findings from this chapter suggest that
physiological noise correction is an important step of preprocessing data of an emotion
paradigm.
5.5.7 Next steps
We concluded that the influence of fearfulness on fear-related BOLD responses in the
anterior insula that we reported in Chapter 4 was not mediated by physiological task
responses. Other factors that can influence the BOLD response independent of neural
activity are baseline cerebral blood flow and vascular reactivity. These measures can differ
between individuals, possibly affecting the amplitude of the BOLD response. In the next
chapter the effects of the two variables on task-related BOLD responses are investigated,
and potential associations with fearfulness or GABA+ explored.
Chapter 6
The role of baseline cerebral blood
flow and vascular reactivity
measures in fear-related BOLD
responses, and in the
GABA-BOLD relationship
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6.1 Abstract
Recently, we reported an influence of GABA and fearfulness on fear-related BOLD re-
sponses in the left insula and frontal cortex. The BOLD signal is only an indirect measure
of neural activity, and also influenced by the vascular system. The aim of this study
was to investigate the role of vascular reactivity and resting cerebral blood flow in the
aforementioned correlations.
In addition to the emotion task and the spectroscopy scans, we assessed vascular
reactivity through a breath-hold task, and CBF through ASL.
We found some, but not consistent, correlations between vascular reactivity, resting
CBF and task-related BOLD responses. Fearfulness was not associated with either of
the vascular measures. In the insula but not the DLPFC, GABA+ concentration was
negatively correlated with vascular reactivity measures.
The results suggest an interplay between vascular factors, task-related BOLD responses
and GABA, but did not indicate mediating effects in our previously presented results.
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6.2 Introduction
In Chapter 4 we investigated the role of GABA and individual differences in fearfulness on
fear-related BOLD responses, using a paradigm with fear-specific images (SPIDERS),
fear-unspecific negative IAPS pictures (IAPSnegative) and respective control conditions
(ANIMALS and IAPSneutral). We found a cluster in the left insula for the fear-specific
contrast SPIDERS > ANIMALS, and females with high fearfulness showed stronger
BOLD responses in that region than females with low fearfulness. Insular GABA+ cor-
related with fear-specific BOLD responses in a cluster in the left insula, amygdala and
putamen, and GABA+ in the DLPFC correlated with fear-related BOLD responses in a
prefrontal cluster.
Interpreting these results, it is important to acknowledge that the nature of the BOLD
response makes it an indirect measure of neural activity, and susceptible not only to
neuronal changes but also to the state and to changes of the vascular system. In this
study, we investigated two aspects of the vascular system: vascular reactivity (VR) and
baseline cerebral blood flow (CBF). We wanted to see whether either of these factors
might play a mediating role in the relationship between the BOLD signal and fearfulness
or between the BOLD signal and GABA+.
Previous studies have demonstrated an influence of the reactivity of the cerebro-
vascular system on BOLD responses (for a review see Logothetis and Wandell 2004).
One aspect of this vascular reactivity can be measured by changing the CO2 content of
the blood; CO2 being a vasodilator. It has been shown that natural fluctuations in CO2
during a resting state scan coincide with low frequency fluctuations in the BOLD signal
(Wise et al., 2004). Furthermore, the BOLD signal following an increase in CO2 in a
region can explain up to 50 % of task-related variability in BOLD responses in that region
(Biswal et al., 2007; Kannurpatti et al., 2012; Liu et al., 2013; Thomason et al., 2007).
Neurotransmitters can have a modulatory role in vascular responses (Cauli and Hamel,
2010), but so far, noone has looked at the influence of GABA+ on vascular reactivity.
Changes in the BOLD signal reflect changes in CBF (Davis et al., 1998; Tak et al.,
2014), and these changes might depend on the baseline CBF. A few studies investigated the
influence of baseline CBF on BOLD responses by artifically up- or downregulating the CBF
through CO2 challenges. When baseline CBF is elevated, task-related BOLD responses
become slower and weaker, while downregulating CBF has the opposite effect (Cohen
et al., 2002; Sicard and Duong, 2005; Vazquez et al., 2006). These findings are based on
intra-individual effects, but still indicate that inter-individual differences in baseline CBF
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might explain some variance of BOLD responses. This was more directly tested by Liu
et al. (2012) who measured resting CBF and task-related BOLD responses to emotional
faces. Their findings indicate regional variation of the CBF-BOLD relationship, with some
areas showing a positive correlation (e.g. prefrontal, fusiform, supramarginal areas) and
some areas showing a negative correlation (e.g. left parietal areas).
Baseline CBF has been reported to be correlated with depression (Schlegel et al.,
1989), gender and genes (El-Hage et al., 2013), borderline personality disorder (Wolf et al.,
2012), and intelligence and creativity (Takeuchi et al., 2011). Furthermore, resting CBF
can also be influenced by stress level (Wang et al., 2005), which could contribute to the
CBF differences observed in clinical samples. Pharmacological studies found that GABA
agonists diminishes blood flow in some areas, including amygdala, bilateral insula and
orbito-frontal cortex, and increases blood flow in other areas, including the cingulate
cortex (Franklin et al., 2011, 2012). Furthermore, a relationship between resting GABA
concentration and CBF has previously been reported in the visual cortex (Donahue et al.,
2010, 2014) and DLPFC (Michels et al., 2012). Krause et al. (2014) found a strong negative
correlation between GABA in the ACC and cerebral blood flow over a number of brain
regions.
In addition to our emotion paradigm and the spectroscopy scans, we included a breath-
hold task (to estimate vascular reactivity) and an ASL aquisition (to estimate CBF) in our
scanning protocol. The aim of this chapter was to investigated the relationship between
these two measures with the task-related BOLD signal, GABA and fearfulness.
6.3 Methods
For group comparisons, the same participants were used as in Chapter 4. For analyses that
did not compare the two fearfulness groups, the complete sample of 44 participants was
considered. Eight participants had to be excluded for all analyses involving the breath-
hold task due to a recorded CO2 that suggested they were not performing the breath-hold
task properly.
6.3.1 Breath-hold task
The breath-hold task was adapted from Murphy et al. (2011). During the task, breathing
instructions were presented on the screen, guiding the participant through four cycles of
breath-holding and recovery, each with four different phases: paced breathing (alternating
breathing in and breathing out for 3 seconds each) for 18 seconds, end-expiration breath-
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holding for 15 seconds, exhalation, and final recovery (spontaneous breathing with no
breathing instructions) for 15 seconds. The task took less than four minutes to complete.
End-expirational breath-hold was chosen because it has been shown that a shorter breath-
hold duration is needed to obtain the same signal changes, and because the inspiration
before a breath-hold varies between participant with regard to depth and intrathoracic
pressure which introduces additional variability (Kastrup et al., 1998; Thomason and
Glover, 2008).
6.3.2 Image acquisition
fMRI The participants underwent gradient-echo echo-planar imaging at 3 T (GE HDx
MRI System) with a T2* weighted imaging sequence (TR = 3s, TE = 35 ms, receive-
only head coil). 78 volumes were acquired during the breath-hold task. The breath-hold
task was presented using Presentation (Neurobehavioral Systems, Albany, CA) and rear-
projected onto a screen behind the participant’s head that was visible through a mirror
mounted on the head RF coil. The orientation of the axial slices was parallel to the AC-PC
line.
Arterial spin labelling (ASL) We positioned the labeling axis 74-94 mm below the
AC-PC line (Aslan et al., 2010). Labelling duration and postlabeling delay were 1.5
s. A 3D pcASL technique acquired images using a fast spin echo acquisition with an
interleaved stack of spirals (outward direction) readout and a centric ordering in the slice
encoding direction. Each spiral arm included 512 sampling points in k-space and a total
of 8 interleaves were acquired separately with a TR = 6 s and an echo train length of 60.
The echo spacing was 7 ms and the effective echo time was 21 ms, and the bandwidth
125 kHz. The field of view (FOV) was 24 x 24 x 16 cm. Reconstruction was performed
using a Fourier transform algorithm after the k-space data were regridded into 64 x 64 x
45 matrix. The total scan time was approximately 5 minutes. This method output three
volumes (CBF map, mean subtraction volume and a calibration volume), as calculated
from the data like in Xu et al. (2010). CBF maps were registered using FLIRT (Jenkinson
and Smith, 2001). During the acquisition period, participants were presented with a black
screen and instructed to keep their eyes open and to relax.
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6.3.3 CO2 recordings
During both scanning sessions end-tidal CO2 and end-tidal O2 were recorded using a nasal
cannula attached to rapidly responding gas analysers (AEI Technologies, PA) to provide
representative measures of arterial partial pressures of both gases.
6.3.4 Image data analysis and estimation of vascular reactivity
The acquired data were preprocessed using FEAT (FMRIB Expert Analysis Tool, v5.98,
www.fmrib.ox.ac.uk/fsl, Oxford University, UK). Preprocessing steps before model fitting
were applied to each participants timeseries, and included: highpass filtering of the data
(100 seconds temporal cutoff), non-brain removal using BET (Smith, 2002), MCFLIRT
motion correction (Jenkinson et al., 2002), spatial smoothing with a Gaussian kernel of
full-width-half-maximum 5 mm and fieldmap-based EPI unwarping using PRELUDE +
FUGUE (Jenkinson, 2003, 2004); for three people this was not performed due to problems
during the acquisition of the fieldmaps. Functional images were registered using FLIRT
(Jenkinson and Smith, 2001) in a first step to the structural image with 6 degrees of
freedom, and in the second step to the Montreal Neurological Institute (MNI) space with
12 degrees of freedom and FNIRT non-linear (10 mm) warp (Andersson et al., 2007a,b).
First-level analysis of the breath-hold task was performed using the recorded CO2 trace
including a temporal derivative due to a few participants with imperfect performance
(Bright and Murphy, 2013a; Murphy et al., 2011). The residuals after model fitting were
subtracted from the preprocessed time series in order to obtain a model-fitted timeseries.
To estimate the BOLD %SC per unit change of CO2, the range of this fitted BOLD
timeseries was divided by the temporal mean and multiplied by 100 (to get %SC), and
then divided by the range of the HRF convolved CO2 trace (to get %SC / mmHg). In
order to minimise the risk of outliers, a robust range was defined as the absolute difference
between the 10th percentile and the 90th percentile (also see Chapter 10).
ROIs
Functional ROIs were defined based on the findings presented in Chapter 4: a fear-specific
ROI in the left insula (based on the whole-group results for the contrast SPIDERS >
ANIMALS, masked with the insula spectroscopy voxel), a fear-specific ROI in the left
DLPFC (based on the whole-group results for the contrast SPIDERS > ANIMALS,
masked with the DLPFC spectroscopy voxel), a GABA-sensitive ROI (based on the whole-
group results for the regressor insula GABA+ on the contrast SPIDERS > ANIMALS,
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masked with the insula spectroscopy voxel), a frontal gaba-sensitive ROI (based on the
whole-group results for the regressor DLPFC GABA+ on the contrast SPIDERS >
ANIMALS), a fear-unspecific ROI in the anterior insula (based on the whole-group results
for the contrast IAPSnegative > IAPSneutral, masked with the insula spectroscopy
voxel), and a fear-unspecific ROI in the left amygdala (based on the whole-group results for
the contrast IAPSnegative > IAPSneutral, masked with the anatomical left amygdala).
Additionally, anatomically defined ROIs in the insula and amygdala were used from
the WFU-PickAtlas (Version 3.0.4, Wake Forest University, School of Medicine, Winston-
Salem, North Carolina, www.ansir.wfubmc.edu). For the analysis of vascular reactivity
and CBF measures, these masks were additionally masked with a gray matter mask. For
all ROIs, median vascular reactivity and CBF measures were extracted.
Statistical analysis
For all correlations we defined bivariate outliers based on the overall structure of the
data using the Matlab toolbox provided by Pernet et al. (2012), and Pearson correlation
coefficients were computed with the remaining data points. Due to outlier removal, sample
size changed slightly for each reported correlation. We therefore report correlations with
respective degrees of freedom in brackets.
6.4 Results
6.4.1 Breath-hold task evaluation
We calculated a vascular reactivity (BOLD %SC / change in mmHg CO2) map for each
person. The group average map is displayed in Figure 6.1. Average median over gray
matter was 0.27 (Std. = 0.9) %SC / mmHg CO2.
6.4.2 Perfusion map evaluation
We calculated a resting blood flow (ml/100g/min) map for each person. The group average
map is displayed in Figure 6.1. Averages median CBF over gray matter was 48 (Std. =
5) ml/100g/min.
6.4.3 Correlation between vascular reactivity, resting CBF, and task-
related BOLD responses
In none of investigated regions, CBF and VR were significantly correlated (see Table 6.1).
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Figure 6.1: a): Average % BOLD SC / mmHg CO2 map. The average map was calculated over N =
36 participants. Displayed are %SC in the range from 0.2 - 4. b): Average CBF (in ml/100g/min). The
average map was calculated over N = 44 participants. Displayed are CBFs in the range from 0.2 - 80
ml/100g/min.
Table 6.1: Correlation between vascular reactivity and resting CBF for N = 36.
ROI correlation
Left amygdala r[34] = -.04, ns
Right amygdala r[34] = -.06, ns
Left insula r[34] = -.05, ns
Right insula r[34] = -.13, ns
Fear-specific ROI (insula) r[34] = .01, ns
GABA-sensitive ROI (insula) r[34] = -.11, ns
GABA-sensitive ROI (frontal) r[34] = -.20, ns
Fear-unspecific ROI (insula) r[34] = .07, ns
Fear-unspecific ROI (amygdala) r[34] = -.02, ns
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Table 6.2: Correlation between vascular reactivity and BOLD. Correlations were computed between
participants. SPIDER contrast: SPIDERS > ANIMALS, IAPS contrast: IAPSnegative >
IAPSneutral
Region Contrast
SPIDERS ANIMALS SPIDERcontrast
Fear-specific ROI (insula) r[33] = -.08, ns r[34] = -.35, p = .04 r[32] = .33, p = .06
GABA-sensitive ROI (insula) r[30] = .13, ns r[30] = .16, ns r[30] = -.10, ns
GABA-sensitive ROI (frontal) r[32] = .16, ns r[33] = .12, ns r[32] = -.12, ns
Region Contrast
IAPSnegative IAPSneutral IAPScontrast
Fear-unspecific ROI (insula) r[30] = -.11, ns r[32] = -.15, ns r[33] = .26, ns
Fear-unspecific ROI (amygdala) r[31] = .14, ns r[31] = .18, ns r[32] = -.05, ns
Table 6.3: Correlation between CBF and BOLD. Correlations were computed between participants with
N = 43. SPIDER contrast: SPIDERS > ANIMALS, IAPS contrast: IAPSnegative > IAPSneutral
Region Contrast
SPIDERS ANIMALS SPIDERS contrast
Fear-specific ROI (insula) r[41] = .11, ns r[41] = -.10, ns r[41] = .21, ns
GABA-sensitive ROI (insula) r[41] = .32, p = .04 r[41] = -.03, ns r[41] = .34, p = .03
GABA-sensitive ROI (frontal) r[41] = -.16, ns r[41] = -.11, ns r[41] = -.07, ns
Region Contrast
IAPSnegative IAPSneutral IAPS contrast
Fear-unspecific ROI r[41] = -.06, ns r[41] = -.01, ns r[41] = -.14, ns
Fear-unspecific ROI (amygdala) r[41] = .06, ns r[41] = .12, ns r[41] = -.03
Correlations between task-related BOLD changes and vascular reactivity / CBF were
calculated for each contrast and contrasts to fixation cross baseline. Vascular reactivity was
negatively correlated with BOLD responses to ANIMALS pictures (contrasted to fixation
cross baseline), and showed a trend for a positive correlation with BOLD responses in the
fear-specific ROI for SPIDERS > ANIMALS contrast. No other correlations between
vascular reactivity and task-related BOLD responses were found. In the GABA-sensitive
functional ROI in the insula, a positive between-subject correlation between CBF and
BOLD responses to SPIDERS pictures (contrasted to fixation cross baseline as well as
contrasted to ANIMALS pictures) was found. For all numbers see Tables 6.2 and 6.3.
6.4.4 Fearfulness and vascular reactivity / CBF
In order to investigate the influence of fearfulness on measures of vascular reactivity and
CBF, we performed 2-sample t-tests. None of them reached significance (Table 6.4).
6.4.5 GABA+ and vascular reactivity / CBF
We looked at the relationship between GABA+ concentration and vascular reactivity /
CBF in functionally and anatomically defined regions of interest and within the spec-
troscopy voxels for the insula the DLPFC, respectively. While GABA+ did not correlate
with CBF, we found negative correlations between GABA+ and vascular reactivity in the
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Table 6.4: Group differences in vascular reactivity (VR) and cerebral blood flow (CBF). The median
vascular reactivity / CBF was extracted for each person. To assess group differences, 2-sample t-tests were
computed.
ROI VR CBF
Left amygdala t[29] = -0.80, ns t[36] = -1.71, ns
Right amygdala t[29] = 0.07, ns t[36] = -0.55, ns
Left insula t[29] = 0.06, ns t[36] = -1.31, ns
Right insula t[29] = 1.05, ns t[36] = -1.0, ns
Fear-specific (insula) t[29] = -0.72, ns t[36] = -0.50, ns
GABA-sensitive (insula) t[29] = 0.16, ns t[36] = -0.58, ns
GABA-sensitive (frontal) t[29] = 0.40, ns t[36] = -0.68, ns
Fear-unspecific (insula) t[29] = -0.12, ns t[36] = -0.60, ns
Fear-unspecific (amygdala) t[29] = -0.97, ns t[36] = -1.87, ns
Table 6.5: Correlation between GABA and vascular reactivity / CBF. Correlations were computed with
insular GABA in insular regions, and with DLPFC GABA in DLPFC regions.
ROI BH CBF
Fear-specific (insula) r[26] = -.24, ns r[33] = .14, ns
GABA-sensitive (insula) r[25] = -.39, p = .04 r[33] = .07, ns
Fear-unspecific (insula) r[25] = -.38, p = .05 r[33] = .17, ns
Left anatomical insula r[26] = -.19, ns r[33] = .13, ns
Insula Voxel r[25] = -.43, p = .03 r[35] = .10, ns
Dlpfc Voxel r[24] = .16, ns r[32] = .04, ns
Fear-specific (PFC) r[24] = .11, ns r[32] = .08, ns
GABA-sensitive (frontal) r[23] = .16, ns r[32] = -.16, ns
two functionally defined ROIs in the insula, and in the spectroscopy voxel around the
insula (see Table 6.5 and Figure 6.2).
6.5 Discussion
We reported an influence of fearfulness and insular GABA+ on fear-related BOLD re-
sponses in the left insula. GABA+ in the DLPFC was associated with fear-related BOLD
responses in a frontal cluster. Here, we aimed to investigate the potential role of vascular
reactivity and baseline cerebral blood flow (CBF) in the previously discussed findings.
Figure 6.2: Scatter plot between GABA+ in insula and vascular reactivity in the spectroscopy voxel.
Red dots were identified as outliers and not considered in calculating the correlation coefficient.
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6.5.1 Vascular reactivity and CBF
In addition to the fMRI scan and the MRS scans, we applied a breath-hold task to measure
vascular reactivity, and an ASL sequence to obtain resting cerebral blood flow levels. Over
the gray matter we found average vascular reactivity measures of 0.27 %SC / mmHg
CO2 which is comparable to previously reported values (Kastrup et al., 2001; Lipp et al.,
submitted for publication; Liu et al., 2013). Average CBF was 48 ml/100g/min which is
also comparable to previous literature (Aslan et al., 2010). We extracted median values
for both vascular reactivity and CBF from anatomically and functionally defined regions
of interest. CBF values did not correlate significantly with vascular reactivity values in
any of the regions. This means that a participant’s CBF in a region could not predict
vascular reactivity in the same region, and that the two control measures we chose are
independent from each other.
Findings from studies using gas challenges suggest that elevated CBF attenuates BOLD
responses (Cohen et al., 2002; Sicard and Duong, 2005; Vazquez et al., 2006). Cohen et al.
(2002) interpreted their findings as supportive for the hypothesis that the absolute BOLD
response is stable, but appears as stronger or weaker depending on the baseline; this
is because the relative increase in BOLD is the measure that is generally used. Our
results do not support this. The important difference here is that we looked at inter-
individual differences in baseline blood flow rather than within-participant differences.
Inter-individual differences in resting blood flow did not contribute to inter-individual
differences in vascular reactivity in our study. The amplitude of the BOLD responses in
the breath-hold task is higher than BOLD responses to cognitive or emotional tasks. It
might be the case that baseline CBF has a stronger impact when the BOLD responses in
a task are weaker than breath-hold related BOLD responses.
6.5.2 Can vascular reactivity and resting CBF predict task-dependent
BOLD responses?
We wanted to see to what extent vascular reactivity and baseline perfusion can explain
the BOLD responses observed during the emotion task. Between-participant correlations
between the measures could reveal whether any of the effects we found with the emotion
paradigm might be mediated by vascular reactivity or CBF.
We calculated the correlations only for regions in which we found significant task-
responses. In the fear-sensitive ROI we found a negative between-subject correlation
between vascular reactivity and BOLD %SC during the presentation of ANIMAL pic-
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tures, and a trend for a positive correlation with the contrast SPIDERS > ANIMALS.
We could not find differences between participants with high fearfulness and participants
with low fearfulness in vascular reactivity in this region. This suggests, that the group
difference we reported for the BOLD contrast is not caused by differences in vascular re-
activity. None of the other between-subject correlations of vascular reactivity with BOLD
reached significance. This is similar to what we previously reported with a different task
(Lipp et al., 2014).
We found significant positive between-participant correlations between CBF and task-
related BOLD responses, in the GABA-sensitive ROI for the main effects SPIDERS and
the contrast SPIDERS > ANIMALS. However, this is unlikely to explain the corre-
lation between GABA and BOLD that we reported for this region, since GABA+ was
not correlated with CBF. None of the other between-participants correlations between
CBF and task-related BOLD reached significance. Again, the lack of consistent corre-
lations does not support previous evidence from studies looking at the effects of up- or
downregulating CBF, and might be related to lower power in between-participant designs.
6.5.3 The influence of GABA+ on vascular reactivity.
We found a negative correlation between insular GABA+ and vascular reactivity in the
GABA-sensitive and in the fear-unspecific ROI, as well as in the spectroscopy voxel. The
correlation was not significant in the fear-specific ROI or the anatomically defined insula,
but the direction went in the same way. The correlation between GABA+ and BOLD in
the GABA-sensitive ROI is unlikely to be mediated by vascular reactivity, since in this
region vascular reactivity did not correlate with the task-dependent BOLD responses.
We could not replicate the GABA-vascular reactivity correlation using the DLPFC
data. This finding cannot be explained by differences in variability in either the GABA+
measures (see Chapter 9) or the vascular reactivity measurese (CVbetween in DLPFC voxel:
39%, in insula voxel: 38%). One possibility for the discrepancy is that there are different
mechanisms involved in vascular reactivity responses in the prefrontal cortex and in the
insula. This seems unlikely, however, since both regions are cortical regions. It is also
possible that the correlation found in the insula is related to the neural aspect of breath-
holding rather than to vascular reactivity, since the insula has been associated with the
feeling of breathlessness (Banzett et al., 2000; Evans et al., 2002). Last but not least
we cannot explude the possibility that the GABA+ measures in the DLPFC are less
reliable than the measures in the insula. We did not find better repeatability for the
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insular GABA+ (see Chapter 9) but it is still possible that there are differences in what
the obtained GABA measure actually represents, or differences in the macromolecule
contribution to the signal.
The mechanisms behind which insular GABA+ might influence vascular reactivity is
not clear. Our negative correlation indicates that a higher GABA+ concentration leads to
a lower BOLD response to an increase in CO2. As already speculated, this could be either
explained by neural aspects of breath-holding, or might be related to the vasular reactivity
of the system. GABAergic interneurons can lead to vasodilation or vasoconstriction (Cauli
et al., 2004), depending on the interneuron type (Kleinfeld et al., 2011) and GABA receptor
type (Fergus and Lee, 1997). Additionally, GABA receptors are sensitive to HCO3- which
can lead to an additional decrease in extracellular pH under the presence of CO2 (Kaila and
Voipio, 1987), proposing an additional pathway of CO2-increase related BOLD responses.
If the GABA+ concentration measure has to do with the number of interneurons and
inhibitory connections in a region, then we might expect a positive relationship between
GABA+ and vascular reactivity - but we actually found the opposite relationship. CO2
leads to vasodilation through activating chemoreceptors and pH-receptors neurons in the
brain stem (Putnam et al., 2004). However, it cannot be excluded that other neurons
are also sensitive to these changes, one candidate are astrocytes. Recently, it has been
discovered that astrocytes are GABAergic (Fraser et al., 1994), and that they have a role
in regulating vasculature (Haydon and Carmignoto, 2006; Koehler et al., 2009).
6.5.4 The influence of GABA on CBF.
We did not find a correlation between GABA+ and resting CBF. This is consistent with
Muthukumaraswamy et al. (2012), but in contrast to Donahue et al. (2010, 2014). Lat-
ter studies demonstrate that whether a correlation can be found and the direction of it
is dependent on the CBF acquisition. While first a tendency for a positive correlation
between CBF and GABA+ was found using a single inversion ASL, a negative correlation
was reported for a VASO1 sequence (Donahue et al., 2010). Donahue et al. (2014) used
multiinversion time perfusion scan, and reported a negative correlation with GABA+, but
no correlation if only one inversion time was used. In our study, we also only had one
inversion time and did not find a relationship. The single inversion time has the disad-
vantage that a specified time between labeling and arrival is assumed to be adequate to
model the CBF, however to what extent this time is a good estimate depends on partici-
1Vascular-space-occupancy (VASO) MRI is an alternative method to ASL for measuring CBF, using a
contrast agent (see Lu et al., 2005).
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pants, which might introduce additional variability in the CBF measure. Another factor
to consider is that previous studies have looked at the visual cortex, and there might be
regional differences in the correlation between GABA and CBF.
Inconsistent findings are also reported by pharmacological studies. Some studies have
shown that GABA agonists (Caesar et al., 2003) do attenuate CBF responses to stimuli but
not baseline CBF. Baseline might be more influenced by other factors such as stress (Wang
et al., 2005), caffeine intake (Field et al., 2003; Laurienti et al., 2003), and anatomy of blood
vessels (Sojkova et al., 2010). To what extent GABA has an influence on resting CBF
might vary throughout the brain. Franklin et al. (2011, 2012) found that GABA agonists
diminishes blood flow in some areas including amygdala, bilateral insula and orbito-frontal
cortex, and increases blood flow in other areas, including the cingulate cortex.
6.5.5 Limitations and future directions
We investigated the interplay between vascular reactivity, CBF, task-related BOLD signals
and GABA+ concentration. We could not find a clear pattern of correlations and due to
the number of correlations calculated, the between-subject correlations would not survive
correction for multiple comparisons.
We used a breath-hold scan to estimate vascular reactivity, which is a commonly used
approach. However, it is impossible to disentangle vascular reactivity from neural aspects
of breath-holding, which is particularly a problem for the insula, a region that has been
associated with breathlessness (Banzett et al., 2000). An alternative to breath-holding
is to increase CO2 by applying gas-challenges, however, again this can lead to neural
confounds with the perception of the CO2 increase. It has been proposed to use resting
state scans as an alternative method to estimate vascular reactivity, however, this method
does not measure exactly the same thing (Lipp et al., submitted for publication). To test
whether the correlation with GABA is related to the neural aspects of breath-holding, a
study like Banzett et al. (2000)’s and Evans et al. (2002)’s could be applied, where CO2
is held constant but the feeling of air-hunger is artificially elicited.
6.5.6 Conclusions
We found some between-participant correlations and some spatial correlations between
vascular reactivity, CBF and task-related BOLD responses, but with large differences
between participants. None of the correlations found indicate a mediation effect of vascular
factors in our previously reported results. Fearfulness did not seem to have an influence on
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either of the vascular factors, while GABA correlated negatively with vascular reactivity
in the insula.
6.5.7 Next steps
This and the previous two chapters dealt with task-related BOLD responses during an
emotion paradigm. Recently, a trend has emerged to study the connectivity between
brain regions and individual differences in strength of so called resting state networks. In
the next chapter, we investigate the influence of fearfulness on GABA+ on resting state
connectivity of the anterior insula and the DLPFC.
Chapter 7
The relationship between
fearfulness, GABA, and resting
state connectivity of the insula
and DLPFC
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7.1 Abstract
To extend our findings on the influence of fearfulness and GABA+ on brain activation
during the experience of fear, we also aimed to investigate the influence of these variables
on the functional connectivity of the insula and DLPFC.
We computed seed analyses for functional ROIs in the left anterior insula and left
DLPFC to explore their resting state functional connectivity, and to look at the potential
influence of fearfulness and GABA+ (of the respective region) on the connectivity pattern.
The left anterior insula was strongly connected to the right insula, the supplementary
motor area, and ACC, with a connectivity pattern similar to what has been described as
the salience network. The DLPFC ROI was strongly connected with regions associated
with the default mode network.
High levels of fearfulness were related to stronger functional connecitivity of both
seed regions. Only GABA+ in the insula was associated with functional connectivity,
with a positive correlation between GABA+ and functional connectivity between anterior
insula and caudate nucleus. Potential mechanisms behind the findings are discussed, and
limitations and caveats in the field outlined.
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7.2 Introduction
In a previous chapter we investigated the relationship between fearfulness, GABA+ and
task-related BOLD responses in the insular cortex and DLPFC. Task-related BOLD re-
sponses reflect the extent to which a region responds to stimuli, and we found an influence
of fearfulness and GABA+ on responses elicited during fear induction. In recent years,
research has started to acknowledge that the brain operates as a network, and that inves-
tigating the connections between different regions can complement the understanding of
brain mechanisms that have come from looking at individual regions. Particularly when
it comes to emotion processing, it has been suggested that the interplay between different
brain networks leads to the generation of emotional states (Oosterwijk et al., 2012) and
that several of these networks, such as the salience and default mode network, might be
dysfunctional in individuals with high anxiety (Sylvester et al., 2012).
One more specific hypothesis is that high levels of anxiety and fearfulness are a result
of less successful emotion regulation (Amstadter, 2008; Phillips et al., 2008). Emotion
regulation has been related to prefrontal-subcortical connections (Eippert et al., 2007; Lee
et al., 2012; Phillips et al., 2008; Wager et al., 2008), and individuals with low anxiety levels
have been found to recruit the DLPFC more strongly during emotional distractor tasks
(Bishop et al., 2004; Bishop, 2009). Additionally, the structural (DTI) (Kim and Whalen,
2009) and functional connectivity between amygdala and prefrontal regions seems to be
associated with subclinical and clinical levels of anxiety (Kim et al., 2011b; Prater et al.,
2013) even during rest (Kim et al., 2011a). Furthermore, stronger connectivity between the
insula and amygdala in highly fearful individuals has been reported in children (Qin et al.,
2014), adolescents (Roy et al., 2013), and adults (Baur et al., 2013). Seeley et al. (2007)
report stronger functional connectivity between anterior insula, ACC and left DLPFC
for participants with high anxiety, interpreting it as stronger salience network activity in
these participants. In summary, it seems that the interplay between amygdala, insula and
DLPFC is important in fear and anxiety.
GABA might not only relate to neural activity in the area it is measured from, but also
to the region’s involvement in functional networks. Neurotransmitters have been shown
to influence resting state connectivity. Several studies have demonstrated a relationship
between glutamate or GABA concentration and resting state network strength (Duncan
et al., 2013; Horn et al., 2010; Kapogiannis et al., 2013; Stagg et al., 2014). Additionally,
there is evidence from pharmacological studies that manipulating GABA transmission has
effects on resting state networks (Flodin et al., 2012; Greicius et al., 2008; Licata et al.,
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2013). Flodin et al. (2012) and Greicius et al. (2008) looked at the effect of benzodiazepines
on connectivity of the default mode network, and found both, increases and decreases.
Licata et al. (2013) found that administration of a GABA agonists led to increased con-
nectivity in a ”limbic” network, containing basal ganglia, hippocampus, amygdala, OFC
and prefrontal areas.
The main aim of this study was to investigate whether GABA+ and/or fearfulness
have a significant impact on the strength of resting state functional connectivity maps
from two key fear-related brain structures, the anterior insula and the DLPFC. Following
the results from our fear induction paradigm, we focussed on the functionally defined left
anterior insula and left DLPFC.
7.3 Methods
Sample and procedure are the same as described in Chapter 4. 100 volumes of resting
state data were aquired with a T2* weighted imaging sequence (TR = 3s, TE = 35 ms,
matrix = 64 X 64, FOV/slice = 220 mm, flip = 90, 46 slices of 2 mm with a 1 mm slice
gap acquired in an interleaved order) using an eight-channel receive-only head coil. The
orientation of the axial slices was parallel to the AC-PC line. During the resting state
acquisition, participants were asked to keep their eyes open and relax. Physiological noise
correction of the resting data was performed in the same way as it was done for the task
(see Section 3.3.5). For three participants this could not be done due to technical problems
with the physiological recordings, so their uncorrected data sets were used.
7.3.1 Seed analysis
The fear-specific functional ROIs in the anterior insula and DLPFC (see Chapter 4) served
as seed regions. BOLD time-courses were extracted from the preprocessed resting state
BOLD timeseries and entered as regressors in a whole-brain analysis. These regressors were
not HRF convolved, no temporal filtering was applied and no further temporal derivatives
were added. Six motion regressors were included in the first level analysis due to observed
group differences in the absolute head displacement during the resting state scan, and
the known effects of head motion on resting state analysis and (Power et al., 2012; Sat-
terthwaite et al., 2013; van Dijk et al., 2012). Group average and group difference (high
fearful vs. low fearful) maps were created with a mixed effects model using FLAME1. For
the analysis including GABA+ as a regressor, the demeaned GABA+ measures from the
voxel for the relevant region were entered as a regressor in the model. For participants
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with no GABA+ data, the mean value was entered. The Z (Gaussianised T/F) statistic
images were thresholded using clusters determined by Z > 2.3 and a (corrected) cluster
significance threshold of P < .05 (Worsley, 2001). For the group average maps, a stronger
threshold of Z > 5 was applied in order to identify only the areas most strongly corre-
lated to the seed region. Because the influence of fearfulness on the connectivity between
the seed regions and the amygdala was of particular interest, we additionally voxel-wise
analysis (high fearful vs. low fearful maps) to the bilateral amygdala mask only (WFU-
PickAtlas, Version 3.0.4, Wake Forest University, School of Medicine, Winston-Salem,
North Carolina, www.ansir.wfubmc.edu).
7.4 Results
7.4.1 Connectivity of the functional anterior insula / prefrontal ROI
A whole-brain seed analysis was conducted for both the functional ROI in the left anterior
insula, and the functional ROI in the DLPFC. The left anterior insula was most strongly
connected to the right insula, the ACC, the supplementary motor cortex, and to regions
in the occipital cortex (see Table 7.1 and Figure 7.1). Strong connectivity of the DLPFC
ROI was found for bilateral medial frontal gyrus and posterior cingulate (see Table 7.2
and Figure 7.2).
7.4.2 Influence of fearfulness on connectivity
Fearfulness had an influence on the connectivity of both seed regions. In participants
with high fearfulness the fear-specific ROI in the insula showed stronger connectivity to a
cluster in the occipital and cerebellar cortex, and a cluster in the pre- and postcentral gyrus
and precuneus (see Table 7.1). For the DLPFC cluster, highly fearful participants showed
stronger connectivity to frontal white matter (see Table 7.2). For neither of the seed
regions, the analysis restricted to the bilateral amygdala mask yielded group differences
in connectivity.
7.4.3 Influence of GABA+ on connectivity
Entering GABA+ of the insula as a regressor in the group level analysis revealed that
higher GABA+ goes hand in hand with higher connectivity of the anterior insula with
a cluster in the right caudate, also spanning subcallosal cortex, ACC (coordinates [x,y,z]
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Table 7.1: Seed analysis for fear-specific ROI (in left insula). For the group mean map, only clusters
meeting the statistical threshold of Z > 5 and with a cluster size > 100 are reported. For the group
comparisons, the statistical threshold was set to Z > 2.3.
Group mean (N = 37)
Size Peak (x,y,z) Peak Z Location
4006 0, -8, 62 6.92 SMA
2503 -46, 8, -8 8.79 Left insula
2174 44, 14, -6 7.11 Right insula
1067 64, -28, 20 6.52 Right planum temporale
797 14, -82, 20 5.76 Right cuneal cortex
740 -58, -42, 20 5.97 Left supramarginal
248 14, -20, 0 6.17 Right thalamus
217 -32, 46, 20 5.88 Frontal pole
128 2, -50, -12 5.84 Cerebellum
109 -10, -20, -2 5.44 Left thalamus
104 30, 42, 24 5.96 Right frontal pole
High fear (N = 19) > low fear (N = 18)
Size Peak (x,y,z) Peak Z Location
1311 -24, -68, -12 3.67 Occipital, superior cerebellum
1127 -24, -40, 60 3.73 Pre-/postcentral, precuneus, SMA
475 44, -64, -2 3.24 Right lateral occipital
Low fear (N = 18) > high fear (N = 19)
no clusters
Table 7.2: Seed analysis for fear-specific ROI (in left DLPFC). For the group mean map, only clusters
meeting the statistical threshold of Z > 5 and with a cluster size > 100 are reported. For the group
comparisons, the statistical threshold was set to Z > 2.3.
Group mean (n = 37)
Size Peak (x,y,z) Peak Z Location
1721 -30, 24, 36 8.9 Seed region
1281 -6, -42, 36 6.18 Posterior cingulate, precuneus
257 34, 30, 34 5.87 Left middle frontal gyrus
101 -52, -50, 40 5.42 Left angular gyrus
High fear (N = 19) > low fear (N = 18)
Size Peak (x,y,z) Peak Z Location
438 26, 18, 18 3.34 Right frontal white matter
Low fear (N = 18) > high fear (N = 19)
no clusters
= 6,20,4, cluster size = 739, see Figure 7.3). GABA+ in the DLPFC did not influence
connectivity of the seed ROI in the DLPFC.
7.5 Discussion
The aim of this study was to look at the resting state connectivity profile of the functional
regions in the insula and DLPFC, and at whether GABA+ or fearfulness has an influence
on this connectivity. Both ROIs showed extended connectivity across the whole brain at
a Z > 2.3 threshold; so a more restrictive threshold was applied to limit our results to the
most connected brain areas.
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Figure 7.1: Seed analysis for fear-specific ROI (in left insula). The statistical threshold was set to Z >
5 and corrected cluster threshold of P < .05. Image displayed in radiological convention.
Figure 7.2: Seed analysis for fear-specific ROI (in left DLPFC). The statistical threshold was set to Z >
5 and corrected cluster threshold of P < .05. Image displayed in radiological convention.
Figure 7.3: Influence of insular GABA+ on whole brain connectivity of fear-specific ROI (in left insula).
The statistical threshold was set to Z > 2.3 and corrected cluster threshold of P < .05. Image displayed
in radiological convention.
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7.5.1 Resting state connectivity of the insula cluster
Our ROI in the anterior insula was most strongly connected to the right insula, the ACC,
to frontal and also occipital regions. In fact, the network we found was comparable to what
Yeo et al. (2011) described as ventral attention network - also called ”salience network”
(e.g. Oosterwijk et al., 2012; Seeley et al., 2007) - which also includes regions in the ACC,
SMA and subcortical regions (Seeley et al., 2007).
The insular cortex is a large structure and previous connectivity studies suggest that it
can been parcellated into two to three main functional domains (posterior, ventral anterior
and dorsal anterior) that differ in their connectivity profiles (Cauda et al., 2011; Chang
et al., 2012; Deen et al., 2010). DTI findings suggest that the anterior insula is strongly
connected to dorsal prefrontal and inferior frontal areas and that the posterior insula
is strongly connected to motor and somatosensory areas, while both parts are equally
connected to limbic structures (Chia-Feng et al., 2012). Previous resting state connectivity
studies report a similar segregation, and additional functional connections between the
ventral anterior insula and the amygdala, OFC and temporal regions, and between the
dorsal anterior insula to ACC and DLPFC (Cauda et al., 2011; Chang et al., 2012; Deen
et al., 2010). The ROIs used for this study would be anatomically categorized as part of
the anterior compartment defined by Cauda et al. (2011) and Chang et al. (2012), with
both dorsal and ventral contribution.
The connectivity maps we obtained for our functional ROI include connections that
have previously been reported for both anterior and posterior compartments. One major
difference from our study to previous studies is that previous studies applied global signal
regression (Cauda et al., 2011; Chang et al., 2012; Deen et al., 2010). This might account
for the fact that we found this relatively unspecific and widespread connectivity throughout
the brain. Additionally, our seed region was derived functionally from a task, and might
therefore be a functional entity with a specific set of functional connections, that cannot
be mapped exactly to what has been previously found with anatomically defined regions.
7.5.2 Resting state connectivity of the DLPFC cluster
When the functional cluster in the DLPFC was used as a seed region, the most strongly
connected regions turned out to be a region around the posterior cingulate and precuneus,
the middle frontal gyri and left angular gyrus. The DLPFC is generally associated with
an executive control network, that includes fronto-parietal regions (e.g. Seeley et al.,
2007). The connectivity pattern of our functional ROI in the DLPFC resembles more the
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default mode network, which involves posterior cingulate, precuneus and medial frontal
cortex (Greicius et al., 2003; Raichle et al., 2001). However, connectivity between the left
DLPFC and posterior cingulate has also been found in other studies in the context of the
default mode network (Greicius et al., 2003). In fact, during the task our functional ROI
was deactivated compared to the fixation cross baseline, but more so during the animal
condition than during the spider condition (which is why it appeared for the contrast
SPIDERS > ANIMALS). It might be the case that this particular part of the DLPFC is
less relevant for executive functioning or as hypothesized voluntary emotion regulation, and
more to functions related to default mode activity, such as being self-conscious (Northoff
et al., 2006). However, the MPFC, which is also part of the default mode network, is
known to regulate amydala activations through direct anatomical connections (e.g. Marek
et al., 2013; Ray and Zald, 2012).
The results from the two seed analyses show two different connectivity patterns of
anterior insula and DLPFC ROIs, suggesting that the two seed regions are not part of the
same network. While the insula is often associated with the salience network, our DLPFC
cluster was strongly connected with regions from the default mode network. Menon and
Uddin (2010) propose that the salience network switches between default mode network
and executive network, depending on evaluation of the salience of stimuli. All these
networks have been related to emotion processing (Pannekoek et al., 2013; Qiu et al.,
2011; Zhao et al., 2007), and newer theories on emotion assume that the state of emotion
is a result of the interplay of basic networks in the brain (Oosterwijk et al., 2012), rather
than a distinct emotion processing network. In this study, we looked at the influence
of fearfulness and GABA+ on the strength of the two networks obtained through seed
analyses.
7.5.3 Influence of fearfulness on resting state connectivity
We found higher task-related BOLD responses in the fear-related ROI in the left anterior
insula for highly fearful participants, similarly, higher fear participants showed stronger
resting state connectivity of the same ROI. Simmons et al. (2011) compared participants
with high vs. low anxiety with regard to functional connectivity of the left anterior insula
during anticipation of emotional stimuli. They also found increased connectivity in highly
anxious people in a number of regions, including the cerebellum, precuneus, and various
frontal regions. We found increased connectivity during rest, extending Simmons et al.
(2011)’s findings. Regions that were more strongly connected to the anterior insula in
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highly fearful participants were the pre- and postcentral gyrus and occipital cortex and
cerebellum.
Analysing the emotion paradigm, we found that highly fearful participants had stronger
fear-related BOLD responses in parts of the cerebellum (see Chapter 4). There is some
overlap between that cluster and the significant cluster in the functional connectivity
analysis, indicating that the abnormal functional connectivity might indeed be related to
circuits important for emotion-processing. In fact, the role of the cerebellum in cogni-
tion and emotion control has started to receive more and more attention (Schmahmann
and Sherman, 1998; Schmahmann and Caplan, 2006; Schutter and van Honk, 2005). In
particular, the cerebellum might play an important role in emotion regulation (Schutter
and van Honk, 2009), and has been found activated during processing of a number of
emotions (Baumann and Mattingley, 2012). Additionally, altered functional connectivity
of the cerebellum for individuals with high fear or anxiety has been previously reported,
such as increased connectivity between the cerebellum and basolateral amygdala in ado-
lescents with generalized anxiety disorder (Roy et al., 2013), and increased connectivity
between cerebellum and putamen in depressed adults (Alalade et al., 2011). These and
our findings for participants with high fearfulness levels suggest that the cerebellar cortex
is an important part of networks involved in emotion processing. We also found increased
connectivity between anterior insula and pre- and postcentral gyrus and occipital areas
for highly fearful participants. The significant clusters in these regions also overlap with
the task-related activation patterns. It seems that high fear is associated with stronger
connectivity between the anterior insula and a number of other areas that are involved in
fear processing. One hypothesis resulting from these findings is that group differences in
task-related activition in such areas during tasks that recruit the insula could be partly
driven by differences in functional connectivity of the insula.
Previous studies have shown stronger functional connectivity between insula and amyg-
dala in participants with high fear (Baur et al., 2013; Qin et al., 2014; Rabinak et al., 2011;
Roy et al., 2013; Sripada et al., 2012). We could not replicate this result, even when we
restricted the analysis to the amygdala, and this might be due to a number of different
reasons. For once, in contrast to other studies we looked at subclinical levels of fearful-
ness rather than anxiety or anxiety disorders. The study by Baur et al. (2013) found
a correlation with state anxiety (and only a tendency for trait anxiety), and our groups
selected for fearfulness did not differ in state anxiety at the time of scanning (see Chapter
4). The study by Qin et al. (2014) looked at childhood trait anxiety, but it might be the
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case that children with high trait anxiety also show higher state anxiety to the scanning
situation. Roy et al. (2013) used a sample of adolescents with generalized anxiety disorder
and Rabinak et al. (2011) and Sripada et al. (2012) used a sample of veterans with PTSD,
so samples not comparable to ours. The lack of group differences in insula - amygdala
in our study might be related to the recruitment strategy that was based on subclinical
levels of fearfulness rather than clinical fear / anxiety.
Due to its role of the DLPFC in emotion regulation, functional connectivity differences
between participants with high fearfulness and participants with low fearfulness were ex-
pected. We did not find a group difference in the functional connectivity between our
DLPFC ROI and the amygdala (even when restricting the analysis to the amygdala),
which could be partly due to the nature of the DLPFC ROI, which is strongly connected
to regions of the default mode network. Our DLPFC seed region was functionally defined
from the task, but it is not clear what exact role it plays in the tasks, and it might simply
be the case that it does not have anything to do with emotion regulation. Previously, lower
functional connectivity between amygdala and prefrontal regions have previously been re-
ported for patient groups, such as PTSD (Stevens et al., 2013), depression (Lu et al.,
2012; Tang et al., 2013), and social anxiety disorder (Prater et al., 2013). However, other
studies have found the opposite, that high anxiety is associated with stronger coupling
between prefrontal areas and amygdala, and this was interpreted as an amplification of
amygdala responses by prefrontal areas in individuals susceptible to fear (Robinson et al.,
2012, also see Vytal et al., 2014). It might depend on the circumstances under which func-
tional connectivity is assessed, and whether participants are instructed to detect aversive
stimuli, to ignore them or do not have a task at all. In this study, functional connectivity
was assessed during rest, so during the absence of fear-inducing stimuli or threat. It is
possible that prefrontal-amygdala connectivity differences between fearful and non-fearful
participants only become apparent in situations that do require regulation of attention to
or from these stimuli, which could explain why we did not find group differences.
During rest, we did find stronger connectivity for the DLPFC region in highly fearful
participants, but in a cluster in right frontal white matter. Interpreting BOLD signal in
white matter has to be done carefully, since it is theoretically not straightforward (Logo-
thetis and Wandell, 2004), even though some claim that the HRF is similar in gray and
white matter (Fraser et al., 2012). Either way, interpretation of this result is challenging,
and whether it reflects something important or is simply a chance finding remains to be
discovered in future studies.
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7.5.4 Influence of GABA+ on resting state connectivity
In order to assess the influence of GABA+ on the resting state networks, we used insular
GABA+ as a regressor for the seed analysis with the anterior insula seed region, and
GABA+ in the DLPFC as a regressor for the seed analyis with the DLPFC seed region.
GABA+ had an influence on resting state connectivity of the anterior insula seed re-
gion, in a cluster in the right caudate and nearby regions. This region is relatively close
to but not overlapping with the spectroscopy voxel in the left insula. The finding suggests
that higher GABA+ concentration in the insula is associated with stronger connectivity
between the anterior left insula and the right caudate. The role of connectivity between
anterior insula and caudate in emotion is not clear though. Previous studies found de-
creased connectivity between insula and caudate in patients with major depression (Ma
et al., 2012; van Tol et al., 2013), which suggests that the connectivity between the two
regions might have some functional role for emotion. The caudate nucleus itself has been
related to processing of negative stimuli (Carretie´ et al., 2009), and also for our unspecific
contrast (IAPSnegative > IAPSneutral) the group activation extended to parts of the
caudate.
Interestingly, the two studies that previously investigated the relationship between
GABA concentration and resting state network strength have demonstrated a negative
rather than a positive correlation; one study for the default mode network (Kapogiannis
et al., 2013) and one study for the motor network (Stagg et al., 2014). Kapogiannis et al.
(2013) postulated that ”regional balance between glutamate and GABA may determine
the synchronized portion of neuronal activity in that region and, therefore, correlate with
functional connectivity.” (p.117). However, we observed the opposite, a positive correla-
tion between GABA+ and functional connectivity, and in fact, one role of GABAergic
interneurons is to orchestrate microcircuits in the brain, and as a result to produce oscil-
lations by coordinated inhibition (see e.g. Kann et al., in press). Considering this, the
positive correlation between GABA concentration and functional connectivity also seems
plausible. In fact, there are different ways in which GABA and functional connectivity
might influence each other. One possibility is that the level of GABA in region A dictates
the level of inhibition of the input from region B, and therefore to what extent region
A has a similar activation timecourse to region B. On the other hand, GABA in region
A might influence the output of region A into region B and therefore to what extent re-
gion B reacts to region A with a similar timecourse. In both these cases, assuming that
GABA concentration reflects the level of inhibition, a negative correlation between GABA
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and functional connectivity makes sense. It has to be considered that GABA generally
acts locally rather than through long-distance connections. So another option is that the
GABA concentration might simply determine the connectivity within small microcircuits
that would not be measurable with current fMRI techniques. However, if connectivity
within microcircuits is related to connectivity between these circuits, and possibly to the
connectivity within a whole network, then correlation between GABA and long-distance
functional connectivity might be observed. For this scenario, it is not clear in which di-
rection the relationship should go, since more GABA transmission might lead to more
inhibition of the circuits but also to stronger synchronization between nodes. Due to the
current technical limitations of measuring GABA and small-scale functional connectivity
in living humans, the interpretation of available data is also limited. At the moment, ex-
ploratory studies like this can provide first clues to what might be happening. Whether the
correlation between GABA and functional connectivity we found is meaningful, remains
to be tested and replicated with improved methods in the future.
7.5.5 Limitations and future directions
In contrast to previous studies, we did not apply global signal regression for the functional
connectivity analysis. Global signal regression, which is used to reduce noise in the data,
has been found to artificially introduce negative correlations (Murphy et al., 2009), which
is why we decided against using it. This might be one of the explanations why, in contrast
to previous studies, we did not find any significant negative correlations with our seed
regions. In order to reduce noise we applied physiological noise correction instead, which
reduces variation in the BOLD signal related to variation in breathing and HR. The
difference in noise correction might be one reason why we could not replicate some of the
previous findings.
We investigated the relationship between GABA+ in the insula and DLPFC and func-
tional connectivity of functionally defined seed regions in the anterior insula and DLPFC.
The spectroscopy voxels used to measure GABA+ were very large compared to the seed
regions used. Therefore, the actual contribution of the seed region to the GABA+ measure
is not known. If the GABA+ concentration in the entire insula / entire DLPFC is rela-
tively homogeneous, this is not a problem, however, how homogeneous the concentration
is has not been tested.
Functional connectivity is a statistical construct based on temporal correlations be-
tween regions. High resting state network strength does not necessarily mean that the
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regions of a network are highly activated. There is evidence that functional connectivity
does partly reflect structural connectivity (e.g. Hagmann et al., 2008; Greicius et al.,
2009), but whether high connectivity can be found also depends on the variance of the
signal, possibly reflecting how variant and changable the thoughts during rest are in a
participant. Functional connectivity has been found to reflect the cognitive state a partic-
ipant is in (Shirer et al., 2012), and it is possible that group differences between fearfulness
groups reflect differences in how participants ”rest” during scanning rather than robust
differences in functional connectivity.
7.5.6 Summary and Conclusions
The connectivity of our functional ROI in the anterior insula is comparable to what has
been previously reported. The functional ROI in the DLPFC was most strongly connected
to regions of the default mode network. We found that fearfulness had an influence on
both resting state networks. Participants with high fearfulness had stronger connectiv-
ity between anterior insula and regions in the occipital lobe, cerebellum and SMA. We
found a positive correlation between GABA+ in the insula and connectivity between an-
terior insula and right caudate nucleus. GABA+ in the DLPFC did not influence resting
state connectivity of the DLPFC ROI. We conclude that with the current knowledge and
methods available it is hard to predict and interpret a GABA-resting state functional con-
nectivity relationship, but that exploratory analyses like this one can shed first light on
possible mechanisms.
Part IV
General discussion
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Chapter 8
Bringing all the findings
together...
8.1 Summary of the findings
The aim of this thesis was to investigate the interplay between fearfulness, GABA and
fear-related BOLD responses. Previous studies have shown GABA deficits in clinical popu-
lations, hyper-activation of emotion processing brain regions in individuals with high fear,
and a direct negative relationship between GABA concentration and BOLD responses.
This was the first study to combine measures of BOLD responses during a fear provoca-
tion task with measures of fearfulness and GABA concentration in structures related to
fear processing. Additionally, we collected a number of control measures that could have
a potential impact on any of the relationships of interest and which could lead to a better
understanding of the methodology in the field.
Prior to investigating the main research questions, two emotion paradigms were eval-
uated for usability in this project. The first paradigm consisted of frequently used emo-
tional faces (Chapter 2), but failed to elicit BOLD responses specific to the emotional
content of the faces. Additionally, the BOLD responses were not repeatable over a retest
scanning interval. In Chapter 3 a novel emotion paradigm was developed, aimed to
elicit activation in fear-relevant brain structures such as the amygala and insula. Two
contrasts were set up, a fear-specific (SPIDERS > ANIMALS) and an unspecific
(IAPSnegative > IAPSneutral) contrast. Based on the results, we concluded that this
novel paradigm was more suitable for the main project.
In Chapter 4 the main hypotheses were tested. We did not find an association
between fearfulness and GABA+ levels, but demonstrated that highly fearful participants
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Figure 8.1: Summary of findings. While fearfulness was not associated with GABA+ concentration, we
found a positive relationship between fearfulness and physiological responses to the task, as well as an
influence of physiological task reponses on emotion-related BOLD responses. The relationship between
GABA+ and BOLD signals was inconclusive. Insular GABA+ was associated with vascular reactivity in
the insula but not in the DLPFC and not with baseline CBF. The influence of vascular reactivity and
baseline CBF was also not conclusive and depended on the region and contrast investigated.
had stronger fear-related BOLD responses in the anterior insula, and in other regions that
are frequently associated with emotion processing, replicating the findings from previous
studies. We did not find a correlation between GABA+ and fear-specific BOLD responses
in functionally defined regions in the anterior insula and DLPFC, however, a positive
correlation between insular GABA and BOLD responses for the fear-specific contrast in
a cluster encompassing insula, amygdala and putamen, as well as a positive correlation
between GABA+ in the DLPFC and fear-specific BOLD responses in a frontal cluster
posterior to the spectroscopy voxel. GABA+ concentration was not associated with the
level of BOLD responses for the fear-unspecific contrast.
In Chapter 5 the potential mediating role of physiological responses to the task was
investigated. We demonstrated that stimuli elicited physiological changes during the task,
and that applying physiological noise correction had an effect on the analysis of the emotion
paradigm, making it more conservative and reducing the common effect of physiology and
task.
Other potential mediating factors investigated were vascular reactivity and baseline
cerebral blood flow (Chapter 6). We did not find evidence for either of the measures being
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responsible for the previously discovered results, however, we demonstrated a negative
correlation between GABA+ and vascular reactivity in the insula.
Finally, the association between fearfulness and GABA+ and functional connectivity of
fear-related regions in the left anterior insula and left DLPFC were investigated (Chapter
7). We found stronger connectivity of both regions for highly fearful participants, and a
positive correlation between insular GABA+ and connectivity between the anterior insula
and the caudate. Figure 8.1 illustrates all the findings.
8.2 Considerations for interpretation
A number of issues have to be considered when the above findings are discussed.
8.2.1 Recruitment
We used a subclinical sample for this study. Results from subclinical samples are informa-
tive, since they can give clues about potential predispositing factors for clinical disorders,
without the risk of treatment confounds or that brain correlates might in fact be results
of the disorder rather than a predisposition. This might be a reason why we could not
replicate some of the previous findings that were reported with clinical samples, such as
decreased GABA concentration in fearful participants. On the other hand, subclinical
populations might have protective factors that keep them from developing clinical dis-
orders despite having high fear. For example, it is possible that whether highly fearful
individuals develop a psychiatric disorder is dependent on their GABA level. If this was
the case, highly fearful individuals that do not develop psychiatric conditions (such as
our sample) would have comparable GABA levels to healthy controls (but altered GABA
concentration would be found in individuals with psychiatric conditions). This is a spec-
ulative scenario, but outlines the limitation of using subclinical samples for investigating
predispositions.
Because we aimed for healthy participants with high vs. low subclinical levels of
fearfulness, we had to conduct screening prior to recruitment. Screening questionnaires
were the FSS-II and the FSQ, both of which have previously been shown to have good
reliability and validity in non-clinical samples. We picked extreme groups from a screening
sample of around 600 females, and we observed that the scores in the two screening
questionnaires did not correlate very highly (r = .22, p < .0001). This was unexpected
since fear of spiders has previously been found to be correlated with other fears (Olatunji,
2006; Sawchuk et al., 2000). One reason for our low correlation might be that the items of
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the FSS-II span a big variety of stimuli of various categories. Fear of spiders might only
predict fear of certain other stimuli and not fearfulness in general.
The low correlation between the screening questionnaires made recruitment challeng-
ing. Additionally, the screening took place a few months before scanning for some partic-
ipants, which is why all participants were given the screening questionnaires again at the
time of scanning, even though it was not expected that the scores would change much.
However, six participants had to be excluded because they filled out the questionnaires
the opposite way than at the time of the screening. In general, particularly for the FSS-II
a regression to the mean was observed, and in our final sample the FSQ seemed to differ-
entiate groups better than did the FSS-II. This might be one of the reasons why we found
most group differences in spider-related contrasts (rating of the images, BOLD activation),
and potentially also influenced the fact that we did not find group differences in GABA+
concentration.
Our sample consisted of young female members (students and staff) of Cardiff Uni-
versity. On one hand, in such a homogeneous sample it is less likely that fearfulness is
confounded with other factors such as age or gender. On the other hand, recruiting from
wider population might have led to higher variance / more extreme extreme groups in
fearfulness and therefore to more power to detect potential associations.
8.2.2 High GABA, low BOLD: is it too simplistic?
Most previous studies have reported negative rather than a positive correlation between
GABA and BOLD, which does suggest that the measured GABA concentration indicates
the level of inhibition in a brain region. However, even though a negative relationship
between GABA levels and BOLD signal seems intuitive, it is probably not as simple. It
is in fact not well understood what role GABA and GABAergic interneurons play in the
generation of the BOLD signal (for good reviews see Buzsa´ki et al., 2007; Lauritzen et al.,
2012; Logothetis, 2008). The current understanding is that even though postsynaptic ac-
tivity in excitatory synapses but not in inhibitory synapses drives the BOLD response,
”the balanced proportional changes in excitation-inhibition activity, which occur as a re-
sult of neuromodulatory input, are likely to strongly drive the haemodynamic responses”
(Logothetis, 2008, p.873). This means that whether a lot of GABA transmission leads
to a lower BOLD response depends on the level of excitation. In fact, some studies have
found positive correlations between GABA and glutamate measures (Kegeles et al., 2012;
Stagg et al., 2011), which is not surprising considering that GABA is a metabolic prod-
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uct of glutamate. However, it might suggest that both neurotransmitter concentrations
reflect the level of complexity in a region. How much glutamate gets transformed into
GABA depends on GAD, and individual differences in GABA concentration are related
to genes for GAD67 (Brealy et al., unpublished findings; Marenco et al., 2010). Because
the GABA MRS measure is sensitive to intra- and extracellular GABA, it is not clear
at this point whether high GABA concentration actually indicates high GABA transmis-
sion. Interestingly, benzodiazepine administration in humans has been shown to decrease
measured GABA concentration (Goddard et al., 2004a). This might mean that if GABA
transmission is efficient - because of high receptor number, well functioning receptors or
benzodiazepine abundance - maybe not as much GABA is needed for successful trans-
mission. This adds another level of complexity when it comes to investigating individual
differences in GABA concentration measures.
Even though most of the previous studies looking at GABA and BOLD report negative
correlations, recently two studies reported the opposite (this study and Wiebking et al.,
2014). It is unclear how many studies did not find a correlation (since negative findings are
less likely to be published), one example is Robson (2012) who could not replicate findings
by Muthukumaraswamy et al. (2009)/Muthukumaraswamy et al. (2012). In addition to
that, within some of the studies GABA did not correlate with BOLD responses for all the
contrasts, and in some cases only in one out of a number of conditions (e.g. Stan et al.,
in press and also this study), which leads to problems with multiple comparisons and
potential chance findings. Furthermore, it is not clear why GABA should only correlate
with BOLD responses under certain conditions in the same region (given that BOLD
responses are found for all conditions). We tried to come up with an explanation for our
findings (GABA contribution is higher in simple, non-emotional stimuli) but this needs to
be further explored with studies designed for that purpose.
8.2.3 Were we measuring trait markers?
In this project, we were interested in predisposing factors or biomarkers for high levels of
fearfulness. We suggested both fear-induced BOLD responses and GABA+ concentration
measures as potential biomarkers, which assumes that the measures are relatively stable
over time and more strongly driven by individual differences rather than daily state of the
participant. In order to test this, we conducted repeatability analyses for both, the fMRI
paradigm, and the GABA spectroscopy scans.
We evaluated two emotion paradigms for repeatability. The first paradigm was an
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emotional faces task and did not produce repeatable BOLD responses, or the expected
activation patterns. The second task was self-constructed and gave more repeatable re-
sults, and also demonstrated that repeatability depends on factors such as how ROIs
are defined and what contrast is being used. Repeatability was lower for the contrast
to the neutral condition than for the contrast to fixation cross baseline, indicating that
it is harder to capture the emotional aspect reliably with this emotion paradigm. This
makes it more challenging to investigate the relationship between the emotional-related
BOLD response and GABA, and might be a reason why we did not find a correlation
when we used functionally defined ROIs and the contrast SPIDERS > ANIMALS or
IAPSnegative > IAPSneutral. We did find a correlation between GABA+ and BOLD
responses for the contrast SPIDERS > ANIMALS in a different cluster, but it turned
out that the correlation was in fact highly influenced by the contrast of neutral condition
to fixation cross baseline.
The reason why contrasts between two active conditions do so badly could be several.
For one, there might be lower signal-to-noise ratio because the %SC change is substantially
lower. Also, even though in our study stimuli were very carefully matched, no contrast is
perfect and it is unlikely that it ever ONLY captures the emotional aspect. Comparison
to fixation cross has other problems. For example, we demonstrated that physiological
parameters have an influence on BOLD responses contrasted to fixation cross baseline,
independently of the stimulus condition. This was found mostly for visual areas, but we
cannot exclude that other areas are also affected to some extent. Furthermore, individual
differences in vascular reactivity could predict BOLD responses contrasted to fixation but
not contrasted to the neutral condition in the amygdala (data not shown in this thesis).
This demonstrates that the contrast to fixation cross is influenced by a number of unwanted
factors, that might be hard to control for, and some of them might even be unknown. It is
not clear whether the low repeatability of the contrast measures are due to low reliability of
the measurement or due to temporal fluctuation of emotional aspect of the BOLD signal.
Resolving this issue would be very important for future emotion research.
In the Appendix, a study is described in which the repeatability of the GABA+ mea-
sures was estimated. This was done using the same participants as in the main experi-
mental chapters. Since two spectra were obtained from each participant and each region,
and some participants came back for a second scan, we could estimate repeatability of a
9 min. spectrum acquisition, but also of the average of two such spectra over a longer pe-
riod of time. We found that averaging over two spectra yielded higher repeatability even
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though data for this analysis was collected in two separate sessions a few weeks apart.
This suggests that measuring GABA+ several times and averaging gives better measures
of GABA+, but also that GABA+ is somewhat stable over a few weeks. This supports
recent findings by Near et al. (2014) who found good repeatability of occipital GABA+
measures over a 7 day interval. In our main project we had to exclude several participants
because they had no acceptable GABA+ spectrum, and for a number of participants we
only had one acceptable spectrum and could not take average over two spectra. This
means that the GABA concentration estimates that were used in this study are noisy,
which influences the power of the study.
Taking the results from BOLD repeatability and GABA repeatability together, we
conclude that BOLD contrast to fixation cross (but not contrast to neutral condition) and
GABA+ in our regions of interest are possibly trait markers, but measurement of these is
noisy. Considering the low sample sizes of other studies, but also the sample size of this
study - which suffered from additional exclusion of participants - it is possible that we did
not have enough power to detect all true effects (a general problem in Neuroscience, also
see Button et al., 2013). In the following, we estimate the power of this study post-hoc.
8.2.4 Post-hoc power analysis of this study
The low repeatability of some of the measures suggests that the power of this study might
be not high enough to detect some of the expected effects. This is demonstrated using the
correlation between BOLD and GABA+ in our functionally defined fear-specific cluster in
the anterior insula. We could not find a significant correlation between the two measures in
a sample of 29 participants. In order to estimate the power of this analysis, the approach
used in Robson (2012) was adapted. We used the BOLD %SC data from the 14 retest
participants to estimate the noise in the BOLD data. The mean of the %SC from the
contrast SPIDERS > ANIMALS from session 1 was 0.12, std. from session 1 was
0.19, and estimated noise was 0.86 (calculated the absolute percent change from session
1 to session 2 averaged across participants, and multiplied by the sample mean to end up
with the same units). In order to estimate noise of GABA+ data, data was used from 22
participants with two accepted GABA+ spectra in the insula in the first scanning session.
Mean from scan 1 was 1.43, std. 0.23, and noise (calculated as described above) 0.29.
It has to be noted that the noise calculation for BOLD data was a bit stricter since it
involved a retest interval of a few weeks, while the GABA+ noise was calculated with data
from the same session.
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Data for a population of people (N = 10000) was simulated with a ”true” effect size
between r = 0 and r = 1. For a variety of sample sizes (N = 2-100) a random sample
was drawn and normally distributed noise was added (by creating random numbers with a
standard deviation equivalent to half of the noise calculated above). Then the correlation
in the respective sample (using the noisy data) was calculated. This was done in 10000
iterations, and from the 10000 resulting values for each sample size and each true effect
size the probability of getting a significant result was calculated, as well as the average
detected correlation coefficient.
As illustrated in Figure 8.2 (top), independent of the real correlation coefficient, in
a randomly drawn sample the detected correlation coefficient does not exceed r = .34.
The power of 80% to detect an existing correlation is only given when the real correlation
exceeds r = .80 and with sample size of around 100 participants, or when the real correla-
tion approximates r = 1 and the participant number exceeds 64. This indicates that the
power in this study to detect a correlation between BOLD in the functional anterior insula
and insular GABA+ was very low, given the noise of the measures. As noted above, the
noise estimation of the BOLD contrast %SC was strict, assuming that the value should
be constant over time. This power analysis probably underestimates power slightly, but
illustrates an important issue. As a comparison, we ran the same simulation using the
more repeatable contrast SPIDERS > fixation. Figure 8.2 (bottom) shows the results.
Here, with a sample size like ours (N = 29), power of 80% can already be reached with a
real correlation of .65. With a true correlation of 1, the average detected correlation is .80.
This indicates again, that the comparison to fixation cross baseline for this paradigm seems
to be less noisy and more powerful, but it is still harder to interpret than the contrasts to
neutral conditions.
8.3 Conclusions
The aim of this thesis was to investigate the relationship between fearfulness, GABA
concentration and fear-related BOLD responses. We assumed a trait fearfulness and that
GABA concentration and fear-related BOLD responses are relatively stable over time,
being potential predispositions for clinical disorders characterized by a high level of fear.
Repeatability studies conducted in the context of the thesis suggest that how stable the
variables actually are over time depends on the way they are measured. For example
stability of the BOLD responses depended on the emotion paradigm used, contrast used
and region of interest used (Chapters 2 and 3). Repeatability of the GABA measures
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A)
B)
Figure 8.2: Simulations for GABA+-BOLD correlation. Left plots: average detected correlation co-
efficients in randomly drawn samples (with sample sizes between 0 and 100 [y-axis] from a simulated
population with true effect sizes between r = 0 and r = 100 [x-axis]. For each scenario, 100000 itera-
tions were run. Right plots: probability of detecting a significant correlation, using the same data. Row
A) Simulations were done for BOLD %SC of the contrast SPIDERS > ANIMALS in the fear-specific
functional ROI in the left anterior insula. Row B) Simulations were done for BOLD %SC of the contrast
SPIDERS > fixation in the fear-specific functional ROI in the left anterior insula.
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depended on the criterion for excluding participants based on data quality (Chapter 9).
Measures of fearfulness have previously shown to be temporally stable, but we had to
exclude a number of participants for inconsistent answers on the questionnaires. All these
findings suggest that our variables of interest are potentially trait variables, but measures
of the variables are characterized by a considerable amount of noise. Post-hoc power
analyses described above demonstrate that in order to correlate noisy measures as ours
with each other, big sample sizes are needed.
The main conclusions from this thesis are summarized as follows: a) FMRI task con-
struction and analysis influences the repeatability of the BOLD %SC measures, and the
BOLD response associated with the emotional content of the stimuli does not seem to be a
repeatable measure. b) The BOLD response to pictures independent of emotional content
contrasted to fixation cross baseline is influenced by non-neural factors such as physiolog-
ical reactions to the task, which is why physiological noise correction is recommended. c)
Physiological reactions to the task are dependent on fearfulness, however, they do not ex-
plain the influence of fearfulness on BOLD responses in the anterior insula. d) GABA+ in
a region correlates with task-related BOLD responses and functional connectivity of that
region, however, interpretation of such correlations is restricted by the unspecificity of the
GABA+ measure. e) Due to noise in measures such as BOLD responses and GABA+
measures studies using these measures, are likely to be limited in terms of power. Issues
with power of this and of previous studies might be the reason for some of the conflicting
findings.
This does not mean that research in this field should not be continued. Recently, a
lot of effort is being made in improving GABA MRS measures (e.g. Evans et al., 2013;
Harris et al., in press), and in understanding and correcting for non-neuronal sources of
variance in the BOLD signal (e.g. Bright and Murphy, 2013b). It is likely that the trend to
measure with higher field strengths will also contribute to the improvement of some of the
measures used in this study. When conducting projects aimed at investigating individual
differences and trait measures it is highly recommended to estimate noise in the data and
repeatability of the measures, in order to be able to assess the power and to be aware of
the limitations of any resulting study.
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9.1 Abstract
There is an increasing body of research relating inter-individual differences in behaviour
and clinical symptoms to GABA+ concentration in frontal brain regions. These regions
(such as the insula and DLPFC) can be prone to low signal-to-noise ratio and increased
artefacts, due to the effect of magnetic field inhomogeneity. Although data quality can be
variable, we still lack consensus on objective criteria to evaluate whether a spectrum is
”good enough” to provide a reliable GABA+ concentration measure. In this study, we aim
to demonstrate how excluding spectra based on different criteria affects the repeatability
of GABA+ concentration measures.
We collected GABA+ spectra in the left insula and left DLPFC from 44 females
between 18-27 years of age. For each participant, two spectra (9 min. acquisition time
each) from each voxel were obtained within one scanning session. Voxels were placed
based on anatomic landmarks. Additionally, 14 participants underwent a second scanning
session following the same protocol. Spectra were acquired on a 3T MR scanner, using
MEGA-PRESS spectral editing. The GABA+ data was analysed in Gannet.
We compared exclusion criteria that were based on two data quality indices: the fit
error (%) of GABA+ (standard deviation of fit residuals / GABA+ peak height), and
expert ratings of spectrum quality. For spectra that met the applied criterion, within-
session and between-session repeatability was estimated using the intraclass correlation
coefficient (ICC) and the coefficient of variance (CV). Within-session repeatability was
lower than previously reported repeatability estimates for the occipital voxel, but and
could be increased with very strict exclusion criteria. Between-session repeatability was
calculated over the averaged concentration measures over two runs, and turned out higher
than within-session repeatability, suggesting that increasing the number of acquisition
runs can improve repeatability. Furthermore, expert ratings seemed to be more sensitive
measures of data quality than fit error.
Our findings support the assumption that GABA+ spectra obtained from the insula
and DLPFC are noisy and show low repeatability when data is not carefully inspected
with regard to data quality. Based on our results we recommend applying strict quality
control and acquiring and averaging over several spectra if GABA+ concentration in the
insula and DLPFC are of interest.
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9.2 Introduction
GABA is the brain’s major inhibitory neurotransmitter, released by interneurons in order
to establish a balance between excitation and inhibition (Buzsaki, 2006; Isaacson and
Scanziani, 2011). Pharmacological, genetic and animal studies found evidence that GABA
metabolism and transmission is altered in psychiatric disease, such as schizophrenia (e.g.
Guidotti et al. 2005). MRS, a method based on magnetic resonance imaging, obtains
GABA concentration measures from human brains in vivo. Scientists have started applying
this method to address clinical questions and GABA MRS measures have successfully
been linked with psychiatric symptoms (e.g. Ham et al. 2007; Rosso et al. 2014) and even
personality traits (e.g. Boy et al. 2011).
But even though GABA MRS has proven a very useful tool, several limitations are hard
to overcome. Firstly, because of the low signal-to-noise ratio (SNR), spatial resolution is
very low compared to other MRI methods. A typical spectroscopy voxel is about 3 x 3
x 3 cm3 big, making the measures quite unspecific with regard to the region of interest.
Secondly, the placement of the voxel in a participant’s brain is done by the researcher using
anatomical landmarks, but due to differences in size and shape of individuals’ brains, the
part of the brain covered by the voxel varies between participants. Thirdly, data quality is
sensitive to field inhomogeneity. Most studies place the voxel in the occipital lobe, which
yields spectra of good quality (Puts and Edden, 2012). Obtaining GABA measures from
other, more inhomogeneous, areas such as the insular and prefrontal cortex can lead to
noisy spectra and artefacts.
Currently, no clear guidelines exist for excluding bad quality spectra, and the process
varies between studies. In some papers the exclusion criterion is not even reported (e.g.
Streeter et al., 2005). The most commonly stated criterion is based on the Cramer bound,
an index calculated by some, but not all, analysis packages. Even though it might be a
reasonable indicator for data quality (Cavassila et al., 2001), we do not know how good a
spectrum has to be so that the researcher can confidently use it for answering questions
about the brain. Particularly for studies investigating the relationship between GABA
concentration and other measures, it is crucial that inter-individual differences are due
to actual differences in GABA concentration and not measurement error. The extent to
which this requirement holds true can be estimated by looking at the repeatability of the
measures - given the assumption that what one is trying to measure is stable over the
retest interval.
A number of studies have assessed repeatability of GABA spectroscopy across different
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regions by comparing variance between participants to variance within participants, using
the coefficient of variation (CVwithin, CVbetween), and the intraclass correlation coefficient
(ICC) which quantifies the ratio of between-subject variance to total variance (Shrout
and Fleiss, 1979). GABA obtained from the occipital voxel seems to be repeatable (Evans
et al., 2010), while for the DLPFC somewhat lower repeatability has been reported (Evans
et al., 2013; O’Gorman et al., 2011; Wijtenburg et al., 2013).
In this study, we directly addressed the question ‘”How good is good enough?”‘. We
measured GABA+ (GABA coedited macromolecules) concentration in the insula and the
DLPFC, twice in each region and each participant. Our aim was to assess overall data
quality, using two repeatability indices, the intraclass correlation coefficient (ICC) and the
coefficient of variation (CV). We assessed within-session and between-session repeatabil-
ity (by asking some participants back for a second scanning session). Then we applied
exclusion criteria to the aquired spectra based on subjective expert ratings, and on the
objective GABA+ fit error, and looked at the effect of the strictness on repeatability of
the remaining data. Our aim was to find the exclusion criterion that brings the best bal-
ance between retaining sample size and obtaining satisfying repeatability. Furthermore,
we investigated the similarity of voxel placement between participants.
9.3 Methods
9.3.1 Participants and GABA+ acquisition
For this repeatability study, the data from the main project was used (see Chapter 4). All
44 participants were considered for this analysis.
For the first session, one participant did not produce a second insula scan, and three
participants did not produce a second DLPFC scan. During the second session, one
participant did not produce a second insula scan. Spectra with fit error above 20% were
excluded from all analyses, as were spectra with GABA+ estimation of > 3 i.u. (> 0.5 i.u.
for GABA+/Cr) since they turned out to be outliers in all repeatability analyses. This
left 33 participants with two GABA+ spectra for the DLPFC voxel, and 36 participants
with two GABA+ spectra for the insula voxel.
9.3.2 Anatomical overlap of voxels
We calculated the amount of anatomical overlap between a participant’s spectroscopy
voxel with the spectroscopy voxels from the same region of all other participants. The
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Table 9.1: Reliability of spectrum rating. Intra-rater reliability for Rater1(R1) and Rater2(R2), and
inter-rater reliability calculated by ICCs are shown as well as the correlation between the ratings and the
fit error, and between the ratings on the three-point and five-point scale.
3 point scale 5 point scale
ICCintra .85 (R1), .84 (R2) .92 (R1), .84 (R2)
ICCinter .77 .81
Correlation with fit error r = −.53 r = −.50
Correlation between scales r = .90
percent overlap was calculated by dividing the volume shared between both spectroscopy
voxels by the average number of volume of the two spectroscopy voxels. Therefore, for
each participant, 43 overlaps were calculated and averaged. This was done for data from
the first scanning session only.
The anatomical mask for the left insula was taken from the WFU-PickAtlas (Ver-
sion 3.0.4, Wake Forest University, School of Medicine, Winston-Salem, North Carolina,
www.ansir.wfubmc.edu). Insula coverage was estimated by dividing the volume shared
between spectroscopy voxel and insula mask, by 2123 (volume of insula mask [in voxels]).
In order to assess the percentage an individual’s spectroscopy voxel that is filled by the
insula, the shared volume between spectroscopy voxel and anatomical insula was divided
by the volume of the spectroscopy voxel. This was done for session 1. This procedure
could not be performed for the DLPFC since there is no equivalent mask.
9.3.3 Data quality indices
Ratings were performed on two different rating scales in order to investigate whether a
broader classification system has an advantage. Two expert raters rated the unfitted
spectra twice on each of the scales, independently from each other. Using a 3 point scale,
the images were rated on the scale from 0 (unusable), 1 (borderline), 2 (good). The 5
point scale compromised the classifications 1 (unusable), 2 (borderline), 3 (average), 4
(good), 5 (very good). Intra- and inter-rater reliability were high for both the 3 point,
and the 5 point scale. The scales correlated highly with each other (Table 9.1). For
futher analysis the 5 point scale was used. Figure 9.1 shows examples for spectra rated as
unusable, average, and very good, respectively.
The second indicator of data quality used was the fit error of the GABA+ peak model
fit, as provided by Gannet. It constitutes the standard deviation of the fit residuals of
the GABA+ fit and water fit. For the analysis with GABA+/Cr, a combined fit error of
GABA+ and Creatin peak was used.
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Figure 9.1: Examples for spectrum ratings. Shown are examples for spectra rated as unusable (left), as
average (middle) and as very good (right). The blue line shows the data, the red line the fitted model.
The blue line below plots the residuals. X-axis: ppm (GABA+ is located at 3 ppm), y-axis: arbitrary
units.
9.3.4 Repeatability estimations
The intraclass correlation coefficient (ICC[3,1]; Shrout and Fleiss 1979) was used as a
measure of repeatability. ICCs were interpreted according to commonly used guidelines
(Cicchetti, 2001) that classify values of < .41 as poor, values between .41 and .59 as fair,
values between .60 - .74 as good and values > .74 as excellent. Negative ICCs are reported
as 0. Within-session ICCs were calculated using single spectra, and ICCs for the average
of two spectra (indicates the repeatability of the average of two measures with the given
repeatability) were estimated using the Spearman-Brown Prophecy formula: ICCaverage =
2 * ICC / (1 + ICC).
A CVwithin were calculated for each person by dividing the standard deviation of the
two GABA+ estimates by their mean. CVswithin were averaged over all participant to
report a single CVwithin value. CVbetween was calculated for both sessions (by dividing the
standard deviation by the mean of all participants’ GABA+ estimates) and averaged over
the two sessions.
In order to find a useful exclusion criterion, different thresholds for excluding spectra
were applied. For the fit error, thresholds from 1 percent to 20 percent were applied with
steps of 0.5. For the ratings, criteria were applied from 1 to 5, with steps of 0.25. All
analyses were performed using MATLAB (MathWorks, Natick, MA).
9.4 Results
9.4.1 Within-session repeatability of GABA+ irrespective of data qual-
ity
Before excluding spectra, CVwithin for DLPFC and insula were 12% and 15%, respectively.
CVbetween was 18% for both voxels. ICCs were .11 (p = .26) for the DLPFC and ICC =
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.18 (p = .15) for the insula. Scatter plots are shown in Figure 9.2, with colour and size of
the dots indicating the two data quality indices.
9.4.2 Influence of data quality on within-session GABA+ repeatability
For spectra from session 1, mean and std. fiterror were 8.8 (0.19) for the DLPFC, and 9.3
(0.99) for the insula, respectively. Mean ratings were 3.1 (1.2) for the DLPFC, and 2.6
(1.3) for the insula.
We calculated ICC and CVs for different inclusion thresholds, based on both quality
indices (see Figure 9.3 and Table 9.2 for all numbers). For the insula, within-session
repeatability could not be improved when spectra were excluded based on fit error or
ratings. For the DLPFC, applying a strict inclusion criterion based on the fit error led
to high (ICC > .80) repeatability. Applying strict inclusion criteria also decreased the
CVwithin to < 10%.
Only expert ratings (mean of two spectra) could predict the absolute difference between
the two obtained measures (DLPFC: r[31] = -.48, p = .005; Insula r[34] = -.39, p = .02),
but not fit error (DLPFC: r[31] = .27, p = .13; Insula r[34] = .04, p = .80; see Figure 9.4).
Between-session repeatability of GABA+
Between-session repeatability was estimated based on the 14 participants who came for
a second scanning session. For participants who had two spectra per session passing the
applied exclusion criterion, the concentration estimate was averaged. Before excluding
spectra, CVwithin for DLPFC and insula was 12% and CVbetween was 17% for both voxels.
ICCs were .09 (p = .39) for the DLPFC and ICC = 0 for the insula. Again, we calculated
ICC and CVs for different inclusion thresholds, based on both quality indices (see Figure
9.5 and Table 9.3 for all numbers). For both, DLPFC and insula, significant ICCs > .80
were obtained when exclusion was based on expert ratings.
Results for GABA+/Cr
The same analyses were performed using GABA+ with Creatin as a reference. It turned
out that larger between-subject variance was observed for both the insula and the DLPFC
(see Supplementary Tables E.1 and E.2, and Figure E.1). Results are fairly similar, apart
from that fairly high ICCs were obtained for the insula when rating criteria were applied
(however, the CVwithin was still above 10% for these cases). Again, between-session re-
peatability was higher for DLPFC and insula when the spectra rated worst were excluded.
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Figure 9.2: Within-session repeatability. Scatter plot of GABA+ measure obtained in run 1 with GABA+
measure obtained in run 2 (top: DLPFC, bottom: insula). The colour of the dot refers to the mean fit
error, the size of the bubble to the mean rating (the bigger, the better rated the spectrum quality). The
red line indicates the ideal slope of data.
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Figure 9.3: Within-session repeatability dependent on spectrum exclusion criteria. Plotted are within-
session ICCs (top plots) and CVs (bottom plots) as a function of the number of participants retained in
the sample after excluding spectra based on fiterror (left plots) or ratings (right plots). Dashed lines show
CVwithin, non-dashed lines CVbetween.
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Table 9.2: Within-session repeatability dependent on spectrum exclusion criteria. For each exclusion cri-
terion (top rows: based on fit error; bottom rows: based on ratings), the number of remaining participants,
the ICC and its significant value, as well as CVwithin and CVbetween based on the remaining sample are
shown. ICC(av) refers to the estimated ICC for averaged measures (based on Spearman-Brown).
Fit error
DLPFC Insula
thr. N ICC p(ICC) ICC(av) CVws CVbs N ICC p(ICC) ICC(av) CVws CVbs
20.0 33 0.18 0.15 0.31 11.82 17.80 36 0.11 0.26 0.20 14.73 18.33
19.5 33 0.18 0.15 0.31 11.82 17.80 36 0.11 0.26 0.20 14.73 18.33
19.0 33 0.18 0.15 0.31 11.82 17.80 36 0.11 0.26 0.20 14.73 18.33
18.5 33 0.18 0.15 0.31 11.82 17.80 36 0.11 0.26 0.20 14.73 18.33
18.0 32 0.18 0.16 0.30 11.79 17.85 36 0.11 0.26 0.20 14.73 18.33
17.5 32 0.18 0.16 0.30 11.79 17.85 36 0.11 0.26 0.20 14.73 18.33
17.0 32 0.18 0.16 0.30 11.79 17.85 36 0.11 0.26 0.20 14.73 18.33
16.5 32 0.18 0.16 0.30 11.79 17.85 36 0.11 0.26 0.20 14.73 18.33
16.0 32 0.18 0.16 0.30 11.79 17.85 36 0.11 0.26 0.20 14.73 18.33
15.5 32 0.18 0.16 0.30 11.79 17.85 36 0.11 0.26 0.20 14.73 18.33
15.0 32 0.18 0.16 0.30 11.79 17.85 36 0.11 0.26 0.20 14.73 18.33
14.5 32 0.18 0.16 0.30 11.79 17.85 35 0.00 N.A. 0.00 15.06 16.70
14.0 32 0.18 0.16 0.30 11.79 17.85 35 0.00 N.A. 0.00 15.06 16.70
13.5 31 0.15 0.20 0.26 11.82 17.76 35 0.00 N.A. 0.00 15.06 16.70
13.0 31 0.15 0.20 0.26 11.82 17.76 32 0.00 N.A. 0.00 15.28 16.81
12.5 31 0.15 0.20 0.26 11.82 17.76 32 0.00 N.A. 0.00 15.28 16.81
12.0 30 0.15 0.21 0.26 11.80 17.86 32 0.00 N.A. 0.00 15.28 16.81
11.5 30 0.15 0.21 0.26 11.80 17.86 31 0.00 N.A. 0.00 15.10 16.67
11.0 28 0.15 0.22 0.26 12.22 18.43 29 0.00 N.A. 0.00 15.54 17.01
10.5 28 0.15 0.22 0.26 12.22 18.43 27 0.00 N.A. 0.00 15.09 16.20
10.0 26 0.18 0.19 0.30 11.61 15.84 25 0.00 N.A. 0.00 13.60 15.39
9.5 24 0.17 0.21 0.29 10.91 15.42 21 0.00 N.A. 0.00 14.33 15.16
9.0 23 0.14 0.25 0.25 10.88 15.44 21 0.00 N.A. 0.00 14.33 15.16
8.5 23 0.14 0.25 0.25 10.88 15.44 19 0.00 N.A. 0.00 13.76 14.78
8.0 19 0.21 0.19 0.35 8.92 12.76 16 0.00 N.A. 0.00 12.86 14.40
7.5 17 0.24 0.17 0.38 8.95 13.22 8 0.00 N.A. 0.00 11.61 12.09
7.0 15 0.32 0.12 0.48 8.55 12.97 6 0.00 N.A. 0.00 12.65 13.75
6.5 11 0.83 0.00 0.91 5.62 11.86 6 0.00 N.A. 0.00 12.65 13.75
6.0 5 0.84 0.02 0.91 6.43 12.30 4 0.33 0.30 0.49 8.36 11.50
5.5 3 0.85 0.08 0.92 8.93 11.19 1 N.A. N.A. N.A. N.A. N.A.
5.0 0 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. N.A. N.A.
Rating
DLPFC Insula
thr. N ICC p(ICC) ICC(av) CVws CVbs N ICC p(ICC) ICC(av) CVws CVbs
1.0 33 0.18 0.15 0.31 11.82 17.80 36 0.11 0.26 0.20 14.73 18.33
1.2 32 0.18 0.16 0.30 11.79 17.85 29 0.00 N.A. 0.00 13.42 16.16
1.5 31 0.20 0.13 0.34 11.04 15.48 25 0.00 N.A. 0.00 13.00 15.06
1.8 30 0.26 0.08 0.42 10.41 15.35 24 0.00 N.A. 0.00 12.86 15.10
2.0 29 0.21 0.14 0.34 10.42 15.03 21 0.10 0.32 0.19 11.58 14.39
2.2 25 0.18 0.18 0.31 10.44 15.36 19 0.12 0.30 0.22 11.85 14.57
2.5 24 0.29 0.08 0.45 9.36 14.94 18 0.20 0.20 0.34 11.37 13.95
2.8 22 0.25 0.12 0.40 9.11 14.76 13 0.18 0.27 0.30 11.78 14.28
3.0 21 0.20 0.19 0.33 9.37 14.46 9 0.00 N.A. 0.00 11.91 13.13
3.2 18 0.17 0.24 0.29 8.82 12.41 8 0.00 N.A. 0.00 12.57 13.41
3.5 13 0.12 0.35 0.21 9.70 13.83 7 0.00 N.A. 0.00 12.30 13.56
3.8 10 0.06 0.43 0.11 9.77 14.50 3 0.32 0.34 0.48 8.51 13.60
4.0 6 0.17 0.36 0.29 9.54 16.57 3 0.32 0.34 0.48 8.51 13.60
4.2 4 0.00 N.A. 0.00 13.52 15.58 2 0.81 0.20 0.89 8.43 14.60
4.5 2 0.00 N.A. 0.00 8.57 8.56 1 N.A. N.A. N.A. N.A. N.A.
4.8 1 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. N.A. N.A.
5.0 0 N.A. N.A. N.A. N.A. N.A. 0 N.A. N.A. N.A. N.A. N.A.
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Table 9.3: Between-session repeatability dependent on spectrum exclusion criteria. For each exclusion
criterion (top rows: based on fit error; bottom rows: based on ratings), the number of remaining partici-
pants, the ICC and its significant value, as well as CVwithin and CVbetween based on the remaining sample
are shown. ICC(av) refers to the estimated ICC for averaged measures (based on Spearman-Brown).
Fit error
DLPFC Insula
thr. N ICC p(ICC) ICC(av) CVws CVbs N ICC p(ICC) ICC(av) CVws CVbs
20.0 12 0.09 0.39 0.16 12.16 17.20 14 0.00 N.A. 0.00 11.91 17.01
19.5 12 0.10 0.38 0.18 11.89 17.09 14 0.00 N.A. 0.00 11.91 17.01
19.0 12 0.10 0.38 0.18 11.89 17.09 14 0.00 N.A. 0.00 11.91 17.01
18.5 12 0.10 0.38 0.18 11.89 17.09 14 0.00 N.A. 0.00 11.91 17.01
18.0 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
17.5 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
17.0 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
16.5 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
16.0 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
15.5 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
15.0 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
14.5 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
14.0 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
13.5 12 0.09 0.38 0.17 11.41 16.76 14 0.00 N.A. 0.00 11.91 17.01
13.0 12 0.09 0.38 0.17 11.41 16.76 14 0.00 0.49 0.01 11.80 16.96
12.5 11 0.16 0.31 0.27 10.15 16.59 14 0.00 N.A. 0.00 11.54 16.75
12.0 11 0.16 0.31 0.27 10.15 16.59 14 0.00 N.A. 0.00 11.54 16.75
11.5 11 0.16 0.31 0.27 10.15 16.59 14 0.00 N.A. 0.00 11.54 16.75
11.0 11 0.16 0.31 0.28 10.59 16.91 13 0.00 N.A. 0.00 12.20 18.60
10.5 9 0.22 0.27 0.36 11.47 18.24 13 0.01 0.49 0.01 12.00 17.41
10.0 8 0.20 0.30 0.34 12.30 18.92 13 0.01 0.49 0.01 12.00 17.41
9.5 8 0.20 0.30 0.34 12.30 18.92 13 0.01 0.49 0.02 11.74 17.24
9.0 6 0.41 0.18 0.58 8.09 11.43 13 0.01 0.49 0.02 11.74 17.24
8.5 5 0.42 0.20 0.60 8.04 12.66 13 0.04 0.45 0.08 11.88 17.52
8.0 4 0.42 0.24 0.59 8.50 12.60 11 0.17 0.30 0.29 12.92 20.03
7.5 3 0.48 0.26 0.65 8.36 14.82 10 0.21 0.26 0.35 13.60 20.03
7.0 3 0.48 0.26 0.65 8.36 14.82 9 0.23 0.26 0.38 14.99 20.93
6.5 3 0.58 0.21 0.74 7.37 14.34 6 0.24 0.31 0.38 11.24 14.20
6.0 2 0.95 0.10 0.97 5.33 20.94 5 0.18 0.37 0.30 11.27 14.65
5.5 1 N.A. N.A. N.A. 1.17 1.17 2 0.00 N.A. 0.00 12.84 12.82
5.0 1 N.A. N.A. N.A. 5.30 5.30 1 N.A. N.A. N.A. 12.23 12.23
Rating
DLPFC Insula
thr. N ICC p(ICC) ICC(av) CVws CVbs N ICC p(ICC) ICC(av) CVws CVbs
1.0 12 0.09 0.39 0.16 12.16 17.20 14 0.00 N.A. 0.00 11.91 17.01
1.2 12 0.12 0.35 0.22 11.09 16.72 14 0.00 N.A. 0.00 11.70 16.96
1.5 12 0.12 0.35 0.22 11.09 16.72 14 0.02 0.47 0.04 12.14 18.29
1.8 11 0.26 0.21 0.41 9.61 12.74 13 0.04 0.45 0.07 11.72 17.79
2.0 11 0.26 0.21 0.41 9.61 12.74 13 0.00 N.A. 0.00 13.01 18.54
2.2 10 0.27 0.21 0.43 10.56 13.41 12 0.03 0.46 0.06 12.28 18.28
2.5 8 0.60 0.04 0.75 7.40 14.25 12 0.00 N.A. 0.00 13.29 18.32
2.8 6 0.76 0.02 0.87 6.44 15.73 11 0.11 0.36 0.20 11.62 16.69
3.0 6 0.78 0.02 0.88 6.49 15.90 10 0.13 0.35 0.23 11.06 17.04
3.2 4 0.84 0.04 0.91 6.85 17.83 9 0.33 0.18 0.50 8.35 11.21
3.5 3 0.75 0.12 0.86 8.43 18.13 6 0.82 0.01 0.90 4.77 12.61
3.8 3 0.53 0.24 0.69 10.57 15.64 5 0.67 0.07 0.80 5.80 12.34
4.0 2 0.30 0.40 0.46 14.86 12.03 4 0.01 0.49 0.02 5.43 5.98
4.2 1 N.A. N.A. N.A. 6.75 6.75 2 0.00 N.A. 0.00 8.86 2.26
4.5 1 N.A. N.A. N.A. 6.75 6.75 2 0.00 N.A. 0.00 8.86 2.26
4.8 0 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. 14.41 14.41
5.0 0 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. 12.23 12.23
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Figure 9.4: Relationship between spectrum quality and within-session difference between measures. Left:
Fit error as quality criterion. The mean fit error of both spectra is plotted against the absolute difference
between the two obtained GABA+ concentration measures. Right: Expert rating as quality criterion. The
mean expert rating of both spectra is plotted against the absolute difference between the two obtained
GABA+ concentration measures. Blue dots represent DLPFC data, red dots data from the insula.
Table 9.4: Anatomical overlap between spectroscopy voxels. ”Insula coverage” refers to the amount of
the anatomical insula covered by the spectroscopy voxel, ”percent of voxel filled with insula” refers to
the relative volume of the spectroscopy voxel that includes the anatomical insula, ”between-participant
overlap” refers to the ratio of the spectroscopy voxel overlapping with other participants’ voxels on average,
”between-session overlap” refers to the overlap between the spectroscopy voxels of a participant that
were placed in two different sessions. For each value, minimum (min.), maximum (max.), median and
interquartile range (iqr.) are provided. An estimation of between-participant overlap of an occipital voxel
was included as a comparison, data was borrowed from (Mikkelsen et al., in preparation).
Min. Max. Median Iqr.
Insula coverage 39% 89% 70% 11%
Percent of voxel filled with insula 12% 25% 20% 2%
Between-participant overlap DLPFC 35% 71% 62% 9%
Between-participant overlap insula 57% 83% 77% 7%
Between-participant overlap Occipital (N=6) 59% 74% 70% 7.8%
Between-session overlap DLPFC 30% 87% 62% 18%
Between-session overlap Insula 42% 91% 68% 18%
9.4.3 Spectroscopy voxel positioning
Anatomical overlap of spectroscopy voxel position was calculated between participants
to see how similar voxel positions are in different participants. Furthermore, we looked
at the repeatability of the voxel position by calculating the between-session overlap for
participants who came for a second session. Average overlap was 62% for the DLPFC,
and 77% for the insula. On average 70% of the anatomical insula were covered by the
spectroscopy voxel (see Table 9.4 for all values).
9.5 Discussion
We investigated the within-session and between-session repeatability of GABA+ concen-
tration measures in the left insula and DLPFC, and the influence of different exclusion
criteria on the repeatabilty estimates.
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Figure 9.5: Between-session repeatability dependent on spectrum exclusion criteria. Plotted are between-
session ICCs (top plots) and CVs (bottom plots) as a function of the number of participants retained in
the sample after excluding spectra based on fiterror (left plots) or ratings (right plots). Dashed lines
show CVwithin, non-dashed lines CVbetween. If both spectra of a participant and session met the inclusion
criteria, the GABA+ estimate for this participant was averaged across the two spectra.
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9.5.1 Within-session repeatability of GABA+
Repeatability was estimated using CVs, as well as ICCs. CVswithin give an indication
of measurement error by calculating the variance of multiple measures within a person.
Small CVswithin indicate that similar measures were acquired within a person. If inter-
individual differences are investigated, the average CVwithin should be lower than the
CVbetween (which gives an indication of variance between participants). When all data
sets were included, we found CVwithin of 12% for the DLPFC, and of 15% for the insula.
The CVwithin were lower than the CVbetween (18% for the DLPFC and insula), but higher
than CVswithin that were previously reported for the occipital lobe (4%, Mikkelsen et al.,
in preparation; 10%, Robson, 2012; 6.5%, Evans et al., 2010), the ACC (9%, Napolitano
et al., 2013; 15% Mikkelsen et al., in preparation).
Three studies have estimated CVs for GABA in the DLPFC using a MEGA-PRESS
sequence, reporting values of 12% (O’Gorman et al., 2011), 12% (Evans et al., 2013)
and 13% (Wijtenburg et al., 2013). Latter study estimated GABA rather than GABA+
repeatability using a 7T 8 minute acquisition. These CVs are similar to our estimates. So
far, no study has reported CVswithin for the insular cortex. Our estimates suggest that
repeatability is even lower than in the DLPFC.
In order to be able investigate inter-individual differences in the concentration esti-
mates, the between-participant variance has to significantly exceed the within-participant
variance. The ICC provides a quantification of the ratio of between vs. total variance.
Even though variance between participants was larger than variance within participants
in our measures, retest correlations estimated by the ICC indicated low repeatability of
the measures (.18 for the DLPFC, .11 for the insula). In other words, the GABA+ con-
centration in run 1 could not predict the concentration in run 2, for either of the inspected
regions. Previously reported ICCs for the occipital voxel were .77 (Muthukumaraswamy
et al., 2012), .64 (Mikkelsen et al., in preparation), for the ACC .79 (Geramita et al., 2011),
and .17 (Mikkelsen et al., in preparation). This again suggests that GABA+ concentration
estimates are more repeatable in the occipital cortex than in the DLPFC or insula.
9.5.2 Influence of the exclusion criterion on repeatability
We tried to improve repeatability of the measures by excluding bad spectra. Two data
quality indices were compared with regard to their usefulness as exclusion criteria: expert
ratings of the spectrum quality, and the fit error of the GABA+ peak. Intra- and interrater
reliability for the ratings were very high. The ratings showed a medium correlation (r =
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-.50) with the fit error, confirming a relationship between the two quality indices but also
indicating that the ratings were not only based on the shape of the GABA+ peak but also
other possible characteristics of the spectrum, such as baseline fluctuations or artifacts.
Based on both criteria, we excluded spectra, applying increasingly strict thresholds. Along
with the increase in threshold, both CVwithin and CVbetween showed declining values,
suggesting that some of the variance between participants is caused by measurement error.
For the DLPFC, a CVwithin below 10% was only achieved when 30-40% of participants
were excluded from analysis, for the insula this was only achieved after excluding 90% of
participants (This has to be interpreted with caution, however, since the confidence of the
estimates also decreases with the decrease of sample size). With regard to the ICC, for
the DLPFC, a significant ICC of above > .40 was only obtained when the spectra of 2/3
of participants were excluded from analysis, using an exclusion of 6.5% fit error. For the
insula, independently of how strict the exclusion criteria were, the threshold of .40 was
not even met with the strictest inclusion criteria. Again, since sample size decreases with
strictness of the criterion, this might be partly due to decreased power in the repeatability
estimation.
Even though we used fairly standard aquisition methods, our within-session repeatabil-
ity estimates suggests that obtaining a GABA+ concentration with a 9 minute acquisition
does not yield in a GABA+ concentration measure that is a useful correlate to other vari-
ables, unless very strict exclusion criteria are applied to the spectra. Otherwise most of
the variance in the measure is caused by within-subject variance, so external variables can
not account for much of the variance anymore.
9.5.3 Between-session repeatability of GABA+
It is not clear whether increasing the length of aquisition would always lead to better data
quality and repeatability. Increased scan duration could also lead to increased motion
artifacts and scanner drift (Harris et al., in press) throughout the session. Therefore,
it might be beneficial to acquire two spectra and average the obtained concentration
estimate. We calculated within-session repeatability with a single spectrum, and only
estimated how much repeatability would increase when two spectra are averaged (using the
Spearman-Brown Prophecy formula). We then went on to calculate the actual repeatabilty
of averaged values for the proportion of participants who came for a second scanning
session. Again, without exclusion of spectra, between-session repeatability as measured
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by the ICC was around 0, and CVs comparable to what was found for within-session
repeatability.
When spectra were then excluded based on different thresholds, ICCs were somewhat
larger than it was the case for within-session repeatability, however, due to the smaller
sample size, significance was harder to reach. When excluding based on ratings, for both
the insula and DLPFC, significant ICCs of > .80 (indicating ”excellent repeatability”)
were reached when about 50% of participants were excluded. Even though this suggests
that very strict inclusion criteria are needed to obtain repeatable GABA+ estimates,
the increased ICCs as compared to the within-session ICCs indicates that averaging over
several spectra does increase repeatability. Even more so when the limitations to the
between-session comparison are taken into consideration, such as the shift in voxel position
and potential day-to-day fluctuations of GABA+.
9.5.4 Fit error or expert ratings?
For within-session repeatability, exclusion based on fit errors was more successful for the
DLPFC than based on ratings, and unsuccessful for the insula altogether. For between-
session repeatability, exclusion based on ratings was able to increase repeatabiliy of the
remaining measures for both areas, while exclusion based on fit error was not. When we
correlated the absolute difference between the two GABA+ measures obtained during a
single session, we only found a correlation with the average rating but not with the average
fit error. This suggests that expert ratings are somehow more sensitive in indicating data
quality than the fit error. Possibly other characteristics of the spectra than the GABA+
peak fit - such as baseline fluctuation (which does not necessarily have a strong influence
on the fit error) - are a better predictor of data quality. The overall better performance
suggests that experts inspection of the data might be a good enough indicator for whether
a spectrum should be included or excluded. However, the rating scale used in this study
ranged from 1 (unusable) to 5 (very good), and only excluding spectra rated as unusable
was not sufficient to increase repeatability. Our results suggest that if a CVwithin below
10% is aimed for, then all spectra have to be rated with an average of 2.5 for the DLPFC,
and even higher for the insula. Another obstacle with using expert ratings is that the
experience of the rater with different kinds of artifacts will have an influence on the
ratings, which is not a problem when objective quality indeces such as the fit error or the
Cramer bound are used.
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9.5.5 Spectroscopy voxel positioning
The positioning of the voxel can influence variability between subjects and also between-
session repeatability. We wanted to estimate the variation in voxel positioning, by calcu-
lating the spatial overlap between participants’ spectroscopy voxel. It turned out that the
overlap was on average 62% for the DLPFC, and 77% for the insula. This is comparable
to an estimation based on a different dataset for the occipital voxel (average of 70%). The
limited spatial overlap of tissue covered is due to different head sizes and shapes between
participants, but also due to variation caused by the researcher manually selecting the
voxel position. Surprisingly, the overlap of two spectroscopy voxels placed in a single par-
ticipant in two different sessions was similar to between-participant overlap (DLPFC: 62%,
insula: 68%), which suggests that this manual placing is somehow arbitrary and not only
dependent on the participant’s brain. This variation in placement can have an impact in
the interpretation of data. In this case, the amount of insular cortex covered by the spec-
troscopy voxel varied form 39% to 90%, and on average only 20% of the voxels’ volume was
actually insular cortex. This somewhat restricts the interpretation of the spatial origin
of the spectrum. However, we found good between-session repeatability for high-quality
spectra despite low repeatability of the voxel position. It is therefore possible that the
shift of the voxel position does not have a strong influence on the GABA+ estimation,
possibly due to similar concentrations in surrounding tissue.
9.5.6 Limitations and future directions
We reported low within-session repeatability for GABA+ estimates in the DLPFC and
insula. In our analyses we assumed that repeatability is mainly a measure of reliability,
however, we cannot exclude the possibility that low frequency GABA+ fluctuations con-
tribute to the within-participant variability. There is some evidence that GABA+ can be
experimentally manipulated (Hasler et al., 2010; Michels et al., 2012). However, if actual
GABA+ fluctuations are responsible for low repeatability, then GABA+ concentration is
not very useful as a marker for individual differences anyway. The fact that repeatability
was better after applying very strict inclusion criteria, and after averaging over two spectra
suggests, however, that at least a big proportion of the low repeatability is due to data
quality and noise.
We only investigated the influence of two quality indices on repeatability, and it is
possible that other indices such as the Cramer bound, or SNR etc. perform better in
predicting the difference between two measurements. Depending on the data analysis
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method and package, different quality measures are provided. The advantage of expert
ratings is that they can be applied independently of the analysis package, but on the other
hand ratings are more subjective and might be dependent on the experience of the rater.
More advanced objective algorithms to determine data quality based on different spectral
criteria could be very useful for researchers without a lot of experience.
We looked at GABA+ measures. Recently, more and more studies apply macro-
molecule suppressed acquisition to obtain a purer measure of GABA (e.g. Aufhaus et al.
2013). A recent study demonstrated comparable repeatability of the GABA+ and GABA
measures (Mikkelsen et al., in preparation) in the occipital lobe. However, high repeatabil-
ity for GABA+ in the occipital voxel has been frequently reported, and MM suppression
might only be beneficial to repeatability in more problematic areas, such as the DLPFC
and insula. Therefore, it remains to be discovered whether MM suppression leads to higher
repeatability in these regions.
We found that in order to assure high repeatability of the GABA+ measures very strict
inclusion criteria have to be applied. However, this substantial data loss is not feasable in
most cases because scanning is expensive, and recruitment can be challenging, especially
when clinical populations are investigated. Rather than post-hoc exclusion of spectra,
it would be beneficial to identify predictors for spectrum quality measurable prior to the
spectroscopy acquisition, and to find ways to assure good spectrum quality during the scan
(e.g. by selectively applying advanced shimming procedures). In the case of DLPFC, head
and ventricle size are potential predictors for spectrum quality since small head movements
could cause skull and cerebrospinal fluid contribution to the signal. Individually changing
the voxel size could help overcome difficulties related to these factors.
We reported the number of participants included after applying different exclusion
thresholds. This number referred to the number of participants who produced two spectra
meeting this threshold. Even though the quality of spectrum 1 can predict quality of
spectrum 2 (fiterror retest correlation r = .42, p = .0002, retest correlation ratings r
= .60, p < .0001), the number of participants with one spectrum meeting the criterion
is higher than the number of participants with two matching spectra (see Table E.3 in
Supplement). Therefore, acquiring several spectra might also have the advantage that the
probability is higher to get at least one meeting a criterion.
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9.5.7 Conclusions
GABA+ measures from the insula and DLPFC can be noisy. We show that repeatability
of these measures is low when the measure is based on a 9 min. acquisition. Our results
suggest that averaging the measures of two subsequent runs yield in more repeatable mea-
sures. In order to achieve this quite strict exclusion criteria have to be applied. Therefore,
we recommend to acquire several spectra from each person, and average over those with
are judged as good by expert raters.
Chapter 10
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10.1 Abstract
FMRI BOLD responses to changes in neural activity are influenced by the reactivity of the
vasculature. By complementing a task-related BOLD acquisition with a vascular reactivity
measure obtained through breath-holding or hypercapnia, this unwanted variance can be
statistically reduced in the BOLD responses of interest. Recently, it has been suggested
that vascular reactivity can also be estimated using a resting state scan.
This study aimed to compare three breath-hold based analysis approaches (block de-
sign, sine-cosine regressor and CO2 regressor) and a resting state approach (CO2 regressor)
to measure vascular reactivity. We tested BOLD variance explained by the model and re-
peatability of the measures. Fifteen healthy participants underwent a breath-hold task and
a resting state scan with end-tidal CO2 being recorded during both. Vascular reactivity
was defined as CO2 - related BOLD %SC / mmHg change in CO2.
Maps and regional vascular reactivity estimates showed high repeatability when the
breath-hold task was used. Repeatability and variance explained by the CO2 trace re-
gressor were lower for resting state data based approach, which overestimated vascular
reactivity. We conclude that breath-hold based vascular reactivity estimations are more
repeatable than resting-based estimates are, and that there are limitations with replacing
breath-hold scans by resting state scans for vascular reactivity assessment.
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10.2 Introduction
The BOLD signal that is acquired during fMRI is commonly used as a measure of neural
activity in the brain. The nature of the BOLD signal makes it susceptible not only
to changes in neural activity but also depends in part on the reactivity of the cerebro-
vascular system (for a review see Logothetis and Wandell, 2004). One aspect of this
vascular reactivity can be measured by changing the CO2 content of the blood; CO2 being
a vasodilator. It has been shown that natural fluctuations in CO2 during a resting state
scan coincide with low frequency fluctuations in the BOLD signal (Wise et al., 2004).
Furthermore, the BOLD signal following an increase in CO2 in a region can explain up
to 50% of variance between participants in task-related BOLD responses in that region
(Kannurpatti et al., 2012; Liu et al., 2013). This confound can cause problems for studies
investigating task-dependent BOLD signals, in particular if group differences in vascular
reactivity exist, for example, in the case when comparing older and younger participants
(Handwerker et al., 2007; Riecker et al., 2003; Thomason et al., 2005).
One approach to this problem is to estimate vascular reactivity in a separate scan and
to set up a statistical design that controls for regional or inter-individual differences in
vascular reactivity (Murphy et al., 2011). This can reduce unwanted variability between
participants, leaving variability that better reflects differences in the neural responses (Liu
et al., 2013; Murphy et al., 2011; Thomason et al., 2007). A common way to estimate vas-
cular reactivity is to increase CO2 by inducing hypercapnia through respiratory challenges
(artificially regulating the CO2 level of the environment) or through breath-hold tasks.
With both of these methods, the CO2 level and as a result the cerebral blood flow (CBF)
can be modulated, under the assumption of an unchanged rate of oxygen consumption
(Poulin et al., 1996). When breath-hold or respiratory challenges are used to estimate
vascular reactivity, the increase in CO2 leads to wide-spread BOLD responses throughout
all of gray matter (e.g. Bandettini and Wong, 1997).
Increasing inspired CO2 and breath-holding are the most commonly used approaches
to measure vascular reactivity, and Kastrup et al. (2001) showed that both yield compa-
rable results. However, there are some problems related to the two methods. Using the
respiratory challenge approach is logistically challenging, and not all participants are com-
pliant with the breathing apparatus. Breath-holds are more easily implemented, however,
participants may vary in their ability to hold their breath. One way to compensate for
performance differences is to record the end-tidal CO2 and use the traces for modeling
the BOLD response (Bright and Murphy, 2013a). Another way of assessing vascular reac-
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tivity avoiding this problem has been proposed by Kannurpatti and Biswal (2008). They
define a resting state physiological fluctuation amplitude (RSFA) which is calculated as
the temporal standard deviation of the BOLD time-series obtained during a resting state
scan. This method has been used to scale task-related BOLD responses (e.g. Kannurpatti
et al. 2011), and Kannurpatti and Biswal (2008) found very high similarity between RSFA
maps and maps showing the temporal standard deviation of the BOLD time-series ob-
tained during breath-hold or a 5 % CO2 challenge. However, it is not clear whether RSFA
is a specific measure of vascular reactivity, since it is ignorant of underlying changes in
CO2 and undoubteldly incorporates BOLD signal changes originating from fluctuations in
neural activity rather than purely vasoactive stimulation. During a breath-hold scan the
changes in CO2 are induced and happen during specified periods of time. This gives the
researcher several options for modeling the BOLD data. Murphy et al. (2011) compared
a number of models with regard to how well they fit a BOLD-timecourse obtained during
six cycles of 20 second breath-holds. The simplest model is a block model convolved with
the HRF. Another option is a sine-cosine waveform regressor at the task frequency. Using
these two models, one assumes that participants follow task instructions and can manage
to hold their breath for the specified amount of time. A way to avoid this assumption is
to model the end-tidal CO2 measured during the scan convolved with the HRF. Murphy
et al. (2011) found that the sine-cosine model outperforms the block design and that using
the recorded CO2 trace regressor leads to a better model fit than using the sine-cosine
regressors, but not in all brain regions. However, when participants vary in their breath-
hold performance, the CO2 regressor can substantially improve the quality of vascular
reactivity estimations (Bright and Murphy, 2013a).
If end-tidal CO2 is acquired during a resting state scan, the CO2 regressor approach
could in principle also be used for resting scan data to evaluate vascular reactivity. This
allows to look at CO2 related BOLD fluctuations and could lead to a more specific measure
of vascular reactivity during rest than the temporal standard deviation of the BOLD signal,
potentially reducing the confounding effect of fluctuations in neural activity contribution
to a vasculare reactivity estimate. In this study, we measured end-tidal CO2 during a
breath-hold task and a resting state scan to obtain scaled BOLD signal changes as vascular
reactivity measures (CO2-related percent change in BOLD / mmHg CO2; also see Wise
et al. 2004). This enabled us to investigate whether the breath-hold approach and the
resting state approach result in measures of vascular reactivity, and how well the model
established using the CO2 traces fits the BOLD data.
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The model fit gives an indication of the quality of a method used. Another qual-
ity index is the repeatability of the obtained results. In a number of studies different
ways of breath-hold acquisition are compared with regard to repeatability as measured by
inter-trial variability (Magon et al., 2009; Scouten and Schwarzbauer, 2008; Thomason and
Glover, 2008). Comparing inter-trial and inter-individual variance over different conditions
makes it possible to define the most repeatable condition. The intraclass correlation coef-
ficient (ICC) reflects the ratio between the data variance of interest (between-participant
differences) and the total data variance (Shrout and Fleiss, 1979), and has frequently been
applied to fMRI data (Bright and Murphy, 2013a; Caceres et al., 2009). The ICC can be
applied to extracted percent signal change from an area of interest, as well as to voxels
in order to obtain an estimate of spatial repeatability (repeatability of the signals spatial
distribution; e.g. Lipp et al. 2014). Magon et al. (2009) applied a similar approach to
breath-hold data, calculating Pearson’s correlation coefficient over the t values of all voxels
in the gray matter. Mean correlations in the 11 participants for a 21 second long breath-
hold was .70, which indicates good repeatability (Cicchetti, 2001). Recently, Bright and
Murphy (2013a) reported high repeatability of spatial maps as well as locally extracted
averages of vascular reactivity when end-tidal CO2 regressors were used to analyse breath-
hold data.
The aim of this study was to compare the vascular reactivity estimates obtained during
breath-holding and during rest on three levels: the estimates in %SC / mmHg CO2, the
model fit of the CO2 regressor and between-session repeatability of the vascular reactivity
maps and regionally averaged vascular reactivity. To allow direct comparison to previous
studies, we also included measures of temporal standard deviation (RSFA and temporal
standard deviation of the BOLD timeseries during breath-holding) in the analysis. Fur-
thermore, we aimed to investigate whether between-session repeatability is influenced by
the model used to analyse the breath-hold data (block design vs. sine-cosine regressor vs.
CO2 regressor). An additional aim of this study was to establish the minimum number of
breath-hold cycles needed to obtain repeatable vascular reactivity maps.
10.3 Methods
10.3.1 Sample
Fifteen (8 male) participants with a mean age of 24 (range: 21-28) voluntarily took part
in the study. They underwent the same scanning protocol twice with a mean interval of
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23 days (range: 15-34). One participant was excluded from analysis due to problems with
the acquired CO2 trace. All participants gave written consent. The study was approved
by the Cardiff University School of Medicine Research Ethics Committee.
10.3.2 Breath-hold task
The breath-hold task was adapted from Murphy et al. (2011). During the task, breathing
instructions were presented on the screen, guiding the participant through six cycles of
breath-holding and recovery, each with four different phases: paced breathing (alternating
breathing in and breathing out for 3 s each) for 18 s, end-expiration breath-holding for 15
s, exhalation, and final recovery (spontaneous breathing with no breathing instructions)
for 15 s. The task took 5 minutes to complete. End-expirational breath-hold was chosen
because it has been shown that a shorter breath-hold duration is needed to obtain the
same signal changes, and because the inspiration before a breath-hold varies between
participant with regard to depth and intrathoracic pressure which introduces additional
variability (Kastrup et al., 1998; Thomason and Glover, 2008).
10.3.3 Image acquisition
The participants underwent gradient-echo echo-planar imaging at 3 T (GE HDx MRI
System) with a T2* weighted imaging sequence (TR = 3 s, TE = 35 ms, receive-only
head coil). 140 volumes were acquired during the resting state period, 108 during the
breath-hold task. The breath-hold task was presented using Presentation (Neurobehav-
ioral Systems, Albany, CA) and rear-projected onto a screen behind the participant’s head
that was visible through a mirror mounted on the head RF coil. The orientation of the
axial slices was parallel to the AC-PC line. During the resting state period, participants
were presented with a black screen and instructed to keep their eyes open and to relax.
A T1 weighted whole-brain structural scan was also acquired for purposes of image
registration (1 x 1 x 1mm resolution, 256 x 256 x 176 matrix size). The structural im-
age was only acquired during session 1, and this image was used for registration for the
functional images of session 1 and session 2.
10.3.4 CO2 recordings
During both scanning sessions end-tidal CO2 and end-tidal O2 were recorded using a nasal
cannula attached to rapidly responding gas analysers (AEI Technologies, PA) to provide
representative measures of changes in arterial partial pressures of both gases.
CHAPTER 10.3 164
10.3.5 Image data analysis
The acquired data were preprocessed using FEAT (FMRIB Expert Analysis Tool, v5.98,
www.fmrib.ox.ac.uk/fsl, Oxford University, UK). Preprocessing steps before model fitting
were applied to each participant’s timeseries, and included: highpass filtering of the data
(100 s temporal cutoff), non-brain removal using BET (Smith, 2002), MCFLIRT motion
correction (Jenkinson et al., 2002), spatial smoothing with a Gaussian kernel of full-width-
half-maximum 5 mm and fieldmap-based EPI unwarping using PRELUDE + FUGUE
(Jenkinson, 2003, 2004); for one person this was not performed due to problems during the
acquisition of the fieldmaps. Functional images were registered using FLIRT (Jenkinson
and Smith, 2001) in a first step to the structural image with 6 degrees of freedom, and
in the second step to the Montreal Neurological Institute (MNI) space with 12 degrees
of freedom and FNIRT non-linear (10 mm) warp (Andersson et al., 2007a,b). First-level
analysis of the breath-hold task was performed in three different ways using different sets
of regressors: 1) a boxcar regressor with a lag of 9 s, 2) a sine and cosine wave at the
task frequency (0.02 Hz) and 3) the recorded CO2 trace (HRF convolved) including a
temporal derivative (Murphy et al., 2011). The resting state data were analysed with
the recorded CO2 (convolved with a HRF) trace as a regressor, also including a temporal
derivative. The CO2 traces were temporally filtered by FEAT for both, the breath-hold
and the resting state analysis. We will refer to these approaches as BHBlock, BHSine-cosine,
BHCO2 trace and RestingCO2.
10.3.6 RSFA calculation
To create RSFA maps, the temporal standard deviation of the BOLD timeseries was
calculated for each voxel (Kannurpatti and Biswal, 2008) for the resting state data. This
was performed after all the preprocessing steps described above. To be able to compare
results to previous studies, the temporal standard deviation of the BOLD timeseries was
also calculated for the breath-hold scan. We will refer to these approaches as RestingRSFA
and BHTsd.
10.3.7 Estimation of the model fit
The coefficient of determination (R2) was used as an estimation of how well the applied
model fits the data. This measure gives an indication of the amount of variance in the
timeseries explained by the applied model. For each of the analysis methods and each
participant, an R2 map was calculated by applying the following equation to each voxel:
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MSStime−series−MSSresiduals
MSStime−series
, whereby the mean sum of squares (MSS) was calculated by squaring and temporally
summing over the demeaned time series and residual time series, respectively. For each
participant, the median R2 was extracted from gray matter over the whole brain as well as
for gray matter within a number of anatomical masks selected from the WFU-PickAtlas
(Version 3.0.4, Wake Forest University, School of Medicine, Winston-Salem, North Car-
olina, www.ansir.wfubmc.edu).
10.3.8 Calculation of the BOLD %SC / mmHg CO2
For each analysis method, the residuals after model fitting were subtracted from the pre-
processed time series in order to obtain a model-fitted timeseries. To estimate the BOLD
%SC per unit change of CO2, the robust range of this fitted BOLD timeseries was divided
by the temporal mean and multiplied by 100 (to get %SC), and then divided by the robust
range of the HRF convolved CO2 trace (to get %SC / mmHg). In order to minimise the
risk of outliers, a robust range was defined as the absolute difference between the 10th
percentile and the 90th percentile. The median %SC was then extracted for the gray
matter mask and for the additional anatomically defined regions.
10.3.9 Statistical analysis
Repeatability analysis The intraclass correlation coefficient (ICC[3,1]; Shrout and
Fleiss 1979) was used as a measure of repeatability. ICCs were interpreted according to
commonly used guidelines (Cicchetti 2001; see also e.g. van den Bulk et al. 2013) that
classify values of < .41 as ”poor”, values between .41 and .59 as ”fair”, values between .60
- .74 as ”good” and values > .74 as ”excellent”.
In order to determine the repeatability of vascular-reactivity maps, voxel-wise
ICCspatial were calculated for each participant separately. This was performed using the
%SC/ mmHg maps and all voxels in gray matter. The same approach was used to es-
timate the agreement between vascular-reactivity maps obtained using different analysis
approaches, but for this analysis Pearson correlation coefficients (rspatial) were used. All
repeatability analyses were performed using in-house MATLAB (MathWorks, Natick, MA)
scripts.
Statistical comparisons between analysis methods We compared the extracted
median values for R2, BOLD %SCs, and spatial repeatability ICCs for the three breath-
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hold based methods and the resting approach by calculating Friedman’s tests, using the
function implemented in MATLAB (MathWorks, Natick, MA). This nonparametric test
was chosen due to the nature of the values used and due to problems with the assumption
for sphericity. Pairwise comparisons were performed, for which uncorrected p values are
reported.
10.4 Results
Average vascular reactivity maps and RSFA maps are shown in Figure 10.1.
10.4.1 Model fit
In order to examine the model fit, data from session 1 was used. The amount of variance
explained by the four methods was calculated for each participant. There is a signifi-
cant difference in the variance explained between the methods (χ[3] = 23.2, p < .0001,
see Figure 10.2a). Pairwise comparisons revealed that the BHBlock design explains the
BOLD time course significantly worse than the BHSine-cosine and the BHCO2 trace design
(BHBlock vs. BHSine-cosine: p = .0002, BHBlock vs. BHCO2 trace: p = .0013). The model
fit in the RestingCO2 set is significantly lower than in all breath-hold based approaches
(RestingCO2 vs. BHBlock: p = .030, RestingCO2 vs. BHSine-cosine: p = .0075, RestingCO2
vs. BHCO2 trace: p = .0075). No significant difference was found between the BHSine-cosine
and BHCO2 trace regressors (p > .99).
An example for a model fit for each of the analysis methods is given in Figure 10.3.
Since the variance explained by each of the models is expected to differ between regions,
the median model fit was extracted on a regional basis as well. In all of the regions, either
the sine-cosine or the CO2 trace model explain the most variance (see Supplementary
Figure F.1).
10.4.2 Estimations of vascular reactivity
Estimations for the mean %BOLD / mmHg CO2 throughout the gray matter differed
between analysis methods (χ[3] = 22.7, p < .0001). Pairwise comparisons reveal signifi-
cant differences between all the methods, except for the comparison between BHSine-cosine
and BHCO2 trace regressors (BHBlock: vs. BHSine-cosine: p = .0002, BHBlock vs. BHCO2:
p = .0013, BHBlock vs. RestingCO2: p = .0075, BHSine-cosine vs. BHCO2: p > .99,
BHSine-cosine: vs. RestingCO2: p = .030, RestingCO2 vs. BHCO2: p = .0075). Esti-
mations are lowest for the BHBlock design and highest for the RestingCO2 analysis (see
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(a)
(b)
(c)
Figure 10.1: Average vascular reactivity maps, calculated with a) the BHCO2 method (in % SC / mmHg
CO2), b) the RestingCO2 method (in % SC / mmHg CO2), and c) the RSFA approach (in arbitrary units).
The average was calculated over 14 participants.
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(a) (b)
Figure 10.2: a) Comparison of the analysis methods with regard to the model fit as estimated by the
median R2 in gray matter. b) Comparison of the analysis methods with regard to median BOLD % signal
change / mmHg CO2 estimations in gray matter.
Figure 10.3: For each method an example of a model fit of an average participant is provided. The
BOLD timeseries (averaged over the gray matter) is plotted in red, the model in black. Residuals are
plotted in green.
Figure 10.2b). This pattern holds true in most of the considered individual regions (see
Supplementary Figure F.2). Estimations of the median extracted percent signal change
/ mmHg CO2 in the gray matter show high between-participant correlations with each
other when the three breath-hold analysis approaches are used. The values obtained
with the RestingCO2 are only significantly correlated with the BHCO2, and with the
BHTsd method, while RestingRSFA does not correlate with any of the breath-hold based
approaches (Table 10.1). Scatter plots for all correlations are shown in Supplementary
Figure F.3.
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Table 10.1: Between-participant Pearson correlation coefficients between the median vascular reac-
tivity estimates (BOLD % signal change / mmHg CO2) in gray matter obtained through the three
breath-hold based approaches (BHBlock, BHSine-cosine and BHCO2) and the resting state based approach
(RestingCO2). Additionally, the two approaches based on the temporal standard deviation of the BOLD
signal (RestingRSFA and BHTsd) were included to allow direct comparison to findings of previous studies.
*p <.05 **p <.001
BHBlock BHSine-cosine BHCO2 RestingCO2 RestingRSFA BHTsd
BHBlock 1 .90** .89** .44 .19 .49
BHSine-cosine 1 .86** .31 .17 .59*
BHCO2 1 .54* .33 .51
RestingCO2 1 .61* .49
RestingRSFA 1 .59*
BHTsd 1
10.4.3 Comparison of vascular reactivity maps obtained during breath-
hold vs. resting state scans
In order to quantify agreement between the vascular reactivity maps produced using the
breath-hold data vs. the resting state data, the rspatial values between the maps were
obtained for session 1 for each person. Vascular reactivity maps created with the BHBlock
and BHSine-cosine regressor show high agreement (median rspatial > .97) with the maps
created with the BHCO2 regressor in all participants, whereas the maps created using the
RestingCO2 show more variable but on average high correspondance to the breath-hold
created map (median rspatial = .73, min. = .60, max. = .86). The RestingRSFA data
set shows only low agreement with the breath-hold based maps (Figure 10.4). However,
the two standard deviation based measures (RestingRSFA and BHTsd) are highly similar
(median r = .84, min. = .68, max. = .90), while the BHCO2 and BHTsd maps only show
medium agreement (median r = .54, min. = .29, max. = .64). For the resting state data,
the RestingCO2 method and RestingRSFA maps have very low agreement (median r = .26,
min. = -.05, max. = .62).
If vascular reactivity can be measured with a resting state scan, day-to-day differences
in vascular reactivity as measured by breath-hold should correspond to day-to-day differ-
ences in vascular reactivity as measured by the resting data. An rspatial was calculated for
each person using a day-to-day difference map from BHCO2 and RestingCO2 data. The
maps did not appear to be related, with a median rspatial of .20 (min. = .02, max = .49).
10.4.4 Repeatability of vascular reactivity estimates
Repeatability for the median %SC extracted from gray matter is good using the BHBlock
design (ICC = .67, p = .003), BHSine-cosine (ICC = .68, p = .003) and using the BHCO2
(ICC = .65, p = .004), and poor using the RestingCO2 data (ICC = .32, p = .12) but
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Figure 10.4: Spatial agreement between the vascular reactivity map using BHCO2 method and
RestingCO2 method. As a comparison, agreement is also plotted between the maps using BHCO2 and
the maps obtained with the BHBlock design and BHSine-cosine regressor.
Figure 10.5: Comparison of spatial ICCs of vascular reactivity maps obtained with the six methods.
ICCs were calculated over voxels in gray matter only.
Figure 10.6: Spatial repeatability dependent on how many cycles of breath-hold are included in the
analysis. Data for the CO2 trace regressor are presented.
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excellent for the RestingRSFA data (ICC = .79, p < .001. Scatter plots are shown in
Supplementary Figure F.4. ICCs were also calculated on a regional level (see Figure 10.7).
In most of the regions, either the BHBlock or the BHSine-cosine and in some cases the
RestingRSFA data show the highest repeatability.
Spatial repeatability was calculated for each person and each analysis method (see
Figure 10.5). Spatial repeatability depends on analysis method (χ[3] = 32.4, p < .0001).
Pairwise comparisons reveal that highest repeatability is found for the BHSine-cosine and
BHCO2 models with no significant difference between them. Repeatability is lowest for
the resting state data set (BHBlock vs. BHSine-cosine: p = .0013, BHBlock vs. BHCO2: p =
.0002, BHBlock vs. RestingCO2: p= .0013, BHSine-cosine vs. BHCO2: p= .29, BHSine-cosine
vs. RestingCO2: p = .0002, RestingCO2 vs. BHCO2: p = .0013). Spatial repeatability
was also calculated for the temporal standard deviation approaches. Repeatability of
RestingRSFA maps was on average excellent, but varied between participants, with some
having only fairly repeatable maps. BHTsd maps showed good to excellent repeatability
in all participants.
10.4.5 How many cycles of breath-hold are needed to get reproducible
vascular reactivity maps?
Repeatability was calculated for the maps obtained using different numbers of breath-hold
cycles included in analysis. The number of cycles significantly influences the ICCspatial
values obtained (χ[5] = 44.7, p < .0001; see Figure 10.6). Comparing subsequent numbers
of cycles shows that implementing two cycles yields higher repeatability than one cycle (p
= .0013), three higher repeatability than two (p = .0013), five higher repeatability than
four (p = .030), but there is no difference between three and four (p = .59), or five or six
(p = .29). Six cycles give a more repeatable estimates than three (p = .030) or four (p =
.0013).
10.4.6 Repeatability of breath-hold performance
In order to examine performance differences between the two sessions, an ICC was calcu-
lated for each person over the time course of the CO2 regressor. A median of ICC = .81
(min. = 26, max. = .93) suggests that performance is highly repeatable in most partici-
pants (see Supplementary Figure F.5a). The range of the physiological trace used to scale
the BOLD response showed fair repeatability for the breath-hold based approach (ICC =
.41, p = .06; see Supplementary Figure F.5b) as well as for the resting based approach
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Figure 10.7: The repeatability (ICC) of the estimated vascular reactivity by each of the methods in each
region of interest in the left hemisphere (left) and right hemisphere (right). An ICC of < 40 indicates
”poor” repeatability, .40-.59 ”fair” repeatability, .60-.74 ”good” and > .74 ”excellent” repeatability.
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(ICC = .54, p = .02; see Supplementary Figure F.5c), indicating that the extent of CO2
increase in session 1 only shows a fair relationship to the CO2 increase in session 2.
10.5 Discussion
In this study, we compared three different ways of analysing a breath-hold scan (BHBlock,
BHSine-cosine, and BHCO2) and an approach using resting state data set (RestingCO2)
with regard to different aspects of measuring vascular reactivity: model fit of the regres-
sors, repeatability of obtained vascular reactivity maps, and repeatability of regionally
extracted vascular reactivity estimates. We compared vascular reactivity maps obtained
during the breath-hold scan to the maps obtained during the resting scan to see whether
resting state scans could be potential replacements for breath-holds when it comes to
estimating vascular reactivity. Additionally, we extracted RSFA (RestingRSFA) and the
temporal standard deviation of the breath-hold data (BHTsd) set to make results directly
comparable to previous studies, and to investigate the effects of modeling the data by
using recorded CO2 traces.
10.5.1 Model fit and estimations of vascular reactivity
The model fit of each regressor was assessed by calculating the amount of variance in
the BOLD time-series explained by the regressor. In gray matter, the BHBlock design
accounted for significantly less variance than the BHSine-cosine or BHCO2 trace regressors,
which on average explained about 40 % of the BOLD time-series (min. = 19%). These
values are comparable with those previously reported by Murphy et al. (2011). In the
resting state data, the CO2 regressor could on average only explain less than 30 % of the
variance (min. 9%) which is also comparable to previous studies (Chang et al., 2009; Wise
et al., 2004). Within the gray matter, the amount of variance explained by the models
varies substantially between regions, with particularly good model fits in the frontal cortex,
and poorer model fits in other regions such as insula and thalamus. Lower model fits for
the resting state data than for the breath-hold data were found in most of the considered
regions. In other words, the BOLD time-course during rest is not as strongly influenced by
CO2-related physiological changes as it is during the breath-hold scan. This was expected
since the change in CO2 during the breath-hold scan is bigger (median range in CO2: 8
mmHg) than during a resting scan with no other task-instruction than to relax (median
range in CO2: 2 mmHg). The difference in model fit between breath-hold data and resting
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data suggests that the proportion of neuronally-driven fluctuations is higher in the resting
state data, which makes it more challenging to measure vascular reactivity.
However, also for the breath-hold task the regressors are not sufficient to explain all
variance in the BOLD time-series. For this reason, in order to obtain a measure of vascular
reactivity it is important to identify the CO2 related signals in the BOLD time-course.
Estimating vascular reactivity by simply using the temporal fluctuation of the BOLD time-
series, as suggested by Kannurpatti and Biswal (2008), gives a good indication of how much
the BOLD signal fluctuates but disregards the influence of the source of fluctuation. In
this study we used a different approach, by defining vascular reactivity as the amplitude
of the model fitted dataset divided by the CO2 change. This allowed to specifically look
at CO2-related BOLD fluctuations. In regions with high vascular reactivity, a good model
fit was obtained. Using a BHBlock, fit estimations of vascular reactivity were lower than
for the BHSine-cosine and BHCO2 trace model. The vascular reactivity estimates in BOLD
signal change / mmHg CO2 values are comparable to previous studies (Kastrup et al.,
2001; Liu et al., 2013).
The resting state analysis (RestingCO2) - for which model fit was lower than in any of
the breath-hold based methods - provided the highest vascular reactivity estimates, which
were highly variable between participants. In participants with lower model fit, lower
vascular reactivity is estimated; but in participants for which the CO2 regressor explains
a considerable amount of the BOLD timecourse, a small change in CO2 seems to result in
a big change in BOLD, resulting in estimates of vascular reactivity about twice as high as
the estimates obtained through breath-holding and higher than previously reported (Wise
et al., 2004). Since the same participants were used in both scans, there must be another
reason for this difference in estimation than actual differences in vascular reactivity. One
explanation for that finding is that in the resting state scan CO2 fluctuations might be
correlated with neuronal fluctuations. This would result in a higher BOLD response than
caused by the CO2 increase only. Confounded neural fluctuations might be related to
arousal, which affects the breathing pattern and as a consequence the BOLD response.
The over-estimation of vascular reactivity makes it difficult to interpret the findings for
the resting state scan and suggests that breath-hold tasks cannot simply be replaced by
resting state scans if adequate measures of vascular reactivity are the aim.
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10.5.2 Agreement of vascular reactivity measures and maps obtained
during breath-hold vs. resting state scans
Kannurpatti and Biswal (2008) found that vascular reactivity maps obtained during a
resting scan are very similar to the maps obtained during breath-hold scans, using the
temporal standard deviation approach. We replicated this finding using the temporal
standard deviations (RestingRSFA and BHTsd), however, using the CO2 modeling ap-
proach the agreement between breath-hold and resting state derived maps was slightly
lower with a mean correlation of .75. There was no agreement between RestingRSFA maps
and RestingCO2 maps, and only medium agreement between BHTsd and BHCO2 trace
maps. This means that temporal standard deviations are not strongly related to the CO2
modelled data and are probably driven by more than changes in CO2.
In order to be able to replace breath-hold scans with resting state scans when measur-
ing vascular reactivity, not only the spatial agreement of the resulting maps is required,
but also between-participant correlations. This is because vascular reactivity measures
are used to decrease between-participant variance. At the participant-level, we found a
relationship between the extracted vascular reactivity in gray matter obtained through
BHCO2 and the RestingCO2 values of r = .55. This is similar to what has been reported
by Kannurpatti et al. (2012). In comparison, we found correlations of around > .85 be-
tween the three breath-hold based approaches (however, it has to be noted that these
measures were all derived from the same scan). Vascular reactivity measured with the
RestingRSFA method did not correlate significantly with any of the breath-hold based
approaches. Another study that looked at the relationship between RSFA and vascular
reactivity (as measured by hypercapnia) in the whole-brain found a correlation of .36 (Liu
et al., 2013). This correlation coefficient is similar to ours (r = .33), which did not reach
significance with our sample size. However, the small effect size does indicate vascular
reactivity assessed through breath-holding and RSFA are not interchangable.
10.5.3 Repeatability of vascular reactivity estimates and maps
Repeatability was estimated in order to obtain an indication for how reliable and stable the
vascular reactivity measures are. Repeatability was calculated for the extracted vascular
reactivity (%BOLD / mmHg CO2) in all considered regions. In most regions, repeatability
of breath-hold based vascular reactivity can be classified as good (.60 - .75), while most
of the ICCs obtained during the resting state data would be classified as poor or fair
(< .40 / < .60). Which breath-hold resulted in the highest repeatability was region-
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dependent, but in most regions the BHCO2 regressor resulted in lower repeatability than
the BHBlock or BHSine-cosine regressors. This was the case even though the model fit for
the BHCO2 trace regressor was found to be higher than for the BHBlock regressor and
no different from the BHSine-cosine regressor. It is possible that by recording the CO2
trace during both sessions, additional measurement error was induced that resulted in
slightly lower repeatability. These findings are in contrast with what Bright and Murphy
(2013a) reported, comparing a CO2-based approach with a HRF convolved ramp regressor.
However, their study was specifically designed to induce variability in task-performance
between participants. In our study most participants managed to hold their breath for
15 seconds without problems, which might be the reason why the CO2 analysis did not
lead to higher repeatabiliy than the other regressors. The vascular reactivity measures
obtained with the BHBlock or BHSine-cosine regressor are influenced by performance, and
performance turned out to be highly repeatable in most participants. This might have led
to a boost in repeatability when either of these two regressors are used.
How repeatable the vascular reactivity measures were, varied from region to region.
This reflects regional differences in the size and reliability of the vascular reactivity es-
timates (also reflected by regional differences in the model fit), as well as differences in
the stability of vascular reactivity over time. Day-to-day differences in factors such as
tiredness or caffeine intake might influence vascular reactivity more in some regions than
in others. In some regions, such as the insular cortex (Banzett et al., 2000; Evans et al.,
2002) the vascular reactivity measures are likely to be influenced by neural confounds,
which might also lead to less reliable estimates of vascular reactivity. Indeed, the insular
cortex was the region with the least repeatable estimates in this study.
RestingRSFA appeared to be highly repeatable in most of the regarded regions. How-
ever, due to the lack of agreement with breath-hold based and spatial agreement with
RestingCO2 based vascular reactivity, it is unclear what this method actually measures.
During the breath-hold, the strong BOLD responses to the task can be assumed to be
strongly driven by the arterial CO2 changes, even though neural aspects of breath-holding
might still influence the BOLD signal change to a certain extent (e.g. Banzett et al. 2000;
Evans et al. 2002). During the resting state scan, no such intense physiological changes
are present. Resting state scans are widely used to assess cognitive networks, assuming
the BOLD signal variations largely originate from fluctuations in neuronal activity rather
than fluctuations in CBF associated with underlying non-metabolically demanding vari-
ations. Even after correcting for physiological changes (such as variations in breathing),
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neural networks can still be detected (for reviews see Birn, 2012; van den Heuvel and
Hulshoff Pol, 2010). This means, that in the resting state dataset neural aspects are likely
to have a bigger influence on the BOLD signal than is the case during breath-hold scans.
Using only the temporal standard deviation over the whole time-series makes it impossible
to study the source of this signal fluctuation, even though some of the variance can be
explained by CO2 reactivity, as indicated by a medium between-participant correlation
between RestingRSFA and RestingCO2. Also, the amount of physiological BOLD fluctua-
tions - irrespective of the underlying vascular reactivity - might vary between participants,
reducing the interpretability of vascular reactivity in resting state data.
The change in CO2, which directly influences the vascular reactivity estimates, only
shows fair repeatability, suggesting that there might be day-to-day differences in the CO2
increase during breath-holding. An additional analysis was performed to determine the
repeatability if BOLD %SCs are not divided by the change in CO2. ICCs increase for all
analyses (BHBlock: ICC = .85, p < .001; BHSine-Cosine: ICC = .63, p = .006; BHCO2:
ICC = .71, p = .001; RestingCO2: ICC = .89, p < .001) but most substantially for
the RestingCO2 data set. This is an another indicator for the possibility that the CO2
trace might be confounded with other factors leading to a boost in the BOLD response
independent of the actual change in CO2. Interestingly, not dividing by the CO2 range also
gave slightly better ICC values for the breath-hold related BOLD changes, which indicates
that CO2 measurement error probably does play a role. In this particular sample breath-
hold performance and CO2 changes might not have been variable enough to detect the
benefit from recording and using the end-tidal CO2 trace as reported by (Bright and
Murphy, 2013a).
Since repeatability of vascular reactivity values (BOLD signal change / mmHg CO2) is
not only influenced by the quality of the method but also by possible day-to-day differences
in vascular reactivity, spatial repeatability of the vascular reactivity maps might be a
better indicator for reliability. Also, the performance of breath-hold will affect all voxels
in the same way, and repeatability of the maps should be less dependent on day-to-day
differences in performance. We found that the BHBlock design leads to lower mean spatial
repeatability than the BHSine-Cosine or BHCO2 trace regressors, but all median ICCs
for the breath-hold data sets are above .80 which can be classified as excellent. Spatial
repeatability of the vascular reactivity maps using resting state data was very variable
between participants, with a median classified as good for the RestingCO2 and a median
classified as excellent for the RestingRSFA analysis. This means that vascular reactivity
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maps obtained with resting state data are repeatable in most but not all participants. The
lower repeatability in some participants could result from session-to-session differences in
what participants were doing during the resting state scans and from activation of different
networks on each occasion. This again suggests that resting state data are harder to
interpret when it comes to vascular reactivity.
How many cycles of breath-hold are needed to get reproducible vascular reac-
tivity maps?
To answer the question how many cycles are necessary to obtain repeatable vascular
reactivity, we analysed the BOLD timeseries several times, each time including a different
number of breath-hold cycles. Only including one or two cycles of breath-holding does
not result in repeatable maps in most participants. Based on our results, we recommend
implementing at least three cycles to guarantee repeatable maps in all participants, when
a breath-hold duration of 15 seconds is used. It is possible that using longer duration less
cycles are needed, whilst shorter duration more cycles might be necessary.
10.5.4 Limitations and future directions
Even though we obtained good repeatability for regional vascular reactivity estimates,
and high spatial repeatability of the maps, we need to be careful with the interpretation
of the findings. Other factors than what we addressed as vascular reactivity - such as
task performance - can play a role in the repeatability estimates. On one hand, using
the BHBlock design and BHSine-cosine regressors, task-performance plays a big role. If
performance is bad, these regressors do not fit the data very well and lead to a unreliable
vascular reactivity estimates. This problem is addressed by using the BHCO2 regressor,
however, in our sample this regressor gave slightly lower repeatability values than the other
two breath-hold regressors. In our sample, participants did not have problems performing
the task, and the BHCO2 method is particularly useful for participants who have problems
holding their breath (Bright and Murphy, 2013a). In our study, overall good performance
but slight variation between participants might have led to higher repeatability in the
performance-dependent regressors.
Another problem that affects all three regressors is the fact that some neural confounds
with breath-holding are likely to be present (Banzett et al., 2000; Evans et al., 2002). If
this neural activity are repeatable, then vascular reactivity estimates will automatically
show higher repeatability as well. Neural confounds are even more likely to affect the
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resting state scan, and we have shown over-estimation of vascular reactivity estimates
that could be driven by neuronally driven fluctuations coinciding with CO2 fluctuations.
One difference in our estimates in resting state - data based vascular reactivity measures
to previous attempts is that we used an eyes-open resting state scan rather than an eyes-
closed scan. Eyes-open aquisition has been shown to yield more repeatable resting state
networks but no difference in network strength (Patriat et al., 2013). McAvoy et al. (2008)
reported higher frequency of CO2 fluctuations in the eyes-open vs. eyes-closed condition
and Peng et al. (2013) found that in the eyes open condition the time lag between change
in CO2 and BOLD response is longer than in the eyes closed condition than in the eyes
open condition. However, they reported no significant difference in the model fit of the
CO2 trace on the BOLD timeseries between the two conditions, indicating that both eyes
open and eyes closed acquisition can be used to assess vascular reactivity. It is not clear
whether the aquisition method (eyes open or closed) has an influence on the repeatability
vascular reactivity estimates, and remains to be investigated.
10.5.5 Conclusions
We found good repeatability of vascular reactivity estimates in most of the regions analysed
and excellent repeatability of vascular reactivity maps, when the breath-hold scan is used
for estimation. Also, at least three breath-hold cycles are necessary in order to obtain
repeatable maps.
Analysing the resting state scan with a CO2 regressor in order to obtain vascular
reactivity measures could not compete with the breath-holding with regard to model fit
or repeatability. Also, vascular reactivity estimates in % change BOLD / mmHg CO2
were considerably higher with the resting state analysis, indicating the presence of some
neural confounds. Vascular reactivity maps obtained with RestingCO2 and with BHCO2
revealed good spatial agreement but % change BOLD / mmHg CO2 only showed medium
correlation, suggesting that it is not straight-forward to replace breath-holding with resting
state scans in the assessment of vascular reactivity.
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Appendix A
Supplement for Chapter 2
Task-related activation - ROI analysis (supplementary ANOVAs):
In the amygdala percent signal change did not differ between neutral, 50% fearful, and
100% fearful faces (session 1: F [2,28] = 1.05 ns; session 2: F [2,28] = 1.49, ns), and there
was no interaction with hemisphere (session 1: F [2,28] = 1.69, ns; session 2: F [2,28] =
0.608, ns). In both sessions there was a trend for a main effect of hemisphere on activation.
In session 1 the amygdala in the right hemisphere showed stronger activation (F [1,28] =
3.36, p = .09), while it was the left amygdala in session 2 (F [1,28] = 3.80, p = .07).
In the second region of interest, the fusiform gyrus, no significiant main effects or
interaction between condition and hemisphere was found in either session.
Using the dataset corrected for physiological noise did not change these results, with
the exception of the trend for a main effect hemisphere disappearing in session 1, but
becoming significant for session 2 (F [1,28] = 6.89, p = .02).
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Figure A.1: Group-level activation for the main effect neutral faces. Results are displayed for a signifi-
cance level of Z > 2.3 and a (corrected) cluster significance threshold of P = 0.05. Image in radiological
convention.
Figure A.2: Group-level activation for the main effect 50% fearful faces. Results are displayed for
a significance level of Z > 2.3 and a (corrected) cluster significance threshold of P = 0.05. Image in
radiological convention.
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Figure A.3: Group-level activation for the main effect 100% fearful faces. Results are displayed for
a significance level of Z > 2.3 and a (corrected) cluster significance threshold of P = 0.05. Image in
radiological convention.
Table A.1: Correlation between vascular reactivity and percent signal change. This table presents
correlation coefficient between the signal changes extracted from the breath-hold vs. emotion task.
N = 14 Uncorrected data Physiological noise corrected data
Scan 1 Scan 2 Scan 1 Scan 2
Left amygdala
neutral -.18 .42 -.19 .18
50 % fear -.17 .05 .08 .06
100 % fear .03 .27 .19 -.03
fear > neutral .16 -.27 .39 -.14
Right amygdala
neutral .01 .58* .43 .46
50 % fear .49 .14 .43 .08
100 % fear .07 .19 .34 .10
fear > neutral .26 -.51 .07 -.51
Left fusiform
neutral -.27 .60* -.45 .36
50 % fear -.19 .19 -.29 .14
100 % fear -.42 .25 -.40 .23
fear > neutral .05 -.43 .07 -.28
Right fusiform
neutral -.14 .26 -.24 .05
50 % fear -.11 -.32 -.16 -.34
100 % fear -.21 -.18 -.27 -.14
fear > neutral -.02 -.54 -.09 -.37
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Table A.2: Influence of the correction for vascular reactivity on repeatability. ICCs with and without
correction for vascular reactivity are shown for the uncorrected and physiological noise corrected data set.
Correction for vascular reactivity was performed by regressing out the influence of vascular reactivity on
the emotion-task related BOLD signals, and by using the remaining signal to calculate the ICC. Note that
values slightly differ from Table 2.1 because one participant was excluded due to bad breath-hold data.
N = 14 Uncorrected data Physiological noise corrected data
without VR with VR without VR with VR
Left amygdala
neutral .06(.41) .15(.29) -.04 .01
50 % fear .00 -.06 -.11 -.06
100 % fear .34(.10) .34(.11) .28(.16) .32(.12)
fear > neutral -.54 -.46 -.65 -.61
Right amygdala
neutral .00 -.12 -.06 .07(.40)
50 % fear .39(.08) .37(.09) .19(.25) .28(.16)
100 % fear .30(.14) .24(.19) .17(.27) .22(.22)
fear > neutral -.52 -.56 -.44 -.34
Left fusiform
neutral .13(.32) .30(.14) 0 .08(.40)
50 % fear -.32 -.29 -.23 -.22
100 % fear -.39 -.50 -.28 -.36
fear > neutral -.10 -.15 -.05 -.09
Right fusiform
neutral .14(.31) .13(.33) .07(.40) .04(.45)
50 % fear -.04 -.08 -.07 -.16
100 % fear -.05 -.12 -.07 -.17
fear > neutral -.03 -.10 .11 (.35) .10 (.36)
Table A.3: Variance of physiological changes explained by the task. Minimum, maximum and median
R2 for all scans and median R2 for session 1 and session 2 separately are provided. Only R2 above .13
reach significance at P < .05
Condition Min. R2 Max. R2 Median R2 Median R2 Scan 1 Median R2 Scan 2
all conditions .03 .16 .08 .06 .09
neutral .02 .21 .12 .11 .12
50 % fear .03 .17 .09 .10 .09
100 % fear .03 .23 .09 .08 .09
fear > neutral .03 .20 .13 .13 .13
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Table A.4: ROI analysis for uncorrected data when only first half of the task is considered. For each of
the ROIs, mean and standard deviation for both scanning sessions (scan 1 and scan 2), the significance of
the between- session difference, the repeatability of the value and its significance are provided.
No correction Physiological noise correction
Area/condition M(Std.) 1 M(Std.) 2 p ICC(p) M(Std.) 1 M(Std.) 2 p ICC(p)
Left amy.
neutral 0.16(0.45) 0.17(0.38) .92 .39(.07) 0.16(0.28) 0.16(0.32) .98 -.20
50% fearful 0.27(0.13) 0.19(0.31) .29 .24(.18) 0.26(0.19) 0.20(0.28) .45 .16(.28)
100% fearful 0.33(0.39) 0.25(0.25) .40 .39(.07) 0.23(0.28) 0.20(0.31) .80 -.15
Fear > Neutral 0.38(0.82) 0.16(0.30) .31 .16(.28) 0.24(0.72) 0.14(0.50) .69 -.20
Right amy.
neutral 0.16(0.33) 0.03(23) .14 .30(.13) 0.13(0.20) 0.10(0.24) .75 -.33
50% fearful 0.26(0.19) 0.02(0.21) < .01 .42(.05) 0.26(0.18) 0.10(0.19) .03 .14(.31)
100% fearful 0.31(0.26) 0.05(0.18) .02 -.34 0.24(0.25) 0.09(0.21) .10 .09(.37)
Fear > Neutral 0.32(0.55) 0.02(0.45) .15 -.12 0.29(0.42) 0.01(0.46) .16 -.38
Left fusi.
neutral 0.25(0.35) 0.19(0.30) .56 .20(.23) 0.28(0.28) 0.11(0.32) .20 -.28
50% fearful 0.39(0.23) 0.13(0.46) .09 -.16 0.39(0.18) 0.11(0.33) .02 -.24
100% fearful 0.46(0.32) 0.18(0.28) .07 -.58 0.35(0.24) 0.14(0.21) .07 -.59
Fear > Neutral 0.47(0.72) -0.02(0.47) .09 -.40 0.30(0.48) 0.07(0.44) .28 -.41
Right fusi.
neutral 0.31(0.42) 0.27(0.18) .73 .06(.41) 0.32(0.29) 0.18(0.25) .24 -.40
50% fearful 0.39(0.21) 0.17(0.36) .10 -.30 0.42(0.19) 0.14(0.27) .01 -.29
100% fearful 0.48(0.39) 0.21(0.24) .08 -.51 0.40(0.31) 0.18(0.18) .08 -.53
Fear > Neutral 0.38(0.76) -0.10(0.44) .10 -.43 0.29(0.38) 0.00(0.35) .11 -.57
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Figure B.1: Scatter plots for repeatability analysis (%SC session 1 on x-axis, %SC session 2 on y-axis).
Red dots indicate outliers.
217
Figure B.2: Scatter plots for repeatability analysis (%SC session 1 on x-axis, %SC session 2 on y-axis).
Red dots indicate outliers.
218
Figure B.3: Scatter plots for repeatability analysis (%SC session 1 on x-axis, %SC session 2 on y-axis).
Red dots indicate outliers.
219
Figure B.4: Scatter plots for repeatability analysis (%SC session 1 on x-axis, %SC session 2 on y-axis).
Red dots indicate outliers.
220
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221
Figure C.1: All spectra from the insula that were included in the analysis.
222
Figure C.2: All spectra from the DLPFC that were included in the analysis.
223
Figure C.3: Group effect for the GABA+ (insula) regressor on the contrast SPIDERS > ANIMALS
(N = 37).
Figure C.4: Group effect for the GABA+ (DLPFC) regressor on the contrast SPIDERS > ANIMALS
(N = 37).
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Figure D.1: Uncorrected > corrected. Statistical parametrical maps are shown for IAPSnegative,
IAPSneutral, SPIDERS, ANIMALS (all vs. fixation cross baseline) in that order. The maps show
in which regions the uncorrected dataset leads to stronger BOLD signals than the dataset corrected for
physiological noise. The statistical threshold was set to Z > 5 and corrected cluster threshold of P < .05.
Image displayed in radiological convention. No results were found for the opposite contrast.
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Table E.1: Within-session repeatability dependent on spectrum exclusion criteria for GABA+/Cr. For
each exclusion criterion (top rows: based on fit error; bottom rows: based on ratings), the number of
remaining participants, the ICC and its significant value, as well as CVwithin and CVbetween based on
the remaining sample are shown. ICC(av) refers to the estimated ICC for averaged measures (based on
Spearman-Brown).
Fit error
DLPFC Insula
thr. N ICC p(ICC) ICC(av) CVws CVbs N ICC p(ICC) ICC(av) CVws CVbs
20.0 34 0.00 N.A. 0.00 14.80 23.58 35 0.23 0.09 0.37 16.07 25.46
19.5 33 0.00 N.A. 0.00 14.73 23.81 35 0.23 0.09 0.37 16.07 25.46
19.0 33 0.00 N.A. 0.00 14.73 23.81 35 0.23 0.09 0.37 16.07 25.46
18.5 33 0.00 N.A. 0.00 14.73 23.81 35 0.23 0.09 0.37 16.07 25.46
18.0 33 0.00 N.A. 0.00 14.73 23.81 35 0.23 0.09 0.37 16.07 25.46
17.5 33 0.00 N.A. 0.00 14.73 23.81 35 0.23 0.09 0.37 16.07 25.46
17.0 33 0.00 N.A. 0.00 14.73 23.81 34 0.25 0.07 0.40 15.62 25.54
16.5 33 0.00 N.A. 0.00 14.73 23.81 34 0.25 0.07 0.40 15.62 25.54
16.0 32 0.00 N.A. 0.00 13.06 17.89 34 0.25 0.07 0.40 15.62 25.54
15.5 32 0.00 N.A. 0.00 13.06 17.89 34 0.25 0.07 0.40 15.62 25.54
15.0 31 0.00 N.A. 0.00 13.15 17.69 34 0.25 0.07 0.40 15.62 25.54
14.5 31 0.00 N.A. 0.00 13.15 17.69 34 0.25 0.07 0.40 15.62 25.54
14.0 29 0.00 N.A. 0.00 13.60 18.22 31 0.26 0.07 0.42 16.11 26.32
13.5 28 0.00 N.A. 0.00 13.69 18.52 31 0.26 0.07 0.42 16.11 26.32
13.0 27 0.03 0.44 0.06 12.70 16.57 30 0.26 0.08 0.41 16.20 26.50
12.5 26 0.02 0.45 0.05 12.76 16.85 30 0.26 0.08 0.41 16.20 26.50
12.0 23 0.00 N.A. 0.00 13.46 16.19 27 0.27 0.08 0.43 16.36 27.01
11.5 22 0.00 N.A. 0.00 12.96 15.28 25 0.30 0.07 0.46 15.80 24.01
11.0 17 0.08 0.37 0.15 10.57 14.53 23 0.08 0.36 0.14 15.87 21.68
10.5 16 0.24 0.18 0.39 9.12 13.97 20 0.11 0.31 0.21 15.58 21.00
10.0 11 0.52 0.04 0.68 6.94 13.98 20 0.11 0.31 0.21 15.58 21.00
9.5 8 0.44 0.12 0.61 7.47 14.57 17 0.04 0.43 0.09 16.52 21.24
9.0 4 0.66 0.11 0.79 6.58 11.72 12 0.25 0.21 0.40 14.65 19.76
8.5 1 N.A. N.A. N.A. N.A. N.A. 12 0.25 0.21 0.40 14.65 19.76
8.0 0 N.A. N.A. N.A. N.A. N.A. 12 0.25 0.21 0.40 14.65 19.76
7.5 0 N.A. N.A. N.A. N.A. N.A. 5 0.36 0.24 0.53 13.82 17.62
7.0 0 N.A. N.A. N.A. N.A. N.A. 2 0.52 0.32 0.69 9.13 5.54
6.5 0 N.A. N.A. N.A. N.A. N.A. 2 0.52 0.32 0.69 9.13 5.54
6.0 0 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. N.A. N.A.
Rating
DLPFC Insula
thr. N ICC p(ICC) ICC(av) CVws CVbs N ICC p(ICC) ICC(av) CVws CVbs
1.0 34 0.00 N.A. 0.00 14.80 23.58 35 0.23 0.09 0.37 16.07 25.46
1.2 33 0.00 N.A. 0.00 14.73 23.81 29 0.31 0.05 0.48 14.74 26.33
1.5 32 0.00 N.A. 0.00 13.93 22.14 25 0.08 0.35 0.15 14.16 20.27
1.8 31 0.00 N.A. 0.00 13.39 22.31 24 0.10 0.31 0.19 14.00 20.46
2.0 29 0.00 N.A. 0.00 11.83 15.03 21 0.21 0.17 0.35 13.13 20.32
2.2 25 0.00 N.A. 0.00 12.40 15.44 19 0.23 0.16 0.38 13.41 20.83
2.5 24 0.00 N.A. 0.00 11.51 15.18 18 0.43 0.03 0.60 11.99 17.71
2.8 22 0.05 0.41 0.09 10.06 13.14 13 0.48 0.04 0.65 12.40 19.74
3.0 21 0.00 N.A. 0.00 10.37 12.18 9 0.51 0.06 0.68 12.77 21.50
3.2 18 0.00 N.A. 0.00 10.07 11.24 8 0.54 0.07 0.70 13.26 22.77
3.5 13 0.00 N.A. 0.00 10.83 12.55 7 0.33 0.21 0.50 13.23 19.91
3.8 10 0.01 0.48 0.03 10.36 13.17 3 0.73 0.13 0.85 8.15 19.30
4.0 6 0.00 N.A. 0.00 9.60 11.58 3 0.73 0.13 0.85 8.15 19.30
4.2 4 0.00 N.A. 0.00 13.33 10.57 2 0.94 0.11 0.97 8.10 14.50
4.5 2 0.00 N.A. 0.00 8.28 8.26 1 N.A. N.A. N.A. N.A. N.A.
4.8 1 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. N.A. N.A.
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Table E.2: Between-session repeatability dependent on spectrum exclusion criteria for GABA+/Cr. For
each exclusion criterion (top rows: based on fit error; bottom rows: based on ratings), the number of
remaining participants, the ICC and its significant value, as well as CVwithin and CVbetween based on
the remaining sample are shown. ICC(av) refers to the estimated ICC for averaged measures (based on
Spearman-Brown).
Fit error
DLPFC Insula
thr. N ICC p(ICC) ICC(av) CVws CVbs N ICC p(ICC) ICC(av) CVws CVbs
20.0 13 0.00 N.A. 0.00 18.38 27.01 14 0.10 0.36 0.18 15.74 25.76
19.5 13 0.00 N.A. 0.00 17.77 26.90 14 0.10 0.36 0.18 15.74 25.76
19.0 13 0.00 N.A. 0.00 17.77 26.90 14 0.10 0.36 0.18 15.74 25.76
18.5 13 0.00 N.A. 0.00 17.77 26.90 14 0.10 0.36 0.18 15.74 25.76
18.0 13 0.00 N.A. 0.00 17.77 26.90 14 0.10 0.36 0.18 15.74 25.76
17.5 13 0.00 N.A. 0.00 17.77 26.90 14 0.10 0.36 0.18 15.74 25.76
17.0 13 0.00 N.A. 0.00 17.77 26.90 14 0.10 0.36 0.18 15.74 25.76
16.5 13 0.00 N.A. 0.00 17.77 26.90 14 0.10 0.36 0.18 15.74 25.76
16.0 13 0.00 N.A. 0.00 17.77 26.90 14 0.10 0.36 0.18 15.74 25.76
15.5 13 0.00 N.A. 0.00 17.77 26.90 14 0.10 0.36 0.18 15.74 25.76
15.0 13 0.00 N.A. 0.00 17.77 26.90 14 0.09 0.38 0.16 15.81 25.80
14.5 13 0.00 N.A. 0.00 17.47 26.71 14 0.09 0.38 0.16 15.81 25.80
14.0 11 0.06 0.43 0.11 12.52 19.21 14 0.11 0.35 0.20 15.65 25.75
13.5 11 0.11 0.37 0.20 12.85 19.60 14 0.11 0.35 0.20 15.65 25.75
13.0 7 0.07 0.44 0.13 12.35 14.57 14 0.09 0.38 0.16 16.25 25.57
12.5 5 0.10 0.42 0.19 13.29 16.51 13 0.20 0.24 0.34 14.46 24.06
12.0 5 0.10 0.42 0.19 13.29 16.51 13 0.20 0.24 0.34 14.46 24.06
11.5 5 0.01 0.49 0.02 11.57 13.56 13 0.16 0.29 0.27 15.16 25.88
11.0 5 0.48 0.17 0.65 7.91 14.32 13 0.15 0.30 0.27 14.69 24.65
10.5 4 0.78 0.06 0.88 5.99 14.82 13 0.23 0.22 0.37 13.49 25.30
10.0 2 0.00 N.A. 0.00 6.56 6.55 13 0.23 0.22 0.37 13.49 25.30
9.5 1 N.A. N.A. N.A. 9.85 9.85 12 0.22 0.24 0.36 14.12 26.08
9.0 1 N.A. N.A. N.A. 10.37 10.37 10 0.18 0.29 0.31 16.02 27.19
8.5 0 N.A. N.A. N.A. N.A. N.A. 8 0.37 0.16 0.54 11.24 21.77
8.0 0 N.A. N.A. N.A. N.A. N.A. 7 0.32 0.22 0.49 13.91 23.19
7.5 0 N.A. N.A. N.A. N.A. N.A. 5 0.22 0.34 0.37 17.50 26.95
7.0 0 N.A. N.A. N.A. N.A. N.A. 3 0.00 N.A. 0.00 10.99 10.30
6.5 0 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. 7.14 7.14
6.0 0 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. 7.14 7.14
Rating
DLPFC Insula
thr. N ICC p(ICC) ICC(av) CVws CVbs N ICC p(ICC) ICC(av) CVws CVbs
1.0 13 0.00 N.A. 0.00 18.38 27.01 14 0.10 0.36 0.18 15.74 25.76
1.2 12 0.09 0.39 0.16 13.42 19.60 14 0.11 0.35 0.19 15.67 25.73
1.5 12 0.09 0.39 0.16 13.42 19.60 14 0.16 0.29 0.27 13.97 24.24
1.8 11 0.28 0.18 0.44 11.31 14.78 13 0.18 0.27 0.30 13.84 24.96
2.0 11 0.28 0.18 0.44 11.31 14.78 13 0.09 0.38 0.17 15.20 26.06
2.2 10 0.31 0.18 0.47 12.38 15.46 12 0.20 0.26 0.33 13.43 25.56
2.5 8 0.33 0.19 0.49 11.89 16.42 12 0.17 0.29 0.29 14.07 25.70
2.8 6 0.72 0.04 0.83 8.09 16.72 11 0.33 0.15 0.49 12.10 22.86
3.0 6 0.69 0.04 0.81 8.44 16.99 10 0.37 0.13 0.54 12.04 24.57
3.2 4 0.85 0.03 0.92 8.17 17.42 9 0.50 0.07 0.67 11.09 20.00
3.5 3 0.80 0.10 0.89 8.26 18.76 6 0.54 0.10 0.70 8.29 17.20
3.8 3 0.52 0.24 0.68 10.60 15.69 5 0.47 0.17 0.64 11.07 19.44
4.0 2 0.53 0.32 0.69 18.15 18.74 4 0.03 0.48 0.06 10.64 14.77
4.2 1 N.A. N.A. N.A. 9.62 9.62 2 0.38 0.38 0.55 7.55 3.92
4.5 1 N.A. N.A. N.A. 9.62 9.62 2 0.38 0.38 0.55 7.55 3.92
4.8 0 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. 10.21 10.21
5.0 0 N.A. N.A. N.A. N.A. N.A. 1 N.A. N.A. N.A. 7.14 7.14
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Figure E.1: Within-session repeatability. Scatter plot of GABA+/Cr measure obtained in run 1 with
GABA+/Cr measure obtained in run 2 (top: DLPFC, bottom: insula). The colour of the dot refers to
the mean fit error, the size of the bubble to the mean rating (the bigger, the better rated the spectrum
quality). The red line indicates the ideal slope of data.
231
Table E.3: Effect of inclusion criterion on number of participants. Number of participants are shown for
participants with two spectra meeting the inclusion criterion (N 2spec), and number of participants with
one spectrum meeting the criterion (N 1spec).
Fit error DLPFC Insula
thresh. N 2spec N 1spec N 2spec N 1spec
20.0 33 40 36 41
19.5 33 40 36 41
19.0 33 38 36 41
18.5 33 38 36 41
18.0 32 38 36 41
17.5 32 38 36 41
17.0 32 38 36 40
16.5 32 38 36 39
16.0 32 38 36 39
15.5 32 38 36 39
15.0 32 37 36 39
14.5 32 37 35 39
14.0 32 37 35 39
13.5 31 37 35 38
13.0 31 37 32 38
12.5 31 37 32 38
12.0 30 37 32 38
11.5 30 37 31 38
11.0 28 37 29 38
10.5 28 37 27 38
10.0 26 37 25 38
9.5 24 35 21 35
9.0 23 34 21 35
8.5 23 31 19 35
8.0 19 31 16 32
7.5 17 26 8 29
7.0 15 23 6 26
6.5 11 22 6 23
6.0 5 20 4 14
5.5 3 16 1 10
5.0 0 9 1 9
Rating DLPFC Insula
thresh. N 2spec N 1spec N 2spec N 1spec
1.0 33 40 36 41
1.2 32 39 29 34
1.5 31 38 25 33
1.8 30 37 24 33
2.0 29 35 21 33
2.2 25 35 19 32
2.5 24 34 18 32
2.8 22 32 13 30
3.0 21 31 9 30
3.2 18 29 8 25
3.5 13 26 7 21
3.8 10 21 3 14
4.0 6 18 3 13
4.2 4 13 2 10
4.5 2 9 1 8
4.8 1 7 1 4
5.0 0 0 0 1
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Figure F.1: The median amount of variance (error bars: interquartile range) explained by each of the
methods in each region of interest in the left hemisphere (left) and right hemisphere (right). A black
asterisk indicates a significant difference between the three breath-hold based analyses. A purple asterisk
indicates a significant difference between the resting state based analysis and the mean of the breath-hold
based analyses.
234
Figure F.2: The median estimated vascular reactivity (error bars: interquartile range) by each of the
methods in each region of interest in the left hemisphere (left) and right hemisphere (right). A black
asterisk indicates a significant difference between the three breath-hold based analyses. A purple asterisk
indicates a significant difference between the resting state based analysis and the mean of the breath-hold
based analyses.
235
Figure F.3: Scatter plots for between-subject correlations of vascular reactivity estimates (averaged
over gray matter) obtained by the six different methods BHBlock, BHSine-Cosine, BHCO2, RestingCO2,
RestingRSFA and BHTsd.
236
Figure F.4: ... continued
237
(a) (b)
(c)
Figure F.5: a) Repeatability of the CO2 trace during the breath-hold task. b) Scatterplot of the CO2
range obtained during the breath-hold task in session 1 vs. in session 2. 3) Scatterplot of the CO2 range
obtained during the resting scan in session 1 vs. in session 2.
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