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Abstract
We show that multipartite generation functions can be written in terms of the
Bell polynomials (known as Faa` di Bruno’s formula) and the Ruelle spectral func-
tions, whose spectrum is encoded in the Patterson-Selberg function of the hyperbolic
three-geometry. We derive an infinite-product formula for the Chern-Simons parti-
tion functions and analyze appropriate q-series which leads to the construction of knot
invariants. With the help of the Ruelle spectral functions symmetric and modular
properties in infinite-product structure can be described.
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1 Multipartite generating functions
Let us consider, for any orderedm-tuple of nonnegative integers not all zeros, (k1, k2, . . . , km) =
−→
k (referred to as ”m-partite” or multipartite numbers), the (multi)partitions, i.e. distinct
representations of (k1, k2, . . . , km) as sums of multipartite numbers. Let us call C
(z;m)
− (
−→
k ) =
Cm− (z; k1, k2, · · · , km) the number of such multipartitions, and introduce in addition the sym-
bol C
(z;m)
+ (
−→
k ) = C
(m)
+ (z; k1, k2, · · · , km). Their generating functions are defined by [1]
F(z;X) :=
∏
k1≥0,...,km≥0,
k1+...+km>0
(
1− zxk11 x
k2
2 · · ·x
km
m
)−1
=
∑
−→
k ≥0
C
(z;m)
− (
−→
k )xk11 x
k2
2 · · ·x
km
m , (1.1)
G(z;X) :=
∏
k1≥0,...,km≥0,
k1+...+km>0
(
1 + zxk11 x
k2
2 · · ·x
km
m
)
=
∑
−→
k ≥0
C
(z;m)
+ (
−→
k )xk11 x
k2
2 · · ·x
km
m . (1.2)
Therefore,
logF(z;X) = −
∑
k1≥0,...,km≥0,
k1+...+km>0
log
(
1− zxk11 x
k2
2 · · ·x
km
m
)
=
∑
−→
k ≥0
∞∑
n=1
zn
n
xnk11 x
nk2
2 · · ·x
nkm
m
=
∞∑
n=1
zn
n
(1− xn1 )
−1(1− xn2 )
−1 · · · (1− xnm)
−1
=
∞∑
n=1
zn
n
m∏
j=1
(1− xnj )
−1. (1.3)
Finally, logG(−z;X) = logF(z;X). Let βm(n) :=
∏m
j=1(1− x
n
j )
−1, then
F(z;X) =
∑
k1≥0,...,km≥0,
k1+...+km>0
C
(z;m)
− (
−→
k )xk11 x
k2
2 · · ·x
km
m = exp
(
∞∑
n=1
zn
n
βm(n)
)
, (1.4)
G(z;X) =
∑
k1≥0,...,km≥0,
k1+...+km>0
C
(z;m)
+ (
−→
k )xk11 x
k2
2 · · ·x
km
m = exp
(
∞∑
n=1
(−z)n
n
βm(n)
)
. (1.5)
2
It is known that the Bell polynomials are very useful in many problems in combinatorics.
We would like to note their application in multipartite partition problem [1]. The Bell
polynomials technique can be used for the calculation C
(m)
− (
−→
k ) and C
(m)
+ (
−→
k ). Let
F(z;X) := 1 +
∞∑
j=1
Pj(x1, x2, . . . , xm)z
j , Pj = 1 +
∑
k1≥0,...,km≥0,
k1+...+km>0
P (
−→
k ; j)xk11 · · ·x
km
m , (1.6)
G(z;X) := 1 +
∞∑
j=1
Qj(x1, x2, . . . , xm)z
j , Qj = 1 +
∑
k1≥0,...,km≥0,
k1+...+km>0
Q(
−→
k ; j)xk11 · · ·x
km
m . (1.7)
Useful expressions for the recurrence relation of the Bell polynomial Yn(g1, g2, . . . , gn) and
generating function B(z) have the forms [1]:
Yn+1(g1, g2, . . . , gn+1) =
n∑
k=0
(
n
k
)
Yn−k(g1, g2, . . . , gn−k)gk+1, (1.8)
B(z) =
∑∞
n=0 Ynz
n/n! =⇒ logB(z) =
∑∞
n=1 gnz
n/n!. To verify the last formula we need to
differentiate with respect to z and observe that a comparison of the coefficients of zn in
the resulting equation produces an identity equivalent to (1.8). From Eq. (1.8) one can
obtain the following explicit formula for the Bell polynomials (it is known as Faa di Bruno’s
formula)
Yn(g1, g2, . . . , gn) =
∑
k⊢n
n!
k1! · · · kn!
n∏
j=1
(
gj
j!
)kj
. (1.9)
Setting X = (x1, x2, . . . , xm, 0, 0, . . .); for finite additive manner, then the following result
holds (see for detail [2]):
Pj =
1
j!
Yj (0!βm(1), 1!βm(2) , . . . , (j − 1)!βm(j)) , (1.10)
Qj =
1
(−1)jj!
Yj (−0!βm(1), −1!βm(2) , . . . , −(j − 1)!βm(j)) . (1.11)
and
F(z;X) = 1 +
∞∑
j=1
Pj(x1, x2, . . . , xm)z
j
= 1 +
∞∑
j=1
zj
j!
Yj (0!βm(1), 1!βm(2) , . . . , (j − 1)!βm(j)) , (1.12)
G(z;X) = 1 +
∞∑
j=1
Qj(x1, x2, . . . , xm)z
j
= 1 +
∞∑
j=1
(−1)jzj
j!
Yj (−0!βm(1), −1!βm(2) , . . . , −(j − 1)!βm(j)) . (1.13)
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1.1 Restricted specializations
For some specializations, when X = (x1, x2, . . . , xm, 0, 0, . . .) = (q, q, ..., q︸ ︷︷ ︸
m
, 0, 0, . . .) we get
F(z;X) =
∏
k1≥0,...,km≥0,
k1+...+km>0
(
1− zqk1+k2+···+km
)−1
= exp
(
−
∞∑
n=1
zn
n
(1− qn)−m
)
, (1.14)
G(z;X) =
∏
k1≥0,...,km≥0,
k1+...+km>0
(
1 + zqk1+k2+···+km
)
= exp
(
−
∞∑
n=1
(−z)n
n
(1− qn)−m
)
.(1.15)
Spectral functions of hyperbolic three-geometry. Interesting combinatorial identities
may be obtained by applying Euler-Poincare´ formula to graded algebras, for example, to
the subalgebras of Kac-Moody algebras (see, for example, [3]). From the point of view of
the applications, homologies associated with algebras g = sl(N ;C) important since they
constitute the thechnical basis of the proof of the combinatorial identities of Euler-Gauss-
Jacobi-MacDonald.
Let us begin by explaining the general lore for the g-structure on compact groups. We recall
some results on the Ruelle (Patterson-Selberg type) spectral functions. For details we refer
the reader to [4, 5] where spectral functions of hyperbolic three-geometry were considered
in connection with three-dimensional Euclidean black holes, pure supergravity, and string
amplitudes.
Let Γγ ∈ G = SL(2,C) be the discrete group defined by
Γγ = {diag(e2nπ(Imϑ+iReϑ), e−2nπ(Imϑ+iReϑ)) : n ∈ Z} = {γn : n ∈ Z} ,
γ = diag(e2π(Imϑ+iReϑ), e−2π(Im ϑ+iReϑ)) . (1.16)
One can construct a zeta function of Selberg-type for the group Γγ ≡ Γγ(α,β) generated by a
single hyperbolic element of the form γ(α,β) = diag(e
z, e−z), where z = α + iβ for α, β > 0.
Actually α = 2πImϑ and β = 2πReϑ. The Patterson-Selberg spectral function ZΓγ (s) and
its logarithm for Re s > 0 can be attached to H3/Γγ as follows:
ZΓγ (s) :=
∏
k1,k2≥0
[1− (eiβ)k1(e−iβ)k2e−(k1+k2+s)α] , (1.17)
logZΓγ (s) = −
1
4
∞∑
n=1
e−nα(s−1)
n[sinh2
(
αn
2
)
+ sin2
(
βn
2
)
]
. (1.18)
The zeros of ZΓγ (s) are precisely the set of complex numbers ζn,k1,k2 = − (k1 + k2) +
i (k1 − k2)β/α + 2πin/α, with n ∈ Z. The magnitude of the zeta-function is bounded
for both Re s ≥ 0 and Re s ≤ 0, and its growth can be estimated as∣∣ZΓγ (s)∣∣ ≤ ( ∏
k1+k2≤|s|
e |s| ℓ
)( ∏
k1+k2≥|s|
(
1− e (|s|−k1−k2) ℓ
) )
≤ C1 e
C2 |s|3 (1.19)
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for suitable constants ℓ, C1, C2. The first product on the right-hand side of (1.19) gives the
exponential growth, while the second product is bounded. The spectral function ZΓγ (s) is
an entire function of order three and of finite type which can be written as a Hadamard
product [5]
ZΓγ (s) = e
Q(s)
∏
ζ∈Σ
(
1−
s
ζ
)
exp
( s
ζ
+
s2
2ζ2
+
s3
3ζ3
)
, (1.20)
where Σ is the set of zeroes ζ := ζn,k1,k2 and Q(s) is a polynomial of degree at most three.
(The product formula for entire function (1.20) is also known as Weierstrass formula (1876).)
Let us introduce next the Ruelle spectral function R(s) associated with hyperbolic three-
geometry [4, 5]. The function R(s) is an alternating product of more complicate factors,
each of which is so-called Patterson-Selberg zeta-functions ZΓγ [6]. Functions R(s) can be
continued meromorphically to the entire complex plane C, poles of R(s) correspond to zeros
of ZΓγ (s).
∞∏
n=ℓ
(1− qan+ε) =
∏
p=0,1
ZΓγ ((aℓ+ ε)(1− i̺(ϑ)) + 1− a︸ ︷︷ ︸
s
+a(1 + i̺(ϑ)p)(−1)
p
= R(s = (aℓ+ ε)(1− i̺(ϑ)) + 1− a), (1.21)
∞∏
n=ℓ
(1 + qan+ε) =
∏
p=0,1
ZΓγ ((aℓ+ ε)(1− i̺(ϑ)) + 1− a+ iσ(ϑ)︸ ︷︷ ︸
s
+a(1 + i̺(ϑ)p)(−1)
p
= R(s = (aℓ+ ε)(1− i̺(ϑ)) + 1− a+ iσ(ϑ)) , (1.22)
∞∏
n=ℓ
(1− qan+ε)bn = R(s = (aℓ+ ε)(1− i̺(ϑ)) + 1− a)bℓ
×
∞∏
n=ℓ+1
R(s = (an + ε)(1− i̺(ϑ)) + 1− a)b , (1.23)
∞∏
n=ℓ
(1 + qan+ε)bn = R(s = (aℓ+ ε)(1− i̺(ϑ)) + 1− a+ iσ(ϑ))bℓ
×
∞∏
n=ℓ+1
R(s = (an + ε)(1− i̺(ϑ)) + 1− a + iσ(ϑ))b , (1.24)
being q ≡ e2πiϑ, ̺(ϑ) = Reϑ/Im ϑ, σ(ϑ) = (2 Imϑ)−1, a is a real number, ε, b ∈ C, ℓ ∈ Z+.
Obviously,
βm(n) =
m∏
j=1
(1− qjn)−1 ≡
∞∏
j=1
(1− qjn)−1
∞∏
j=m+1
(1− qjn)
=
R(s = n(m+ 1)(1− i̺(ϑ)) + 1− n)
R(s = n(1− i̺(ϑ)) + 1− n)
(1.25)
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and
F(z;X) =
∏
k1≥0,...,km≥0,
k1+...+km>0
(
1− zqk1+k2+···+km
)−1
by (1.14)
==== × exp
(
−
∞∑
n=1
znR(s = −in̺(ϑ)(m + 1) + nm+ 1)
nR(s = −in̺(ϑ) + 1)
)
, (1.26)
G(z;X) =
∏
k1≥0,...,km≥0,
k1+...+km>0
(
1 + zqk1+k2+···+km
)
by (1.15)
==== × exp
(
−
∞∑
n=1
(−z)nR(s = −in̺(ϑ)(m + 1) + nm+ 1)
nR(s = −in̺(ϑ) + 1)
)
. (1.27)
Also series for F(z;X) and G(z;X) have the forms (1.14) and (1.15) correspondingly with
βm(n) is given by Eq. (1.25).
Example: Let us calculate P2 coefficient. With the help of recurrence relation (1.8) we
obtain
2P2 = (Y2(βm(1), βm(2)) = Y2(βm(1)
2 + βm(2)) =
m∏
j=1
(1− qj2)−1 +
m∏
j=1
(1− qj2)
=
R(s = 2(m+ 1)(1− i̺(ϑ))− 1)2 +R(s = 2(1− i̺(ϑ)− 1))2
R(s = 2(m+ 1)(1− i̺(ϑ))− 1) · R(s = 2(1− i̺(ϑ)− 1))
. (1.28)
Remark 1.1 In the simple case when X = (q, 0, 0, . . .) and z = 1 we have F(1; q)ak =∏
k≥0(1 − q
k)−ak . There are some expansions which are differ from power series expansions
that are useful in imperical studies. Indeed the following result holds (see also [2])
∞∏
k=1
(1− qk)−ak = 1 +
∞∑
k=1
Bkq
k, (1.29)
kBk =
∑k
j=1DjBk−jq
k, Dj =
∑
d|j dad. Here ak and Bk are integers. Note that if either
sequance ak or Bk is given, the other is uniquely determined by cBk and Dj.
1.2 The infinite hierarchy
Setting zqk1+...+kmqn = zΩ−→
k
qn1 with Ω−→
k
= qk1+...+km (
−→
k = (k1, . . . , km)) we get
G1
(
zΩ−→
k
; q
)
:=
∞∏
n1=0
(1− zΩ−→
k
qn1) = (1− zΩ−→
k
) · R(s = (1 + Ω(zΩ−→
k
))(1− i̺ϑ)) , (1.30)
where Ω(zΩ−→
k
) ≡ log(zΩ−→
k
)/2iπϑ. Therefore the infinite products can be factorized as
∞∏
km=0
∞∏
km−1=0
· · ·
∞∏
k1=0
∞∏
n1=0
(1− zΩ−→
k
qn1 ) =
∏
−→
k ≥
−→
0
G1
(
zΩ−→
k
; q
)
. (1.31)
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We can treat this factorization as a product of m copies, each of them is G1
(
zΩ−→
k
; q
)
and
corresponds to a free two-dimensional conformal field theory. The next step of the iterative
loop becomes the Jackson (convergent) double infinite product G2(z; q, p) [7]
G2(zΩ−→k ; q, p) =
∞∏
n2,n1=0
(1− zΩ−→
k
qn1+n2) =
∞∏
n2=0
(1− zΩ−→
k
qn2)
× R(s = (1 + Ω(zΩ−→
k
qn2)(1− i̺ϑ)) (1.32)
For the product (1.32) two first order q- and p-equations take the forms [8]
G2(Ω−→k ; q, p)
G2(qΩ−→k ; q, p)
= G1(Ω−→k ; p),
G2(Ω−→k ; q, p)
G2(pΩ−→k ; q, p)
= G1(Ω−→k ; q) , (1.33)
G2(qp(qΩ−→k )
−1; q, p)
G2(qp(Ω−→k )
−1; q, p)
= G2(p(Ω−→k )
−1; p) ,
G2(qp(pΩ−→k )
−1; q, p)
G2(qp(Ω−→k )
−1; q, p)
= G2(q(Ω−→k )
−1; q).(1.34)
Symmetry roperties of Jackson double infinite product G2(z; q, p) analogous to (modular)
properties of the standard elliptic gamma functions. For z ∈ C∗ the order one Γ1 and double
(i.e., the order two) Γ2 standard elliptic gamma functions have the forms
Γ1(z; q, p) =
∞∏
n1,n2=0
(
1− z−1qn1+1pn2+1
1− zqn1pn2
)
,
Γ2(z; q, p, t) =
∞∏
n1,n2,n3=0
(1− z−1qn1+1pn2+1tn3+1)(1− zqn1pn2tn3). (1.35)
The double elliptic gamma function Γ2 has the following interesting modular properties:
Γ2(z; a, b, c) = Γ2(z/a;−1/a, b/a, c/a) · Γ2(z/b; a/b,−1/b, c/b) · Γ2(z/c; a/c, b/c,−1/c)
× exp
(
iπ
12
B44(z; a, b, c)
)
, (1.36)
where B44 is given by
B44(z; a, b, c) = lim
x→0
d4
dx4
(
x4ezx
(eax − 1)(ebx − 1)(ecx − 1)
)
(1.37)
and 2iπa = log q, 2iπb = log p, 2iπc = log t. In the case when q = p = t we get
Γ1(z; q, q) =
∞∏
n2=0
∞∏
n1=0
(
1− z−1qn1+1pn2+1
1− zqn1pn2
)
=
∞∏
n2=0
(
1− z−1qn2+2
1− zqn2
)
×
(
R(s = (n2 + Ω(z
−1;ϑ) + 2)(1− i̺(ϑ))
R(s = (n2 + Ω(z;ϑ))(1− i̺(ϑ))
)
, (1.38)
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where Ω(z±1;ϑ) = ±log z/2πiϑ.
Γ2(z; q, q, q) =
∞∏
n2,n3=0
∞∏
n1=0
(1− z−1qn1+n2+n3+3)(1− zqn1+n2+n3)
=
∞∏
n2,n3=0
(1− z−1qn2+n3+2)(1− zqn2+n3)
× R(s = (n2 + n3 + Ω(z
−1;ϑ) + 3)(1− i̺(ϑ)))
× R(s = (n2 + n3 + Ω(z;ϑ) + 1)(1− i̺(ϑ))). (1.39)
2 The quantum group invariants
In this Sect. we view correlators in a CS theory as generating series of quantum group
invariants weighted by S-functions. The quantum group invariants can be defined over any
semi-simple Lie algebra g. In the SU(N) Chern-Simons gauge theory we study the quantum
slN invariants, which can be identified as the so-called colored HOMFLY polynomials.
One important corollary of the LMOV conjecture is the possibility to express a Chern-Simons
partition function as an infinite product. In this article we derive such a product. During the
calculations we use the characters of the symplectic groups. The latter were found by Weyl
[9] using a transcendental method (based on integration over the group manifold). However
the appropriate characters may also be obtained by algebraic methods [10]. Following [11] we
have used algebraic methods. This allows to exploit the Hopf algebra methods to determine
(sub)group branching rules and the decomposition of tensor products.
The motivation for studying an infinite-product formula, associated to topological string par-
tition functions, based on a guess on the modular property of partition function, stimulated
by properties of S-functions.
Review of basic tools. To derive the infinite-product formula, we need some preliminary
material. First of all we denote by Y the set of all Young diagrams. Let χA be the character
of the irreducible representation of the symmetric group labeled by a partition A. Given
a partition µ, define mj = card(µk = j; k ≥ 1). (The order of the conjugate class of
type µ is given by: zµ =
∏
j≥1 j
mjmj !.) The symmetric power functions of a given set of
variables X = {xj}j≥1 are defined as the direct limit of the Newton polynomials: pn(X) =∑
j≥1 x
n
j , pµ(X) =
∏
i≥1 pµi(X), and we have the following formulae which determine the
Schur function and the orthogonality property of the character
sA(X) =
∑
µ
χA(Cµ)
zµ
pµ(X),
∑
µ
χA(Cµ)χB(Cµ)
zµ
= δA,B . (2.1)
where Cµ denotes the conjugate class of the symmetric group S|µ| corresponding to partition
µ (for details see Sect. 3 of [33]).
Given X = {xi}i≥1, Y = {yj}j≥1, define X∗Y = {xi ·yj}i≥1,j≥1.We also define X
d = {xdi }i≥1.
The d-th Adams operation of a Schur function is given by sA(X
d). (An Adams operation
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is type of algebraic construction; the basic idea of this operation is to implement some
fundamental identities in S-functions. In particular, sA(X
d) means operation of a power
sum on a polynomial.) We use the following conventions for the notation:
• L will denote a link and L the number of components in L.
• The irreducible Uq(slN) module associated to L will be labeled by their highest weights,
thus by Young diagrams. We usually denote it by a vector form
−→
A = (A1, . . . , AL).
• Let
−→
X = (x1, . . . , xL) be a set of L variables, each of which is associated to a component
of L and −→µ = (µ1, . . . , µL) ∈ YL be a tuple of L partitions. We write:
[−→µ ] =
L∏
α=1
[µα], z−→µ =
L∏
α=1
zµα , χ−→A (C−→µ ) =
L∏
α=1
χAα(Cµα),
s−→
A
(
−→
X ) =
L∏
α=1
sAα(xα), pµ(X) =
ℓ(µ)∏
i=1
pµi(X), p−→µ (
−→
X ) =
L∏
α=1
pµα(xα).
The case of links and a knot. The quantum slN invariant for the irreducible module
VA1, . . . , VAL, labeled by the corresponding partitions A
1, . . . , AL, can be identified as the
HOMFLY invariants for the link decorated by QA1 , . . . , QAL. The quantum slN invariants
of the link is given by P−→
A
(L; q, t) = H(L ⋆⊗Lα=1QAα). The colored HOMFLY polynomial of
the link L can be defined by [12]
P−→
A
= q−
∑L
α=1 kAαω(Kα)t−
∑L
α=1 |A
α|ω(Kα)〈L ⋆⊗Lα=1QAα〉 , (2.2)
where ω(Kα) is the number of the α-component Kα of L and the bracket 〈L ⋆ ⊗
L
α=1QAα〉
denotes the framed HOMFLY polynomial of the satellite link L ⋆ ⊗Lα=1QAα. We can define
the following invariants:
W−→µ (L; q, t) =
∑
−→
A=(A1,...,AL)
( L∏
α=1
χAα(Cµα)
)
P−→
A
(L; q, t) . (2.3)
The Chern-Simons partition function WSLCS(L; q, t) and the free energy F (L; q, t) of the link L
are the following generating series of quantum group invariants weighted by Schur functions
s−→
A
and by the invariants W−→µ :
W
SL
CS(L; q, t) = 1 +
∑
−→
A
P−→
A
(L; q, t)s−→
A
(
−→
X ) = 1 +
∑
−→µ
W−→µ (L; q, t)
z−→µ
p−→µ (
−→
X ) , (2.4)
F (L; q, t) = logWCS(L; q, t) =
∑
−→µ
F−→µ (L; q, t)
z−→µ
p−→µ (
−→
X ) . (2.5)
From summations to infinite products. The Chern-Simons theory has been conjectured
to be equivalent to a topological string theory 1/N expansion in physics. This duality
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conjecture builds a fundamental connection in mathematics. On the one hand, Chern-
Simons theory leads to the construction of knot invariants; on the other hand, topological
string theory gives rise to Gromov-Witten theory in geometry.
The Chern-Simons/topological string duality conjecture identifies the generating function of
Gromov-Witten invariants as Chern-Simons knot invariants [13]. Based on these thoughts,
the existence of a sequence of integer invariants is conjectured [13, 14] in a similar spirit to
Gopakumar-Vafa setting [15], which provides an essential evidence of the duality between
Chern-Simons theory and topological string theory. This integrality conjecture is called the
LMOV conjecture. One important corollary of the LMOV conjecture is to express Chern-
Simons partition function as an infinite product derived in this article. The motivation of
studying such an infinite-product formula is based on a guess on the modularity property of
topological string partition function.
Based on LMOV conjecture the infinite product formulae for the case of links,WSLCS(L; q, t;
−→
X )
and a knot WSLCS(K; q, t;X) are given by [16, 17]
W
SL
CS(K; q, t;X) =
∏
µ
∏
Q∈Z/2
∞∏
m=1
∞∏
k=−∞
〈
1− qk+mtQXµ
〉−mnµ; g,Q (2.6)
W
SL
CS(L; q, t;
−→
X ) =
∏
−→µ
∏
Q∈Z/2
∞∏
m=1
∞∏
k=−∞
〈
1− qk+mtQ
−→
X
〉−mn−→µ ; g,Q. (2.7)
Here −→µ = (µ1, . . . , µL), the length of µi is ℓi,
−→
X = (x1, . . . , xL), and nµ; g,Q are invariants
related to the integer invariants in the LMOV conjecture. For a given µ, nµ;g,Q vanish for
sufficiently large |Q| due to the vanishing property of nµ; g,Q. The products involving Q and
k are finite products for a fixed partition µ.
The symmetric product
〈
1−qk+mtQXµ
〉
and the generalized symmetric product
〈
1−qk+mtQ
−→
X
〉
in Eqs. (2.6) and (2.7), respectively, are defined by the formulae [17]
〈
1− ψXµ
〉
=
∏
xi1 ,...,xiℓ(µ)
(
1− ψ xµ1i1 · · ·x
µℓ(µ)
iℓ(µ)
)
, (2.8)
〈
1− ψ
−→
X
〉
=
L∏
α=1
∏
iα,1,...,iα,ℓα
(
1− ψ
L∏
α=1
(
(xα)
µα1
iα,1
· · · (xα)
µαℓα
iα,ℓα
))
. (2.9)
where ψ is a generic variable. Because of symmetry q → q−1, we have
∞∏
k=−∞
(1− qk+mtQXµ)−mn−→µ ; g,Q = (1− qmtQXµ)−mn−→µ ; g,Q ·
∞∏
k=1
(1− qk+mtQXµ)−2mn−→µ ; g,Q
= (1− qmtQXµ)−mn−→µ ; g,Q · R(s = (1 + Ω(qmtQΩXµ))(1− i̺(ϑ))))
−2mn−→µ ; g,Q , (2.10)
where Ω(qmtQΩXµ) ≡ log(q
mtQΩXµ)/2iπϑ,X
µ ≡ xµ1i1 · · ·x
µℓ(µ)
iℓ(µ)
. Therefore, WSLCS(K; q, t;X
µ)
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and WSLCS(L; q, t;
−→
X ) take the form
W
SL
CS(K; q, t;X
µ) =
∏
µ
∏
Q∈Z/2
∏
xi1 ,...,xiℓ(µ)
∞∏
m=1
(1− qmtQXµ)−mn−→µ ; g,Q
× R(s = (1 + Ω(qmtQΩXµ))(1− i̺(ϑ))))
−2mn−→µ ; g,Q (2.11)
W
SL
CS(L; q, t;X) =
∏
µ
∏
Q∈Z/2
L∏
α=1
∏
iα,1,...,iα,ℓα
∞∏
m=1
(1− qmtQ
−→
X )−mn−→µ ; g,Q
× R(s = (1 + Ω(qmtQΩ−→
X
))(1− i̺(ϑ))))−2mn−→µ ; g,Q . (2.12)
For further simplification we may use Eq. (1.23). Similar calculations in the case of Kauffman
polynomials, relative to the orthogonal group, can be found in a recent paper [18].
Symmetry and modular properties in infinite-product structure. In this section we
discuss a basic symmetric property of infinite-product structure obtained from the LMOV
partition function. For this reason we can use functional equations for the spectral Ruelle
functions (1.21)– (1.24):
R(s = (z + b)(1− i̺(ϑ)) + iσ(ϑ)) · R(s = −(1 + z + b)(1 − i̺(ϑ)) + iσ(ϑ))
= q−zb−b(b+1)/2R(s = −z(1 − i̺(ϑ)) + iσ(ϑ)) · R(s = (1 + z)(1− i̺(ϑ)) + iσ(ϑ))
= q−z(b−1)−b(b+1)/2R(s = (1− z)(1− i̺(ϑ)) + iσ(ϑ)) · R(s = z(1− i̺(ϑ)) + iσ(ϑ)). (2.13)
The simple case b = 0 in Eq. (2.13) leads to the symmetry ϑ → −ϑ, i.e the symmetry
q → q−1.
There is also the following symmetry about µ and Q nµ; g,−Q = (−1)
ℓ(µ)nµ; g,Q, which can be
interpreted as the rank-level duality of the SU(N)k and SU(k)N Chern-Simons gauge theo-
ries [17]. Rank-level duality is essentially a symmetry of quantum group invariants relating a
labeling color to its transpose [17]. It can be expressed using symmetry about µ, Q, and mod-
ularity properties of Ruelle functions as follows: WAt(s
−1,−v) = WA(s, v) , where s = q
1/2,
v = t1/2. The stronger version is [17, 12, 19]: WAt(s
−1, v) = (−1)|A|WA(s, v), WA(s,−v) =
(−1)|A|WA(s, v).
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