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Abstract
Recently, Talmor and Berant (2018) intro-
duced COMPLEXWEBQUESTIONS – a dataset
focused on answering complex questions by
decomposing them into a sequence of simpler
questions and extracting the answer from re-
trieved web snippets. In their work the au-
thors used a pre-trained reading comprehen-
sion (RC) model (Salant and Berant, 2018) to
extract the answer from the web snippets. In
this short note we show that training a RC
model directly on the training data of COM-
PLEXWEBQUESTIONS reveals a leakage from
the training set to the test set that allows to
obtain unreasonably high performance. As a
solution, we construct a new partitioning of
COMPLEXWEBQUESTIONS that does not suf-
fer from this leakage and publicly release it.
We also perform an empirical evaluation on
these two datasets and show that training a RC
model on the training data substantially im-
proves state-of-the-art performance.
1 COMPLEXWEBQUESTIONS Dataset
COMPLEXWEBQUESTIONS is a recently intro-
duced Question Answering (QA) dataset (Tal-
mor and Berant, 2018). Each example in COM-
PLEXWEBQUESTIONS is a triple (q, a,D), where
q is a question, a is the correct answer (with
aliases) andD is a document, which contains a list
of web snippets retrieved by a base model while at-
tempting to answer the question. The dataset can
be used by interacting with a search engine to find
web snippets, or by using the pre-retrieved snip-
pets. Table 1 provides a few examples for ques-
tions from the dataset.
COMPLEXWEBQUESTIONS was created by
taking examples from the dataset WEBQUES-
TIONSSP (Yih et al., 2016), which contains 4,737
questions paired with SPARQL queries for Free-
base (Bollacker et al., 2008). In WEBQUES-
TIONS, questions are broad but simple. Thus, the
Question
“What films star Taylor Lautner and have costume designs by Nina Proctor?”
“Which school that Sir Ernest Rutherford attended has the latest founding date?”
“Which of the countries bordering Mexico have an army size of less than 1050?”
“Where is the end of the river that originates in Shannon Pot?”
Table 1: Example questions from COMPLEXWE-
BQUESTIONS.
1. Seed Question
2. Original SPARQL
5. Machine-generated
6. Natural language
What movies have robert pattinson starred in?
ns:rebert_pattinson ns:film.actor.film ?c .
?c ns:film.performance.film ?x .
What movies have robert pattinson starred in and 
is the movie that was produced by Erwin Stoff?
Which Robert Pattinson film was produced by Erwin Stoff?
3. New SPARQL Term ?x ns:film.film.produced_by ns:erwin_stoff
4. New Term Template The movie that was produced by obj
Figure 1: Overview of data collection procedure. Blue
text denotes different stages of the term addition, green
represents the obj value, and red the intermediate text
to connect the new term and seed question.
authors sampled question-query pairs, automati-
cally created more complex SPARQL queries with
manually-defined rules, generated automatically
questions that are understandable to Amazon Me-
chanical Turk workers, and then had them para-
phrased into natural language (similar to Wang
et al. (2015)). They computed answers by execut-
ing complex SPARQL queries against Freebase,
and obtained broad and complex questions. Fig-
ure 1 provides an overview of this procedure.
2 Partitioning Issue
The original COMPLEXWEBQUESTIONS was cre-
ated by generating 34,689 examples and then ran-
domly partitioning them into disjoint training, de-
velopment and test sets. Because every seed ques-
tion from WEBQUESTIONS produces multiple
questions in COMPLEXWEBQUESTIONS, ques-
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Complex Question Answer
“Who was the president in 1980 of the nation that uses the Pakistani repuu as money?” “Muhammad Zia-ul-Haq”
“The country that contains Balochistan, Pakistan had what President in 1980?” “Muhammad Zia-ul-Haq”
“Who held the office of president in 1980 in the country that has Islamabad as its capital?” “Muhammad Zia-ul-Haq”
Table 2: Example of a seed question “Who was the president of Pakistan in 1980?” and three questions that were
generated from it.
tions that originate from the same seed question
will be placed in both the training set and test set
with high probability. Consider the example in Ta-
ble 2 of a seed question and three questions that
were generated from it.
As can be seen in this example, if one of
the generated questions is placed in the training
set and another in the test set, the model can
learn a spurious correlation between the terms
“1980” and “Pakistan” to “Muhammad Zia-ul-
Haq”. Naturally, this is not a desired behavior.
The model presented by Talmor and Berant
(2018) did not train a RC model on COM-
PLEXWEBQUESTIONS and instead used a model
that was pre-trained on the SQuAD dataset (Ra-
jpurkar et al., 2016). Thus, their model did not
learn any of the spurious correlations mentioned
above. In this work, we train a RC directly
on COMPLEXWEBQUESTIONS and find that the
model indeed learns these correlations and thus
spurious information is leaked from the training
set to the test set.
The solution is simple – we repartition the
COMPLEXWEBQUESTIONS dataset based on the
seed questions, that is, we randomly split the origi-
nal WEBQUESTIONS questions into a training, de-
velopment and test set. Thus, no question in the
test set (or development set) originates from the
same seed question as a question from the training
set. We train a RC model on this new dataset and
show that its performance is substantially lower
compared to the original partitioning. Never-
theless, training a RC model on COMPLEXWE-
BQUESTIONS improves performance compared to
the pre-trained model and thus we establish a new
state-of-the-art on COMPLEXWEBQUESTIONS.
We name the new dataset COMPLEXWE-
BQUESTIONS version 1.1 (and the old dataset ver-
sion 1.0), and it can be downloaded from https:
//www.tau-nlp.org/compwebq.
3 Experiments
In this section we show how training a RC
model on COMPLEXWEBQUESTIONS results
in high performance on COMPLEXWEBQUES-
TIONSversion 1.0, and much lower performance
on COMPLEXWEBQUESTIONSversion 1.1. As a
side effect, we also report experiments on different
ways of training the RC model on COMPLEXWE-
BQUESTIONS.
Experimental setup The QA model of Talmor
and Berant (2018) has two parts. First, a question
decomposition model determines how to decom-
pose the complex question into a sequence of sim-
pler questions. Second, each question is sent to
a search engine, web snippets are retrieved, and
a RC model extracts the answer from the snip-
pets. Thus the model is specified by (i) a question
decomposition procedure (ii) a RC model. Tal-
mor and Berant (2018) propose two decomposi-
tion procedures, which we also evaluate.
1. SIMPQA: A question is not decomposed but
sent as is to the search engine.
2. SPLITQA: A question decomposition model
decomposes the question and then re-
composes the final answer.
Talmor and Berant (2018) used a single RC
model in their work that was pre-trained on
SQUAD. Here, we evaluate three RC models
1. PRETAINED: The same model from Talmor
and Berant (2018).
2. NODECOMP: We train the DOCUMENTQA
RC model (Clark and Gardner, 2017) on all
question-answer pairs from COMPLEXWE-
BQUESTIONS, where for each question we
provide Google web snippets when using the
entire question. The total number of exam-
ples DOCUMENTQA is trained on is 24,649.
3. DECOMP: We train DOCUMENTQA on all
examples from NODECOMP. However, due
to the generation process of COMPLEXWE-
BQUESTIONS, Talmor and Berant (2018)
presented a method for heuristically decom-
posing complex questions into two simpler
System Dev. Test
SIMPQA+PRETRAINED 20.4 20.8
SPLITQA+PRETRAINED 29.0 27.5
SIMPQA+NODECOMP 47.8 -
SPLITQA+NODECOMP 55.0 -
Table 3: precision@1 results on the development set
and test set for COMPLEXWEBQUESTIONS version 1.0
System Dev. Test
SIMPQA+PRETRAINED 20.5 19.9
SPLITQA+PRETRAINED 27.6 25.9
SIMPQA+NODECOMP 30.6 -
SPLITQA+NODECOMP 31.1 -
SPLITQA+DECOMP 35.6 34.2
Table 4: precision@1 results on the development set
and test set for COMPLEXWEBQUESTIONS version 1.1
questions for which the answer can be com-
puted from Freebase. Thus, we can train
DOCUMENTQA not only on the original
complex questions, but also on the decom-
posed questions by sending them to a search
engine and retrieving the snippets. This is
important for SPLITQA, which applies the
RC model on simple rather than complex
questions. In total, we train DOCUMENTQA
on 63,263 examples, derived from the COM-
PLEXWEBQUESTIONS training set.
For evaluation, we measure precision@1,
the official evaluation metric of COMPLEXWE-
BQUESTIONS. We now present empirical results
for various combinations of a questions decompo-
sition model and a RC model.
3.1 Results
Tables 3 and 4 present the results of our evaluation
on both versions of COMPLEXWEBQUESTIONS
and various models.
Results of SIMPQA+NODECOMP and
SPLITQA+NODECOMP on version 1.0 show
a significant increase in accuracy on the de-
velopment set of 47.8 and 55.0 respectively.
However, when comparing results of these models
when trained on version 1.1, results are much
lower – 30.6 and 31.1 respectively. Conversely,
SIMPQA+PRETRAINED, that has not been trained
on these training sets, remains uneffected by the
repartitioning, and retains a similar precision@1
of 20.5 and 20.4. This demonstrates that version
1.0 did in fact enable the model to learn spurious
correlations to achieve a much higher accuracy
whereas in version 1.1 this is not the case.
Overall, results of SIMPQA+NODECOMP and
SPLITQA+NODECOMP are higher compared to
the pre-trained RC model, showing that train-
ing a RC model on the training set improves
performance. A further increase in accuracy in
SPLITQA from 31.1 to 35.6 on the develop-
ment set is achieved by training the model on
the full questions as well as decomposed ques-
tions as shown in SPLITQA+DECOMP, imply-
ing that adding the decomposed questions im-
proves performance as well. Finally, we run
SPLITQA+DECOMP once on the test set, to
achieve precision@1 score of 34.2, establishing
a new state-of-the-art on COMPLEXWEBQUES-
TIONS.
4 Conclusion
In this short note we describe a problem with the
partitioning of the COMPLEXWEBQUESTIONS
dataset, which was exposed by training a RC
model on this dataset. We solve this problem
by re-partitioning the dataset, present an empir-
ical evaluation, and report a new state-of-the-art
on COMPLEXWEBQUESTIONS. The new dataset
is publicly available on the COMPLEXWEBQUES-
TIONS website.
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