Abstract-The precise modeling of average air temperature is a significant and much essential parameter in frame of reference for decision-making in agriculture field, drought detection and environmental related issues. The aim of this research is to construct an accurate model to modeling average air temperature using hybrid Wavelet-ANFIS techniques. Being cognizant of the fact, uncertainty handling capability is achieved with ANFIS technique; a cognitive approach to integrate ANFIS technique along with pre-processed data by using Wavelet transformation. Detailing on approach, in this work utilized Discrete Wavelet transform under Daubechies mother Wavelet up to 3rd level of decomposition. This study extends up to seven station's meteorological data records. The following developed hybrid model's performance is compared with single ANFIS models for all seven stations. The obtained results were evaluated using correlation coefficient, root mean square error and scatter index These results confirmed that the proposed hybridized Wavelet-ANFIS model has estimable potential in terms of modeling temperature than ANFIS model alone.
I. INTRODUCTION
Human beings lifecycle in any area is mostly relying on the average air temperature. Owing to the above statement, the precise modeling of meteorological parameters like average air temperature is potentially required in both temporal and spatial a domain which is a most natural event for analyzing and making decisions in various application fields like climate monitoring, drought detection and environment issues [1] . To predict the energy consumption of passive solar buildings [2] , prediction of room air temperature [3] and estimation of the residential building energy consumption [4] . A prior knowledge of such variation in air temperatures is essentially required. The accurate modeling of air temperature is also effective for analyzing the site suitability which is necessary for agricultural and forest crops. Any such variation of air temperature may lead to serious issues like change in rainfall patterns and also a rise in sea level.
Since average air temperature is one of the most fundamental elements of climate variation in area, an intense work has been earmarked to investigate the average air temperature behavior in a different time and location scales. Prediction of air temperature is one of the essential aspects in the fields of water resources planning and management, irrigation networks, tourism and everyday life issues.
Due to the dynamic nature of the atmosphere, it is truly difficult to predict ambient air temperature data accurately [5] . Various techniques like linear regression, auto regression, Multi Layer Perceptron, Radial Basis Function networks are applied to predict atmospheric parameters like temperature, wind speed, rainfall, meteorological pollution, etc. [5] , [6] , [7] , [8] , [9] , [10] , [11] . Recently, various soft computing techniques such as ANN, Fuzzy logic and Genetic algorithm are acquiring importance in predicting air temperature as these techniques can handle noisy, nonlinearity and uncertainty elements satisfactorily which placed as superior to the existing traditional methods.
Smith et al. [12] for accurate air temperature prediction developed and implemented respective tools based on Artificial Neural Network (ANN) model on www.georgiaweather.net using the data collected through 2005. ANN model was implemented for temperature prediction by Dombayc [13] , which attempted to predict Daily means ambient temperature prediction using Artificial neural network method: A case study of Turkey was conducted by using previous daily mean temperature values to predict daily mean temperature for the present day using same model. Bilgili and Sahin [14] predicted long term monthly air temperature and rainfall based on ANN using Geographical variables (latitude, longitude, and altitude) and time, which were used as an input data for this approach. By such analysis it proves that ANN based model works better for prediction. Smith et al. [15] added seasonal information as the input pattern along with extra duration of data of 24 hrs. To predict air temperature models based on ANN. Hence the use of hybrid model such as ANN and fuzzy logic attracted researchers more because they had the capacity of handling non linearity and uncertainty in data set. Pankaj Kumar [16] formulated weekly temperature forecasting using ANFIS (Adaptive Neuro Fuzzy Inference system), This model is used for forecasting the results at least a minimum of one week ahead of weekly temperature with the help of current weeks maximum mean weekly temperature as an order of input to predict. This formulation also included gbell type of membership function considering ten years data. By such analysis it proves that this model can be effectively used to obtain one-week ahead weekly temperature prediction. Later Daneshmand et al. [17] carried on a research to predict monthly minimum temperature data using ANFIS model with 42 years of statistical period data. They implemented the same approach by formulating the same model along with spectral analysis, correlation coefficient, and the knowledge of experts were used to select needed input parameters. Following with which the Results concluded that, this model is acceptable for prediction. Kisi et al. [18] used graphical input for prediction of long-term monthly air temperature. He tried to investigate the abilities of ANFIS model with Arificial Neural Network (ANN) in terms of results and found that ANN works better compared to ANFIS model. However, ANFIS is poorly capable to deal with noisy and highly varied seasonality behaviors of data like air temperature in terms of accuracy. To enhance the accuracy in prediction of air temperature, many methods were proposed. One of the recently popular methods is using data pre-processing such as stabilizing mean and creating stationary time series before putting them to any predictive model. Recently, Wavelet transform is widely used in data preprocessing techniques in non stationary and noisy time series. [19] [20] Wavelet analysis gives knowledge about the physical form of the data. This supplies a time frequency representation of a signal at many different periods in the time domain [21] . Wavelet model transforms the data from original time series to improve the ability of predicting by capturing useful information on various resolution levels [22] , [23] . Wavelet decomposition is the one, which decomposes time series data into a different time and scale of wavelet transformation, and thus one can get the property of time series in different frequency bands as time goes by [24] . This method has been widely used in multi-scale analysis of time-series [25] , [26] . Regularities of short-term (high frequency) and long-term (low frequency) reflect in different frequency bands after wavelet decomposition of time-series. Which includes many process changes by various time scales [27] . If Wavelet coefficients in different frequency bands are applied to ANFIS, the result of the hybridization has the possibility of improved time-series of different time scales, which can reflect its natural information better.
In recent time hybrid models are used in different fields like Harish et al [28] compared hybrid Particle Swarm Optimization based support vector machine model with single ANFIS model only for damage level prediction of non-reshaped berm breakwater and concluded that hybrid model works better compare to ANFIS model alone. Moosavi et al. [19] investigated a hybrid Wavelet-ANFIS to forecast ground water level. In this study, it was proposed to compare hybrid model (wavelet-ANFIS) with single ANFIS and ANN models. But results showed that hybrid Wavelet-ANFIS model works better compared to single model. Partal and Kisi [20] used Wavelet and Neuro fuzzy for precipitation forecasting with the conventional single model. In terms of forecasting performance, hybrid model evidently outperformed other models.
From the literature review, it was observed that, there are hardly any hybrid models available with Wavelet transform and ANFIS which can handle the above mentioned limitations such as nonlinearity, noisy, uncertainty or even non stationary to certain extent for the modeling of air temperature. Hence this work is a novel approach in developing a hybridized wavelet-ANFIS model for modeling the average air temperature for different input scenarios. Furthermore, this study has assessed the effectiveness of hybridized Wavelet-ANFIS in terms of accuracy where results are compared with the single ANFIS model.
II. DATA AND METHODOLOGY

A. Input Data
In the present work monthly recorded meteorological data from seven stations located in and around the Shimoga district ( 
B. Methodology
In the present research work, the input for ANFIS model were the meteorological data rainfall, humidity, wind speed, sunshine hour, and the average temperature was used as output data for ANFIS model. Daubechies mother Wavelet was used to decompose the original meteorological data and the same was used as input for the ANFIS model but without changing the average temperature data which was used as output for the model. Finally, performance of accuracy of the model was compared between single ANFIS and hybridized Wavelet-ANFIS models. Flowchart of the procedure is represented in Fig. 2 .
C. Wavelet Analysis
The Wavelet Series has been just like Continuous Wavelet Transform (CWT) and it requires a significant amount of time and resources, depending on the results required. Ψ (t) is the mother wavelet or the basis function (Eq. 1). The Continuous Wavelet Transform (CWT) is provided by Eq. (2), where f (t) is the signal to be analyzed. The transformation used in the wavelet functions are derived from the mother Wavelet through translation (shifting) and scaling (dilation) [29] . 
Where ψa,b (t) is the successive wavelet, a is the frequency factor, b is the time factor and ψ* is the complex conjugate functions of ψ (t).
The Discrete Wavelet Transform (DWT), which is based on sub-band coding, is found to be best for computation of Wavelet Transform [30] . Implementation of this method is easy and works better in terms of computation time and resources required. DWT of f (t) can be written as (Eq.3); The most frequent choice of the parameters a0 and b0 is 2 and 1 time steps, respectively [30] . This power of two logarithmic scaling of the time and scale is known as a dyadic grid arrangement and is the simplest and the most efficient case for practical purposes [31] .
DWT operates on two sets of function like high-pass and low-pass filters. The original time series is passed through high-pass and low-pass filters and separated at different scales. The time series is decomposed into one comprising its trend (the approximation) and one comprising the high frequencies and the fast events (the detail) ( Fig. 3) . 
D. The Adaptive Neuro-Fuzzy Inference System (ANFIS) model
ANFIS is a class of adaptive multilayer feedforward networks, applied to nonlinear forecasting where past samples are used to forecast the sample ahead. ANFIS incorporates the self-learning ability of neural networks with the linguistic expression function of fuzzy inference [32] .
The ANFIS architecture is shown in Fig. 4 . The ANFIS network contains five layers. Each layer contains several nodes described by the node function. Let Oi j denote the output of the ith node in layer j.
Layer 1 Each node in this layer is an adaptive node with node output defined as ), (
), ( 
Where x (or y) is the input to the node; and Ai (or Bi_2) is a linguistic label associated with this node. The membership functions for A and B are usually described by generalized bell functions.
In layer 2, each node π multiplies incoming signals and the output is the product of all the incoming signals.
( ) ( ),
Each node output represents the firing strength of a rule.
In layer 3, each node N calculates the ratio of the i th rules firing strength to the sum of all rules's firing strengths.
The normalized firing strengths are the output from this layer.
In layer 4, each node calculates the contribution of the i th rule to the overall output 4 () Thus, an adaptive network is functionally equivalent to a Sugeno-type fuzzy inference system. [33] III. RESULTS AND DISCUSSION To study the effectiveness of the approach, statistical comparison of measured and predicted values of training and testing processes were done and are shown in Table 1 . The Correlation Coefficients (CC) between desired output and network predicted outputs were calculated by using Eq. 11.
The Root Mean Square Error (RMSE) and Scatter Index (SI) between target output and network predicted output is calculated by using Eq. 10 and Eq. 12.
  
Where, Oi and Pi are observed and predicted damage level respectively, n is the number of data set used and P ̅ i & O ̅ i are average predicted and observed damage level respectively.
A. Anfis Model
In this study, monthly average observed meteorological data of 7 stations (132 months) were used. Among those 132 months of data of each parameter, we have classified to use 99 months data for training and 33 months of data are used for testing. Here the original data of parameters like rainfall, wind speed, humidity and sunshine hour are used for the input of ANFIS model (Sugeno first order with 16 fuzzy rules and gbell membership function) for both training and testing. Average air temperature data is used as output for both training and testing. Results are as shown in Table 1 . In case of ANFIS model testing results; based on RMSE in degree centigrade, B.R.project station results are better although CC and SI are not encouraging with 0.286 and 2.60. Here accuracy mainly depends on the RMSE and it will be measured in terms of degree centigrade. When seven stations are considered, the overall results are less than 0.5 in case of CC, which reveals its poor performance. In regards with RMSE for testing, more than 6.6 which shows are very high values with low performance. Also in SI for testing, values are more than 0.03 which is not acceptable in terms of accuracy.
B. Wavelet-Anfis Model
After testing ANFIS model only, hybrid Wavelet-ANFIS model was also tested with the data for above mentioned seven stations. Original 132 months data is decomposed by db3 and level-3 function. Then Wavelet decomposed data is used as input for ANFIS model. Here hybrid Wavelet -ANFIS model works better because of combination of fuzzy logic, neural network and Wavelet transformation. When only in case of hybrid Wavelet-ANFIS model testing results, the station Linganamakki having better accuracy comparable to other station 0.954 in the case of CC, but in terms of RMSE and SI it is 0.71 and 0.027 respectively. But when the overall results of other stations are compared CC is more than 0.9. In regards with RMSE for testing less than 1.3 is very low value with high accuracy and also in SI for testing values are less than 0.03 which is better result in terms of accuracy. 
C. Comparison of ANFIS Model and Hybrid Wavelet-ANFIS Model
Among two models, hybridized Wavelet-ANFIS shows good results in terms of statistical measures like a CC, RMSE and SI for observed and modeled data. Table 1 shows the comparative study of two proposed models and the table clearly depicts that hybridized Wavelet-ANFIS model outperforms ANFIS model with a higher CC of 0.9 when compared to CC of ANFIS model which is 0.5. Hybridized wavelet-ANFIS model has less than 1.3 RMSE values in both training and testing; whereas ANFIS model have more than 6.6 RMSE values for some stations. Also, the SI is less than 0.03 for the testing data of hybridized Wavelet-ANFIS model, but SI is more than 0.03 for ANFIS model.
The results of the hybridized model for the testing dataset can be observed in Fig.5 to Fig. 11 for the seven stations. It is observed from the figures that the modeling of temperature in different stations by the hybridized model is good with a CC greater than 0.9 in all the stations for testing data sets. The highest CC is obtained from Honnali station with a value of 0.958. In the analysis, pre-processed Daubechies mother wavelet up to 3rd level data was used as input for the ANFIS, which decomposes the original data leading to the removal of noise from the data which improved the results. From the Fig.12 to Fig. 18 it can also be observed that there are some differences between the observed and the modeled data. This difference is acceptable because of uncertainty in the nature. From the Fig.12 to Fig.18 it can be observed that the peaks in the measured data are modeled well by the hybridized Wavelet-ANFIS model. Some of the higher peaks of temperature are under-estimated by the model, whereas the lower peaks are over-estimated by the same model. By taking the meteorological data as a reference, modeled values have an overall 5% error. This error is acceptable because of uncertainty in the nature. Therefore, it could have some under/over estimation.
Considering individual stations, the modeling of average air temperature in BR Project, Honnali, Hiriyur and Raipura stations is better with the peaks being modeled accurately. The modeled values in Davanagere station are in agreement with the measured values during the initial months of up to 10. For later months the modelled value is either over-estimated or underestimated. When it comes to Shimoga and Linganamakki stations the average air temperature is under modeled after 16 months. 
IV. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
In the present work, Hybrid approach is proposed to modeling of precise average air temperature of meteorological variables by combining Wavelet and ANFIS models. Initially, observed data that were collected from stations like rainfall, humidity, wind speed and sunshine hours were used as inputs, while average air temperature (estimated from observed data) was obtained as output for the ANFIS model. Such obtained results from the ANFIS model revealed inferior performance due to higher nonlinearity and irregular seasonal behaviors of data. In the next stage, a novel hybrid approach was tried by using db3 level 'L-3' Wavelet, which transforms data for pre-processing original data like rainfall, humidity, wind speed and sunshine hours. Such obtained preprocessed data were used as input to ANFIS model with similar output as used for earlier single ANFIS model. Also, degree of non stationarity in the time series is very much sensitive in generation of stationary series by Wavelet Transform, which needs special visualization of the raw data series. This work may be extended to other type of mother wavelets with different levels with more input combinations along with effective Wavelet coefficients of the given series.
