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Abstract
CLASSIFICATION OF VECTOR-VALUED
MODULAR FORMS OF DIMENSION
LESS THAN SIX
by
Christopher Marks
The main purpose of this dissertation is to classify spaces of vector-valued modular forms
associated to irreducible, T -unitarizable representations of the full modular group, of
dimension less than six. Given such a representation, it is shown that the associated
graded complex linear space of vector-valued modular forms is a free module over the
ring of integral weight modular forms for the full modular group, whose rank is equal to
the dimension of the given representation. An explicit basis is computed for the module
structure in each case, and this basis is used to compute the Hilbert-Poincare´ series
associated to each graded space.
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Chapter 1
Introduction
Vector-valued modular forms are a natural generalization, to higher dimension, of the
classical theory of modular forms. From the vector-valued point of view, a modular
form (Section 2.4) is a function f which is holomorphic in the complex upper half-
plane H, which satisfies a moderate growth condition (Definition 2.2.1), and which
defines a 1-dimensional invariant subspace V = 〈f〉 under a certain right action of
the group Γ = SL(2,Z) on the space of functions holomorphic in H. The vector-
valued generalization occurs by again assuming the invariant subspace V consists of
moderate growth functions, but allowing V to have any finite dimension. Given any
(finite) spanning set β of V , one obtains a holomorphic vector-valued function F whose
components are the members of β, and a linear representation ρ : Γ → GL(V ) which
determines how F transforms under the right action of Γ on V . Any such F is, by
definition, a vector-valued modular form (Section 2.5).
This point of view is by no means new. Indeed, it was already pointed out in
[15, pp. 6-7] that one may profitably employ the notion of vector-valued modular form
in estimating the growth of Fourier coefficients of cusp forms defined on finite-index
subgroups of Γ. In a similar vein, one sees in [4, 17, 18] that Jacobi forms, which
themselves generalize (among other things) both theta series and the classical ℘-function
of Weierstrass, can be thought of as vector-valued modular forms of half-integer weight.
And in a completely different setting – that of rational conformal field theory – it
has been known for quite some time that each rational Vertex Operator Algebra V
(assuming some mild finiteness conditions) gives rise to a vector-valued modular form
whose components are the graded dimensions of the simple V -modules associated to V
(cf. [3] and references therein for an explanation of these terms).
In spite of the examples and references given above, it seems that no formal study of
vector-valued modular forms had been undertaken until quite recently, when G. Mason
and M. Knopp laid out in [6, 7, 8] the foundations of the theory expanded upon in this
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dissertation. These papers contain, among other things, the following:
1. A definition of vector-valued modular form equivalent to the one used in this
dissertation.
2. Estimates for the growth of Fourier coefficients of components of vector-valued
modular forms.
3. A proof that the grading (by weight) of each space of nonzero vector-valued mod-
ular forms is bounded from below.
4. A proof of the existence of vector-valued Poincare´ series, which implies that every
finite-dimensional representation of Γ = SL(2,Z) has associated to it a nonzero
space of vector-valued modular forms.
More recently, Mason has investigated ([11]) the connection between vector-valued
modular forms and ordinary differential equations in the complex domain. Explic-
itly, he uses the well-known modular derivative D to define Modular Linear Differen-
tial Equations (MLDEs); these are a certain type of ODE in the punctured unit disk,
whose coefficient functions are integral weight modular forms for Γ. Theorem 4.1, ibid.,
shows that the solution space of any MLDE is invariant under the slash action of Γ.
Consequently, any spanning set for such a solution space provides a candidate for a
vector-valued modular form. In addition, Mason introduces a modular version of the
well-known Wronskian from ODE theory, and establishes (Theorem 4.3, loc. cit.) a key
result, which states that the modular Wronskian of a vector-valued modular form F is
a pure power of Dedekind’s eta function if, and only if, the components of F form a
fundamental system of solutions of an MLDE.
Finally, in [12] Mason applies the above results to give a complete classification of
spaces of vector-valued modular forms associated to irreducible representations
ρ : Γ→ GL(2,C)
which are T -unitarizable, i.e. such that ρ
(
1 1
0 1
)
is similar to a unitary matrix. In
this setting, the following results are established:
1. The C-linear space of vector-valued modular forms associated to ρ is Z-graded as
H(ρ) =
⊕
k≥0
H(k0 + 2k, ρ),
and the minimal weight space H(k0, ρ) contains a vector F0 whose components
form a fundamental system of solutions of an MLDE in weight k0.
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2. H(ρ) is a free module of rank two over the ring M of integral weight modular
forms for Γ, with basis {F0,DF0}. Consequently, H(ρ) is a cyclic module over a
certain skew polynomial ring R (cf. Section 3.3 below), which combines the actions
of the modular derivative and M on H(ρ).
3. For each k ≥ 0, dimH(k0 + 2k, ρ) =
[
k
3
]
+ 1, so that the Hilbert-Poincare´ series
(cf. Section 2.6 below) of H(ρ) is
Ψ(ρ) =
tk0(1 + t2)
(1− t4)(1 − t6) .
The main purpose of this dissertation is to generalize the preceeding results, to
arbitrary real weight and dimension less than six. It will be seen in Chapter 4 that in
all cases considered, the space H(ρ, υ) of vector-valued modular forms associated to a
given irreducible, T -unitarizable representation ρ and arbitrary multiplier system υ (cf.
Section 2.3 below) will again be a free M-module of rank d. If d < 4 then H(ρ, υ) is
again a cyclic R-module, but in dimensions 4 and 5 this no longer holds in general, and
is instead a very special case. In all cases considered we are able to exhibit an explicit
basis for theM-module structure of H(ρ, υ), and using this we are able to compute the
Hilbert-Poincare´ series of H(ρ, υ).
1.1 Notation
We write Z for the rational integers, R for the real numbers, C for the complex numbers.
We denote by H the complex upper half-plane {x + iy ∈ C | y > 0}, and will use z to
denote an arbitrary element of H. Given z ∈ H, we use q to denote the exponential
q = q(z) = e2πiz, and for r ∈ R, we will denote the exponential e2πir by e(r). The
multiplicative group of nonzero complex numbers will be written as C×, and S1 will
denote the subgroup {x+ iy ∈ C× | x2+ y2 = 1} = {e(r) | r ∈ R}, i.e. the complex unit
circle. We use the superscript “t”, on the right, to denote the transpose of a vector, so
e.g. F = (f1, f2)
t denotes the column vector
F =
(
f1
f2
)
.
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Chapter 2
Background
2.1 The modular group Γ
The set
Γ = SL(2,Z) =
{(
a b
c d
)
| a, b, c, d ∈ Z, ad− bc = 1
}
forms a group under ordinary multiplication of matrices, and will be referred to as the
modular group. We shall make extensive use of the following three elements of Γ:
R =
( −1 1
−1 0
)
, S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
,
along with the accompanying identities
R3 = I, S2 = −I, RS = T. (2.1)
It is well-known that Γ is generated by any two of R,S, T , in fact
Γ = 〈 S, T | S4 = I, S2 = (ST )3 〉. (2.2)
(For two completely different proofs of this fact, cf. [14, Th. 1.2.4], [16, Ch. VII, Th.
2].)
From (2.2) we may easily prove the important
Lemma 2.1.1 Let Γ′ = 〈 xyx−1y−1 | x, y ∈ Γ 〉 denote the commutator subgroup of Γ.
Then the quotient Γ/Γ′ is cyclic of order 12, with generator TΓ′.
Proof. Let x, y denote the cosets RΓ′, SΓ′ respectively in Γ/Γ′. Then (2.1) and (2.2)
imply that
Γ/Γ′ = 〈x, y | x3 = y4 = e, xy = yx 〉
= {xayb | 0 ≤ a ≤ 2, 0 ≤ b ≤ 3}.
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Thus Γ/Γ′ has order 12, and a direct computation shows that the element xy = TΓ′
generates Γ/Γ′. ✷
The previous Lemma severely restricts the nature of the characters of Γ, i.e. the
homomorphisms Γ→ C×, as we see in the important
Corollary 2.1.2 The group Hom(Γ,C×) is cyclic of order 12, with generator χ satis-
fying
χ(T ) = e( 112), χ(S) = e(−14), χ(R) = e(13 ).
Proof. Since the commutator quotient Γ/Γ′ is finite, Hom(Γ,C×) ∼= Γ/Γ′, so we need
only exhibit an element of Hom(Γ,C×) of order 12. It is clear that the character χ
defined above does the job. ✷
2.2 Integral-weight modular forms for Γ
In this section, we recall the basic facts we will need regarding integral weight modular
forms for the modular group Γ. These facts are all standard, and can be found in any
textbook on modular forms, e.g. [9, 14, 16].
Recall that Γ acts from the left on H as linear fractional transformations, where
for γ =
(
a b
c d
)
, z ∈ H we have
(γ, z) 7→ γz = az + b
cz + d
.
For each k ∈ Z, define the map
Jk : Γ×H→ C,
Jk
((
a b
c d
)
, z
)
= (cz + d)k.
Direct computation shows that Jk is a 1-cocycle, i.e. for any γ, σ ∈ Γ, z ∈ H, we have
Jk(γσ, z) = Jk(γ, σz)Jk(σ, z). (2.3)
Let H denote the C-linear space of holomorphic functions f : H → C. Each k ∈ Z
defines a slash operator in weight k, which is the map
|k : H× Γ→H,
5
(f, γ) 7→ f |kγ,
where for each z ∈ H we set
f |kγ(z) = f(γz)Jk(γ, z)−1.
Because Jk is a 1-cocycle for each k ∈ Z, one sees that {|k}k∈Z is a family of right
actions of Γ on H. For a given k ∈ Z, it is clear that |kγ defines an invertible linear
operator on H, for each γ ∈ Γ. Thus H is a right Γ-module for the |k action of Γ on H.
Definition 2.2.1 A function f ∈ H is of moderate growth if there is an integer
N > 0 and a real number c > 0 such that |f(x+ iy)| ≤ yN whenever y > c.
✷
The set of all moderate growth functions on H clearly forms a subspace H∞ of H.
Definition 2.2.2 Let k ∈ Z. A function f ∈ H∞ is a modular form of weight k if f
is invariant under the right Γ action |k, i.e. if for every γ ∈ Γ,
f |kγ = f.
We write Mk for the C-linear space of modular forms of weight k.
If f ∈Mk, then slashing with the element T ∈ Γ shows that
f(z) = f |kT (z) = f(z + 1),
i.e. f is periodic of period 1. Since f is holomorphic in H, there is a Fourier development
f(z) =
∑
n∈Z
a(n)qn,
valid in the punctured disk 0 < |q| < 1, q = e2πiz. For any fixed z0 ∈ H, the nth Fourier
coefficient of f is given by
a(n) =
∫ z0+1
z0
f(z)e−2πinzdz
and since f is of moderate growth, there is an N > 0 and a c > 0 such that the estimate
|a(n)| ≤ yNe2πyn
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obtains whenever y > c. Taking the limit as y →∞, we find that a(n) = 0 for all n < 0.
Thus
f(z) =
∑
n≥0
a(n)qn, (2.4)
and f(z) has the finite limit a(0) as Im(z)→∞ in any vertical strip of bounded width
in H. This finiteness property is commonly referred to via phrases which abuse, to
varying degrees, otherwise well-defined mathematical notions, e.g. “f is holomorphic at
infinity.” Similar abuse is understood in referencing the order of a nonzero function f
at infinity, which is defined from (2.4) to be
ν∞(f) = min{n | a(n) 6= 0}.
If ν∞(f) > 0 (or if f ≡ 0 in H) then f is called a cusp form. We denote by Sk the
subspace of Mk consisting of weight k cusp forms.
Since a nonzero f ∈ Mk is by assumption holomorphic throughout H, one may
expand f in a convergent power series at any z ∈ H and obtain the nonnegative integer
νz(f), which denotes the order of f at z in the usual sense of the word. Performing
a contour integral around the boundary of the standard fundamental domain for the
action of Γ on H, one obtains (cf.[9, Th. 2.1]) the important Valence Formula, which
says
ν∞(f) +
1
3
νω(f) +
1
2
νi(f) +
∑
z 6=i,ω
νz(f) =
k
12
, (2.5)
where ω = e(13).
Note that the constant functions f ≡ c ∈ C are modular of weight 0, so dimM0 ≥ 1.
Furthermore, we conclude from
f(z) = f |kS2 = (−1)kf(z)
that a nonzero modular form is necessarily of even weight. From the Valence Formula
one sees thatMk = {0} for all k < 0, and the space of all integral weight modular forms
(for Γ and the trivial multiplier system, see below) is therefore
M =
⊕
k≥0
M2k.
Since Jk(γ, z)Jm(γ, z) = Jk+m(γ, z) holds for any k,m ∈ Z, γ ∈ Γ, z ∈ H, it is clear
from Definition 2.2.2 that M is a graded ring with respect to the |k action of Γ, i.e. if
f ∈Mk, g ∈ Mm then fg ∈ Mk+m.
For each even integer k ≥ 4, one defines the normalized Eisenstein series of weight
k to be
Ek(q) = 1− 2k
Bk
∑
n≥1
σk−1(n)qn, (2.6)
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where Bk are the Bernoulli numbers, defined via the identity
t
et − 1 = 1−
t
2
+
∑
k≥2
Bk
k!
tk,
and
σk(n) =
∑
0<d|n
dk.
In particular, one has
E4 = 1 + 240
∑
k≥1
σ3(n)q
n,
E6 = 1− 504
∑
k≥1
σ5(n)q
n.
For each even k ≥ 4, Ek ∈ Mk, and one finds by the Valence Formula that
dimMk =


[
k
12
]
k ≡ 2 (mod 12)
[
k
12
]
+ 1 k 6≡ 2 (mod 12) .
(2.7)
Explicitly, one has M0 = C, M2 = {0}, Mk = CEk for k = 4, 6, 8, 10, and for k ≥ 12
one has the recursive formula
Mk = Sk ⊕ CEk = ∆Mk−12 ⊕ CEk, (2.8)
where ∆ denotes the weight 12 cusp form
∆(q) =
E34(q)− E26(q)
1728
= q
∞∏
n=1
(1− qn)24 (2.9)
= q +
∑
n≥2
τ(n)qn,
known as the discriminant function. In many ways, this function embodies the classical
arithmetic theory of modular forms, as it was Ramanujan’s initial enquiries into the
nature of ∆ – resulting in his conjectures (proven later by Mordell, Deligne resp.) that
i) τ is a multiplicative function and ii) the growth condition τ(n) = O(n
11
2
+ǫ) holds
for any ǫ > 0 – which motivated the subsequent period of intense development of the
subject.
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One also finds from the Valence formula that z = ω (resp. z = i) is the only zero of
E4 (resp. E6) in H. Using this fact and the modularity of the functions, one proves easily
that E4 and E6 are algebraically independent over C. From this and (2.8), (2.9), one
sees thatM = C[E4, E6], i.e.M is isomorphic (as graded C-algebra) to the polynomial
algebra C[X,Y ] in two variables, via the identifications X ↔ E4, Y ↔ E6.
2.3 Automorphy factors and multiplier systems for Γ
In this section, we discuss automorphy factors, which generalize the 1-cocycle J to
arbitrary real weight, and allow one to define modular forms of arbitrary real weight.
All that follows can be found in [14, Chs. 3, 6], however it should be noted that,
unlike Rankin, we do not require our automorphy factors to be defined on PSL(2,Z) =
Γ/{±I}; thus we will have twelve multiplier systems for a given real weight, instead of
the six described in loc. cit.
Let log z = ln |z|+i arg z, −π < arg z ≤ π denote the principal branch of the complex
logarithm function, i.e. the choice of log which restricts to a holomorphic function in
the domain {z = reiθ | r > 0, −π < θ < π}. Define, as usual, ab = eb log a for a ∈ C×,
b ∈ C. Having determined a fixed branch of log, we are free to define as before the map
Jk : Γ×H→ C,
Jk
((
a b
c d
)
, z
)
= Jk
((
a b
c d
)
, z
)
= (cz + d)k,
where k is now allowed to be any real number. We have seen in the last section how Jk
is a 1-cocycle when k ∈ Z. On the other hand, if k is not an integer it is easy to find
γ, σ and z such that (2.3) no longer holds. In order to recover the cocycle structure in
these cases, one is led to the following
Definition 2.3.1 Let k ∈ R. An automorphy factor of weight k is a function
ν : Γ×H→ C
satisfying the following conditions:
i) For each γ ∈ Γ, ν(γ, z) is holomorphic as a function of z.
ii) |ν(γ, z)| = |J(γ, z)|k for all (γ, z) ∈ Γ×H.
iii) ν is a 1−cocycle.
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Note that Jk(γ, z) is nonzero for any γ ∈ Γ, z ∈ H, so ii) and the maximum modulus
principle imply that every automorphy factor of weight k has the form
ν(γ, z) = υ(γ)Jk(γ, z), (2.10)
for some function υ : Γ → S1. Any such υ will be called a multiplier system (for Γ)
of weight k. Using property iii), we find that
υ(γα) = υ(γ)υ(α)σk(γ, α), (2.11)
where
σk(γ, α) =
Jk(γ, αz)Jk(α, z)
Jk(γα, z)
.
Note that σk is independent of υ, so (2.11) implies that the ratio of two multiplier
systems is a homomorphism Γ → C×. This implies, via Corollary 2.1.2, that if there
exists one multiplier system υ of weight k, then there are in fact 12, namely υχn, where
0 ≤ n ≤ 11 and χ is as in Corollary 2.1.2. The following shows that for each k ∈ R,
such an υ does exist:
Proposition 2.3.2 Let k ∈ R. There exists a multiplier system υk for Γ of weight k,
satisfying
υk(T ) = e(
k
12 ), υk(S) = e(−k4 ), υk(ST ) = e(−k6 ). (2.12)
Proof. Since the discriminant function
∆(q) = q +
∞∑
n=2
τ(n)qn (2.13)
is holomorphic in |q| < 1 and vanishes only at q = 0, the function
D : H→ C,
D(z) =
∆(q)
q
= 1 + τ(2)q + · · ·
is holomorphic and nonzero in H. By Cauchy’s Theorem we may choose a well-defined
branch of log(D(q)) and, after setting κ = k12 , obtain the function
Dκ(z) = eκ log(D(q)),
which is holomorphic in H. Multiplying by qκ yields a function
φκ(z) = q
κDκ(q)
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which remains holomorphic in H. Our proposed automorphy factor is then
ν : Γ×H→ C ,
ν(γ, z) =
φκ(γz)
φκ(z)
.
It is clear that statement i) of Definition 2.3.1 holds. As for statement ii), we have
|ν(γ, z)| =
∣∣∣∣φκ(γz)φκ(z)
∣∣∣∣ =
∣∣∣∣∣∣
q(γz)κ
(
∆(γz)
q(γz)
)κ
q(z)κ
(
∆(z)
q(z)
)κ
∣∣∣∣∣∣ .
Using the fact that |(ab)r| = |arbr| = |a|r|b|r for any a, b ∈ C×, r ∈ R, and recalling
that ∆ is modular of weight 12, we obtain
|ν(γ, z)| =
∣∣∣∣∆(γz)∆(z)
∣∣∣∣κ = |J(γ, z)|12κ,
so statement ii) is satisfied by ν, for the weight 12κ = k. To show iii), we compute:
ν(γσ, z)φκ(z) = φκ(γσz) = ν(γ, σz)φκ(σz) = ν(γ, σz)ν(σ, z)φκ(z).
Since φκ(z) is non-zero in H, we find that iii) holds, and ν is an automorphy factor of
weight k. By (2.10), we have
ν(γ, z) = υk(γ)Jk(γ, z),
for some υk of weight k. Note that
ν(T, z) =
φk(Tz)
φk(z)
=
e(κ)φk(z)
φk(z)
= e(κ),
so υk(T ) = e(κ) = e(
k
12 ). Also, we may use the fact that Si = i to deduce 1 = ν(S, i) =
υk(S)(i)
k, i.e. υk(S) = (i)
−k = e(−k4 ). Similarly, the fact that ST fixes ρ = e(23 ) yields
υk(ST ) = (ω + 1)
−k = e(−k3 ). ✷
For each k ∈ R, we write Mult(k) for the set of multiplier systems of weight k. By
Corollary 2.1.2, we know
Mult(k) = {υkχn | 0 ≤ n ≤ 11},
and that Hom(Γ,C×) acts transitively by (say) right multiplication on Mult(k). Fur-
thermore, we have
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Lemma 2.3.3 For every k,m ∈ R, υkυm = υk+m ∈ Mult(k +m).
Proof. Let νk, νm denote the automorphy factors associated with υk, υm, and set
ν(γ, z) = νk(γ, z)νm(γ, z) for each γ ∈ Γ, z ∈ H. It is clear that ν is an automorphy
factor in weight k +m, with associated multiplier system υkυm. On the other hand, it
is equally clear from (2.12) that the identity
υkυm
υk+m
(γ) =
υk(γ)υm(γ)
υk+m(γ)
= 1
holds for γ = S, T . Since the ratio of two multiplier systems is a character of Γ = 〈S, T 〉,
we find that the above ratio is identically 1 on Γ, and the Lemma is proved. ✷
Corollary 2.3.4 If υ ∈Mult(k), µ ∈ Mult(m), then υµ ∈ Mult(k +m).
Proof. Write υ = υkχ
a, µ = υmχ
b for some integers a, b, and use the previous Lemma.
✷
Corollary 2.3.5 For any real numbers k,m we have
Mult(k) = Mult(m) ↔ k ≡ m (mod Z).
Proof. Letting υ = υk, µ = χ
n in the previous Corollary shows that if k ≡ m (mod Z)
then Mult(k) = Mult(m). Conversely, if Mult(k) = Mult(m), then υk = υmχ
n for some
integer n, so by Lemma 2.3.3 we have υk−m = χn. Therefore
υk−m(T ) = e(k−m12 ) = e(
n
12 ) = χ
n(T ),
so k −m ≡ n (mod 12Z). In particular, k −m ∈ Z. ✷
We will henceforth write 1 for the trivial multiplier system, which satisfies 1(γ) = 1
for each γ ∈ Γ. Clearly 1 = υ0 ∈ Mult(0), so for each k ∈ Z we have
Mult(k) = Hom(Γ,C×) = 〈χ〉,
i.e. the integral weight multiplier systems are exactly the characters of Γ.
Following [14] (up to a factor of 12), we define the cusp parameter of υ to be the
unique m ∈ R, 0 ≤ m < 12, such that υ(T ) = e(m12 ).
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2.4 Modular forms of arbitrary real weight
Using the results of the last Section, we may extend the slash action of Γ to arbitrary
real weight, and this allows us to define and classify modular forms for arbitrary real
weight, as we now discuss.
Let ν be an automorphy factor of weight k ∈ R, with associated multiplier system
υ. We define the map
|υk : H× Γ→H,
(f, γ) 7→ f |υkγ,
where
f |υkγ(z) := ν(γ, z)−1f(γz).
Explicitly, if γ =
(
a b
c d
)
∈ Γ, then for each z ∈ H we have
f |υkγ(z) = υ(γ)−1Jk(γ, z)−1f(γz)
= υ(γ)−1(cz + d)−kf
(
az + b
cz + d
)
.
By property iii) of Definition 2.3.1, |υk defines a right action of Γ on H, and as before a
modular form is defined to be a moderate growth invariant of this action:
Definition 2.4.1 Let k ∈ R, and υ ∈ Mult(k). A modular form of weight k (for the
multiplier system υ) is a function f ∈ H∞ which satisfies
f |υkγ = f
for every γ ∈ Γ.
We denote by H(k, υ) the space of weight k modular forms for υ, but when k ∈ Z
and υ = 1, we will continue to write Mk instead of H(k,1). Similarly, if υ ∈ Mult(k),
then we write
H(υ) =
⊕
n∈Z
H(k + n, υ)
to denote the space of modular forms for υ, but continue to write M in place of H(1).
As in the integral weight case, we may slash an f ∈ H(k, υ) with T ∈ Γ and obtain
f(z) = f |υkT (z) = υ(T )−1f(z + 1) = e(−m12 )f(z + 1),
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where m denotes the cusp parameter of υ. This shows that the function f
q
m
12
is periodic
of period 1, and as before the moderate growth condition implies a left-finite Fourier
development
f(z) = qλ
∑
n≥0
a(n)qn, (2.14)
for some λ ≥ 0 which satisfies λ ≡ m12 (mod Z). If λ > 0, we again call f a cusp form,
and write f ∈ S(k, υ).
Note that the proof of Proposition 2.3.2 shows that the function φ k
12
∈ H (k, υk). In
particular, for k = 12 we have
φ 1
24
(z) = q
1
24
(
∆(q)
q
) 1
24
,
a function which plays a decisive role in all that follows. Using (2.9), we defineDedekind’s
eta function η(z) to be the scalar multiple of φ 1
24
whose q-expansion begins q
1
24 + · · · ,
i.e. whose product expansion is
η(z) = q
1
24
∏
n≥1
(1− qn). (2.15)
We have that η ∈ H(12 , υ 12 ) and, more generally, for each k ≥ 0, η2k ∈ H(k, υk). By the
Weierstraß theory of infinite products (cf., e.g., [1, Ch. 5, Sec. 2.2]) there is an α(k) ∈ S1
such that
η2k(z) = α(k)q
k
12
∏
n≥1
(1− qn)2k = α(k)q k12 + · · · . (2.16)
Note that α(k) = 1 if and only if k ∈ Z.
Proposition 2.4.2 Suppose υ ∈ Mult(k) has cusp parameter m. Then
H(k, υ) =Mk−mη2m.
Proof. Writing υ = υkχ
N for some N ∈ Z, we find that the cusp parameter satisfies
the relation k+N = 12x+m for a unique integer x, so in particular k−m is an integer.
By Lemma 2.3.3, we obtain
υ = υk+N = υmχ
12x = υm,
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since χ12 = 1. Thus for any g ∈Mk−m, we have
(η2mg)|υkγ(z) = η2m(γz)g(γz)υ(γ)−1Jk(γ, z)−1
= η2m(γz)υm(γ)
−1Jm(γ, z)−1g(γz)Jk−m(γ, z)−1
=
(
η2m|υmγ(z)
)(
g|k−mγ(z)
)
= η2m(z)g(z),
so Mk−mη2m ⊆ H(k, υ). Conversely, for each f ∈ H(k, υ) we have
f
η2m
|k−mγ(z) = f(γz)Jk(γ, z)
−1
η2m(γz)Jm(γ, z)−1
=
f(γz)Jk(γ, z)
−1υ(γ)−1
η2m(γz)Jm(γ, z)−1υm(γ)−1
=
f |υkγ(z)
η2m|υmm γ(z)
=
f(z)
η2m(z)
.
Using (2.14), (2.16), we find that the quotient has a q-expansion of the form
f(q)
η2m(q)
=
qλ
∑
n≥0 a(n)q
n
α(m)q
m
12 + · · · = q
λ−m
12
∑
n≥0
b(n)qn
with λ − m12 some integer. Since f is holomorphic, we have λ ≥ 0, and by definition
0 ≤ m < 12. Therefore λ − m12 > −1 and is integral, i.e. λ − m12 ≥ 0 and fη2m is
holomorphic at infinity. ✷
The previous Proposition characterizes H(υ) for a given multiplier system υ, and
we record this as
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Corollary 2.4.3 Let υ be a multiplier system for Γ, with cusp parameter m. Then
H(υ) =
⊕
k≥0
H(m+ 2k, υ)
=
⊕
k≥0
M2kη2m
= Mη2m.
✷
2.5 Vector-valued modular forms
Suppose that ρ ∈ Hom(Γ,C×) is a character of Γ, υ ∈ Mult(k), and f ∈ H(k, ρ υ) is
a modular form of weight k for the multiplier system ρ υ. Then by definition, f is of
moderate growth, and for each γ ∈ Γ, we have
f |ρυk γ = f.
Put another way, there is a 1-dimensional subspace V = 〈f〉 of H∞, which is a right
Γ-module under the |υk action of Γ on H; using {f} as a basis for V produces the 1-
dimensional representation ρ : Γ → GL(1,C), arising from the |υk action of Γ on V , so
that
f |υk = ρ(γ)f
for each γ ∈ Γ. To generalize the concept of modular form, one merely assumes that
the dimension of V (and ρ) is allowed to be greater than 1:
Definition 2.5.1 Let ρ : Γ → GL(d,C) be a representation of Γ of dimension d, k a
real number, and υ ∈ Mult(k). A tuple of functions
F =


f1
...
fd


is a vector-valued modular form of weight k (for ρ and υ), if the following conditions
are satisfied:
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i) fj ∈ H∞ for all 1 ≤ j ≤ d.
ii) For each γ ∈ Γ, F |υkγ = ρ(γ)F ,
where the |υk operation is defined componentwise on F . The C-linear space of vector-
valued modular forms of weight k for ρ and υ will be denoted H(k, ρ, υ), and in light of
Corollary 2.3.5, we define
H(ρ, υ) =
⊕
n∈Z
H(k + n, ρ, υ).
By definition, the components of a vector-valued modular form span a finite-dimensional
subspace of H∞ which is a right Γ-module for the |υk action of Γ on H. Conversely, we
have
Proposition 2.5.2 Let k ∈ R, υ ∈ Mult(k), and suppose that V is a finite-dimensional
subspace of H∞ which is a right Γ-module for the |υk action of Γ on H. If {f1, · · · , fn}
is a spanning set for V , then there is a representation ρ : Γ → GL(n,C) such that
F = (f1, · · · , fn)t is a vector-valued modular form of weight k for ρ and υ.
Proof. Set d := dimV and assume for now that d = n, so that the fi are linearly
independent. Then for each i, and for each γ ∈ Γ, there are unique scalars ρi,j(γ) such
that
fi|υkγ =
n∑
j=1
ρi,j(γ)fj , (2.17)
and ρ(γ) :=
(
ρi,j(γ)
)
belongs to GL(n,C). Let F be as in the statement of the Propo-
sition. Then condition i) of Definition 2.5.1 holds since V ≤ H∞, and for each γ ∈ Γ
we have
F |υkγ = ρ(γ)F,
so condition ii) holds as well. Thus we merely need to check that ρ : Γ → GL(n,C) is
a homomorphism. This follows directly from the fact that |υk is a group action, i.e. if
γ1, γ2 ∈ Γ, then we have
0 = F |υkγ1γ2 − F |υkγ1|υkγ2
= ρ(γ1γ2)F − ρ(γ1)ρ(γ2)F
=
(
ρ(γ1γ2)− ρ(γ1)ρ(γ2)
)
F.
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Since the components of F are linearly independent, we conclude that
ρ(γ1γ2) = ρ(γ1)ρ(γ2),
as required.
Now we may tackle the general case, wherein dimV = d = n − r for some r ≥ 0.
Since the fi span V , we may relabel if necessary, and assume that {f1 · · · , fd} form a
basis of V . Set G = (f1, · · · , fd)t. By the above argument, there is a representation
σ : Γ→ GL(d,C) such that
G|υkγ = σ(γ)G
for each γ ∈ Γ. Choose any R ∈ GL(n,C) such that
RF =
(
G
0
)
,
and define
ρ : Γ→ GL(n,C),
ρ(γ) = R−1
(
σ(γ) 0
0 Ir
)
R,
where Ir denotes the identity matrix of GL(r,C). It is clear that ρ is a representation
of Γ, and for each γ ∈ Γ we have
F |υkγ =
(
R−1
(
G
0
))
|υkγ
= R−1
((
G
0
)
|υkγ
)
= R−1
(
σ(γ)G
0
)
= R−1
(
σ(γ) 0
0 Ir
)(
G
0
)
= R−1
(
σ(γ) 0
0 Ir
)
RF
= ρ(γ)F.
✷
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Lemma 2.5.3 Let k ∈ R, υ ∈ Mult(k), and assume ρ is an indecomposable represen-
tation such that H(k, ρ, υ) 6= {0}. Then ρ(S2) = ±I, and
H(ρ, υ) =
⊕
n∈Z
H(k + 2n, ρ, υ).
Proof. The identity S2 = −I shows that S2 is in the center of Γ, so ρ(S2) is in the
center of ρ(Γ), and has eigenvalues in the set {1,−1}. But each eigenspace of an element
in the center of ρ(Γ) is preserved by every element of ρ(Γ), so if ρ(S2) has two non-
trivial eigenspaces, then ρ can be decomposed into a direct sum of sub-representations
corresponding to these eigenspaces, i.e. ρ is not indecomposable. Therefore ρ(S2) must
have only one eigenspace, meaning ρ(S2) = ǫI, with ǫ = 1 or −1.
Let n ∈ Z and assume there is a nonzero F in H(k + n, ρ, υ). Then
ǫF (z) = ρ(S2)F (z) = F |υk+nS2(z) = υ(S2)−1(−1)k+nF (z), (2.18)
from which we deduce
ǫ = υ(S2)−1(−1)k+n.
But the n = 0 case of (2.18) holds by assumption, so we also have
ǫ = υ(S2)−1(−1)k.
Thus H(k + n, ρ, υ) = {0} whenever n is odd. ✷
It is clear that each space H(ρ, υ) =⊕n∈ZH(m+ n, ρ, υ) of vector-valued modular
forms is a graded M-module via componentwise multiplication, i.e. if g ∈ Mk, F =
(f1, · · · , fd)t ∈ H(m+ n, ρ, υ), then
gF =


gf1
...
gfd

 ∈ H(m+ n+ k, ρ, υ).
Remark 2.5.4 One of the main purposes of this dissertation is to flesh out the M-
module structure for spaces H(ρ, υ) for irreducible, T -unitarizable ρ of dimension less
than six. It transpires that in all cases considered ( cf. Ch. 4 below), H(ρ, υ) is a free
M-module of rank equal to the dimension of ρ. Recently, it has been shown ([10, Th. 1])
in the integral weight, trivial multiplier system setting that H(ρ,1) is free of rank d over
M for any T -unitarizable representation ρ : Γ→ GL(d,C) which satisfies ρ(S2) = ±I,
but the nature of the basis for an arbitrary ρ remains quite mysterious. ✷
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A key point to bear in mind regarding vector-valued modular forms is that the main
objects of study are the |υk-invariant subspaces V ≤ H∞, and not the actual column
vectors F . Explicitly, suppose V = span {f1, · · · , fd} and
F =


f1
...
fd

 ∈ H(k, ρ, υ).
Any U ∈ GL(d,C) will transform F to a vector UF whose components again span V ,
and if we define the representation
ρU : Γ→ GL(d,C),
ρU (γ) = Uρ(γ)U
−1,
then we have
ρU (γ)
(
UF
)
= Uρ(γ)F
= U
(
F |υkγ
)
=
(
UF
)|υkγ.
Thus
F ∈ H(k, ρ, υ) ⇐⇒ UF ∈ H(k, ρU , υ),
and in this way a single |υk-invariant subspace V gives rise to a whole family of graded
spaces of vector-valued modular forms.
As usual, we say that ρ is equivalent to ρ′ if ρ′ = ρU for some invertible matrix U .
From the above discussion, we find that
Lemma 2.5.5 If ρ, ρ′ : Γ→ GL(d,C) are equivalent representations of Γ, then for each
multiplier system υ, H(ρ, υ) and H(ρ′, υ) are isomorphic as graded C-linear spaces, and
as graded M-modules. ✷
Although Definition 2.5.1 places no restriction on the nature of the representation
ρ, the “purest” generalization of the classical theory of modular forms would cer-
tainly include the condition that the component functions of any form have classical
q-expansions. (note, however (cf. Sec. 3.1 below), that a more general class of logarith-
mic vector-valued modular forms are well worth studying, but shall not be treated in
this dissertation.) It turns out that the T -unitarizable representations, i.e. those ρ for
which ρ(T ) is conjugate to a unitary matrix, are the ones which ensure that components
of vector-valued modular forms have familiar q-expansions:
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Lemma 2.5.6 Suppose that F = (f1, · · · , fd)t ∈ H(k, ρ, υ) has linearly independent
components, and let m denote the cusp parameter of υ. Then the following are equiva-
lent:
i) For each 1 ≤ j ≤ d, there is a convergent q-expansion
fj(q) = q
λj
∑
n≥0 aj(n)q
n, λj ≥ 0.
ii) ρ(T ) = diag {e(r1), · · · , e(rd)}, for some real numbers rj .
Proof. By definition, if F ∈ H(k, ρ, υ) then
ρ(T )F (z) = F |υkT (z) = υ(T )−1F (z + 1). (2.19)
Suppose i) holds. Then (2.19) says
ρ(T )F (z) = e(−m12)diag {e(λ1), · · · , e(λj)}F (z),
and since the components of F are linearly independent, we conclude that ii) holds, for
the real numbers rj = λj − m12 .
Conversely, suppose that ii) holds. Then (2.19) says that
fj(z + 1) = e(
m
12 )e(rj)fj(z)
for each j. Let λj be the unique real number satisfying 0 ≤ λj < 1, λj ≡ rj + m12 (mod
Z). Then for each j, the function
fj(z)
q
λj
has period 1 and is holomorphic in H. This
implies a Fourier development
fj(z) = q
λj
∑
n∈Z
aj(n)q
n,
valid in the punctured disk 0 < |q| < 1. For any fixed z0 ∈ H, the nth Fourier coefficient
of fj is given by
aj(n) =
∫ z0+1
z0
fj(z)e
−2πi(n+λj )zdz
and since fj is of moderate growth, there is an N > 0 and a c > 0 such that the estimate
|aj(n)| ≤ yNe2πy(n+λj )
obtains whenever y > c. Taking the limit as y → ∞, we find that aj(n) = 0 for all
n < 0, so i) holds. ✷
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Remark 2.5.7 If ρ : Γ→ GL(d,C) is T -unitarizable but ρ(T ) is not diagonal, then the
components of an F ∈ H(ρ, υ) will be C-linear combinations of q-expansions of the form
given by the Lemma. This can be inconvenient for computational purposes. However,
we may still assume without loss of generality that the conditions of the Lemma hold,
for the following reason:
Since ρ is T -unitarizable, there is a U ∈ GL(d,C) such that Uρ(T )U−1 has the form
given by ii) above. If υ is any multiplier system for Γ, then Lemma 2.5.5 implies that
the graded spaces H(ρ, υ) and H(ρU , υ), are isomorphic, and the components of any
F ∈ H(ρU , υ) have q-expansions given by i) above.
Thus when ρ is T -unitarizable, we will frequently say “assume without loss that ρ(T )
is diagonal”, etc. ✷
Lemma 2.5.8 Suppose ρ : Γ → GL(d,C) is a T -unitarizable representation of Γ such
that ρ(T ) has the eigenvalues e(rj) for some real numbers rj, and set r = r1 + · · ·+ rd.
Then 12r is an integer, and det ρ = χ12r.
Proof. It is clear that det ρ is a character of Γ, so by Corollary 2.1.2 we know det ρ = χn
for some integer n. On the other hand, we have
e(r) = det ρ(T ) = χn(T ) = e( n12 ),
so 12r ≡ n (mod 12Z). Since χ12 = 1, we have
det ρ = χn = χ12r.
✷
Corollary 2.5.9 Assume that F and ρ satisfy statements i) and ii) of Lemma 2.5.6,
and set λ = λ1 + · · ·+ λd. Then det ρ = χ12λ−md.
Proof. As in the proof of the Lemma, we have for each j that rj ≡ λj − m12 (mod Z).
Setting r = r1 + · · · + rd, we have 12λ −md ≡ 12r (mod 12Z), so by Lemma 2.5.8 we
have
det ρ = χ12r = χ12λ−md.
✷
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Lemma 2.5.10 Let d ≥ 1, and for 1 ≤ j ≤ d suppose kj ∈ R, υj ∈ Mult(kj), and
Fj = (f1,j, · · · , fd,j)t ∈ H(kj , ρ, υj). Then
det(fi,j) ∈ H(k,det ρ, υ),
where υ = υ1 · · · υd and k = k1 + · · ·+ kd.
Proof. We have
det(fij)|υkγ = det(F1|υ1k1γ, · · · , Fd|
υd
kd
γ)
= det(ρ(γ)F1, · · · , ρ(γ)Fd)
= det ρ(γ) det(F1, · · · , Fd)
= det ρ(γ) det(fi,j),
for any γ ∈ Γ. It is clear that det(fi,j) is holomorphic in H and of moderate growth,
since the fi,j are. ✷
2.6 Hilbert-Poincare´ series
Suppose that R =
⊕
j≥0Rj is a Z-graded commutative ring which is a finitely generated
C-algebra, with R0 = C. Let the weights of the generators be k1, · · · , kd. Suppose also
that λ ∈ R and M = ⊕k≥0Mλ+k is a Z-graded, finitely generated R-module, which
satisfies dimMλ+k <∞ for all k ≥ 0. The Hilbert-Poincare´ series (cf. [2, Ch. 2]) of
M is the formal power series
Ψ(M)(t) =
∑
k≥0
tλ+k dimMλ+k.
By Theorem 2.1.1, loc. cit., there is a polynomial f(t) ∈ Z[t] such that
Ψ(M)(t) =
tλf(t)∏d
j=1(1− tkj)
,
where k1, · · · , kd denote the weights of the generators ofM as R-module. Now specialize
the above setting to the case R =M, the ring of integral weight modular forms for Γ,
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and M = H(ρ, υ) = ⊕k≥0H(λ + 2k, ρ, υ) a finitely generated M-module of vector-
valued modular forms for some representation ρ and multiplier system υ. Bearing in
mind that M = C[E4, E6], we find that the Hilbert-Poincare´ series for H(ρ, υ) has the
form
Ψ(ρ, υ)(t) =
tλf(t)
(1− t4)(1− t6)
for some polynomial f(t) ∈ Z[t]. If we assume further that H(ρ, υ) is actually free of
rank d overM, say with basis {F1, · · · , Fd} such that Fj ∈ H(λ+2kj , ρ, υ), then in fact
Ψ(ρ, υ)(t) =
tλ
∑d
j=1 t
2kj
(1− t4)(1− t6) . (2.20)
In Chapter 4, we shall compute the Hilbert-Poincare´ series for many different H(ρ, υ),
all of which will be free of finite rank as M-module; thus we will refer back to (2.20)
quite frequently.
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Chapter 3
Differential Equations and
Vector-Valued Modular Forms
In this chapter, we recall briefly the theory of ordinary differential equations at regular
singular points, due to Fuchs and Frobenius, and explain the connection with vector-
valued modular forms. The discussion in Section 3.1 follows that of [5, Ch. 5,9]. Most
of the remainder of this Chapter is a (trivial) generalization of the results of [11] to
arbitrary real weight.
3.1 Ordinary differential equations at regular singular points
Let Ω be an open, simply connected subset of C which contains 0, and consider an nth
order linear ODE of the form
qn
(
d
dq
)n
f(q) + qn−1An−1(q)
(
d
dq
)n−1
f(q) + · · · + qA1(q) d
dq
f(q) +A0(q)f(q) = 0,
(3.1)
where the coefficient functions An−k(q) are holomorphic in Ω, say
An−k(q) =
∑
j≥nk
ak(j)q
j
for some nonnegative integers nk. If nk ≥ k for every k, then the solutions of (3.1)
form an n-dimensional vector space of functions which are holomorphic throughout Ω.
On the other hand, if nk < k for at least one k, then q = 0 is said to be a regular
singular point of (3.1). In this case the nature of the set of solutions is a bit more
complicated than when (3.1) is free of singularities. Given q ∈ Ω − {0} and any open
disk Uq ⊆ Ω − {0} centered at q, the solution space of (3.1), viewed as a differential
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equation defined on Uq, is free of singularities. Thus there exists an n-dimensional linear
space Vq of functions which are holomorphic in Uq and are the set of solutions of (3.1)
in Uq. If one takes an open cover of Ω − {0} consisting of such disks Uq, then the
corresponding solution spaces Vq, considered over all q ∈ Ω−{0}, give a locally defined
system of solutions in Ω − {0}. Note that nothing is assured regarding the nature of
a given solution at q = 0; it could have a removable singularity, a pole, or an essential
singularity at q = 0, depending on the nature of the coefficient functions Ak(q).
In any event, to find solutions to (3.1) one assumes that f(q) =
∑
j≥0 b(j)q
r+j for
some complex number r, and then attempts to determine the b(j) recursively. Perform-
ing the operations indicated in (3.1) and gathering like powers of q yields the equations
b(0)P (r) = 0,
b(1)P (r + 1)+b(0)P1(r) = 0,
...
b(k)P (r + k) + b(k − 1)P1(r + (k − 1)) + · · ·+ b(1)Pk−1(r + 1) + b(0)Pk(r) = 0,
...
where
P (r) = r(r−1) · · · (r−(n−1))+an−1(0)r(r−1) · · · (r−(n−2))+· · ·+a1(0)r+a0(0) (3.2)
is the so-called indicial polynomial for (3.1), and for j ∈ N we define
Pj(r) = an−1(j)r(r−1) · · · (r−(n−2))+an−2(j)r(r−1) · · · (r−(n−3))+· · ·+a1(j)r+a0(j).
Taking as an initial condition that b(0) 6= 0, one finds from the first equation that the
exponent r must be an indicial root, i.e. a solution of P (r) = 0. Assuming this is the
case, it is clear that the other b(j) will be determined recursively from this initial data,
so long as P (r + k) 6= 0 for k ∈ N, i.e. so long as no other indicial root has the form
r+ k, k ∈ N. If this condition is satisfied, then each b(j) is determined uniquely by the
above formulae, and some standard arguments from analysis show that the formal series
f(q) = b(0)qr+b(1)qr+1+ · · · does in fact converge in some punctured disk 0 < |q| < Rr
of positive radius, and is therefore a solution to (3.2). If none of the indicial roots differ
by an integer, one may repeat this same process with each of the n (distinct) indicial
roots, and produce in this way a fundamental system of solutions of (3.1), i.e. a basis
{f1, · · · , fn} of the solution space of (3.1) such that
fj(q) = q
rj +
∑
k≥1
aj(k)q
rj+k
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and r1, · · · , rn are the indicial roots of (3.1). This fundamental system is holomorphic
in the punctured disk 0 < |q| < min{Rr1 , · · · , Rrn}, and starting from any q0 in this
disk, one may obtain the local solution spaces Vq as above by analytic continuation of
the fundamental system throughout Ω− {0}.
Note that in the unlucky event that P (r) = P (r+k) = 0 for some k ∈ N, this recur-
sive process will almost surely be unsuccessful, unless what we like to call a “Frobenius
miracle” occurs and it happens that
b(k − 1)P1(r + (k − 1)) + · · ·+ b(1)Pk−1(r + 1) + b(0)Pk(r) = 0.
In this case, one may choose any desired value for b(k), and proceed to the next step
in the recursion, unscathed as it were. So long as there is no integer k′ > k such that
P (r + k′) = 0, one emerges from the process with a solution f(q) = qr
∑
j≥0 b(j)q
r+j ,
as before.
If two indicial roots are in fact congruent (mod Z), it is almost certain there will be
no Frobenius miracle (else the name would be unjustified!), and in this case the attempt
at recursion terminates abruptly. One may still determine explicitly a fundamental
set of solutions of (3.1), but now the general solution will involve terms of the form
qr logk qf(q), where f is holomorphic in a neighborhood of q = 0. In what follows, we
shall always assume that the indicial roots of our differential equations are incongruent
(mod Z), and as such we provide no further details regarding this part of the theory.
However, it should be pointed out that this case, as it pertains to conformal field theory,
is certainly of interest (cf. [13]), and leads to a theory of so-called logarithmic vector-
valued modular forms, wherein the accompanying representation ρ no longer satisfies
the condition that ρ(T ) is semisimple.
3.2 The modular derivative
In this section, we prove some basic facts about the modular derivative. Most of these
results are stated, with sketchy proofs, in [9, Sec. 10.5], for the trivial multiplier system
only.
Recall the Dedekind eta function η ∈ H(12 , υ 12 ). It follows directly from Proposi-
tion 2.3.2 and Definition 2.4.1 that
Lemma 3.2.1 η(Tz) = e( 124 )η(z),
η(Sz) =
√
z
i
η(z).
✷
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Define P (z) = i
π
d
dz
log(η(z)) = i
π
η′(z)
η(z) . Then P is holomorphic in H and, using the
product expansion (2.15) for η, we find that the q-expansion of P is of the form
P (q) = − 1
12
+ · · · , (3.3)
so P is holomorphic and nonzero at infinity. In fact P = − 112E2, where E2 denotes the
Eisenstein series of weight 2, i.e. (2.6) with k = 2; as we shall not use this fact, we omit
the proof, but cf. [9, Th. 5.2] for (very few) details.
Lemma 3.2.2 For each γ =
(
a b
c d
)
∈ Γ, we have
P |2γ(z) = P (z) − c
2πi
(cz + d)−1. (3.4)
Proof. We will establish (3.4) for γ = T, S, and obtain the general result by induction
on the length of a word γ ∈ Γ = 〈T, S〉 in T and S. If γ = T , we find from Lemma 3.2.1
that
P (Tz) =
i
π
η′(Tz)
η(Tz)
=
i
π
e( 124 )η
′(z)
e( 124 )η(z)
= P (z),
so P is T -invariant. Since T =
(
a b
c d
)
with c = 0, d = 1, we have (3.4).
Similarly, using Lemma 3.2.1 and the chain rule, we find that
η′(Sz) = z2
(√
z
i
η′(z) +
η(z)
2
√
iz
)
,
thus we have
P (Sz) =
i
π
η′(Sz)
η(Sz)
=
i
π
z2
(√
z
i
η′(z) + η(z)
2
√
iz
)
√
z
i
η(z)
=
iz2
π
η′(z)
η(z)
+
iz2
π
1√
z
i
2
√
iz
= z2P (z) +
iz
2π
.
Therefore
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P |2S(z) = P (Sz)z−2
= P (z) +
i
2π
z−1,
so we have (3.4) for γ = S.
Assume inductively that (3.4) holds for any γ ∈ Γ which, as a word in the generators
S and T , has length less than n. Suppose σ = γT for some γ =
(
a b
c d
)
of length n−1.
Then we have
P |2σT (z) = (P |2γ)|2T (z)
= (P |2γ)(Tz) = P (Tz)− c
2πi
(cTz + d)−1
= P (z)
c
2πi
(
cz + (c+ d)
)−1
,
where we use the T -invariance of P proven above. Noting that
σ =
(
a b
c d
)(
1 1
0 1
)
=
(
a a+ b
c c+ d
)
,
we have (3.4). If σ = γS, then we have
P |2σ(z) = (P |2γ)|2S(z)
= (P |2γ)(Sz)z−2
=
[
P (Sz)− c
2πi
(
c(Sz) + d
)−1]
z−2
=
[
P (z)z2 − z
2πi
− c
2πi
(
− c
z
+ d
)−1]
z−2
= P (z)− 1
2πi
z−1 − c
2πi
z−1(dz − c)−1
= P (z)− 1
2πi
[
1
z
+
c
z(dz − c)
]
= P (z)− d
2πi
(dz − c)−1.
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Since
σ = γS =
(
a b
c d
)(
0 −1
1 0
)
=
(
b −a
d −c
)
,
ones sees that (3.4) obtains in this case. Note that an analogous proof as above shows
that (3.4) holds for γ = T−1, and from this one easily verifies, as above, that (3.4) holds
for σ = γT−1. Since S−1 = −S, it is clear that (3.4) holds for any σ = γS−1 as well.
Since S and T generate Γ, we are done. ✷
Definition 3.2.3 Let k ∈ R. The modular derivative in weight k is the linear oper-
ator
Dk : H → H,
Dkf(z) :=
1
2πi
d
dz
f(z) + kP (z)f(z)
= q
d
dq
f(q) + kP (q)f(q).
Lemma 3.2.4 Let k ∈ R, υ ∈Mult(k). Then for each f ∈ H(k, υ), Dkf ∈ H(k+2, υ).
Proof. For γ =
(
a b
c d
)
∈ Γ, z ∈ H, we have
(Dkf)|υk+2γ(z) = υ(γ)−1(cz + d)−(k+2)
(
1
2πi
f ′(γz) + kP (γz)f(γz)
)
. (3.5)
The chain rule says that
(f(γz))′ = f ′(γz)γ′(z)
= f ′(γz)(cz + d)−2,
but f ∈ H(k, υ), so we also have
(f(γz))′ = (υ(γ)(cz + d)kf(z))′
= υ(γ)(cz + d)kf ′(z) + kcυ(γ)(cz + d)k−1f(z).
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Therefore
f ′(γz) = υ(γ)(cz + d)k+2f ′(z) + kcυ(γ)(cz + d)k+1f(z).
Substituting this into (3.5) and using (3.4) (and again using the fact that f |υkγ = f)
yields
(Dkf)|υk+2γ(z) = υ(γ)−1(cz + d)−(k+2)
[ 1
2πi
(
υ(γ)(cz + d)k+2f ′(z) + kcυ(γ)(cz + d)k+1f(z)
)
+ k
(
P (z)(cz + d)2 − c
2πi
(cz + d)
)
υ(γ)(cz + d)kf(z)
]
=
1
2πi
(
f ′(z) + kc(cz + d)−1f(z)
)
+
(
kP (z) − kc
2πi
(cz + d)−1
)
f(z)
=
1
2πi
f ′(z) + kP (z)f(z)
= (Dkf)(z).
✷
The previous Lemma shows that for each multiplier system υ, there is a weight two
graded operator D on the space H(υ) of modular forms for υ, which acts as Dk on
H(k, υ). It is clear that D is a derivation on H, in the sense that for any f, g ∈ H,
k,m ∈ R,
Dk+m(fg) = (Dmf)g + f(Dkg).
Furthermore, for υ ∈ Mult(k), D is a graded derivation with respect to the M-module
structure of H(υ), i.e. if f ∈ Mm, g ∈ H(k, υ), then
D(fg) = Dk+m(fg) = (Dmf)g + f(Dkg) ∈ H(k +m+ 2, υ).
Most importantly, D is compatible with the slash action of Γ on H:
Lemma 3.2.5 Let υ ∈Mult(k), f ∈ H. Then for each γ ∈ Γ,
Dk(f |υkγ) = (Dkf)|υk+2γ. (3.6)
Proof. Suppose γ =
(
a b
c d
)
. By definition, we have
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Dk(f |υkγ)(z) = 12πi(f |υkγ)′(z) + kP (z)f |υkγ(z)
= 12πi
(
υ(γ)−1(cz + d)−kf(γz)
)′
+ kP (z)f |υkγ(z)
= υ(γ)
−1
2πi
(
(cz + d)−(k+2)f ′(γz) − kc(cz + d)−(k+1)f(γz)
)
+ kP (z)f |υkγ(z).
On the other hand, using Lemma 3.2.2 we obtain
(Dkf)|υk+2γ(z) =
(
1
2πif
′ + kPf
)
|υk+2γ(z)
= 12πif
′|υk+2γ(z) + k(Pf)|υk+2γ(z)
= υ(γ)
−1
2πi (cz + d)
−(k+2)f ′(γz) + kP |2γ(z)f |υkγ(z)
= υ(γ)
−1
2πi (cz + d)
−(k+2)f ′(γz) + k
(
P (z)− c2πi(cz + d)−1
)
f |υkγ(z)
= υ(γ)
−1
2πi
(
(cz + d)−(k+2)f ′(γz)− kc(cz + d)−(k+1)f(γz)
)
+ kP (z)f |υkγ(z),
so the two sides of (3.6) are the same. ✷
For each k ∈ R, n ≥ 1, we define the composition
Dnk = Dk+2(n−1) · · ·Dk.
A simple inductive argument generalizes the previous Lemma to
Corollary 3.2.6 Let υ ∈ Mult(k), n ≥ 1, f ∈ H. Then for each γ ∈ Γ,
(Dnk f)|υk+2nγ = Dnk (f |υkγ).
✷
Using Lemma 3.2.5 we may extend D, componentwise, to a weight two graded
operator on spaces of vector-valued modular forms:
Corollary 3.2.7 If F = (f1, · · · , fn)t ∈ H(k, ρ, υ), then DkF ∈ H(k + 2, ρ, υ).
Proof. By Lemma 3.2.5, we have
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(DkF )|υk+2γ =


Dkf1
...
Dkfn

 |υk+2γ =


(Dkf1)|υk+2γ
...
(Dkfn)|υk+2γ

 =


Dk(f1|υkγ)
...
Dk(fn|υkγ)


= Dk


f1|υkγ
...
fn|υkγ

 = Dk(F |υkγ) = Dk(ρ(γ)F )
= ρ(γ)
(
DkF
)
.
✷
As above in the scalar case, it is clear that if f ∈ Mk, F ∈ H(m,ρ, υ), then
Dk+m
(
fF
)
=
(
Dkf
)
F + f
(
DmF
) ∈ H(k +m+ 2, ρ, υ),
so the extended version of D continues to act as a graded derivation, which is compatible
with the M-module structure of H(ρ, υ).
Finally, we note that the kernel of Dk : H → H is generated by η2k:
Lemma 3.2.8 Suppose k ∈ R and Dkf = 0 for some f ∈ H. Then f = cη2k for some
c ∈ C.
Proof. Using the fact that P = i
π
η′
η
, we find that
Dkη
2k =
1
2πi
d
dz
η2k + kPη2k
=
2k
2πi
η2k−1η′ + k
i
π
η′
η
η2k
= η′η2k−1
(
k
πi
+
ki
π
)
= 0.
By the Fuchsian theory of linear ODEs, the 1st order equation Dkf = 0 has a 1-
dimensional solution space, so kerDk = 〈η2k〉. ✷
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Corollary 3.2.9 Suppose ρ : Γ → GL(d,C) is irreducible, and d ≥ 2. Then for any
multiplier system υ, D : H(ρ, υ)→H(ρ, υ) is injective.
Proof. This follows directly from Lemma 3.2.8 and the fact that any F ∈ H(ρ, υ) must
have linearly independent components, since ρ is irreducible. ✷
Finally, we formally record a fact which is obvious, but extremely useful:
Lemma 3.2.10 Suppose F = (f1, · · · , fn)t ∈ H(k, ρ, υ) has linearly independent com-
ponents. Then the set {F,DkF, · · · ,Dn−1k F} is independent over M, so that
n−1⊕
j=0
DjkF
forms a rank n free M-submodule of H(ρ, υ).
Proof. Suppose there is a relation
Mn−1Dn−1k F +Mn−2D
n−2
k F + · · · +M1DkF +M0F = 0 (3.7)
with Mj ∈ M for each j. Rewriting (3.7) in terms of the ordinary derivative ddq (cf.
(3.11) below) yields a differential equation L[f ] = 0 of order at most n − 1, for which
each of the n linearly independent components of F is a solution. This is impossible
unless L is identically 0, and one sees easily that this forces Mj = 0 for each j. ✷
3.3 The skew polynomial ring R
We may combine the actions of the operator D and the ring M into a single skew
polynomial ring R, as follows. Let d be a formal variable, and set
R = {Mndn +Mn−1dn−1 + · · · +M1d+M0 | n ≥ 0, Mk ∈ M}.
We turn R into a noncommutative ring by defining addition as for the ordinary poly-
nomial ring M[d], and defining multiplication via the relation
dM := Md+DM,
for any M ∈ M. Given a space H(ρ, υ) of vector-valued modular forms, R acts on an
F ∈ H(k, ρ, υ) via the relations
d · F := DkF ∈ H(k + 2, ρ, υ),
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Mn · F := MnF ∈ H(k + n, ρ, υ),
for anyMn ∈ Mn. It is clear that these definitions turn each space H(ρ, υ) into a graded
R-module, and determining the structure of a given space H(ρ, υ), as R-module, is an
important step in the classification of spaces of vector-valued modular forms.
3.4 Modular linear differential equations
Definition 3.4.1 Let n be a nonnegative integer, k ∈ R. An nth order modular linear
differential equation (MLDE) in weight k is a differential equation in the disk |q| <
1, which has the form
L[f ] = Dnkf +M4D
n−2
k f + · · ·+M2(n−1)Dkf +M2nf = 0, (3.8)
with Mj ∈ Mj for each j. ✷
Theorem 3.4.2 An MLDE (3.8) in weight k is either free of singularities in |q| < 1,
or has q = 0 as regular singular point. For each υ ∈ Mult(k), the solution space of (3.8)
is invariant under the |υk action of Γ on H.
Proof. Using the fact that P (cf. (3.3)) and each of the Mj are holomorphic in |q| < 1,
one finds after an elementary induction argument that (3.8) may be rewritten in the
form
qn
dnf
dqn
+ qn−1gn−1(q)
dn−1f
dqn−1
+ · · ·+ qg1(q)df
dq
+ g0(q)f = 0, (3.9)
for some functions gj(q) which are holomorphic in |q| < 1. This shows that, at worst,
q = 0 is a regular singular point of (3.8). (Note that q = 0 is not a regular singular
point of (3.9) if, and only if, gn−j(q) has a zero of order at least j at q = 0, for each
1 ≤ j ≤ n. In particular, one finds by induction that
gn−1(q) = (n(k + n− 1))P (q) + n(n− 1)
2
,
so by (3.3) gn−1(0) = 0 if and only if k = 5(n − 1) (see also Lemma 3.4.4 below). So,
e.g., if k is not an integer multiple of 5 then certainly (3.9) is regular singular at q = 0.
It seems extremely likely that q = 0 is always a regular singular point of (3.9), but we
have no proof of this.)
To establish the modular invariance property, suppose that f is a solution of (3.8),
and let γ ∈ Γ. Using Corollary 3.2.6 and the modularity of the Mj , we have
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L
[
f |υkγ
]
= L
[
f |υkγ
]− 0
= L
[
f |υkγ
]− L[f ]|υk+2nγ
=
∑n
j=2M2jD
n−j
k
(
f |υkγ
)−∑nj=2 (M2jDn−jk f)|υk+2nγ
=
∑n
j=2M2jD
n−j
k
(
f |υkγ
)−∑nj=2 (M2j |2jγ)(Dn−jk f)|υk+2(n−j)γ
=
∑n
j=2M2jD
n−j
k
(
f |υkγ
)−∑nj=2M2jDn−jk (f |υkγ)
= 0.
Therefore f |υkγ is again a solution of (3.8). ✷
Corollary 3.4.3 Suppose the MLDE (3.8) has nonnegative indicial roots r1, · · · , rn,
such that ri 6≡ rj (mod Z) for i 6= j. Then (3.8) has a fundamental system of solutions
fj(q) = q
rj +
∑
k≥1
aj(k)q
rj+k,
1 ≤ j ≤ n, and for each υ ∈ Mult(k), there is a representation ρ : Γ→ GL(n,C), arising
from the |υk action of Γ on the solution space of (3.8), such that F = (f1, · · · , fn)t is a
vector-valued modular form for ρ and υ.
Proof. As discussed previously, the theory of ODEs at regular singular points implies
that (3.8) has a fundamental system of solutions of the form
fj(q) = q
rj +
∑
k≥1
aj(k)q
rj+k. (3.10)
The fj define holomorphic (since rj ≥ 0 for each j) functions on H, the universal
cover of 0 < |q| < 1, and are clearly of moderate growth. By Theorem 3.4.2, for each
υ ∈ Mult(k) there is a representation ρ as described in the statement of the Corollary,
and F ∈ H(k, ρ, υ). ✷
As in (3.9), one sees that for each n ≥ 1, there are functions fn,n−j(q), holomorphic
in |q| < 1, such that
Dnk = q
n d
n
dqn
+ qn−1fn,n−1(q)
dn−1
dqn−1
+ · · ·+ qfn,1(q) d
dq
+ fn,0(q). (3.11)
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Regarding (3.11), we will need the following
Lemma 3.4.4 Let n ≥ 1 and write Dnk as in (3.11). Then
fn,n−1(0) =
n(5(n − 1)− k)
12
.
Proof. If n = 1, then (3.11) reads
Dk = q
d
dq
+ kP (q) = q
d
dq
+ f1,0(q),
so f1,0(0) = kE2(0) = − k12 , and we have the base case. Assume n ≥ 2 and write
Dnk = Dk+2(n−1)D
n−1
k
=
(
q d
dq
+(k+2(n−1))P
)(
qn−1 d
n−1
dqn−1
+gn−1,n−2(q)qn−2
dn−2
dqn−2
+···+gn−1,0(q)
)
for some functions gn−1,j which are holomorphic in |q| < 1. Comparing this to (3.11),
we obtain
fn,n−1(q) = (n− 1) + (k + 2(n− 1))P (q) + gn−1,n−2(q),
so that
fn,n−1(0) = (n− 1)− k + 2(n − 1)
12
+ gn−1,n−2(0).
Assuming inductively that
gn−1,n−2(0) =
(n− 1)(5(n − 2)− k)
12
finishes the proof. ✷
Definition 3.4.5 An Eisenstein operator of order n ≥ 2 is a differential operator of
the form
L = Dnk + α4E4D
n−2
k + · · ·+ α2(n−1)Dk + α2nE2n, (3.12)
for some αj ∈ C.
Lemma 3.4.6 Let L be an Eisenstein operator (3.12) and
L[f ] = 0 (3.13)
the corresponding MLDE. Then the αj and the weight k are uniquely determined by the
indicial roots of (3.13).
37
Proof. If we rewrite (3.13) and obtain (3.9), then in the notation of (3.11) we have
gn−j(q) =


fn,n−1(q) j = 1
fn,n−2(q) + α4E4(q) j = 2
α2jE2j(q) + fn,n−j(q) +
∑j−1
i=2 α2iE2i(q)fn−i,n−j(q) 3 ≤ j ≤ n .
(3.14)
Let r1, · · · , rn denote the indicial roots of (3.13). The corresponding indicial equation
factors as
(r − r1)(r − r2) · · · (r − rn) =
n∑
j=0
(−1)jSjrn−j, (3.15)
where Sj denotes the jth symmetric polynomial in r1, · · · , rn. On the other hand, if for
each i ∈ {1, 2, · · · , n} we define integers ai,j such that
r(r − 1) · · · (r − (i− 1)) =
i∑
j=0
ai,jr
j,
then we may write the indicial equation of (3.13) as
rn +An−1rn−1 + · · ·+A1r +A0 = 0, (3.16)
where
An−j = gn−j(0) +
j−1∑
i=0
an−i,n−jgn−i(0) (3.17)
for j = 1, 2, · · · , n− 1. Equating coefficients in (3.15) and (3.16), we obtain the identity
(−1)jSj = An−j, (3.18)
valid for j = 1, · · · , n. Taking j = 1 in (3.18), we obtain
−(r1 + · · ·+ rn) = gn−1(0) + an,n−1.
Using (3.14) and Lemma 3.4.4, we find that the weight k of (3.13) is determined uniquely
by the indicial roots of (3.13).
If j = 2, (3.18) says
S2 = gn−2(0) + an,n−2 + an−1,n−2gn−2(0),
so by (3.14) we have α4 as a function of k and the indicial roots. The j = 1 version of
(3.18) then implies that α4 is also determined uniquely by the rj .
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For arbitrary j ≥ 3, (3.14), (3.17) and (3.18) show that α2j is a function of the
rj and k, α4, · · · , α2(j−1). If we assume inductively that k and α2i, 2 ≤ i ≤ j − 1 are
determined uniquely by the indicial roots of (3.13), then α2j is as well. ✷
Corollary 3.4.7 Let n ≤ 5. For each set {λ1, · · · , λn} of complex numbers, there is a
unique nth order MLDE with indicial roots λ1, · · · , λn.
Proof. This follows directly from Lemma 3.4.6 and the classical fact that M2j is
spanned by E2j for j = 2, 3, 4, 5, so that every MLDE of order less than 6 is of the
form L[f ] = 0, with L an Eisenstein operator. ✷
3.5 The modular Wronskian
Suppose F (q) = (f1(q), · · · , fn(q))t is a vector-valued function which is holomorphic in
some region Ω ⊆ C, and define the n× n matrix
MF (q) =
(
F (q), F ′(q), · · · , F (n−1)(q))
=


f1
d
dq
f1 · · · ddq
(n−1)
f1
f2
d
dq
f2 · · · ddq
(n−1)
f2
...
...
...
...
fn
d
dq
fn · · · ddq
(n−1)
fn

 . (3.19)
Recall from the Fuchsian theory that the Wronskian of F is the holomorphic function
W(F )(q) := detMF (q). As is well-known, the Wronskian provides a way of determining
whether or not the components of F are linearly independent (as members of the linear
space of holomorphic functions in Ω). Indeed, W(F ) is identically zero in Ω if, and
only if, the components of F form a linearly dependent set (note that this result is
decidedly false if one replaces “holomorphic” with “real analytic”.) Furthermore, in the
case where the components of F are solutions of an nth order ODE (3.1) with 0 ⊂ Ω as
regular singular point, there is an explicit formula for the Wronskian of F , due to Abel:
W(F )(q) =W(F )(q0)e−
∫ q
q0
An−1(q)
q
dq
, (3.20)
where q0 ∈ Ω− {0} is arbitrary. Since the exponential never vanishes, (3.20) implies
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Proposition 3.5.1 The components of F = (f1, · · · , fn)t form a fundamental system
of solutions of (3.1) if, and only if, the Wronskian W(F ) of F is nonzero throughout
Ω− {0}. ✷
As shown in [11], the modular version of the Wronskian is an indespensible tool in
the study of vector-valued modular forms. In this Section we restate and/or reprove
some key results from loc. cit., for arbitrary real weight.
Definition 3.5.2 Let F (q) = (f1(q), · · · , fn(q))t be a vector-valued function which is
holomorphic in 0 < |q| < 1. The modular Wronskian of F (in weight k ∈ R) is the
function
W (F )(q) = det
(
F (q),DkF (q), · · · ,Dn−1k F (q)
)
.
It is clear that W (F ) is again holomorphic in 0 < |q| < 1, and if the fj are all
holomorphic at q = 0, then so is W (F ). The first thing to notice is that the modular
and ordinary Wronskians of F differ by a power of q:
Lemma 3.5.3 Suppose F (q) = (f1(q), · · · , fn(q))t is holomorphic in 0 < |q| < 1. Then
W (F ) = q
n(n−1)
2 W(F ).
Proof. Recalling that elementary column operations do not change the determinant of
a matrix, it follows directly from the definition of Djk that
W (F )(q) = det


f1 q
d
dq
f1 · · · qn−1 ddq
(n−1)
f1
f2 q
d
dq
f2 · · · qn−1 ddq
(n−1)
f2
...
...
...
...
fn q
d
dq
fn · · · qn−1 ddq
(n−1)
fn

 . (3.21)
Expanding down the last column of (3.21), we obtain
W (F ) =
n∑
j=1
(−1)n−1+jqn−1
(
d
dq
(n−1)
fj
)
W (F, j),
where W (F, j) denotes the sub-determinant obtained by omitting the jth row and (n−
1)st column of (3.21). Inductively, we may assume that W (F, j) = q
(n−2)(n−1)
2 W(F, j),
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where W(F, j) denotes the Wronskian obtained by omitting the jth row and (n − 1)st
column from (3.19). Thus
W (F ) =
n∑
j=1
(−1)n+j−1qn−1
(
d
dq
(n−1)
fj
)
q
(n−2)(n−1)
2 W(F, j)
= q
n(n−1)
2
n∑
j=1
(−1)n−1+j
(
d
dq
(n−1)
fj
)
W(F, j)
= q
n(n−1)
2 W(F ).
✷
We also record
Lemma 3.5.4 (Mason) Assume that
F =


f1
...
fn

 =


qλ1 +
∑
j≥0 a1(j)q
λ1+j
...
qλn +
∑
j≥0 an(j)q
λn+j


has linearly independent components, for some pairwise distinct, nonnegative real num-
bers λ1, · · · , λn. Then the modular Wronskian of F has the form
W (F ) = qλ
∑
k≥0
a(k)qk,
where λ = λ1 + · · ·+ λn and a(0) 6= 0.
Proof. See the proof of [11, Lem. 3.6]. ✷
Combining Lemma 2.5.10 and Corollary 3.2.7, we obtain the useful
Corollary 3.5.5 If F ∈ H(k, ρ, υ), then
W (F ) ∈ H(d(k + d− 1),det ρ υd),
where dim ρ = d. ✷
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The following Theorem is especially important, as it provides, given ρ and υ, a lower
bound for the weight of a nonzero form in H(ρ, υ):
Theorem 3.5.6 Let ρ : Γ→ GL(d,C) be a T -unitarizable representation, υ ∈ Mult(k),
and assume that
F =


qλ1
∑
n≥0 a1(n)q
n
...
qλd
∑
n≥0 ad(n)q
n

 ∈ H(k, ρ, υ)
has linearly independent components, with aj(0) 6= 0 for each j. Then
W (F ) = η24λg,
where λ = λ1 + · · · + λd and g ∈ Md(k+d−1)−12λ is not a cusp form. In particular, the
weight k of F must satisfy
k ≥ 12λ
d
+ 1− d.
Proof. From Lemma 3.5.4, one knows that
W (F ) = cqλ + · · ·
for some c ∈ C×. From the product expansion 2.16, we find that η24λ = α(12λ)qλ+ · · ·
is nonzero in H, and the quotient
g(q) :=
W (F )
η24λ
= c(0) +
∑
n≥1
c(n)qn
is of moderate growth, with c(0) = c
α(12λ) 6= 0. By Corollary 3.5.5, we know
W (F ) ∈ H(d(k + d− 1),det ρ υd),
and we recall that η24λ ∈ H(12λ, υ12λ). Therefore
W (F )
η24λ
=
W (F )|υd det ρ
d(k+d−1)γ
η24λ|υ12λ12λ γ
=
W (F )
η24λ
∣∣∣∣υ
d υ−12λ det ρ
d(k+d−1)−12λ
γ,
for each γ ∈ Γ. Using Lemma 2.3.3 and Corollary 2.5.9, we find that
υd υ−12λ det ρ = υmdχ12λ−mdυ−12λ = 1,
and W (F )
η24λ
∈ Md(k+d−1)−12λ, as required. ✷
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Theorem 3.5.7 Under the hypotheses of Theorem 3.5.6, the following are equivalent:
i) g is a nonzero constant, i.e. W (F ) = cη24λ is a pure power of η.
ii) The components of F form a fundamental system of solutions
of an MLDE in weight k.
iii) k = 12λ
d
+ 1− d.
Proof. Let V = span {f1, · · · , fd} be the subspace of H∞ spanned by the components
of F . Note that dimV = d since the fi are linearly independent. For any f ∈ V , the
determinant ∣∣∣∣∣∣∣∣∣
f Dkf D
d
kf
f1 Dkf1 D
d
kf1
...
... · · · ...
fd Dkfd D
d
kfd
∣∣∣∣∣∣∣∣∣
(3.22)
vanishes identically, since each column consists of linearly dependent vectors. Expanding
across the first row, we obtain the equation
d∑
j=0
(−1)jW (F, d− j)Dd−jk f = 0, (3.23)
where for each 0 ≤ j ≤ d, W (F, d − j) denotes the sub-determinant of (3.22) ob-
tained by omitting the 1st row and (d − j)th column. Note that W (F, d) = W (F ), the
modular Wronskian of F , and since F ∈ H(k, ρ, υ), we find from Lemma 2.5.10 and
Corollary 3.2.7 that for each j,
W (F, d− j) ∈ H(d(k + d− 1) + 2j,det ρ υd).
Therefore
W (F, d− j)
W (F, d)
=
W (F, d− j)
W (F )
is a meromorphic modular form of weight 2j (for the trivial multiplier system 1). Di-
viding and rewriting (3.23) yields the ODE
L[f ] = Ddkf +
d∑
j=1
(−1)jW (F, d− j)
W (F )
Dd−jk f = 0, (3.24)
which has V as its solution space.
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Suppose i) holds. Since η24λ does not vanish in H, one sees that each coefficient
function in (3.24) is holomorphic in H. By an identical argument as in the proof of
Lemma 3.5.4, it is found that for each j, W (F, d− j) has the form
W (F, d− j) = qλ
∑
n≥0
bj(n)q
n,
where bj(0) may, or may not, be zero. By (2.16), we have η
24λ = α(12λ)qλ + · · · , so we
find that
W (F, d− j)
W (F )
∈ M2j
for each j (note in particular that W (F, d − 1) = 0, since there are no nonzero holo-
morphic modular forms of weight 2 for Γ). Therefore (3.24) is in fact an MLDE, with
solution space V , and ii) holds.
On the other hand, if ii) holds, then the components of F are linearly independent
throughout 0 < |q| < 1, so by Corollary 3.5.5, Proposition 3.5.1, and Lemma 3.5.3,
W (F ) is a modular form which does not vanish in H. As is well-known, the only such
forms are pure powers of η, so i) holds.
It is clear from Theorem 3.5.6 that i) and iii) are equivalent, so we are done. ✷
Using Theorem 3.5.7, we obtain the following important fact concerning representa-
tions arising from MLDEs:
Corollary 3.5.8 Suppose ρ : Γ → GL(d,C) is T -unitarizable, υ ∈ Mult(k), and
H(ρ, υ) contains a vector
F =


f1
...
fd

 =


qλ1 +
∑
n≥1 a1(n)q
n
...
qλd +
∑
n≥1 ad(n)q
n


whose components form a fundamental system of solutions of an MLDE in weight k.
Then ρ is indecomposable.
Proof. Suppose ρ decomposes into a direct sum ρ = ρ1 ⊕ ρ2. We may assume, up to
equivalence of representation, that the |υk-invariant subspaces corresponding to ρ1 and
ρ2 are spanned by {f1, · · · , fd1}, {fd1+1, · · · , fd} respectively, for some 1 ≤ d1 ≤ d. Set
dim ρ2 = d2 = d−d1, and Λ1 = λ1+ · · ·+λd1 , Λ2 = λd1+1+ · · ·+λd. By Theorem 3.5.7,
we have
d(k + d− 1) = 12(Λ1 + Λ2). (3.25)
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On the other hand, if we define F1 = (f1, · · · , fd1)t, F2 = (fd1+1, · · · , fd)t, then F1 ∈
H(k, ρ1, υ), F2 ∈ H(k, ρ2, υ), and Theorem 3.5.6 yields the inequalities
d1(k + d1 − 1) ≥ 12Λ1,
d2(k + d2 − 1) ≥ 12Λ2.
Adding these inequalities and using (3.25) yields the inequality
2d1d2 ≤ 0,
so that d1 = d, d2 = 0. ✷
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Chapter 4
Vector-Valued Modular Forms of
Dimension Less Than Six
This chapter brings us to the main results of this dissertation, which are the classifica-
tion theorems for spaces of irreducible, T -unitarizable vector-valued modular forms of
dimension less than six.
4.1 Preliminaries
Lemma 4.1.1 Let ρ : Γ → GL(d,C) be an irreducible representation of dimension
d ≤ 4, and assume the eigenvalues of ρ(T ) are e(rj), for some real numbers r1, · · · , rd.
Then d | 12(r1 + · · ·+ rd).
Proof. Set r = r1+ · · ·+rd. By Lemma 2.5.8, 12r ∈ Z, and this establishes the Lemma
if d = 1.
Suppose d = 2. As in the proof of Lemma 2.5.3, the irreducibility of ρ implies that
ρ(S2) = ±I, so det ρ(S2) = 1 since d = 2. The identities RS = T , R3 = I then imply
e(6r) = det ρ(T 6) = det ρ((RS)6) = det ρ(R6) det ρ(S6) = 1,
so that 6r is an integer, as required.
Suppose d = 3. The identity R3 = I implies that ρ(R) is diagonalizable, with each
eigenvalue a cube root of 1. If there is an eigenspace U of ρ(R) satisfying dimU > 1,
then using ρ(S2) = ±I and dim ρ = 3, we find that U ∩ ρ(S)U is a nonzero subspace
which is invariant under both ρ(R) and ρ(S). The existence of such a U would therefore
contradict the irreducibility of ρ, since R and S generate Γ. This means ρ(R) has the
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distinct eigenvalues ω = e(13 ), ω
2, ω3, and det ρ(R) = ω6 = 1. Since S4 = I and RS = T ,
we have
e(4r) = det ρ(T 4) = det ρ((RS)4) = det ρ(R) = 1,
and 4r is an integer.
If d = 4, we again use ρ(S2) = ±I, and conclude that the eigenvalues of ρ(S) are ±1,
±i respectively. Note that in either case both eigenvalues occur, since ρ is irreducible.
Similar to the d = 3 case, if ρ(S) had an eigenspace U of dimension 3, then the nonzero
subspace U ∩ ρ(R)U ∩ ρ(R2)U would be invariant under both ρ(R) and ρ(S), violating
the irreducibility of ρ. Therefore the eigenvalues of ρ(S) are either {1, 1,−1,−1} or
{i, i,−i,−i}, and either way we have det ρ(S) = 1. This implies
e(3r) = det ρ(T 3) = det ρ((RS)3) = det ρ(S) = 1,
so 3r is an integer. ✷
We next record the content of the Corollaries following Proposition 2.2 and Theorem
2.9, respectively, in [19]:
Theorem 4.1.2 (Tuba and Wenzl) Let ρ : Γ → GL(d,C) be an irreducible repre-
sentation of Γ, d < 6. Then the following hold:
i) The minimal and characteristic polynomials of ρ(T ) coincide.
ii) If d 6= 4, the eigenvalues of ρ(T ) determine a unique equivalence class of irreducible
representations of Γ. If d = 4, there are at most two equivalence classes of irreducible
representations, with representatives ρ0 and ρ1, such that ρ0(T ) and ρ1(T ) have the
same eigenvalues as ρ(T ).
✷
Corollary 4.1.3 If ρ : Γ → GL(d,C) is irreducible and T -unitarizable, d ≤ 5, then
ρ(T ) has distinct eigenvalues e(rj), for some real numbers 0 ≤ r1 < · · · < rd < 1.
Proof. The only point to be made is that T -unitarizable implies that ρ(T ) can be diag-
onalized, so the minimal polynomial of ρ(T ) must be separable. Since the minimal and
characteristic polynomials of ρ(T ) are the same, ρ(T ) must have d distinct eigenvalues.
✷
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We will use Theorem 4.1.2 in a crucial way in the proofs of the main results be-
low. Unfortunately, [19] does not classify indecomposable representations of Γ, and this
presents a slight problem for us, since the method utilized in [12] requires one to de-
duce the irreducibility of a given indecomposable ρ from the eigenvalues of ρ(T ). To
accommodate this situation, we make the following
Definition 4.1.4 An irreducible representation ρ : Γ→ GL(d,C) is T-determined if
the following condition holds:
If ρ′ : Γ→ GL(d,C) is indecomposable and ρ′(T ) has the same
eigenvalues as ρ(T ), then ρ′ is irreducible.
Thus the T -determined representations are exactly the ones for which we may utilize
together the results of [19] and the techniques of [12]. Of course, there is a slight
loss of generality which accompanies the use of Definition 4.1.4, but qualitatively it
is clear that almost all irreducible representations are T -determined. Indeed, from
Corollary 2.1.2 one concludes that, regardless of dimension, a representation ρ is T -
determined if no proper sub-product of the eigenvalues of ρ(T ) is an 12th root of unity,
since the determinant of any sub-representation is again a character of Γ. See also
[12, Th. 3.1], which implies that every irreducible ρ : Γ → GL(2,C) for which ρ(T ) is
semisimple is in fact T -determined.
4.2 Dimension one
This is the classical setting, but using the vector-valued language to describe the known
results will serve as a useful warm-up to establishing analogous results in higher dimen-
sion.
Suppose ρ : Γ → GL(1,C) is a representation of Γ, and let υ be a multiplier sys-
tem with cusp parameter m. Obviously ρ is irreducible (in fact ρ ∈ Hom(Γ,C×) by
definition), so by Corollary 2.1.2 ρ = χn for some integer n. Note that
F ∈ H(k, ρ, υ) ⇐⇒ ∀γ ∈ Γ, F |υkγ = ρ(γ)F
⇐⇒ ∀γ ∈ Γ, F |υχnk γ = F
⇐⇒ F ∈ H(k, υχn).
In other words, a 1-dimensional vector-valued modular form for ρ and υ is exactly a
classical modular form for the multiplier system υχn; note that the definition of χ also
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implies that ρ is T -unitarizable, since ρ(T ) = χn(T ) = e( n12 ). By Corollary 2.4.3 we
have
H(ρ, υ) = H(υχn)
=
⊕
k≥0
H(k0 + 2k, υχn)
= Mη2k0 ,
where k0 denotes the cusp parameter of the multiplier system υχ
n. Thus H(ρ, υ) is a
freeM-module of rank 1, and by Lemma 3.2.8 the generator η2k0 is a solution to the 1st
order MLDE Dk0f = 0. Furthermore, H(ρ, υ) = Rη2k0 is a cyclic R-module, trivially
so since Dk0η
2k = 0, i.e. in the dimension 1 setting the R- andM-module structures of
H(ρ, υ) coincide.
The remainder of this chapter is largely devoted to determining to what extent the
above observations generalize to higher dimension.
4.3 Dimensions two and three
Proposition 4.3.1 Let ρ : Γ → GL(d,C) be a T -determined, T -unitarizable represen-
tation of dimension d = 2 or 3, and υ any multiplier system for Γ. There is a real
number k0, depending on ρ and υ, such that
H(ρ, υ) =
⊕
k≥0
H(k0 + 2k, ρ, υ),
and H(k0, ρ, υ) contains a nonzero vector F0, whose components form a fundamental
system of solutions of a dth order MLDE in weight k0.
Proof. By Lemma 2.5.5 (see also Remark 2.5.7) together with Corollary 4.1.3, we are
free to assume that
ρ(T ) = diag {e(r1), · · · , e(rd)}
for some real numbers
0 ≤ r1 < · · · < rd < 1. (4.1)
Let m denote the cusp parameter of υ. A set Λ = {λ1, · · · , λd} of nonnegative real
numbers will be called admissible if
λj ≡ rj + m
12
(mod Z) (4.2)
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for j = 1, · · · , d; the admissibility of Λ is therefore a necessary, but not sufficient,
condition for a vector 

qλ1
∑
n≥0 a1(n)q
n
...
qλd
∑
n≥0 ad(n)q
n


to be a nonzero form in H(ρ, υ). By Corollary 3.4.7, each admissible set Λ yields a
unique dth order MLDE
LΛ[f ] = 0 (4.3)
whose set of indicial roots is Λ. Note that (4.1) implies
λi ≡ λj (mod Z) ⇐⇒ i = j.
By Corollary 3.4.3, there is a vector
FΛ =


qλ1 +
∑
n≥1 a1(n)q
λ1+n
...
qλd +
∑
n≥1 ad(n)q
λd+n

 (4.4)
whose components are a fundamental system of solutions of (4.3), and if we denote
the weight of (4.3) by kλ, then for each υ
′ ∈ Mult(kλ), there is a representation ρ′ :
Γ → GL(d,C), arising from the |υ′kλ-invariance of the solution space of (4.3), such that
FΛ ∈ H(kλ, ρ′, υ′). Setting λ = λ1 + · · · + λd and applying Theorem 3.5.7 tells us that
the weight of (4.3) is
kλ =
12λ
d
+ 1− d. (4.5)
By Corollary 2.3.5, υ ∈ Mult(kλ) iff kλ ≡ m (mod Z), and by (4.5) this holds iff
d|(12λ−md). By Corollary 2.5.9, 12λ−md ≡ 12r (mod 12Z), where r = r1 + · · ·+ rd.
Furthermore, Lemma 4.1.1 says that d|12r, and since d = 2 or 3, we also know that
d|12. Therefore d|(12λ−md), so that υ ∈ Mult(kλ). Thus we may take υ′ = υ, and we
have FΛ ∈ H(kλ, ρ′, υ), where ρ′ arises from the |υkλ action of Γ on the solution space of
(4.3). Corollary 3.5.8 implies that ρ′ is indecomposable, and clearly (or see Remark ??)
ρ′(T ) = diag {e(r1), · · · , e(rd)} = ρ(T ).
Since ρ is assumed to be T -determined, we have by Theorem 4.1.2 that ρ ∼= ρ′. Again
by Lemma 2.5.5, we are free to assume that FΛ ∈ H(kλ, ρ, υ).
Since each admissible set consists of nonnegative real numbers satisfying congruence
conditions (mod Z), there is a unique admissible set Λ0 such that each λj is as small
as possible (note also that these λj represent the minimal possible leading exponents of
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the components of any nonzero vector in H(ρ, υ)). If the sum of the indicial roots in Λ0
is denoted by λ0, we obtain via Theorems 3.5.6, 3.5.7 the minimal possible weight
k0 =
12λ0
d
+ 1− d
of a nonzero vector-valued modular form in H(ρ, υ), and we have that H(k0, ρ, υ) con-
tains a nonzero vector whose components form a fundamental system of solutions of a
dth order MLDE in weight k0. ✷
Lemma 4.3.2 Under the hypotheses of Proposition 4.3.1, we have
dimH(k0 + 2k, ρ, υ) ≤
[
dk
6
]
+ 1,
for each k ≥ 0.
Proof. We again assume, as we may, that ρ(T ) is diagonal. As before, let Λ0 =
{λ1, · · · , λd} denote the set of minimal indicial roots of the minimal weight MLDE
LΛ0 [f ] = 0, and
k0 =
12λ0
d
+ 1− d (4.6)
the weight of LΛ0 , where λ0 = λ1 + · · · + λd. Then an arbitrary vector in H(ρ, υ) has
the form
F (z) =


qλ1+n1
∑
n≥0 a1(n)q
n
...
qλd+nd
∑
n≥0 ad(n)q
n

 , (4.7)
for some nonnegative integers n1, · · · , nd.
Suppose H(k0+2k, ρ, υ) contains a nonzero F as in (4.7), and set n = n1+ · · ·+nd.
By Theorem 3.5.6, the modular Wronskian of F is
W (F ) = η24(λ+n)g,
for a unique modular form
g ∈ Md(k0+2k+d−1)−12(λ+n) =M2kd−12n
which is not a cusp form. In particular, g is nonzero, and this means
2kd − 12n ≥ 0, 6= 2.
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Since d = 2 or 3, it is clear that 2kd − 12n 6= 2, regardless of k and n. Thus the only
constraint on n is given by the inequality
n ≤
[
dk
6
]
. (4.8)
Fix k ≥ 0, and set a(k) = dimH(k0 + 2k, ρ, υ). For each integer j ≥ 0, let
φj : H(k0 + 2k, ρ, υ)→ C
denote the linear functional which takes F in (4.7) to φj(F ) = a1(j), the j
th Fourier
coefficient of the first component of F . Then dimkerφj ≥ a(k) − 1 for all j, which
means
a(k)−2⋂
j=0
ker φj 6= {0}.
This is equivalent to saying there is a nonzero F as in (4.7) such that n1 ≥ a(k) − 1.
Combining this inequality with (4.8) finishes the proof. ✷
Theorem 4.3.3 Assume d = 2 in Proposition 4.3.1. Then the following hold:
i) H(ρ, υ) is a free M-module of rank 2, with basis {F0,DF0}.
ii) H(ρ, υ) = RF0 is cyclic as R-module.
iii) For all k ≥ 0, dimH(k0 + 2k, ρ, υ) =
[
k
3
]
+ 1.
Proof. By Lemma 3.2.10, the set {F0,DF0} is independent overM. Using Lemma 4.3.2,
we immediately obtain the following information:
H(k0, ρ, υ) = 〈F0〉 is 1-dimensional.
H(k0 + 2, ρ, υ) = 〈DF0〉 is 1-dimensional.
H(k0 + 4, ρ, υ) = 〈E4F0〉 is 1-dimensional.
H(k0 + 6, ρ, υ) = 〈E6F0, E4DF0〉 is 2-dimensional.
H(k0 + 8, ρ, υ) = 〈E8F0, E6DF0〉 is 2-dimensional.
H(k0 + 10, ρ, υ) = 〈E10F0, E8DF0〉 is 2-dimensional.
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We now argue as in the proof of Lemma 4.3.2, defining linear functionals
φj : H(k0 + 2k, ρ, υ)→ C, j = 1, 2
where φj takes a vector
F =

qλ1
∑
n≥0 a1(n)q
n
qλ2
∑
n≥0 a2(n)q
n


to the Fourier coefficient φj(F ) = aj(0). If we set a(k) = dimM(k0 +2k, ρ, υ), then for
each j we have dimkerφj ≥ a(k)− 1. Thus for any k such that a(k) ≥ 3, we have
kerφ1 ∩ ker φ2 6= {0}.
In other words, ∆H(k0 + 2k − 12, ρ, υ) has codimension at most 2 in H(k0 + 2k, ρ, υ),
for all k ≥ 0. Let
U2k =


H(k0 + 2k, ρ, υ), k < 6
〈E2kF0, E2(k−1)DF0〉, k ≥ 6.
For k < 6, we clearly have
H(k0 + 2k, ρ, υ) = U2k ⊕∆H(k0 + 2(k − 6), ρ, υ), (4.9)
and this forms the base case for the inductive assumption that (4.9) holds for all k′ less
than an arbitrary k ≥ 6. Since dimU2k = 2 for k ≥ 6, to establish (4.9) for our k it is
sufficient to show that
U2k ∩∆H(k0 + 2(k − 6), ρ, υ) = {0}. (4.10)
Repeated use of (4.9) allows us to write
∆H(k0 + 2(k − 6), ρ) = ∆U2(k−6) ⊕ · · · ⊕∆nU2(k−6n)
for some integer n ≥ 1, so verifying (4.10) amounts to proving there is no nontrivial
relation
α1E2kF0 + α2E2(k−1)DF0 = ∆(M2(k−6)F0 +M2(k−7)DF0), (4.11)
for some αj ∈ C and Mj ∈ Mj . But again, F0 and DF0 are independent over M, so
we must have
α1E2k = ∆M2(k−6),
α2E2(k−1) = ∆M2(k−7).
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Consideration of q-expansions shows that all terms in the above equations must be
identically zero, and this proves that (4.9) and (4.10) hold for all k ≥ 0. Thus
H(ρ, υ) =MF0 ⊕MDF0 (4.12)
is a free M-module of rank 2. Statement ii) of the Theorem follows immediately from
(4.12), and since dimU2k = 2 for k ≥ 6, statement iii) follows inductively from (4.9). ✷
Corollary 4.3.4 The Hilbert-Poincare´ series (2.20) of H(ρ, υ) is
Ψ(ρ, υ)(t) =
tk0(1 + t2)
(1− t4)(1− t6)
=
tk0
(1− t2)(1− t6) .
✷
Theorem 4.3.5 Assume d = 3 in Proposition 4.3.1. Then the following hold:
i) H(ρ, υ) is a free M-module of rank 3, with basis {F0,DF0,D2F0}.
ii) H(ρ, υ) = RF0 is cyclic as R-module.
iii) For all k ≥ 0, dimH(k0 + 2k, ρ, υ) =
[
k
2
]
+ 1.
Proof. The proof is essentially identical to that of the previous Theorem. One again
finds from Lemma 3.2.10 that the set {F0,DF0,D2F0} is independent overM, and this
fact along with Lemma 4.3.2 yields
H(k0, ρ, υ) = 〈F0〉 is 1-dimensional.
H(k0 + 2, ρ, υ) = 〈DF0〉 is 1-dimensional.
H(k0 + 4, ρ, υ) = 〈E4F0,D2F0〉 is 2-dimensional.
H(k0 + 6, ρ, υ) = 〈E6F0, E4DF0〉 is 2-dimensional.
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H(k0 + 8, ρ, υ) = 〈E8F0, E6DF0, E4D2F0〉 is 3-dimensional.
H(k0 + 10, ρ, υ) = 〈E10F0, E8DF0, E6D2F0〉 is 3-dimensional.
We again define linear functionals φj , j = 1, 2, 3 and conclude that
3⋂
j=1
ker φj 6= {0}
whenever dimH(k0 + 2k, ρ, υ) ≥ 4. Therefore ∆H(k0 + 2k − 12, ρ, υ) has codimension
at most 3 in H(k0 + 2k, ρ, υ), for all k ≥ 0. This time we define
U2k =


H(k0 + 2k, ρ, υ), k < 6
〈E2kF0, E2(k−1)DF0, E2(k−2)D2F0〉, k ≥ 6,
and we again have trivially that
H(k0 + 2k, ρ, υ) = U2k ⊕∆H(k0 + 2(k − 6), ρ, υ), (4.13)
for k < 6. This again forms the base case for the inductive assumption that (4.13) holds
for all k′ less than an arbitrary k ≥ 6. Noting that dimU2k = 3 for k ≥ 6, an identical
argument involving q-expansions finishes the induction, proving
H(ρ, υ) =MF0 ⊕MDF0 ⊕MD2F0 (4.14)
is a free M-module of rank 3. The other two statements follow immediately, as before.
✷
Corollary 4.3.6 The Hilbert-Poincare´ series (2.20) of H(ρ, υ) is
Ψ(ρ, υ)(t) =
tk0(1 + t2 + t4)
(1− t4)(1− t6)
=
tk0
(1− t2)(1− t4) .
✷
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4.4 Dimension four
Suppose ρ : Γ → GL(4,C) is a T -determined, T -unitarizable representation of Γ. By
Lemma 2.5.5 and Corollary 4.1.3, we may assume that
ρ(T ) = diag {e(r1), · · · , e(r4)}
for some real numbers
0 ≤ r1 < r2 < r3 < r4 < 1.
Let υ be a multiplier system with cusp parameter m. As before, each set Λ of admissible
(cf. (4.2)) indicial roots, with corresponding sum λ, yields a unique (by Corollary 3.4.7)
MLDE
LΛ[f ] = 0 (4.15)
in weight (by Theorem 3.5.7) kλ = 3λ − 3. By Lemma 4.1.1, we know that 3r is
an integer, where r = r1 + · · · + r4, and we again utilize Corollary 2.5.9 to find that
12λ − 4m ≡ 12r (mod 12Z). Therefore 3λ − m ∈ Z, so that kλ ≡ m (mod Z) and
υ ∈ Mult(kλ).
Again we may form the set Λ0 = {λ1, λ2, λ3, λ4} of minimal possible admissible
indicial roots, the sum of which we denote by λ0, and obtain a vector-valued modular
form
F0 =


qλ1 +
∑
n≥1 a1(n)q
λ1+n
...
qλ4 +
∑
n≥1 a4(n)q
λ4+n

 (4.16)
whose components are a fundamental system of solutions of (4.15). We have F0 ∈
H(k0, ρ0, υ), where
k0 = 3λ0 − 3 (4.17)
and ρ0 denotes the (indecomposable by Corollary 3.5.8) representation arising from the
|υk0 action of Γ on the solution space of the associated MLDE LΛ0 [f ] = 0. It is clear
that ρ0(T ) = ρ(T ), so ρ0 is irreducible since ρ is T -determined. Note that
ρ0(S
2)F0 = F0|υk0S2,
so using the identity S2 = −I we obtain
ρ0(−I) = υ(−I)−1(−1)−k0 .
On the other hand, we may modify Λ0 by fixing an arbitrary i ∈ {1, 2, 3, 4} and forming
a new admissible set Λ1 = {λj + δi,j}4j=1. To this set of indicial roots corresponds a
second MLDE
LΛ1 [f ] = 0 (4.18)
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in weight 3(λ0 + 1) − 3 = k0 + 3. As above, υ ∈ Mult(k0 + 3), so we again may use
Corollary 3.4.3 to obtain a vector
F1 =


qλ1+δi,1
∑
n≥0 b1(n)q
n
...
qλ4+δi,4
∑
n≥0 b4(n)q
n

 ∈ H(k0 + 3, ρ1, υ), (4.19)
where ρ1 denotes the representation arising from the |υk0+3 action of Γ on the solution
space of (4.19), and bj(0) = 1 for each j. Again we have ρ1(T ) = ρ(T ), so ρ1 is
irreducible, since ρ is T -determined. In this case we observe that
ρ1(S
2)F1 = F1|υk0+3S2,
so
ρ1(−I) = υ(−I)−1(−1)−k0−3 = −ρ0(−I).
From the proof of Lemma 4.1.1, we see that ρ0(S) and ρ1(S) have different eigenvalues,
either {1, 1,−1,−1}, {i, i,−i,−i} respectively, or vice versa. Therefore ρ0 and ρ1 are
inequivalent, and represent the two equivalence classes predicted by Theorem 4.1.2 in
the dimension four setting. (Alternatively, we know from Lemma 2.5.3 that
H(ρ0, υ) =
⊕
k∈Z
H(k0 + 2k, ρ0, υ),
whereas
H(ρ1, υ) =
⊕
k∈Z
H(k0 + 3 + 2k, ρ1, υ).
Clearly k0 + 3 6≡ k0 (mod 2), so by Lemma 2.5.5 we know that ρ0 6∼= ρ1.)
From Theorem 4.1.2, we conclude that ρ ∼= ρj for a unique j ∈ {0, 1}. Thus to
determine the structure of H(ρ, υ), it is sufficient (by Lemma 2.5.5) to do so for H(ρj , υ),
j = 0, 1. We turn now to this task:
4.4.1 Structure of H(ρ0, υ)
This case is completely analogous to that of dimensions two and three, i.e.
Theorem 4.4.1 Let F0, k0 be as in (4.16), (4.17) respectively. Then
i) H(ρ0, υ) =
⊕
k≥0H(k0 + 2k, ρ0, υ), and H(k0, ρ0, υ) contains the vector
F0, whose components form a fundamental system of solutions of an
MLDE in weight k0.
ii) H(ρ0, υ) is a free M-module of rank 4, with basis {F0,DF0,D2F0,D3F0}.
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iii) H(ρ0, υ) = RF0 is cyclic as R-module.
iv) For each k ≥ 0, dimH(k0 + 2k, ρ0, υ) =
[
2k
3
]
+ 1.
✷
Proof. Suppose that 0 6= F ∈ H(k0+2k, ρ0, υ) for some k ∈ Z. Then the components of
F have leading exponents λj +nj for some nonnegative integers n1, · · · , n4, and setting
n =
∑
nj, we have by Theorem 3.5.6 thatW (F ) = η
24(λ0+n)g, where the non-cusp form
g has weight
wt(g) = 4(k0 + 2k + 3)− 12(λ0 + n)
= 4(3λ0 − 3 + 2k + 3)− 12(λ0 + n)
= 8k − 12n.
Because g is nonzero and n is nonnegative, we find that k ≥ 0 and statement i) holds.
Note also that 4|wt(g) regardless of k and n, so wt(g) 6= 2. We therefore obtain the
inequality
n ≤
[
2k
3
]
,
and by the same argument as in the proof of Lemma 4.3.2 we find that
dimH(k0 + 2k, ρ0, υ) ≤
[
2k
3
]
+ 1, (4.20)
for each k ≥ 0.
The remainder of the proof is identical to that of Theorems 4.3.3, 4.3.5, i.e. after
using Lemma 3.2.10 to conclude that {F0,DF0,D2F0,D3F0} is an independent set of
vectors over M, one applies the bound (4.20) and produces the base-case data
H(k0, ρ0, υ) = 〈F0〉 is 1-dimensional.
H(k0 + 2, ρ0, υ) = 〈DF0〉 is 1-dimensional.
H(k0 + 4, ρ0, υ) = 〈E4F0,D2F0〉 is 2-dimensional.
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H(k0 + 6, ρ0, υ) = 〈E6F0, E4DF0,D3F0〉 is 3-dimensional.
H(k0 + 8, ρ0, υ) = 〈E8F0, E6DF0, E4D2F0〉 is 3-dimensional.
H(k0 + 10, ρ0, υ) = 〈E10F0, E8DF0, E6D2F0, E4D3F0〉 is 4-dimensional,
and statements ii)− iv) follow exactly as in the other Theorems. ✷
Corollary 4.4.2 The Hilbert-Poncare´ series (2.20) of H(ρ0, υ) is
Ψ(ρ, υ)(t) =
tk0(1 + t2 + t4 + t6)
(1− t4)(1− t6) .
✷
4.4.2 Structure of H(ρ1, υ)
Recall the representation ρ1 from (4.19). We shall find that H(ρ1, υ) is again free (of
rank 4) as M-module, but is no longer cyclic as R-module. Thus d = 4 is the lowest
dimension for which a T -unitarizable, T -determined representation ρ : Γ→ GL(d,C) is
not necessarily cyclic as R-module (cf. Remark 4.4.10 below). We begin with
Lemma 4.4.3 Let k1 = k0 + 1, with k0 as in (4.17). Then
i) H(ρ1, υ) =
⊕
k≥0H(k1 + 2k, ρ1, υ).
ii) For all k ≥ 0, dimH(k1 + 2k, ρ1, υ) ≤
[
2k+1
3
]
+ 1.
Proof. Let k be an integer such that H(k1 + 2k, ρ1, υ) contains a nonzero vector F .
Since {λ1, λ2, λ3, λ4} represent the minimal nonnegative leading exponents which can
occur for such a vector, there are nonnegative integers pj such that
F =


qλ1+p1
∑
n≥0 c1(n)q
n
...
qλ4+p4
∑
n≥0 c4(n)q
n

 .
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Set p =
∑
pj, and recall the notation λ0 =
∑
λj. By Theorem 3.5.6, the modular
Wronskian of F has the form η24(λ0+p)g, where g is a modular form of weight
4(k1 + 2k + 3)− 12(λ+ p)
which is not a cusp form. Substituting k1 = k0 + 1 = 3λ0 − 2, we obtain
wt(g) = 8k − 12p + 4 ≥ 0, 6= 2.
It is clear that no integers k, p will make wt(g) equal to 2, since 4|wt(g). Thus for a
given k, the only constraint on p is that given by the inequality above, namely
p ≤
[
2k + 1
3
]
. (4.21)
Once again we argue as in the proof of Lemma 4.3.2, via linear functionals and Fourier
coefficients, and this finishes the proof. ✷
Lemma 4.4.4 There is a nonzero vector G ∈ H(k1, ρ1, υ) such that
i) H(k1, ρ1, υ) = 〈G〉 is 1-dimensional,
ii) H(k1 + 2, ρ1, υ) = 〈F1,DG〉 is 2-dimensional,
iii) H(k1 + 4, ρ1, υ) = 〈E4G,D2G〉 is 2-dimensional,
where F1 ∈ H(k1 + 2, ρ1, υ) is defined in (4.19).
Proof. The subspace
V = 〈E10F1, E8DF1, E6D2F1, E4D3F1〉 ≤ H(k1 + 12, ρ1, υ)
is 4-dimensional by Lemma 3.2.10, and from (4.19) it is clear that each nonzero vector
in V has the form
F =


qλ1+n1
∑
n≥0 a1(n)q
n
qλ2+n2
∑
n≥0 a2(n)q
n
qλ3+n3
∑
n≥0 a3(n)q
n
qλ4+n4
∑
n≥0 a4(n)q
n


(4.22)
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with nj ≥ δi,j . For each j 6= i, let φj : V → C denote the linear functional which takes
an F as in (4.22) to φj(F ) = aj(0). Then ker φj has codimension at most 1 in V , so
∩j 6=i ker φj 6= {0}. In other words, there is a nonzero F ∈ H(k1 + 12, ρ1, υ) of the form
(4.22) with nj ≥ 1, aj(0) 6= 0 for j = 1, 2, 3, 4. In particular, such an F is divisible
by ∆, say F = ∆G for some nonzero G in H(k1, ρ1, υ). Using the upper bound from
Lemma 4.4.3 in the k = 0 case, we obtain the first statement of the Lemma. Note also
that (4.21) implies that G has the form (4.22) with nj = 0 for each j.
The second statement also follows from Lemma 4.4.3, so long as DG and F1 are
linearly independent. Recalling the q-expansion
P (q) = − 1
12
+ · · · ,
we compute
DG = Dk1G = q
d
dq
G+ k1PG
and find that the ith component of Dk1G has the form
gi(q) = ai(0)
(
λi − k1
12
)
qλi + · · · ,
as opposed to the ith component of F1, which is
fi(q) = q
λi+1 + · · · .
For DG to be a scalar multiple of F1, it is therefore required that λi =
k1
12 , since
ai(0) 6= 0 by assumption. Recalling that the λj are distinct, there is at most one j
for which λj =
k1
12 . Furthermore, the choice of i ∈ {1, 2, 3, 4} was completely arbitrary.
Indeed, all of the calculations above depend only on the sum λ0, and although each
choice of i will yield a different MLDE in weight k1 + 2, it is clear by the definition
of T -determined and by Theorem 4.1.2 that the representations arising from the |υk1+2
action of Γ on the respective solution spaces are all equivalent to ρ1. Thus we are free
to assume that i was chosen so that λi 6= k112 , and we have statement ii) of the Lemma.
The third statement follows from Lemma 4.4.3 and Lemma 3.2.10. ✷
Lemma 4.4.5 There is a nontrivial relation
DF1 = α1D
2G+ α2E4G, α1α2 6= 0. (4.23)
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Proof. Corollary 3.2.9 implies that DF1 6= 0, so statement iii) of Lemma 4.4.4 implies
the existence of a nontrivial relation (4.23). It is clear that α1 6= 0, since this would
cause the leading exponents of the ith components of the left and right sides of (4.23)
to be unequal. Statement ii) of Lemma 4.4.4 and the injectivity of D imply α2 6= 0. ✷
Lemma 4.4.6 The set {G,DG,F1,D2G} is independent overM, and generates a rank
four M-submodule of H(ρ1, υ).
Proof. Suppose there is a (homogeneous) relation
MkF1 =Mk−2D2G+QkDG+Mk+2G (4.24)
where Mj , Qj ∈Mj . If Mk 6= 0, we may divide and obtain
F1 =
Mk−2
Mk
D2G+
Qk
MK
DG+
Mk+2
Mk
G. (4.25)
Applying D to each side of (4.25) and substituting with (4.23) shows that G satisfies a
differential equation
Mk−2
Mk
D3G+
[
D
(
Mk−2
Mk
)
+
Qk
Mk
−α1
]
D2G+
[
D
(
Qk
Mk
)
+
Mk+2
Mk
]
DG+
[
D
(
Mk+2
Mk
)
−α2E4
]
G=0.
By Lemma 3.2.10, each coefficient function in the above equation is identically zero
and, in particular, Mk−2 = 0. Setting the second coefficient equal to zero then yields
Qk = α1Mk. Substituting into the third coefficient and setting it equal to zero reveals
Mk+2 = −D(α1)Mk = 0, and this in turn gives the data α2E4 = 0 from the fourth
coefficient. But α2 6= 0 by the previous Lemma, so we have reached an impasse by
assuming Mk 6= 0. On the other hand, if Mk = 0 then Lemma 3.2.10 again implies that
all coefficients in (4.24) are zero. ✷
Using the result just established along with Lemma 4.4.3, we obtain
Corollary 4.4.7 H(k1 + 6, ρ1, υ) = 〈E6G,E4DG,E4F1〉,
H(k1 + 8, ρ1, υ) = 〈E8G,E6DG,E6F1, E4D2G〉,
H(k1 + 10, ρ1, υ) = 〈E10G,E8DG,E8F1, E6D2G〉.
✷
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We are now able to prove
Theorem 4.4.8 i) H(ρ1, υ) is free of rank four as M-module, with
basis {G,DG,F1,D2G}.
ii) For all k ≥ 0, dimH(k1 + 2k, ρ1, υ) =
[
2k+1
3
]
+ 1.
Proof. We continue to use the same reasoning as that of Theorems 4.3.3, 4.3.5, 4.4.1, (as
originally appeared in [12, Lem. 5.4]), whereby one lifts the “codimension 1” argument
from the proof of (2.8) to “codimension d”:
If dimH(k1 + 2k, ρ1, υ) ≥ 5 for some k ≥ 0, then as with the construction of G,
we can intersect kernels of linear functions φj , j = 1, 2, 3, 4 to produce a nonzero F
in H(k1 + 2k, ρ1, υ) which is divisible by ∆. Therefore ∆H(k1 + 2(k − 6), ρ1, υ) has
codimension at most 4 in H(k1+2k, ρ1, υ), for any k ≥ 0. For each k ≥ 6 we define the
4-dimensional subspace
U2k = 〈E2kG,E2(k−1)DG,E2(k−1)DF1, E2(k−2)D2G〉 ≤ H(k1 + 2k, ρ1, υ),
and for k ≤ 5 we set U2k = H(k1 + 2k, ρ1, υ). Then
U2k ∩∆H(k1 + 2(k − 6), ρ1, υ) = {0} (4.26)
holds trivially for k ≤ 5, and this is the base case for the inductive assumption that
(4.26) holds for all k′ less than an arbitrary k ≥ 6. Repeated use of this assumption
allows us to write
∆H(k1 + 2(k − 6), ρ1, υ) = ∆U2(k−6) ⊕ · · · ⊕∆nU2(k−6n),
so the truth of (4.26) is equivalent to showing that the coefficients of any relation
γ1E2kG+γ2E2(k−1)F1+γ3E2(k−1)DG+γ4E2(k−2)D
2G=∆(M2(k−6)G+M2(k−7)F1+Q2(k−7)DG+M2(k−8)D
2G)
must be zero, where Mj , Qj ∈ Mj . But Lemma 4.4.6 implies that
γjE2(k−i) = ∆M2(k−j−6), j = 1, 2, 4
γ3E2(k−1) = ∆Q2(k−7)
and examining q-expansions implies immediately that each term is zero in the above
equations. Thus (4.26) holds for all k ≥ 0, and we have
H(k1 + 2k, ρ1, υ) = U2k ⊕∆H(k1 + 2(k − 6), ρ1, υ). (4.27)
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The remaining statements of the Theorem follow immediately from (4.27). ✷
Corollary 4.4.9 The Hilbert-Poincare´ series (2.20) of H(ρ1, υ) is
Ψ(ρ1, υ)(t) =
tk1(1 + 2t2 + t4)
(1− t4)(1− t6) .
✷
Remark 4.4.10 We have just seen that the representations we have called ρ1 provide
the lowest dimension examples of T -unitarizable, T -determined representations of Γ
whose R-module of vector-valued modular forms is not cyclic. This is part of a more
general phenomenon, which is addressed in [10, Th. 3] (in the trivial multiplier setting):
there it is shown that for a T -unitarizable (not necessarily irreducible) space of vector-
valued modular forms to be a cyclic R-module, it is necessary and sufficient that the
lowest weight space be spanned by a vector whose components form a fundamental system
of solutions of an MLDE. ✷
4.5 Dimension five
Suppose ρ : Γ → GL(5,C) is a T -unitarizable, T -determined representation, and fix
a multiplier system υ with cusp parameter m. Assume without loss that ρ(T ) =
diag {e(r1), · · · , e(r5)}, where
0 ≤ r1 < · · · < r5 < 1, (4.28)
and let {λ˜1, · · · , λ˜5} denote the minimal admissible set (cf. (4.2)) for ρ and υ. Then
every vector in H(ρ, υ) has the form
F =


qλ˜1
∑
n≥0 a1(n)q
n
...
qλ˜5
∑
n≥0 a5(n)q
n

 , (4.29)
and if H(k, ρ, υ) contains a nonzero vector (4.29), then by Theorem 3.5.6 we have
k ≥ 12
5
λ0 − 4,
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where λ0 =
∑
λ˜j.
On the other hand, let {n1, · · · , n5} be an arbitrary set of nonnegative integers, and
set
λj = λ˜j + nj, (4.30)
Λ = {λ1, · · · , λ5}. From (4.2), (4.28) it is clear that the λj are incongruent (mod Z),
and by Corollary 3.4.7 there is a unique 5th order MLDE
LΛ[f ] = 0 (4.31)
whose set of indicial roots is Λ. Let
FΛ =


qλ1 +
∑
n≥1 b1(n)q
λ1+n
...
qλ5 +
∑
n≥1 b5(n)q
λ5+n


be a vector whose components form a fundamental system of solutions of (4.31), and
set λ =
∑
λj . By Theorem 3.5.7, the weight of (4.31) is
kλ =
12
5
λ− 4
=
12
5
(
5m
12
+ r + l + n
)
− 4
= m+
12(r + l + n)
5
− 4,
where for each j we have
λj = λ˜j + nj
= rj +
m
12
+ lj
for some integers −1 ≤ lj ≤ 0, and l =
∑
lj, r =
∑
rj, n =
∑
nj. Note that
υ ∈ Mult(kλ) ⇐⇒ kλ ≡ m (mod Z)
⇐⇒ 12(r + l + n)
5
∈ Z. (4.32)
Since 12r is an integer (Lemma 2.5.8) and (5, 12) = 1, there is a unique class of integers
(mod 5) whose members n satisfy (4.32), thus there is a unique N ∈ {0, 1, 2, 3, 4} such
that (4.32) is satisfied when n = N . If we now assume in (4.30) that the nj are chosen
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so that
∑
nj = N , then the |υkλ action of Γ on the solution space of (4.31) yields a
representation ρΛ : Γ → GL(5,C) which is indecomposable by Corollary 3.5.8, and
satisfies ρΛ(T ) = ρ(T ). Since ρ is T -determined, we conclude that ρΛ is irreducible, so
by Theorem 4.1.2, ρ is equivalent to ρλ.
Note that any other choice n′j of nonnegative integers satisfying
∑
n′j = N yields
some other set Λ′ = {λ˜j+n′j} of indicial roots, an MLDE LΛ′ [f ] = 0 whose set of indicial
roots is Λ′, and a representation ρΛ′ : Γ→ GL(5,C) which, by the arguments just given,
is also equivalent to ρ. Thus to classify H(ρ, υ), it is sufficient to classify H(ρΛ, υ), for
any desired set of admissible indicial roots Λ = {λ˜j + nj} satisfying
∑
nj = N . In
the remainder of this Section, we work out the five possible cases, corresponding to the
integers N = 0, 1, 2, 3, 4.
Before proceeding to the various classifications, we prove the following
Lemma 4.5.1 Assume ρ, υ, λ0, and N are as above, and set
kN =
12(λ0 +N)
5
− 4.
Then the following hold:
i) H(ρ, υ) =⊕k∈ZH(kN + 2k, ρ, υ).
ii) H(kN + 2k, ρ, υ) = {0} for k < −6N5 .
iii) For all k ≥ −6N5 , dimH(kN + 2k, ρ, υ) ≤


[
5k
6
]
+N k ≡ 5 (mod 6)
[
5k
6
]
+N + 1 k 6≡ 5 (mod 6)
.
Proof. Statement i) is clear from the definition of N and the fact that H(ρ, υ) is
isomorphic (by Lemma 2.5.5 and Theorem 4.1.2) to H(ρΛ, υ), for some representation
ρΛ arising from the |υkN -invariance of the solution space of an MLDE LΛ[f ] = 0 in weight
kN .
Suppose k is an integer such that H(kN + 2k, ρ, υ) contains a nonzero vector F .
Then there are nonnegative integers pj and nonzero complex numbers aj(0) such that
F has the form
F =


qλ˜1+p1
∑
n≥0 a1(n)q
n
...
qλ˜5+p5
∑
n≥0 a5(n)q
n

 . (4.33)
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Set p =
∑
pj. By Theorem 3.5.6, the modular Wronskian of F has the form W (F ) =
η24(λ0+p)g, and the weight of the non-cusp form g satisfies
wt(g) = 5(kN + 2k + 4)− 12(λ0 + p)
= 5
(
12
5
(λ0 +N)− 4 + 2k + 4
)
− 12(λ0 + p)
= 12(N − p) + 10k.
Since p ≥ 0, setting wt(g) ≥ 0 immediately implies statement ii) of the Lemma. Fur-
thermore, we clearly have
wt(g) ≡ 2 (mod 12) ⇐⇒ k ≡ 5 (mod 6),
and this gives the inequalities
p ≤


[
5k
6
]
+N − 1 k ≡ 5 (mod 6)
[
5k
6
]
+N k 6≡ 5 (mod 6)
. (4.34)
Arguing as in Lemma 4.3.2 (via linear functionals and Fourier coefficients) completes
the proof of statement iii), and this establishes the Lemma. ✷
4.5.1 N=0
By Lemma 4.5.1, we know that
H(ρ, υ) = ⊕k≥0H(k0 + 2k, ρ, υ),
where k0 =
12
5 λ0 − 4, and we may assume, up to equivalence of representation, that
H(k0, ρ, υ) contains a vector
F0 =


qλ˜1 + · · ·
...
qλ˜5 + · · ·


whose components are a fundamental system of solutions of a 5th order MLDE in weight
k0. As predicted in Remark 4.4.10 above, we will once again find that H(ρ0, υ) is a cyclic
R-module:
Theorem 4.5.2 The following hold:
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i) H(ρ, υ) is a free M-module of rank 5, with basis {F0,DF0,D2F0,D3F0,D4F0}.
ii) For all k ≥ 0, dimH(k0 + 2k, ρ, υ) =


[
5k
6
]
k ≡ 5 (mod 6)
[
5k
6
]
+ 1 k 6≡ 5 (mod 6)
iii) H(ρ, υ) = RF0 is cyclic as R-module.
Proof. At this point, the method of proof should be all too familiar to the reader.
We begin by noting that the proposed basis of statement i) is independent over M, by
Lemma 3.2.10. We then use Lemma 4.5.1 to establish the base data
H(k0, ρ, υ) = 〈F0〉
H(k0 + 2, ρ, υ) = 〈DF0〉
H(k0 + 4, ρ, υ) = 〈E4F0,D2F0〉
H(k0 + 6, ρ, υ) = 〈E6F0, E4DF0,D3F0〉
H(k0 + 8, ρ, υ) = 〈E8F0, E6DF0, E4D2F0,D4F0〉
H(k0 + 10, ρ, υ) = 〈E10F0, E8DF0, E6D2F0, E4D3F0〉.
We define the subspaces U2k ∈ H(k0 + 2k, ρ, υ) to be
U2k =


H(k0 + 2k, ρ, υ k < 6
〈E2(k−j)DjF0〉4j=0 k ≥ 6
,
and then prove via the standard arguments that
H(k0 + 2k, ρ, υ) = U2k ⊕∆H(k0 + 2(k − 6), ρ, υ)
for all k ∈ Z. This establishes i)− iii) of the Theorem. ✷
Corollary 4.5.3 The Hilbert-Poincare´ series (2.20) for H(ρ, υ) is
Ψ(ρ, υ)(t) =
tk0(1 + t2 + t4 + t6 + t8)
(1− t4)(1− t6) .
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✷4.5.2 N=1
In this case we have by Lemma 4.5.1 that
H(ρ, υ) =
⊕
k≥0
H(k1 + 2k, ρ, υ),
where k1 =
12
5 (λ0+1)−4. Set Λ = {λ˜1+1, λ˜2, λ˜3, λ˜4, λ˜5}. By Corollary 3.4.7, there is a
unique 5th order MLDE LΛ[f ] = 0 whose set of indicial roots is Λ, and we may assume
(up to equivalence of representation) that H(k1, ρ, υ) contains a vector-valued modular
form
F1 =


qλ˜1+1 + · · ·
qλ˜2 + · · ·
qλ˜3 + · · ·
qλ˜4 + · · ·
qλ˜5 + · · ·


, (4.35)
whose components are a fundamental system of solutions of LΛ[f ] = 0.
By the usual argument, we obtain a nonzero vector
G˜ = β1E4D
4F1 + β2E6D
3F1 + β3E8D
2F1 + β4E10DF1 + β5E12F1 ∈ H(k1 + 12, ρ, υ)
(4.36)
such that G = G˜1∆ is a nonzero vector in H(k1, ρ, υ), and we have
Lemma 4.5.4 i) H(k1, ρ, υ) = 〈F1, G〉 is 2-dimensional.
ii) H(k1 + 2, ρ, υ) = 〈DF1,DG〉 is 2-dimensional.
Proof. If there is a relation α1F1 + α2G = 0, then multiplying by ∆ and substituting
with (4.36) yields
0 = α2(β1E4D4F1+β2E6D3F1+β3E8D2F1+β4E10DF1+β5E12F1)+α1∆F1
= α2β1E4D4F1+α2β2E6D3F1+α2β3E8D2F1+α2β4E10DF1+[α1∆+α2β5E12]F1. (4.37)
By Lemma 3.2.10, each coefficient function in (4.37) must be zero. In particular, we
have α1∆ = −α2β5E12. Comparing q-expansions forces α1 = 0, which means α2G = 0,
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i.e. α2 = 0. Using Lemma 4.5.1 with N = 1, we obtain statement i) of the Lemma.
Statement ii) then follows immediately from Lemma 4.5.1 and the injectivity of D. ✷
Note that this already shows that H(ρ, υ) is not a cyclic R-module, since the lowest
weight space is 2-dimensional.
Lemma 4.5.5 H(k1 + 4, ρ, υ) = 〈D2F1, E4F1, E4G〉 is 3-dimensional.
Proof. Again, we assume a relation α1D
2F1 + α2E4F1 + α3E4G = 0, multiply by ∆,
and substitute with (4.36), obtaining
α3E4(β1E4D
4F1 + · · ·+ β5E12F1) + α1∆D2F1 + α2∆E4F1 = 0.
Rewriting the above equation in powers of D, we again use Lemma 3.2.10 and find
that the resulting coefficient functions must all be zero, and in particular we have
α1∆ = −α3β3E4E8. Comparing q-expansions forces α1 = 0, so our relation is reduced
to E4(α2F1 + α3G) = 0. By the previous Lemma, we deduce that α2 = α3 = 0. ✷
At this point, we would like to prove that the set {F1, G,DF1,DG,D2F1} is in-
dependent over M, and is in fact a basis for H(ρ, υ) as M-module. As we shall see
in a moment, this is in fact the case, but to prove this using our more-or-less ad hoc
methods seems to be quite difficult, if not impossible. As such, we are forced to appeal,
somewhat reluctantly, to the quite general result [10, Th. 1], which we restate here:
Theorem 4.5.6 Let ρ : Γ → GL(d,C) be a T -unitarizable representation of arbitrary
dimension d, υ an arbitrary multiplier system, and assume that ρ(S2) = ±I. Then
H(ρ, υ) is a free M-module of rank d. ✷
It must be noted that Theorem 1 of [10] only addresses the trivial multiplier system
setting. However, one finds upon inspection of the proof that the result holds for
arbitrary real weight and multiplier system; all that is needed is a d-dimensional right
Γ-module, arising from the slash action of Γ on H. Thus we are free to employ this
result here.
We also note that, as is so common in mathematics, the above Theorem is truly an
“existence only” result, in that the proof of the Theorem gives absolutely no indication
of how one might actually construct an M-basis for a given space H(ρ, υ). From this
point of view, the present dissertation is largely an exercise in constructing explicit
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bases, for various spaces which are known by Theorem 4.5.6 to be free over M. On the
other hand, the classifications given in this dissertation (together with [12]) represent the
first-known examples of such bases, and provided the evidence for the initial conjecture
which turned into Theorem 4.5.6.
In any event, we are now able to establish
Theorem 4.5.7 The following hold:
i) H(ρ, υ) is a free M-module of rank 5, with basis {F1, G,DF1,DG,D2F1}.
ii) For each k ≥ 0, dimH(k1 + 2k, ρ, υ) =


[
5k
6
]
+ 1 k ≡ 5 (mod 6)
[
5k
6
]
+ 2 k 6≡ 5 (mod 6) .
Proof. Note that the condition ρ(S2) = ±I is satisfied since ρ is irreducible, as pointed
out in Lemma 2.5.3. So by Theorem 4.5.6, H(ρ, υ) = ⊕k≥0H(k1 + 2k, ρ, υ) is free of
rank 5 overM. From the first statement of Lemma 4.5.4, it is clear thatH(k1, ρ, υ) must
contribute two vectors to any M-basis, so we may as well take F1 and G. Since there
are no nonzero modular forms of weight two, the second statement of Lemma 4.5.4 says
that H(k1+2, ρ, υ) must also contribute two vectors to anyM-basis, and again we may
as well take DF1 and DG; note that because H(ρ, υ) is known to be a free M-module,
the set {F1, G,DF1,DG} must be free over M. Similarly, Lemma 4.5.5 tells us that
the fifth basis vector must come from H(k1+4, ρ, υ), since clearly H(k1+4, ρ, υ) is not
contained in the M-span of {F1, G,DF1,DG}. Thus we may take D2F1 as the fifth
basis vector, and statement i) of the Theorem is proved. Using statement i), one may
establish statement ii) by noting the relative weights of the basis vectors, and using
the formulae (2.7) for the dimensions of spacesMk of integral weight modular forms of
weight k. Alternatively, statement i) implies that
H(k1 + 6, ρ, υ) = 〈E6F1, E6G,E4DF1, E4DG〉,
H(k1 + 8, ρ, υ) = 〈E8F1, E8G,E6DF1, E6DG,E4D2F1〉,
H(k1 + 10, ρ, υ) = 〈E10F1, E10G,E8DF1, E8DG,E6D2F1〉,
and defining as usual
U2k =


H(k1 + 2k, ρ, υ), k < 6
〈E2kF1, E2kG,E2(k−1)DF1, E2(k−1)DG,E2(k−2)D2F1〉, k ≥ 6 ,
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one employs the standard “codimension d” argument and observes that statement i) of
the present Theorem implies immediately that for each k ∈ Z,
H(k1 + 2k, ρ, υ) = U2k ⊕∆H(k1 + 2(k − 6), ρ, υ).
Statement ii) of the Theorem then follows by induction, using the above base data. ✷
Corollary 4.5.8 The Hilbert-Poincare´ series (2.20) for H(ρ, υ) is
Ψ(ρ, υ)(t) =
tk1(2 + 2t2 + t4)
(1− t4)(1− t6) .
✷
4.5.3 N=2
In this case, Lemma 4.5.1 implies that
H(ρ, υ) =
⊕
k≥−2
H(k2 + 2k, ρ, υ),
where k2 =
12(λ0+2)
5 − 4. Up to equivalence, we may assume that H(k2, ρ, υ) contains a
nonzero vector
F2 =


qλ˜1+n1 + · · ·
...
qλ˜5+n5 + · · ·

 (4.38)
whose components form a fundamental set of solutions of an MLDE in weight k2, with
indicial roots λ˜j +nj,
∑
nj = 2. By the standard argument involving linear functionals
and Fourier coefficients, there is a nonzero vector
G′ ∈ 〈D4F2, E4D2F2, E6DF2, E8F2〉 ≤ H(k2 + 8, ρ, υ)
such that G = G
′
∆ is again holomorphic. Using Lemma 4.5.1, we obtain
Lemma 4.5.9 i) H(k2 − 4, ρ, υ) = 〈G〉 is 1-dimensional.
ii) H(k2 − 2, ρ, υ) = 〈DG〉 is 1-dimensional.
✷
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If we write G in the form (4.33) and examine the modular Wronskian W (G), we
find as in the proof of Lemma 4.5.1 that the integer p =
∑
pj satisfies
0 ≤ p ≤ −10
6
+ 2,
i.e. p = 0 and G has the form
G =


qλ˜1
∑
n≥0 a1(n)q
n
...
qλ˜5
∑
n≥0 a5(n)q
n

 (4.39)
with aj(0) 6= 0 for each j. Using this information, we will establish
Lemma 4.5.10 i) H(k2, ρ, υ) = 〈F2,D2G,E4G〉 is 3-dimensional.
ii) H(k2 + 2, ρ, υ) = 〈D3G,E4DG,E6G〉 is 3-dimensional.
Proof. Statement ii) follows directly from Lemmas 3.2.10 and 4.5.1. Lemma 4.5.1 also
implies statement i), provided there is no relation
F2 = α1D
2G+ α2E4G. (4.40)
Assuming otherwise, we find that α1 6= 0 necessarily. Indeed, by definition F2 is of the
form (4.38) with nj ≥ 1 for at least one j, whereas E4G has the same form as (4.39)
(again with aj(0) 6= 0 for each j). We have
F2 = α1D
2G+ α2E4G
= α1Dk2−2Dk2−4G+ α2E4G
= α1
(
q d
dq
+(k2−2)P
)(
q d
dq
+(k2−4)P
)
G+α2E4G (4.41)
and, using (4.39), (3.3), we find after an elementary computation that the jth component
of (4.41) has the form
α1aj(0)Q(λ˜j)q
λ˜j + · · · ,
where Q(z) denotes the quadratic polynomial
Q(z) = z2 +
(
3− k2
6
)
z +
(
(k2 − 4)(k2 − 2)
144
+
α2
α1
)
.
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Because the λ˜j are distinct, it is clear that, regardless of α1, α2, there exist j1, j2 ∈
{1, 2, 3, 4, 5} such that λ˜j1 and λ˜j2 are not roots of Q(z). Furthermore, our initial choice
of indicial roots λ˜j + nj was made arbitrarily, except for the conditions nj ≥ 0 for each
j, and
∑
nj = 2. Thus we are free to assume that nj1 = nj2 = 1, nj = 0 otherwise,
and this implies that the left- and right-hand sides of (4.41) must differ in the j1 and
j2 components. Therefore no such relation (4.38) can exist, and the proof of statement
i) is complete. ✷
Using Lemma 4.5.10, we will prove
Lemma 4.5.11 The set {F2, G,DG,D2G,D3G} is independent over M.
Proof. It is sufficient to prove there is no nontrivial relation
MkF2 =Mk−2D3G+QkD2G+Mk+2DG+Mk+4G, (4.42)
with Mj , Qj ∈ Mj. Assuming otherwise, we divide by Mk and differentiate, obtaining
DF2=
Mk−2
Mk
D4G+
[
Qk
Mk
+D
(
Mk−2
Mk
)]
D3G+
[
Mk+2
Mk
+D
(
Qk
Mk
)]
D2G+
[
Mk+4
Mk
+D
(
Mk+2
Mk
)]
DG+D
(
Mk+4
Mk
)
G.
By statement ii) of the previous Lemma, there is a nontrivial relation
DF2 = α1D
3G+ α2E4DG+ α3E6G, (4.43)
and substituting this into the above equation yields
0 =
Mk−2
Mk
D4G+
[
Qk
Mk
+D
(
Mk−2
Mk
)
− α1
]
D3G
+
[
Mk+2
Mk
+D
(
Qk
Mk
)]
D2G
+
[
Mk+4
Mk
+D
(
Mk+2
Mk
)
− α2E4
]
DG
+
[
D
(
Mk+4
Mk
)
− α3E6
]
G. (4.44)
By Lemma 3.2.10, each of the coefficient functions of (4.44) are identically zero. In
particular, Mk−2 = 0, thus QkMk = α1 is constant, thus Mk+2 = 0, thus
Mk+4
Mk
= α2E4,
thus D(α2E4) = α3E6. But this last equality, in light of (4.43), says that
DF2 = α1D
3G+ α2E4DG+D(α2E4)G = D(α1D
2G+ α2E4G).
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Since D is injective on H(ρ, υ) (Corollary 3.2.9), we find that F2 = α1D2G + α2E4G,
which is impossible by the previous Lemma. ✷
Applying the bound from Lemma 4.5.1, we obtain the remainder of the base-case
data, namely
H(k2 + 4, ρ, υ) = 〈E8G,E6DG,E4D2G,E4F2〉 is 4-dimensional.
H(k2 + 6, ρ, υ) = 〈E10G,E8DG,E6D2G,E4D3G,E6F2〉 is 5-dimensional.
Now we define as usual the spaces U2k ≤ H(k2 + 2k, ρ, υ), which in this case take the
form
U2k =


H(k2 + 2k, ρ, υ) k < 4
〈E2(k+2)G,E2(k+1)DG,E2kD2G,E2(k−1)D3G,E2kF2〉 k ≥ 4 .
Using Lemma 4.5.11 and identical arguments as those employed previously, we find that
for all k ∈ Z,
H(k2 + 2k, ρ, υ) = U2k ⊕∆H(k2 + 2(k − 6), ρ, υ),
and this establishes
Theorem 4.5.12 The following hold:
i) H(ρ, υ) =⊕k≥−2H(k2 + 2k, ρ, υ) is a free M-module of rank 5,
with basis {G,DG,D2G,D3G,F2}.
ii) For each k ≥ −2, dimH(k2 + 2k, ρ, υ) =


[
5k
6
]
+ 2 k ≡ 5 (mod 6)
[
5k
6
]
+ 3 k 6≡ 5 (mod 6) .
✷
Remark 4.5.13 As in the N = 1 case, we again observe that H(ρ, υ) is not cyclic as
R-module. Note, however, that the two modules fail to be cyclic for different reasons:
in the N = 1 case, the lowest weight space was 2-dimensional (Lemma 4.5.4), which
is an immediate disqualification for cyclicity, whereas the present module does have a
lowest weight space that is 1-dimensional (Lemma 4.5.9). But unlike the N = 0 case
(Theorem 4.5.2), where the module was cyclic, in the present case the lowest weight
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vector G does not have components which form a fundamental system of solutions of
an MLDE; this is already implicit in the initial discussion which yielded the five cases
we are elucidating, or one may compute directly and find that the Wronskian of G has
the form cη24λ0E4, c 6= 0, and then compare with statement ii) of Theorem 3.5.7. By
[10, Th. 3] (at least in the trivial multiplier system case), this means H(ρ, υ) cannot be
cyclic as R-module. ✷
Corollary 4.5.14 The Hilbert-Poincare´ series (2.20) of H(ρ, υ) is
Ψ(ρ, υ)(t) =
tk2−4(1 + t2 + 2t4 + t6)
(1− t4)(1− t6) .
✷
4.5.4 N=3
In this case, we have by Lemma 4.5.1 that
H(ρ, υ) =
⊕
k≥−3
H(k3 + 2k, ρ, υ),
where k3 =
12
5 (λ0 + 3) − 4. We shall be more particular in this case about our choice
of indicial roots. First, we single out a j1 ∈ {0, 1, · · · , 5} such that λ˜j1 6= k3 − 6; this is
certainly possible, since the r1, · · · , r5 are distinct. Having made this selection, we then
choose distinct j2, j3, j4, j5 ∈ {0, 1, · · · , 5} − {j1}, and set nj1 = nj2 = 0, nj3 = nj4 =
nj5 = 1. Using these integers, we construct the indicial roots λ˜j1 + nj1 , · · · , λ˜j5 + nj5 ,
and obtain via Corollary 3.4.7 a unique 5th order MLDE in weight k3 with the above
indicial roots. We may assume, up to equivalence of representation, that there is a
vector-valued modular form
F3 =


qλ˜1+n1 + · · ·
...
qλ˜5+n5 + · · ·

 (4.45)
in H(k3, ρ, υ), whose components form a fundamental set of solutions of the MLDE just
constructed.
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Set V = 〈D3F3, E4DF3, E6F3〉 ≤ H(k3 + 6, ρ, υ). From (4.45), we see that each
nonzero vector in V has the form
F =


qλ˜1+n1
∑
n≥0 a1(n)q
n
...
qλ˜5+n5
∑
n≥0 a5(n)q
n

 . (4.46)
Define the linear functionals φ1, φ2 : V → C, which take F as in (4.46) to φ1(F ) = aj1(0),
φ2(F ) = aj2(0). Then ker φ1 ∩ kerφ2 6= {0}, so there is a nonzero G1 ∈ H(k3 − 6, ρ, υ)
such that ∆G1 ∈ V . From the bound in Lemma 4.5.1 for N = 3, we find that
Lemma 4.5.15 H(k3 − 6, ρ, υ) = 〈G1〉 is 1-dimensional.
✷
Similarly, we define the four-dimensional subspace
U = 〈D4F3, E4D2F3, E6DF3, E8F3〉 ≤ M(k3 + 8, ρ).
Again, each F ∈ U has the form (4.46), and we define the linear functionals φ1, φ2, φ3 :
U → C, where φ1(F ) = aj1(0), φ2(F ) = aj1(1), and φ3(F ) = aj2(0). Again we have
∩3i=1 ker φi 6= {0}, and we obtain a nonzero G2 ∈ H(k3 − 4, ρ, υ) such that ∆G2 ∈ U .
Note that, by construction, G2 has the form
G2 =


qλ˜1+n1
∑
n≥0 b1(n)q
n
...
qλ˜5+n5
∑
n≥0 b5(n)q
n

 , (4.47)
with bj1(0) = 0. We will need this fact in proving
Lemma 4.5.16 i) H(k3 − 4, ρ, υ) = 〈DG1, G2〉 is 2-dimensional.
ii) H(k3 − 2, ρ, υ) = 〈D2G1, E4G1〉 is 2-dimensional.
Proof. Statement ii) follows immediately from Lemmas 3.2.10 and 4.5.1. Lemma 4.5.1
also implies statement i), provided there is no α ∈ C such that DG1 = αG2. The
proof of this fact follows exactly as in the proof of statement ii) of Lemma 4.4.4: an
examination of its modular Wronskian shows that G1 must have the form (4.46), with
aj(0) 6= 0 for each j, and a direct computation of DG1, along with the information
bj1(0) = 0, rj1 6= k3 − 6, completes the proof. ✷
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Lemma 4.5.17 The set {G1,DG1,D2G1,D3G1, G2} is independent over M.
Proof. We need only show there is no relation
MkG2 =Mk+2G1 +QkDG1 +Mk−2D2G1 +Mk−4D3G1,
with Mk 6= 0, Mi, Qi ∈ M(i,1) for each i. Assuming otherwise, we divide and differen-
tiate, obtaining
DG2=D
(
Mk+2
Mk
)
G1+
[
Mk+2
Mk
+D
(
Qk
Mk
)]
DG1+
[
Qk
Mk
+D
(
Mk−2
Mk
)]
D2G1+
[
Mk−2
Mk
+D
(
Mk−4
Mk
)]
D3G1+
Mk−4
Mk
D4G1.
(4.48)
By Lemma 4.5.16 Corollary 3.2.9, there is a nontrivial relation
DG2 = α1D
2G1 + α2E4G1,
with α2 6= 0. Substituting into (4.48) and using Lemma 3.2.10, we find that Mk−4 = 0,
thus Mk−2 = 0, thus QkMk = α1, thus Mk+2 = 0, thus α2 = 0, a contradiction. ✷
Using Lemmas 4.5.1, 4.5.16 and 4.5.17, we find that
H(k3, ρ, υ) = 〈D3G1, E4DG1, E6G1, E4G2〉 is 4-dimensional.
H(k3 + 2, ρ, υ) = 〈E4D2G1, E6DG1, E8G1, E6G2〉 is 4-dimensional.
H(k2 + 4, ρ, υ) = 〈E4D3G1, E6D2G1, E8DG1, E10G1, E8G2〉 is 5-dimensional.
As usual, we define
U2k =


H(k3 + 2k, ρ, υ), k < 3
〈E2kD3G1, E2(k+1)D2G1, E2(k+2)DG1, E2(k+3)G1, E2(k+2)G2〉, k ≥ 3 ,
and employ Lemma 4.5.17 and the standard “codimension d” argument to find that
H(k3 + 2k, ρ, υ) = U2k ⊕∆H(k3 + 2(k − 6), ρ, υ)
for all k ∈ Z. This establishes
Theorem 4.5.18 The following hold:
i) H(ρ, υ) =⊕k≥−3M(k3 + 2k, ρ) is free of rank 5 as M-module
with basis {G1,DG1, G2,D2G1,D3G1}.
ii) For each k ≥ −3, dimH(k3 + 2k, ρ, υ) =


[
5k
6
]
+ 3 k ≡ 5 (mod 6)
[
5k
6
]
+ 4 k 6≡ 5 (mod 6) .
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✷Corollary 4.5.19 The Hilbert-Poincare´ series (2.20) of H(ρ, υ) is
Ψ(ρ, υ)(t) =
tk3−6(1 + 2t2 + t4 + t6)
(1− t4)(1− t6) .
✷
4.5.5 N=4
In this case, we have by Lemma 4.5.1 that
H(ρ, υ) =
⊕
k≥−4
H(k4 + 2k, ρ, υ),
where k4 =
12
5 (λ0 + 4) − 4. Choose an arbitrary i ∈ {0, 1, · · · , 5}, define the integers
n1, · · · , n5 as ni = 0, nj = 1 otherwise, and set
Λ = {λ˜1 + n1, · · · , λ˜5 + n5}.
By Corollary 3.4.7, there is a unique MLDE LΛ[f ] = 0 in weight k4, whose set of indicial
roots is Λ. Up to isomorphism, we may assume thatH(k4, ρ, υ) contains a nonzero vector
F4 =


qλ˜1+n1 + · · ·
...
qλ˜5+n5 + · · ·


whose components are a fundamental system of solutions of LΛ[f ] = 0.
Define the 2-dimensional subspace U = 〈D2F4, E4F4〉 ≤ H(k4 +4, ρ, υ). Then every
vector in U has the form
F =


qλ˜1+1−δ1,i
∑
n≥0 a1(n)q
n
...
qλ˜5+1−δ5,i
∑
n≥0a5(n)q
n

 , (4.49)
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and the linear functional φi : U → C, F 7→ φi(F ) := ai(0) has a nontrivial kernel. This
means there is a nonzero vector G1 ∈ H(k4− 8, ρ, υ) such that ∆G1 ∈ U . Assuming G1
has the form (4.33) and evaluating the inequality (4.34) at k = −4, N = 4, we find that
0 ≤ p ≤
[
−20
6
]
+ 4,
so p = 0 and G1 has the form
G1 =


qλ˜1
∑
n≥0 a1(n)q
n
...
qλ˜5
∑
n≥0 a5(n)q
n

 , (4.50)
with aj(0) 6= 0 for each j. Using Lemma 4.5.1, we obtain
Lemma 4.5.20 H(k4 − 8, ρ, υ) = 〈G1〉 is 1-dimensional. ✷
We continue on, defining the 3-dimensional subspace V = 〈D3F4, E4DF4, E6F4〉 ≤
H(k3 + 6, ρ, υ). Again we have that every nonzero F ∈ V is as in (4.49). From (4.50)
and the definition of D, one sees that the jth component of DG1 = Dk4−8G1 has the
form
aj(0)
(
λ˜j − k4 − 8
12
)
qλ˜j + · · · .
Since k4−812 =
λ0+4
5 − 1 is fixed, there must be an i1 ∈ {0, 1, · · · , 5} such that λ˜i1 6=
k4−8
12 . Define the linear functionals φ0, φ1 : V → C, where F as in (4.49) is sent to
φ0(F ) := ai(0), φ1(F ) := ai1(1) respectively, then it is clear that a nonzero vector
G2 ∈ H(k4 − 6, ρ, υ) can be found such that ∆G2 ∈ V , and such that the i1 component
of G2 has the form
qλ˜i1+1
∑
n≥0
bi1(n)q
n.
Again assuming that G2 has the form (4.33) and using (4.34) with k = −3, N = 4, we
find that
1 ≤ p ≤
[
−15
6
]
+ 4,
so p = 1 and G2 looks like
G2 =


qλ˜1+δ1,i1
∑
n≥0 b1(n)q
n
...
qλ˜5+δ5,i1
∑
n≥0 b5(n)q
n

 , (4.51)
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with bj(0) 6= 0 for each j. In particular, one sees that, by construction, DG1 and G2
are linearly independent, since their respective i1-components have q-expansions which
differ in leading exponent. By Lemma 4.5.1, we have
Lemma 4.5.21 H(k4 − 6, ρ, υ) = 〈DG1, G2〉 is 2-dimensional. ✷
Remark 4.5.22 Lemma 4.5.21 shows that, once again, we are in a case where H(ρ, υ)
has a lowest weight space which is 1-dimensional, yet fails nonetheless to be cyclic as
R-module ( cf. Remark 4.5.13). ✷
If we compute DG2 = Dk4−6G2, then we find, as above, that the j
th component has
the form
bj(0)
(
λ˜j + δj,i1 −
k4 − 6
12
)
qλ˜j+δj,i1 + · · · .
Fix an i2 ∈ {1, · · · , 5} − {i1} such that λ˜j 6= k4−612 , and set
W = 〈D4F4, E4D2F4, E6DF4, E8F4〉 ≤ H(k4 + 8, ρ, υ).
This time we define the linear functionals φ1, φ2, φ3 : W → C, where F in (4.49) is
mapped to φ1(F ) := ai(0), φ2(F ) := ai1(1), φ3(F ) := ai2(1), respectively. Again, the
intersection ∩3j=1 ker φj is nontrivial, and this means there is a nonzero G3 ∈ H(k4 −
4, ρ, υ) such that ∆G3 ∈W . Once again we assume G3 has the form (4.33) and examine
(4.34) with k = −2, N = 4, obtaining the inequality
0 ≤ p ≤
[
−10
6
]
+ 4,
so in fact p = 2 and G3 has the form
G3 =


qλ˜1+p1
∑
n≥0 c1(n)q
n
...
qλ˜5+p5
∑
n≥0 c5(n)q
n

 , (4.52)
where pi1 = pi2 = 1, pj = 0 otherwise, and cj(0) 6= 0 for each j. We can now prove
Lemma 4.5.23 H(k4 − 4, ρ, υ) = 〈E4G1,DG2, G3〉 is 3-dimensional.
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Proof. By Lemma 4.5.1, it suffices to prove there is no nontrivial relation
α1E4G1 + α2DG2 + α3G3 = 0. (4.53)
Computing using (4.50), (4.51), (4.52), we find that the jth component of (4.53) has the
form(
α1aj(0)q
λ˜j + · · ·
)
+
(
α2bj(0)
(
λ˜j + δj,i1 −
k4 − 6
12
)
qλ˜j+δj,i1 + · · ·
)
+
(
α3cj(0)q
λ˜j+pj + · · ·
)
.
(4.54)
Note that when j = i1 in (4.54), we find that α1 = 0, since ai1(0) 6= 0 and the second
and third expansions in (4.54) have no qλ˜i1 term. Similarly, the j = i2 version of (4.54)
shows that α2 = 0, since we now know that α1 = 0, the second expansion in (4.54) has
leading term qλ˜i2 , and the third has leading term qλ˜i2+1. But then α3 = 0 also, clearly,
and we have the result. ✷
We are now forced to proceed as in the N = 1 case, and invoke Theorem 4.5.6 in
order to prove
Theorem 4.5.24 The following hold:
i) H(ρ, υ) =⊕k≥−4H(k4 + 2k, ρ, υ) is free of rank 5 as M-module,
with basis {G1,DG1, G2,DG2, G3}.
ii) For all k ≥ −4, dimH(k4 + 2k, ρ, υ) =


[
5k
6
]
+ 4, k ≡ 5 (mod 6)
[
5k
6
]
+ 5 k 6≡ 5 (mod 6) .
Proof. By Theorem 4.5.6, we know that H(ρ, υ) is free of rank 5 over M. It is clear
from Lemmas 4.5.20 and 4.5.21 that we may take {G1,DG1, G2} as part of any basis.
But the M-span of {G1,DG1, G2} intersects H(k4 − 4, ρ, υ) only in 〈E4G1〉, so by
Lemma 4.5.23, there must be two more vectors available in H(k4 − 4, ρ, υ) to match up
with the three we already have. We may as well take DG2 and G3, and this establishes
statement i) of the Theorem.
Using statement i) and Lemma 4.5.1, we immediately obtain the remaining base
data
H(k4 − 2, ρ, υ) = 〈E6G1, E4DG1, E4G2〉,
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H(k4, ρ, υ) = 〈E8G1, E6DG1, E6G2, E4DG2, E4G3〉,
H(k4 + 2, ρ, υ) = 〈E10G1, E8DG1, E8G2, E6DG2, E6G3〉,
and statement ii) of the Theorem follows in either of the ways described in the proof of
the analogous statement of Theorem 4.5.7, i.e. by using (2.7) or by defining the spaces
U2k = 〈E2kG1, E2(k−1)DG1, E2(k−1)G2, E2(k−2)DG2, E2(k−2)G3〉
and noting that
H(k4 + 2k, ρ, υ) = U2k ⊕∆H(k4 + 2(k − 6), ρ, υ).
✷
Corollary 4.5.25 The Hilbert-Poincare´ series (2.20) of H(ρ, υ) is
Ψ(ρ, υ)(t) =
tk4−8(1 + 2t2 + 2t4)
(1− t4)(1− t6) .
✷
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