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For the second-order equation y” + qy = 0 with 4 positive on [a, CD), 
we have, with certain restrictions on 4, the WKB or Liouville asymptotic 
expressions for x -+ a3 
y(x) .- 4(x)-l;” exp -&z [ - lZ q(t)112 dt] 
a 
and 
y’(x) - &IIiq(x)“” exp [ii J-z q(t)1/2 dl] 
a 
for some pair of fundamental solutions. These asymptotic solutions have 
wide application in physics, notably in quantum mechanics. For the general 
second+order equation (my’)’ & qy = 0, asymptotic solutions are also well 
known ([I], p. 120). In this paper we derive asymptotic solutions for higher- 
order equations which reduce to the known expansions in the second-order 
case. 
Throughout we suppose that n is a positive integer 22, m and K are 
positive integers with sum n and r and q denote positive-valued, twice 
continuously differentiable functions on a ray [a, 00). We consider the 
nth-order equation 
(,y’“‘)‘~’ - (-l)lqy = 0 
(1) 
for 1 = 1,2. We denote by L(t,, , co) the Banach space of all complex valued 
functions which are Lebesgue integrable on [t, , co). 
It is convenient to consider a vector-matrix formulation of Eq. (1). We 
make this formulation by defining the n x n matrix A = (Q}~~ as follows: 
i 
1 if i#m and j=i+l, 
44 = ;:yjt q(x) 
if i=m and j=i+l, 
if i=n and j= 1, 
0 otherwise. 
* This research was supported by the National Science Foundation under grant 
GP-6292. 
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If y is a solution of Eq. (1) and .$ = {&}rn is defined by 
fi = /~;;.:,,,,-,-,, 
if i = l,..., m, 
if i = m + I,..., n, 
then t’ = A(. Conversely, if 6’ = At, then the first component of 5 is a 
solution of (1). 
If we make a linear transformation of the matrix equation 
Y’=AY (4 
by letting Z = QY for some continuously differentiable nonsingular matrix Q, 
then a calculation shows that 
Z' = [Q'Q-l + QAQ-l] Z. (3) 
We now choose Q to be a “shearing” transformation, i.e., a diagonal matrix. 
Put 
Q = diagonal[q”@~, . . . , PY~-] 
where ai = (n - 2i + 1)/2n and 
(n + 2i - 2m - 1)/2n 
pi = 1(-n + 2i - 2m - 1)/2n 
if i = l,..., m, 
if i = m + l,..., n. 
We then have 
Q'Q-l = W/d 4 f (r’ly) 4 
where D, = diagonal[or, ,..., a,] and D, = diagonal& ,..., &I. The obser- 
vation that 
1 + cl, - a1 = “1 - a2 = me* = ansI - a, = l/n 
and 
p1 -/I2 = -** = Pm-1 - Pm = An - IL1 - 1 = Bm+1 - An+2 
=...=W-l-a=w-s,=-l/n 




k,, = (-1)’ if i=n and j=l, 
0 otherwise. 
Thus Eq. (3) reduces to 
z’ = [(cz/Y’~ + (d/q) 4 + (y’/y> Dal Z. (4) 
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The characteristic polynomial of K is 
denote the roots of p by A, ,..., h, where 
A = Wp[WT - lM1 
T iexp[2X(T - 1)/n] 
p(X) = (--h)n - (-l)z+n. We 
if Z=l, 
if 1=2 
and i = 1/q. We put L = {1,,}1 where lij = A,“-‘. 
THEOREM 1. Suppose that (q/~)l’~ # L(a, co) and that each of [(q/r)-l’“r’/t]‘, 
[(q/y)-l’“q’/q]‘, [(q/y)-l’n(~‘/~)*] and [(q/~)-l/~(q’/q)~] E L(u, co). Then there 
is a fundamental matrix Y for Eq. (2) such that US t -+ 00, Q(t) Y(t) E(t) -+ L 
where E(t) is the diagonal matrix 
E(t) = diagonal exp [ [-A 11 (q/V] ,..., exp [-L Jl (q/W”]] . 
Proof. Let h(t) = J: (q/r)“” and denote by g the inverse of h, i.e., 
g(h(t)) = t for all t > u. Since (q/r)l/” $ L(u, co), we have h(t) + 00 as 
t + co. If we make the change of variable W(s) = Z(g(s)) where 2 is as in 
Eq. (4), then differentiation of Wand a substitution using equation (4) yields 
where 
w’(s) = [K + 4s) D, + B(s) Dal W(s) (5) 
and 
“(4 = [(q/y)-l’“q’lql(g(s)) 
B(s) = [(q/r>-l’nr’/yJ(g(S)). 
We now proceed to apply Theorem 8.1, of [2, Chap. 31. 
The change of variable s = h(t) proves that 





a(q u!T = 
I 1 KqW” (d/dW dt < 00. 0 
Since (Y’ E L(0, co), it follows that OL has a finite limit at CO and aa E L(0, co) 
ensures that this limit is zero. In a similar manner we have the above 
conclusions for & 
Next consider the characteristic values of K + a(s) D, + p(s) D, . We 
denote these by & + y,(s) for 7 = l,..., n where the y7 are chosen so that 
yJs) - 0 as s -+ co. In the notation of Theorem 8.1 of [2] we define for a 
given r, the integer j to be in class I1 or Is according as to whether the real 
part of A, - A, is positive or not. The hypothesis of Theorem 8.2 is clearly 
satisfied if yj E L(0, co) for j = l,..., n. 
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From the definition of yS it follows that 
0 = det[W + 4) 4 + B(s) 4) - (4 + YP(S)) II 
= fi c%Q(~) + AB,B(sN - (4 + rim1 - (-v+n* 
Further simplification yields 
(6) 
Expanding the right-hand side of (6), we obtain 
An additional calculation yields 
0 = i ai = i pi. 
i=l i=l 
(8) 
From OL(S) --f 0, p(s) --* 0 and y(s) + 0 as s -+ co and Eq. (8), we now 
conclude from Eq. (7) that there is a number A4 > 0 such that for all 
sufficiently large S, 
IOj + YjW - t-v I d WI 44l + I B(4l>“~ 
However, since A,” - (-l)z = 0, it follows that 
(9 
('j + Yj(s))n - (-l)' = [ f ( f ) '~+Yj(',i,] Yj(')? 
i-1 
and since yj(S) + 0 as s + co, we conclude from Eq. (9) that there is a 
number N > 0 such that for all sufficiently large s, 
Therefore yj E L(0, co) and Theorem 8.1 of [2] is applicable. 
We need now to find the characteristic vectors of K. However if 
7 = W&1 , then it is easily verifiable that I$ = h,7. Hence there is a 
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solution q7 of 9: = [K + JD, + @s] v7 and a number s0 > 0 such that 
ass+ co, 
~4s) exp [ - j: 0 
[A, f rA41 q - 7. 
However, since yr E L(0, co), it is sufficient to take qua such that q+(s) t+~~ + rl 
as s --+ 0~). Thus if we let W be the matrix solution of (5) whose columns are 
Vl I..., pn and define Y by Y(t) = Q(t)-lW(h(t)), the theorem is proved. 
If we denote the first element in the 7th column of Y by y, , it then follows 
that for s = O,..., 1~ - 1, the function JJ~] = YQ.L1.T has the asymptotic form 
ast-+co, 
y"](t) = 7 [A s + o(l)] q(t)-= 7 .+1 y(t)-fl.il exp [A7 j: (qir+j . (IO) 
-4 straightforward computation gives that D, = D, if and only if 
m = k = 1. In this case it is possible to simplify the hypothesis of the 
Theorem 1. For D, = D, , an inspection of the above proof yields that the 
theorem may be stated with the hypothesis (Q/Y)~:~ $ L(a, W) and each of 
[(~/Y)+~(Y’/Y + q’/q)]’ and [(~,/Y)-~~~(Y’,/Y + q’/q)2] E L(a, co). With these 
conditions we now derive Theorem 13 of [I]. For p = (q~)-l’~ and p = Y 
we have that 
(pp”)-1 = (q/1)1/2, 
and 
am = (q/r)-‘!2(~‘/~ + q’jq)2/16 
p/L/i = (- 1/4)(q,!Y)-l’yY’/Y $ q’/q). 
Hence the conditions (pp2)-l $ L(a, co) and &IL’)’ E L(a, co) imply by 
Lemma 5 of [I, Chap. 41 that pi E L(a, cc). Since 
(Pw’) = P(PP’)’ + PW21 
we also have that (ppp’)’ E L(a, 00). By the above remarks, this completes 
the proof. 
In the important special case r = 1, the hypothesis of Theorem 1 can be 
simplified. 
COROLLARY If r E 1 and [q- (l+lln)q"] E L(u, co), then the hypothesis of 
Theorem 1 is sutisjied. 
Proof. Let p = @2+1/n) and p = ~-(l+l/~). Then 
#u(pp’)’ = -(l + l/n) q-(lfl’%J” 
so that the hypothesis of Lemma 5 of [Z] holds. If 
p($)” = (1 + l/n)2 q+l’n)(q’)2 $ L(u, co), 
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we have by Lemma 5 that pt~’ = -(l -C l/n) 4’ + y f 0 as x -+ co. 
Moreover y > 0 since p > 0. Hence by 1’Hospital’s rule, q/x + -nr/(n + 1) 
as x -+ co which implies q < 0 for large x. This contradiction yields 
J+‘)~ E L(a, co). Thus 
[q-l/"q'/q]' = [q-cl+l:n)q" -(I L Iin) q-‘2+l;n’(q’)2]~ L(u, a)* 
Applying Lemma 5 once more, 
ppp' = --(I + l/n) q-(lflin)q' --f 8 
as x + co. Thus by I’Hospital’s rule, as x --f co, 
(q-““)/X -+ s&z + 1). 
If 8 # 0, xql’n -+ (n + 1)/S as x -+ CO, and if 6 = 0, xqlln + 03 as x -+ CO. 
In either case we have ql’n $ L(a, co) and the corollary is proved. 
For the differential equation 
(~py(m))(fd & xvy = 0 
on [l, co), Theorem 1 is applicable if nc - v < n. In this case it is sufficient 
to take the y7 so that Eq. (10) reduces to 
y?](t) = [A,” + o(l)] t-(va8+l+u4t1) exp[h7nt(v-u+n)!n, (w - u + n)], 
Since the characteristic roots h, are solutions either of hn + 1 = 0 or 
P - 1 = 0, all complex roots will occur in complex conjugate pairs. Hence 
the solutions given by Eq. (10) can be combined to obtain real-valued 
asymptotic solutions. We now give these formulas for Y = 1 and n = 3. 
If q satisfies the conditions of the above corollary and y is a solution of 
y”’ + qy = 0 on [0, co), then for some constants a, , a, and a2 we have 
yfS)(t) = q(t)+l)13 /nO[(-l)s + o(l)] exp [- J” q1/3] 
0 
+ al exp [(l/2) 1: qlp] [sin l(ti.2) Jl q1!3 + A!‘3 $ u2/ f o(l)]/ 
for s = 0, 1,2. If y is a solution of y”’ - qy = 0 on [0, co), then for some 
constants a, , a, and us we have 
ytS)(t) = q(t)+-1)i3 /ao[l + o(l)] exp [I: q1’3] 
+ al exp [C--12) 11 q’/‘] 
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