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Abstract
In this paper, we study pinning control problem of coupled dynamical systems with stochastically switching couplings and stochas-
tically selected controller-node set. Here, the coupling matrices and the controller-node sets change with time, induced by a
continuous-time Markovian chain. By constructing Lyapunov functions, we establish tractable sufficient conditions for exponen-
tially stability of the coupled system. Two scenarios are considered here. First, we prove that if each subsystem in the switching
system, i.e. with the fixed coupling, can be stabilized by the fixed pinning controller-node set, and in addition, the Markovian
switching is sufficiently slow, then the time-varying dynamical system is stabilized. Second, in particular, for the problem of spatial
pinning control of network with mobile agents, we conclude that if the system with the average coupling and pinning gains can
be stabilized and the switching is sufficiently fast, the time-varying system is stabilized. Two numerical examples are provided to
demonstrate the validity of these theoretical results, including a switching dynamical system between several stable sub-systems,
and a dynamical system with mobile nodes and spatial pinning control towards the nodes when these nodes are being in a pre-
designed region.
Keywords: pinning control; coupled dynamical system; Markovian switching; spatial pinning control
1. Introduction
Control and synchronization of large-scale dynamical sys-
tems have attracted wide interests over the past decades since
the new discoveries of small-world and scale-free features
[1, 2]. When the network cannot be stabilized by itself, many
control strategies are taken into account to force the network
to be stable. Among these control strategies, pinning control is
brilliant because it is easily realizable by controlling a partial of
the nodes instead of all nodes in the network.
The general idea behind pinning control is to apply some
local feedback controllers only to a fraction of nodes and the
rest of nodes can be propagated through the coupling among
nodes. In most existing papers, authors considered two differ-
ent pinning strategies: randomly pinning and selective pinning
based on the connectivity degrees. [3, 4] concluded that pin-
ning of the most highly connected nodes performance better
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stabilizability than the randomly pinning scheme. [5]-[7] used
Lyapunov functions, master stability functions and algebraic
properties of the coupling matrix to study pinning control of
complex network. [8]-[12] gave conditions based on the graph
topology of the network guaranteeing stability. In these papers,
networks with time-invariant links were considered. [13] stud-
ied the global pinning synchronization of Lorenz-type dynam-
ical networks with both fixed and switching topologies. It was
proved that if each possible network topology contains a di-
rected spanning tree and the dwell time of switching is larger
than a positive threshold, global pinning synchronisation in
switching networks with a suitable coupling strength can be
guaranteed. However, pinning dynamic systems of networks
with stochastically switching topologies is absent.
Noting that stability and controllability of stochastic differen-
tial equations have been well studied these years [14]-[17], in
which differential dynamical systems with Markovian switch-
ing have received lots of research interests [18]-[20]. In these
papers, the stability of linear, semi-linear and nonlinear equa-
tions with Markovian switching were studied and some suf-
ficient criteria were established based on Lyapunov functions
and linear matrix inequalities. Hence, in this paper, we investi-
gate the pinning control of networks with Markovian switching
topologies.
However, for a network of mobile agents, it is difficult to
implement a pinning control strategy because the selected con-
trollers are moving. [22]-[24] investigated the flocking control
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via selecting some fixed nodes to be pinned prior. To avoid
this, [25] introduced the concept of spatial pinning control for
network via applying controllers only on nodes (agents) which
enter a given area, called control region. In its setup, agents
move following random walking in a planar space and interact
according to a time-varying r-disk proximity graph. In the this
paper, we considered a more general case, the moving motion
of each agent follows a Markov process.
Inspired by these works, we investigate the pinning control of
a complex network with Markovian switching couplings to an
arbitrary trajectory of the uncoupled node system by Markovian
selected controller-node set. We derive analytical conditions
for the stability of the system at the homogeneous trajectory.
Based on the switching speed of the couplings and controller-
node sets, two scenarios are considered here. Firstly, if each
subsystem in the switching system with fixed couplings can be
stabilized by fixed pinning nodes and the Markovian switch-
ing is sufficiently slow, the system can be stabilized. Secondly,
if the system with average coupling matrix and pinning gains
can be stabilized and the Markovian switching is sufficiently
fast, the system can be stabilized. As an application, we also
study the spatial pinning control problem of network with mo-
bile agents.
This paper is organized as follows. Section 2 presents some
definitions and some notations required in this paper. Sec-
tion 3 investigates the pinning control problem of network with
Markovian switching coupling. Section 4 investigates the fast
switching networks and as an application, the spatial pinning
control of network of mobile agents is considered. Simulations
are given in section 5 to verify the theoretical results. Finally,
conclusions are drawn in section 6.
2. Preliminaries
At first, we introduce some notations needed throughout this
paper. For a matrix A, denote aij the elements of A on the
ith row and jth column. A⊤ denotes the transpose of A.
As = (A + A⊤)/2 denotes the symmetry part of a square
matrix A. Denote by A > 0(≥ 0) that A is a positive(semi-
positive) definite and so is with < 0 and ≤ 0. Im denotes
the identity matrix with dimension m. For a symmetric square
matrix A, denote λM (A) and λm(A) the largest and smallest
eigenvalues of A respectively, λi(A) the i-th largest eigenvalue
of A. ‖z‖ denotes a vector norm of a vector z, ‖A‖ denotes
the matrix norm of A induced by the vector norm ‖ · ‖ and de-
note ‖A‖∞ = maxi,j |aij |. In particular, without special notes,
‖z‖ = ‖z‖2 =
√∑
i |zi|
2
, the 2-norm. The symbol ⊗ is the
Kronecker product.
Linearly coupled ordinary differential equations (LCODEs)
are used to describe coupling dynamical systems, which can be
described as follows:
x˙i = f(xi, t) + κ
m∑
j=1,j 6=i
lij(t)Γ[x
j(t)− xi(t)],
i = 1, · · · ,m. (1)
where xi(t) = [xi1(t), · · · , xin(t)] ∈ Rn is the state vari-
able of the ith node, t ∈ [0,+∞) is the continuous time, f :
Rn × R+ 7→ Rn is the dynamics of the uncoupled nodes, κ
is the coupling strength, lij(t) denotes the coupling coefficient
from agent j to agent i at time t, Γ = [γkl]nk,l=1 ∈ Rn×n de-
notes the inner connection matrix with γkl 6= 0 if two agents are
connected by their kth and lth state component respectively. For
i 6= j, let lii(t) = −
∑n
j=1,j 6=i lij(t), then the coupling matrix
L(t) = [lij(t)] is a Metzler matrix with zero row sums at time
t.
Suppose σt is a homogeneous continuous Markov chain with
a finite state space S = {1, 2, · · · , N} and its generator Q =
[qij ]N×N is given by
P{σt+∆ = j|σt = i} =
{
qij∆+ o(∆), i 6= j,
1 + qii∆+ o(∆), i = j,
where ∆ > 0, lim∆→0(o(∆)/∆) = 0, pij = − qijqii > 0 is
the transition probability from i to j if j 6= i, while qii =
−
∑N
j=1,j 6=i qij .
Denote P = [pij ] the transition matrix of this Markov pro-
cess. Let ∆k, k = 0, 1, · · · be the successive sojourn time be-
tween jumps. The sojourn time in state i is exponentially dis-
tributed with parameter qi.
Denote π(k) = [π1(k), · · · , πN (k)] the state distribution
of the process at the k−th switching. From the Chapman-
Kolmogorov equation [29], the k−th time distribution can be
expressed in terms of the initial state distribution and the transi-
tion matrix, that is π(k) = π(0)P k. Suppose the Markov chain
σt is ergodic, then from [30], we have that P is a primitive ma-
trix and there exists a state distribution π¯ = [π¯1, · · · , π¯N ] with
positive entries satisfies π¯ = π¯P . From [34], we obtain that
there exists positive numbers M and ζ < 1 such that
|πj(k)− π¯j | < Mζ
k. (2)
Pick πj = p¯ij/qj∑N
i=1 p¯ii/qi
, j = 1, · · · , N and π = [π1, · · · , πN ].
Then, we have πQ = 0. We call π the invariant distribution of
Markov process σt.
Throughout the paper, we assume f(xi, t) belongs to the fol-
lowing function class QUAD (G,αΓ, β).
Definition 1. Function class QUAD (G,αΓ, β): let G be
an n × n positive definite matrix and Γ be an n × n ma-
trix. QUAD(G,αΓ, β) denotes a class of continuous functions
f(ξ, t) : Rn × [0,+∞) 7→ Rn satisfying
(ξ − ζ)⊤G[f(ξ, t)− f(ζ, t)− αΓ(ξ − ζ)]
≤ −β(ξ − ζ)⊤(ξ − ζ),
holds for some β > 0 and all ξ, ζ ∈ Rn.
We say f(·, t) is globally Lipschitz if ‖f(ξ, t) − f(ζ, t)‖ ≤
Lf‖ξ − ζ‖ holds for some Lf > 0 and all ξ, ζ ∈ Rn.
QUAD condition defines a class of functions arising in sta-
bility by quadratic type of Lyapunov function and it is also
known as V -decreasing in some contexts [8]. It has a strong
connection to other function classes, such as Lipschtiz condi-
tion and contraction. As mentioned in [9], QUAD condition is
2
weaker than Lipschtiz condition. since any globally Lipschitz
continuous function can be QUAD for sufficiently large α and
G = Γ = In.
In this paper, we consider the pinning controlled network as
follows:
x˙i(t) = f(xi(t), t) + κ
∑m
j=1 lij(σt)Γx
j(t)
+κǫci(σt)Γ(s(t)− x
i(t)), i = 1, · · · ,m. (3)
where ǫ > 0 is the feedback control gain, ci(τ) is a variable
that takes values 0, 1, σt is a homogeneous Markov chain pro-
posed in section 2, s(t) satisfying s˙(t) = f(s(t), t) is the tar-
get trajectory of node dynamics. Here, s(t) may be an equi-
librium point, a periodic orbit, or even a chaotic orbit. The
initial value x(0) = x0 is chosen randomly and independent
of the other random variables. Denote L(σt) = [lij(σt)] and
C(σt) = diag{c1(σt), · · · , cm(σt)}.
We define the pinning control problem as a synchronizing all
the states of the nodes in the dynamical network to an arbitrary
trajectory s(t) of the uncoupled dynamical system. Therefore,
in the following, we study the stability of s(t) in system (3).
Definition 2. System (3) is said to be exponentially stable at
s(t) in mean square sense, if there exists constants δ > 0 and
M > 0, such that
E
[
‖xi(t)− s(t)‖2
]
≤Me−δt (4)
holds for all t > 0 and any i = 1, · · · ,m.
Definition 3. The system (3) is stable almost surely if
P
[
lim
t→+∞
‖xi(t)− s(t)‖ = 0
]
= 1 (5)
holds for all i = 1, · · · ,m.
3. Pinning time-varying networks
In this section, we suppose σt is with a finite state space S =
{1, · · · , N}.
Theorem 1. Suppose f(xi, t) ∈ QUAD(G,αΓ, β) and there
exist diagonal positive definite matrices Pi, i = 1, · · · , N such
that
{Pi[αIm + κL(i)− κǫC(i)]⊗GΓ}
s
+
m∑
j=1
qijPj ⊗G ≤ 0, for all i ∈ S, (6)
then the system (3) is exponentially stable at the homogeneous
trajectory in mean square sense.
Proof. Let x = [x1⊤, · · · , xm⊤]⊤,sˆ = [s⊤, · · · , s⊤]⊤,
y = x − sˆ, F (x) = [f(x1)⊤, · · · , f(xm)⊤]⊤, C(σt) =
diag{c1(σt), · · · , cm(σt)} and P˜σt = Pσt ⊗G, then we define
V (y, t, σt) =
1
2
y⊤P˜σty. The joint process {(y(t), σt) : t > 0}
is a strong Markov process and the infinitesimal generator of
the process is:
L = Q+ diag{y⊤P⊤(1)
∂
∂y
, · · · , y⊤P⊤(m)
∂
∂y
}
Then, we have
LV (y, t, i) =
N∑
j=1
qijV (y, t, j) + (
∂V (y, t, i)
∂y
)⊤y˙, (7)
Let 0 < δ ≤ 2βmini,j(Pj)iimaxi{λM (Pi)} . From the Dynkin Formula [20],
we have
EeδtV (y, t, σt)
=V (y0, 0, σ0) + δE
∫ t
0
eδτV (y, τ, στ )dτ
+ E
∫ t
0
eδτLV (y, τ, στ )dτ
≤V (y0, 0, σ0) + δE
∫ t
0
eδτV (y, τ, στ )dτ
−min
i,j
(Pj)iiE
∫ t
0
eδτβy⊤ydτ
+ E
∫ t
0
eδτy⊤{Pστ [αIm + κL(στ )− κǫC(στ )]
⊗GΓ +
m∑
j=1
qστ jPj ⊗G}
sydτ
≤V (y0, 0, σ0) + δE
∫ t
0
eδτV (y, τ, στ )dτ
−min
i,j
(Pj)iiE
∫ t
0
eδτβy⊤ydτ
≤V (y0, 0, σ0) + E
∫ t
0
eδτ [−min
i,j
(Pj)iiβ
+
1
2
δmax
i
{λM (P˜i)}]y
⊤ydτ
≤V (y0, 0, σ0)
The first inequality is because of (7), f(x, t) ∈
QUAD(G,αΓ, β) and the second inequality is due to the
assumption (6). Since for each j ∈ S, we have
min
i
λm(P˜i)y
⊤y ≤ y⊤P˜jy ≤ max
i
λM (P˜i)y
⊤y
Thus,
Eeδt‖xj(t)− s(t)‖2
≤
1
mini λm(P˜i)
EeδtV (x, t, σt)
≤
1
mini λm(P˜i)
V (x0, 0, σ0)
So,
E‖xj(t)− s(t)‖2 ≤ V (y0, 0, σ0)e
−δt.
The proof is completed. 
As an application, we give the following theorem. Denote
qi = −qii.
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Theorem 2. Suppose Γ = Im, f(xi, t) ∈ QUAD(G,αΓ, β)
and every L(i) is strongly connected, then there exists diagonal
positive definite matrices Pi, coupling strength κ and scale ǫ >
0, such that {Pi[αIm+κL(i)−κǫC(i)]}s are negative definite.
If
qi ≤ −
λM{Pi[αIm + κL(i)− κǫC(i)]}
s
maxj λM (Pj)
(8)
then the system (3) is exponentially stable at the homogeneous
trajectory in mean square sense.
Proof. Let [pi1, · · · , pim]⊤ be the left eigenvector of matrixL(i)
corresponding to eigenvalue 0. [34] has proved that if L(i) is
strongly connected, all pij > 0, i = 1, · · · , N, j = 1, · · · ,m.
Denote Pi = diag{pi1, · · · , pim}. In [5], the authors proved
that {Pi[κL(i) − κǫC(i)]}s, i = 1, · · · , N are negative def-
inite. Therefore, we can find suitable κ > 0, ǫ > 0 such
that {Pi[αIm + κL(i) − κǫC(i)]}s, i = 1, · · · , N are nega-
tive definite. In addition, from the assumptions of σt, we know
qii = −qi < 0 and
∑
j 6=i qij = qi
∑
j 6=i pij = qi. Hence, if qi
satisfies condition (8), we have
{Pi[αIm + κL(i)− κǫC(i)]}
s +
N∑
j=1
qijPj
≤ λM{Pi[αIm + κL(i)− κǫC(i)]}
s + qimax
j
λM (Pj)
≤ 0, i = 1, · · · , N.
The rest is to apply theorem 1. The proof is completed.
Remark 1. This theorem indicates that if each subsystem in the
switching system can be stabilized by the fixed pinning node
set and the Markovian switching is sufficiently slow, then the
system is stable.
Remark 2. In fact, if {Pi[αIm + κL(i)− κǫC(i)]}s < 0 does
not hold for some index i, with properly picked Pj , j 6= i, for
example, Pi > Pj , sufficiently large −qii, i.e, a small sojourn
time at i, properly picked qji the condition (6) is possible to hold
for i. Hence, Theorem 1 is more general than Theorem 2 and the
switching system among stable and unstable subsystems may
be stable if both the sojourn time in these unstable subsystems
and transition probabilities from stable subsystems to them are
sufficiently small.
4. Pinning fast switching networks
In this section, we will demonstrate that if the Markov chain
σt has invariant distribution, its corresponding generator Q and
invariant distribution π play key roles in the stability analysis.
The diagonal elements of generator reflect the switching speed.
The invariant distribution is used to construct a network called
average network. For the Markov chain σt with a unique invari-
ant distribution π = [π1, · · · , πN ], denote L¯ =
∑N
i=1 πiL(i)
the average matrix of L(σt) and C¯ =
∑N
i=1 πiC(i) the average
matrix of C(σt). For the fast switching case, we get the pinning
controllable criteria of (3) from the average system.
Before giving the results, we restate the well-known Borel-
Cantelli lemma in the form presented in [32].
Lemma 1. For a stochastic process Xk ∈ Rn with k ∈ Z and
a nonnegative function g : Rn → R, if
∞∑
k=0
E[g(Xk)] <∞,
then g(Xk) converges to zero almost surely.
Theorem 3. Suppose f(xi, t) is a Lipschitz function with Lip-
schitz constant Lf , f(xi, t) ∈ QUAD(G,αΓ, β) and there ex-
ist a diagonal positive definite matrix P , constants κ > 0 and
ǫ > 0 such that {P (αIm + κL¯ − κǫC¯)}s is negative semidefi-
nite. If mini qi > 1r∆ for some r ∈ N and here ∆ > 0 satisfies
−
(K1 −K3)λm(P˜ )
ρλM (P˜ )
(1− e−ρ∆)
+
K4λM (P˜ )∆
ρλm(P˜ )
(eρ∆ − 1) < 0 (9)
where
P˜ = P ⊗G, K1 = βmin
i
(pii),
K2 = max
i,j
|λj({P (αIm + κL(i)− κǫC(i))⊗GΓ}
s)|,
K3 = λM ({P (αIm + κL¯− κǫC¯)⊗GΓ}
s),
K4 = mn[max
i
‖A(i)‖∞(1 + Lf
2)
+ max
i,j
‖A(i)s(κL(j)− κǫC(j)⊗ Γ)‖∞],
ρ =
2K2
λm(P˜ )
+
2K1
λM (P˜ )
> 0,
A(σt) = {P [κL(σt)− κL¯− κǫC(σt) + κǫC¯]⊗GΓ}
s
then the system (3) is stabilized almost surely.
Proof. Let x = [x1⊤, · · · , xm⊤]⊤, F (x) =
[f(x1)⊤, · · · , f(xm)⊤]⊤, y = x − sˆ and define V (t) =
1
2y
⊤P˜ y. Then the derivation of V along system (3) satisfies:
|V˙ (t)| ≤ |y⊤P˜ [F (x)− F (s)− α(Im ⊗ Γ)y]|
+ |y⊤{P˜ [αIm + κL(στ )− κǫC(στ )]⊗ Γ}
sy|
≤ 2
[
K2
λm(P˜ )
+
K1
λM (P˜ )
]
V (t)
Denote ρ = 2K2
λm(P˜ )
+ 2K1
λM (P˜ )
. Thus, for any τ > t,
V (t)e−ρ(τ−t) ≤ V (τ) ≤ V (t)eρ(τ−t) (10)
Denote
Φ(t, t+∆) =
∫ t+∆
t
[y(τ)⊤A(στ )y(τ)dτ − y(t)
⊤A(στ )y(t)]dτ
4
Hence,
Φ(t, t+∆)
=
∫ t+∆
t
∫ τ
t
d
dθ
[y(θ)⊤A(στ )y(θ)]dθdτ
= 2
∫ t+∆
t
∫ τ
t
y(θ)⊤A(στ )[F (x) − F (s)]dθdτ
+ 2
∫ t+∆
t
∫ τ
t
y(θ)⊤{A(στ )[kL(σθ)− kǫC(σθ)]⊗ Γ}
sy(θ)dθdτ
It is known that for any matrix B = [bij ]m×n and any vectors
x ∈ Rm, y ∈ Rn,
x⊤By ≤
max(m,n)
2
max
i,j
|bij |(x
⊤x+ y⊤y)
holds. Therefore,
y(θ)⊤A(στ )[F (x) − F (s)]
≤
mn
2
max
i
‖A(i)‖∞[y(θ)
⊤y(θ) + (F (x) − F (s))⊤(F (x) − F (s))]
≤
mn
2
max
i
‖A(i)‖∞[1 + Lf
2]y(θ)⊤y(θ)
and
y(θ)⊤{A(στ )[kL(σθ)− kǫC(σθ)]⊗ Γ}
sy(θ)
≤
mn
2
max
i,j
‖A(i)s(κL(j)− κǫC(j)⊗ Γ)‖∞y(θ)
⊤y(θ).
Then, we have
Φ(t, t+∆) ≤
2K4
λm(P˜ )
∫ t+∆
t
∫ τ
t
V (θ)dθdτ
≤
2K4
λm(P˜ )
∆
∫ t+∆
t
V (θ)dθ.
Based on the above inequalities, we have
V (t+∆)− V (t) =
∫ t+∆
t
V˙ (τ)dτ
=
∫ t+∆
t
y⊤P˜ [F (x)− F (s)− α(Im ⊗ Γ)y]dτ
+
∫ t+∆
t
y⊤{P˜ [αIm + κL(στ )− κǫC(στ )]⊗ Γ}
sydτ
≤ −
2K1
λM (P˜ )
∫ t+∆
t
V (τ)dτ +Φ(t, t+∆)
+
∫ t+∆
t
y(τ)⊤{P [αIm + κL¯− κǫC¯]⊗GΓ}
sy(τ)dτ
+
∫ t+∆
t
y(t)⊤A(στ )y(t)dτ
≤ −
2K1 − 2K3
λM (P˜ )
∫ t+∆
t
V (τ)dτ +
2K4
λm(P˜ )
∆
∫ t+∆
t
V (θ)dθ
+
∫ t+∆
t
y(t)⊤A(στ )y(t)dτ
Note that the conditional expectation
E[
∫ t+∆
t
(L(στ )− L¯)dτ |y(t)]
=
k0+nk∑
k=k0+1
N∑
j=1
L(j)πj(k)E(∆
k
j )− L¯∆
= nk
N∑
j=1
L(j)πj
1
qj
− L¯∆+R1(t) = R1(t)
where k0 is the switching times before time t, nk = ∆∑N
j=1
pij
1
qj
is the expected switching times between interval [t, t+∆], ∆kj
is the sojourn time in state L(j) and R1(t) is defined by:
R1(t) =
k0+nk∑
k=k0+1
N∑
j=1
L(j)(πj(k)− πj)
1
qj
Then,
‖R1(t)‖∞ ≤
k0+nk∑
k=k0+1
N∑
j=1
‖L(j)‖∞|πj(k)− πj |
1
qj
≤ max
i
‖L(i)‖∞Mζ
k0
N∑
j=1
nk
qj
≤M1∆ζ
k0
where for any k ∈ N+ and j = 1, · · · , N , M1 =
M maxi ‖L(i)‖∞
∑N
j=1
1/qj∑
N
j=1
pij/qj
. Similarly, we can obtain
E[
∫ t+∆
t
(C(στ ) − C¯)dτ |y(t)] = R2(t) with ‖R2(t)‖∞ ≤
M2∆ζ
k0 with some M2 > 0. Hence,
E[V (t+∆)|y(t)] − V (t) (11)
≤ [−
2(K1 −K3)
ρλM (P˜ )
(1− e−ρ∆) +
2K4∆
ρλm(P˜ )
(eρ∆ − 1)]V (t)
+ y(t)⊤{P (κR1(t) + κǫR2(t))⊗GΓ}
sy(t)
the inequality is derived from (10). For any given ∆ and K5 >
0, we can find integer k¯(∆) such that
mnκ‖P‖∞‖GΓ‖∞ζ
k¯(∆)(M1 + ǫM2) < K5 (12)
A reasonable requirement is that the average sojourn time∑N
j=1 πj/qj should be finite. We suppose there is an integer
r > 0 such that
N∑
j=1
πj
qj
≤ max
j
1
qj
< r∆,
which means qi needs to satisfy:
min
i
qi >
1
r∆
.
Therefore, there must exist a finite time tk¯(∆) such that σt has
switched k¯(∆) times before tk¯(∆). Hence, for any t > tk¯(∆),
y(t)⊤{P (κR1(t) + κǫR2(t))⊗GΓ}
sy(t)
≤ mnκ‖P‖∞‖GΓ‖∞(M1 + ǫM2)∆ζ
k¯(∆)y(t)⊤y(t)
< K5∆y(t)
⊤y(t)
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holds. Notice that ∆ satisfies condition (9), hence, when K5 is
sufficiently small, we can find a positive constant γ such that
−
(K1 −K3)λm(P˜ )
ρλM (P˜ )
(1 − e−ρ∆)
+
K4∆λM (P˜ )
ρλm(P˜ )
(eρ∆ − 1) +K5∆ ≤ −γ. (13)
Take expectations of (11), we obtain for any t > tk¯(∆),
E[V (t+∆)]− E[V (t)]
≤ −
(K1 −K3)λm(P˜ )
ρλM (P˜ )
(1− e−ρ∆)E[y(t)⊤y(t)]
+
K4λM (P˜ )∆
ρλm(P˜ )
(eρ∆ − 1)E[y(t)⊤y(t)]
+K5∆E[y(t)
⊤y(t)]
≤ −γE[y(t)⊤y(t)] (14)
Iterating (14), we obtain for any integer p,
E[V (t+ p∆)]− E[V (t)]
≤ −γ
p∑
i=1
E[y(t+ i∆)⊤y(t+ i∆)]. (15)
Thus, (15) means ∑pi=1 E[y(t + i∆)⊤y(t + i∆)] is bounded
for any t > tk¯(∆) and any integer p. Apply lemma 1 to g(y) =
y⊤y, we obtain that y(t) converges to zero almost surely. 
Remark 3. We have mentioned if the average coupling ma-
trix L¯ is strongly connected, then there exist postive constants
α, κ, ǫ and a positive diagonal matrix P such that {P (αIm +
κL¯ − κǫC¯)}s is negative semidefinite. Condition (9) can be
guaranteed if qi is sufficiently large. Hence, this theorem indi-
cates that if the system with the average coupling matrix and
average pinning gains can be stabilized and the switching is
sufficiently fast, the time-varying system is stabilized.
As an application, we consider spatial pinning control of net-
work with mobile agents. Inspired by [25], we consider m
agents moving in the planar space Λ ⊆ R2 according to the ran-
dom waypoint model [33]. Denote yi(t) = (yi1(t), yi2(t)) ∈ Λ
as the position of agent i at time t. The motion of each agent
is stochastically independent of the other ones but follows a
identical distribution. The agent moves towards a randomly se-
lected target with a randomly velocity. After approaching the
target, the agent waits for a random time length and then con-
tinues the process. According to the positions of agents in the
given area Λ, a undirected graph can be structured. Two agents
are considered to be linked at time t if the distance between
them is less than a given interaction radius r > 0. Therefore,
the coupling matrix is assigned by the spatial distribution of the
agents at each time. In detail, if ‖yi(t) − yj(t)‖ ≤ r, agents
i and j are coupled with adjacent coefficient 1, otherwise, they
are uncoupled. Hence, the coupling matrix is a finite dimen-
sional symmetric matrix with elements equal to 0 or 1. De-
note S = {L(1), · · · , L(N1)} all possible topologies of the m
agents and L(σt) the coupling matrix of the network at time
t, here σt : R+ → {1, · · · , N1}. We can consider L(σt) as
a homogeneous continuous-time Markov chain with finite state
space S.
The pinning control region Λc is a fixed region in Λ such
that once agent i enters the control region, i.e., yi(t) ∈ Λc,
then a control input is applied to agent i, that is, agent i is
pinned. For a pinned subset E of {1, · · · ,m}, we define a
pinning control matrix C in such a way: if i ∈ E, then
Cii = 1, otherwise Cii = 0 and Cij = 0 for i 6= j. De-
note C = {C(1), · · · , C(N2)} all possible pinning control
matrices and C(ηt) the pinning control matrix at time t, here
ηt : R
+ → {1, · · · , N2}. Similarly, C(ηt) is also a homo-
geneous continuous Markov chain with a finite state space C.
This effect is due to the motion of agents follow independent
Markov processes and the relation between the coupling matrix
and the position of agents.
For the random waypoint, there are two states: one is the
moving state in which the agent is moving towards a pre-
selected target and the other is the waiting state in which
the agent is waiting for the next movement. Thus, letting
V be the set of agents, we can consider the location and
state of the agents in the area as a stochastic process χt =
[(αti, β
t
i ), v
t
i , w
t
i , ξ
t
i , (η
t
i , ϑ
t
i)]i∈V , where (αti, βti) denote the co-
ordinates of agent i at time t; vti is the velocity of this movement
and is zero if the agent i is waiting; wti is the current waiting
time period if agent i is waiting and zero if it is moving; ξti is
the time cost of the current wait if agent i is waiting, and -1 if
it is moving; and (ηti , ϑti) are the coordinates of the target of
the movement of agent i and equal to a fixed position which is
out of the region if it is waiting. Thus, χt is a homogeneous
Markov chain. Hence {σt, ηt} is a higher dimensional homo-
geneous Markov chain. For convenience, we suppose σt = ηt
in the following.
The node distribution of the RWP model was studied by
Bettstetter et.al. (2003). Their result implies that the node dis-
tribution of RWP is ergodic and its stationary pdf is always pos-
itive everywhere in the permitted region. Each pair of agents
has a positive probability to be linked.
Note that the motion of each agent is independent with each
other and follows a same distribution, which implies that the ex-
pected coupling matrix L¯ is complete and all of its non-diagonal
elements are equal and the diagonal elements of the expected
pinning matrix C¯ are all positive and equal.
On the other hand, it is easy to see that the switching of
Markovian processes L(σt) will be fast if the mobile agents
move sufficiently fast and the waiting time period is sufficiently
short. Denote d the maximum distance of each pair of plots in
area Λ and p¯ the probability that the distance between the tar-
gets of any two agent is more than r > 0. Denote v = mini vti
the minimum moving velocity and t¯w = maxi wti the maxi-
mum waiting time. Apparently, the moving time of an agent is
less than t¯m = dv . Follow the mark mentioned above, (α
t
i, β
t
i )
and (θti , ϑti) denote the coordinates of i and its target respec-
tively. Suppose agent i costs more time to achieve its target
than agent j. If the minimum waiting time is larger than t¯m
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Figure 1: Chaotic trajectory of system (16).
and the distance between the targets of agents i, j is larger than
r, then after time ‖(α
t
i,β
t
i )−(θ
t
i ,ϑ
t
i)‖
vt
i
< t¯m, the distance between
agent i and j is more than r. For two agents i, j which are cou-
pled currently, denotewij the expected time of agent i escaping
from agent j’s r− disc, i.e. to whose distance is less than r. It
can be estimated:
wij <
∞∑
n=0
p¯(1− p¯)n((n+ 1)t¯m + nt¯w)
<
1
p¯
t¯m +
(1− p¯)t¯w
p¯
=
d
p¯v
+
(1− p¯)t¯w
p¯
.
Similarly, we can estimate the average escape time ei of
agent i to get out of the pinning region: ei < d˜p˜v +
(1−p˜)t¯w
p˜ ,
where p˜ is the probability that the coordinate of the target
of agent i is out of the pinning region and d˜ is the max-
imum distance of Λc Denote 1/qi the expected sojourning
time period of L(σt) = L(i). Apparently, they satisfy:
maxi
1
qi
< max(maxi,j wij ,maxi ei). Hence, the assumption
of max(maxi,j wij ,maxi ei) < r∆ can derive mini qi > 1r∆ .
Denote L¯ = l(1 · 1⊤) − mlIm, here l is the probabil-
ity that two agents are coupled. Denote C¯ = cIm, here c
is the probability that an agent enters into pinning region Λc.
Hence, the eigenvalues of {αIm+κL¯−κǫC¯}s are α−κǫc and
α − κml − κǫc. Then, for any α, we can find κ, ǫ > 0 such
that α − κǫ < 0, which implies that {αIm + κL¯ + κǫC¯}s is
negative semi-definite. Apply theorem 3 to the above network,
the following corollary is obtained.
Corollary 1. Pick κ, ǫ > 0 such that α − κǫc < 0, here c is
the probability that an agent enters into pinning region Λc. If
d
p¯v +
(1−p¯)t¯w
p¯ < r∆ and
d˜
p˜v +
(1−p˜)t¯w
p˜ < r∆ hold and here
r ∈ N,∆ > 0 satisfies condition (9), the mobile agent system
(3) is stabilized almost surely.
5. Numerical simulations
In this section, we give some numerical examples to illustrate
the theoretical results. In these examples, we consider three-
dimensional neural network as the uncoupled node dynamics
[27]:
dx
dt
= −Dx+ Tg(x) (16)
with x = (x1, x2, x3)⊤ ∈ R3,
T =

 1.2500 −3.200 −3.200−3.200 1.100 −4.400
−3.200 4.400 1.000


D = I3 and g(x) = (g(x1), g(x2), g(x3))⊤ where g(s) =
(|s+1|−|s−1|)/2. This system has a double-scrolling chaotic
attractor shown in Fig.1 with initial condition x1(0) = x2(0) =
x3(0) = 0.1000. In the following, we suppose system (16) is
the uncoupled dynamical system of each agents and the inner
coupling matrix Γ = In. We can find that any α > 0.5 can
satisfy the decreasing condition with G = In. We use the fol-
lowing quantity to measure the variance for vertices and target
trajectory:
ς(t) = max
i
‖xi(t)− s(t)‖1
here for a vector z = [z1, · · · , zn]⊤ ∈ Rn, denote
‖z‖1=ˆmaxi |zi|.
5.1. Slow switching among stable sub-systems
This simulation is for the pinning controlled network (3) un-
der assumption in theorem 2 with m = 5. The transition matrix
T of the Markov chain σt is
T =


0 0.65 0 0.35 0
0 0 0.7 0 0.3
0 0.1 0 0.9 0
0.4 0.6 0 0 0
0 0.3 0 0.7 0

 .
Pick the coupling matrices
L(1) =


−3 0 1 1 1
0 −2 0 1 1
1 1 −3 0 1
0 0 0 −1 1
1 1 0 0 −2


L(2) =


−2 0 0 1 1
1 −2 0 0 1
0 1 −2 0 1
0 1 0 −2 1
0 0 0 1 −1


L(3) =


−3 0 1 1 1
1 −1 0 0 0
1 0 −2 0 1
0 0 0 −1 1
1 1 1 1 −4


L(4) =


−2 1 0 0 1
1 −2 0 0 1
0 1 −3 1 1
0 1 1 −2 0
1 0 0 1 −2


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Figure 2: The dynamical behavior of ς(t).
L(5) =


−2 1 1 0 0
0 −3 1 1 1
1 1 −4 1 1
0 1 1 −3 1
0 1 1 1 −3


and the pinning control matrices
C(1) = diag{1, 1, 0, 0, 1}
C(2) = diag{1, 1, 1, 1, 1}
C(3) = diag{0, 0, 0, 1, 1}
C(4) = diag{0, 1, 0, 1, 0}
C(5) = diag{1, 1, 1, 0, 0}
Pick Pi = Im, α = 1, β = 0.5, k = 10 and ǫ = 1, then
{αIm + kL(i) − kǫC(i)}
s are negative definite and {αIm +
kL(i) − kǫC(i)}s ≤ −0.75Im. In case maxi qi < 0.75, the
condition in Theorem 1 is satisfied. Choose qi randomly in
(0, 0.75). The initial value x(0) and s(0) are also chosen ran-
domly. The ordinary different equations (3) are solved by the
Runge-Kutta fourth-order formula with a step length of 0.01.
Fig.2 indicates that the pinning control of (3) is stable.
5.2. Locally pinning a system of mobile agents
In this simulation, we take the random waypoint mobility
model [28] with 10 agents. Suppose random waypoint area is
square Λ = {(y1, y2) ∈ R2 : 0 ≤ y1 ≤ 100, 0 ≤ y2 ≤ 100},
and the agents are randomly located in Λ, the control region
Λc = {(y1, y2) ∈ R
2 : 0 ≤ y1 ≤ 50, 0 ≤ y2 ≤ 50}. The ini-
tial location of each agent is randomly chosen in Λ. If an agent
achieves its target, it will stay in this location during a randomly
chosen time interval a. If the distance between locations of two
agents is less than 10, then these two agents are coupled. If the
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Figure 3: The dynamical behavior of ς(t).
location of an agent is in Λc at time t, then this agent is pinned
at time t. Here, we pick α − β = 0.5, P = Im. In this sim-
ulation, we can calculate the expected matrices L¯ = [l¯ij ] with
l¯ij =
pi102
1002 ≈ 0.0314 for i 6= j, C¯ = 0.25Im. Pick κǫ > 0.5
can guarantee α − 0.25κǫ ≤ 0. It can be calculated that
K1 = β,K2 ≤ α,K3 = α − 0.25κǫ. The Lipschitz constant
of function−Dx+Tg(x) is Lf = 4.68. Pick κ = 0.5, ǫ = 12,
we can estimate that K1 − K3 = 1,K4 = 2500, ρ = 33. If
we take ∆ = 0.0004, the condition (9) is guaranteed. Pick
r = 750. Hence, the minimum moving velocity v and maxi-
mum waiting time t¯w should satisfy dp¯v +
(1−p¯)t¯w
p¯ < r∆ and
d˜
p˜v +
(1−p˜)t¯w
p˜ < r∆, here the probabilities can be estimated:
p¯ > 1−
pir2
0
1002 > 0.99 and p˜ =
3
4 . Then, we obtain that v > 500
and t¯w < 0.33. On the other hand, the maximum moving time
is t¯m = dv < 0.29 and we assume the waiting time larger than
0.29. The ordinary different equations (3) are solved by the
Runge-Kutta fourth-order formula with a step length of 0.0001.
Fig.3 indicates that the pinning control of (3) is stable.
6. Conclusion
In this paper, we investigate the pinning control problem
of coupled dynamical systems with Markovian switching cou-
plings and Markovian switching controller-set. We derive ana-
lytical conditions for the stability at the homogeneous trajectory
of the uncoupled system. First, if each subsystem in the switch-
ing system with fixed pinning nodes can be stabilized and the
Markovian switching is sufficiently slow, the system van be sta-
bilized. Second, the switching system can be stabilized if the
system with average coupling matrix and pinning gains can be
stabilized and the Markovian switching is sufficiently fast. As
an application, we also study the spatial pinning control prob-
lem of network with mobile agents. The effectiveness of the
8
proposed theoretical results are demonstrated by two numerical
examples.
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