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In the Industry 4.0 era, manufacturers compete to 
produce better products that are expected to satisfy a larger 
number of customers. We propose a recommendation system 
for upgrading products considering user preferences. This 
approach is based on the dominating regions of dominant 
competitors. The dominating region represents the 
estimation of the number of potential customers. However, 
examining overlapped dominating regions for a high 
dimensional space is NP-hard. We propose a novel method 
named TDRDFS which constructs a Dominant Graph of 
Intersection skyline points (DGI) for modeling the 
dominating regions. Our experiments show that TDRDFS 
significantly reduces computation. Based on our approach, 
product vendors are able to determine the strategy of 
upgrading products easily.  
1. Introduction  
In a case, a factory needs to upgrade their product to 
increase its profit because the other factories produce better 
products. Then, the company may consider maximizing 
profit within the least budget. In industry 4.0, manufacturers 
tend to create new innovations to generate new customer 
preferences then the products become new trends in the 
market. Innovation can be made by polishing a feature that 
the other manufacturers do not take into consideration. For 
example, looking back to the year 2000, one mobile phone 
manufacturer produced a mobile phone with a music quality 
sound1,2. At this time, the other mobile phone companies do 
                                                 
1 https://en.wikipedia.org/wiki/Samsung_SPH-M100 
2 https://en.wikipedia.org/wiki/List_of_best-selling_mobile_phones 
not take attention to the sound feature and they only provide 
standard sound for ringing and calling. Then, the mobile 
phone with music quality sound attracts customers and it 
became a new trend. 
The products that are well accepted on the market can 
be said as dominating products. A product dominates the 
other because it is equal or better in all its attributes and it 
has at least one better attribute than the other. The concept 
of skyline operator for computing dominating data points has 
been proposed by Börzsönyi et al. [1], which was later 
extended to many variants [2], [3], [4], and [5]. A data set of 
smartphone products with two attributes (price and weight) 
is depicted in Fig. 1. The values of the two attributes have 
been normalized first. The skyline data points in Fig. 1 are 
p1, p2, and p3 that are not dominated by others. 
The work of upgrading products recommendation 
system attracts many researchers such as [6], [7], [8], [9], 
[10], and [11]. In general, those works assume that the 
customer preferences are fixed and the upgrading or 
choosing the profitable products are based on fixed customer 
preferences. However, in the real world, customer 
preferences are influenced by a new product that can open a 
new region in the competition. In this study, we propose a 
new approach based on the concept of dominating regions. 
The properties of dominating regions are investigated to 
provide a decision support system for upgrading products. It 
helps a company to discover a region that is the most 
profitable to upgrade a product. This region could be a new 
region for a competition that does not have dominated 
competitors or a region that has the least dominated 
competitors existed. The dominating region can be used to 





represent the number of potential customers whose 
preferences are satisfied with the product represented by the 
associated data point. It is important to determine the 
dominating regions of a set of dominant competitor products 
to decide on upgrading products. Besides that, the least cost 
of upgrading is more preferable. 
 
Fig. 2 shows the dominating regions of the four skyline 
points as the representation of dominant competitor products 
p1, p2, p3, and p4. In detail, the dominating region of p1 is 
denoted by A1∪A2∪A3∪A4. We divide the dominating region 
of p1 because those have different dominated points, for 
example, A2 is the dominating region of both p1 and p2. It is 
called a shared dominating region. The probability of the 
customers purchasing a certain product associated with this 
dominating region can be computed. The computation of the 
shared dominating regions is NP-hard for high dimensional 
data [12]. 
 
The computation of determining the dominating regions 
is very expensive. We show this expensive complexity by 
proof and experiments in this study by a naïve approach. 
Next, we propose an efficient method called Top-Down 
Recursive Depth First Search or TDRDFS. It can reduce the 
computation complexity that is shown in our experiments. 
Based on the TDRDFS approach, we can provide a 
recommendation system of upgrading a product. Our 
contributions in this research are summarized as follows: 
 We introduce a novel upgrading product 
recommendation system that is based on dominating 
regions of a set of dominant products. It will help a 
company to make a better product in the current 
competition tendency that each company tries to find a 
new field for attracting the customers. 
 We utilize a new type of domination graph to represent 
dominating regions. And, we proposed a novel method 
to construct the Domination Graph that is much more 
efficient than the naïve approach. 
 Extensive experiments are provided to show the 
performance of our approaches. 
The remaining parts of this article are organized as 
follows. Previous studies of the recommendation system of 
upgrading products are presented in Section 2. Our proposed 
methods are examined and explained in Section 3. Section 4 
shows our experiments to evaluate the performance of the 
proposed method. The future works of this study and the 
conclusion are given in Section 5 and 6. 
2. Related works 
Skyline queries, which find a set of data points not 
dominated by others, are useful in many applications on 
multiple criteria decision-making. The skyline operator was 
first proposed in [1]; it then triggers lots of studies. Many 
methods were developed for reducing the computation cost 
of finding the skyline points, for example, the Bitmap 
method [13], the Branch and Bound (BBS) method [14], the 
Nearest Neighbor (NN) method [15], and the Sort First 
Skyline (SFS) method [16]. Furthermore, the skyline query 
is also extended into its variants such as dynamic skyline [2], 
[14], [17], [18], reverse skyline [3], [4], [19], and continuous 
skyline [17], [20], [5]. 
A product is demanding if it satisfies more customer 
preferences than the others. In other words, the better 
products dominate the larger number of user preferences. 
Many studies have been done on this purpose that focuses on 
finding potential customers and demanding products. This 
concept is introduced firstly by k-dominating queries  [17]. 
It selects k skyline points that have the most number of 
dominating other points. Lin et al. [21], in 2007 show that 
selecting k-dominating skyline is NP-hard in three 
dimensions or more and they proposed a heuristic algorithm 
to solve it by probabilistic counting technique. Yin and 
Mamoulis published two articles in 2007 and 2009 to select 
k-points that has the largest number of dominating points 
[22], [23]. Those works are based on aggregate R-tree or aR-
tree data structure. Studies in [17], [21], [22], and [23] find 
skyline points that dominate k largest dominating points. It 
is different from ours that our approach determines the 
expected number of points that could be dominated by the 
set of skyline points. In their approach, the points that are 
dominated are given. In contrast, our approach returns the 
dominating potential of all skyline points. 
Customer preference can also be dominated by 
competitors. The dominance relationship analysis (DRA) 
Figure 1. Skyline points 















































was introduced in [9] that utilize the skyline concept in [1], 
[17]. A product will be better if it dominates more customer 
preferences than the number of dominating customer 
preferences. In this approach, a data cube called DADA is 
constructed by performing lattice [24] to represent the 
dominant relationship between objects.  
Zou et al., [10] proposed the Pareto-based Dominant 
Graph (DG) that is the extension of DADA. It is to improve 
the efficiency of the top-k query. The basic idea of this study 
is to implement the dominant relationship of data points. 
And next, the authors develop pruning strategies to be 
implemented on the query. The DG is constructed offline 
and it as the input of four traveler proposed algorithms. 
Besides that, it also provides insertion and deletion 
algorithms to maintain DG. This study is close to our 
methods to construct DG and it can be said that the DG in 
our study is a special case of Zou’s DG. The other study that 
utilizes the dominant graph is done by [25] in 2014. It is to 
answer continuous top-k queries and the graph is called by 
Close Dominant Graph (CDG). Therefore, [9] and [10] are 
also different from our approach because it is the further 
study of [17] and uses a given customer preference dataset. 
The study of upgrading products based on the skyline 
was done in 2012 by Lu et al [8]. Skyline points represent 
the competitive products in the market. We can refer to the 
skyline points to upgrade our products. The algorithms in 
this study utilize R-tree data structure and the upgrading cost 
is calculated by the distance function. The objective of this 
study is to upgrade products becoming skyline points [8]. 
However, in our approach, we upgrade products to maximize 
the dominating region in which an upgraded product need 
not be a skyline point. Therefore, our work and [8] are 
incomparable. Our focus in this study is to maximize the 
dominating region of skyline points for upgrading products. 
In 2013, the other study of DRA is [11] that takes 
consideration of budget constraint because every vendor do 
not have an unlimited budget to upgrade their products. The 
budget constraint is represented by a plane that is 
constructed by a constraint function. A product is upgraded 
to the constraint plane and select the based position on that 
plane.  
Our study is based on previous research, Lin et al., [6] 
in 2013 on finding the k most demanding products (called 
the k-MDP problem). It is an NP-hard problem for a dataset 
whose dimensions are three or larger. The proof of the NP-
hardness is based on the topological relations of spatial 
objects [12]. The probability for each customer to purchase 
a given product has to be evaluated. This probability is 
calculated by customer preference data. However, in our 
study, we determine the probabilities based on dominating 
regions of evaluated data points that are very complex in 
high dimensions. Similar to previous works explained 
earlier, [11] and [6] also use given customer preferences to 
determine the upgrading product and it is also different from 
our proposed approach. 
The other problem solved in the previous researches that 
are related to our study is on the finding of prospective 
customers [26] in 2018 and [27] in 2016. Yin et al., [26] 
perform reverse skyline query and similarly, Islam et al., in 
[27] utilize reverse skyline and dynamic skyline to find 
potential customers. Besides that, similar to k-MDP [6] on 
selecting potential products, Zou et al., [28] in 2019 propose 
algorithms to select the product combinations under the price 
promotion. It is based on heuristic algorithms that commonly 
implemented in knapsack problems because selecting 
potential products is also NP-hard.  
3. Proposed methods 
3.1. Preliminaries 
Given a set of n products P = {p1, ..., pn}, assume each 
product pj has m attributes, denoted A = (a1, …, am), and the 
ith attribute of pj denoted pj.ai. if each attribute has a numeric 
value, the dataset can be depicted in a Euclidean space ECS 
as shown in Fig. 1 in which a point represents a product and 
a dimension symbolizes an attribute. Besides, all attribute 
values have been normalized first. If we further assume the 
attribute values are the lower the better, then the concept of 
domination can be defined as follows. 
Definition 1. (Domination) A point pi dominates pj if 
∀ak∈A, pi.ak⩽pj.ak, and ∃ar in A, pi.ar<pj.ar. It is denoted 
pi≺pj and pi⊀pj represents that pi does not dominate pj. 
Definition 2. (Skyline) A skyline point is a point that is 
not dominated by any other points and the set of skyline 
points is denoted as S={pi|∀j, j≠i, pj⊀pi}. 
Definition 3. (Dominating Region) A dominating 
region of a point (product) pi is a subspace R of the Euclidean 
space ECS that any points (customer preferences) located on 
R are dominated by point pi. It represents the expected 
number of customers. The minimum point in this subspace 
is pi and the maximum point is denoted as pmax, where all 
attribute values are maximum in ECS. The dominating 
region of pi is denoted by R(pi) = 〈pi, pmax〉. The cardinality 
of this subspace |R(pi)| can be calculated by Equation 1. 
|R(pi)| = |〈pi, pmax〉| = ∏ (𝑝𝑚𝑎𝑥 . 𝑎𝑗 − 𝑝𝑖 . 𝑎𝑗)
𝑚
𝑗=1      (1) 
where m is the number of attributes. 
For example, in Fig. 2, the expected number of 
customers for product p1 is 0.16 if there is only one product 
p1 in S. 
Definition 4. (Intersect) A set of point Q intersect if for 
any pi and pj ∈ Q, pi ⊀ pj and pj ⊀ pi.  
Definition 5. (Intersection Point) In a skyline data set 
S with d dimensions, an Intersection Point IP with coordinate 
(ip1, ip2, ... ,ipd) of a subset SS ⊆ S represents that ipi = 
max(pn,i : pn ∈ SS) where i is ith dimension of SS. It is denoted 
as IP(SS). 
For example, in Fig. 3.a and 3.b, IP(2,3,4) is an 
intersection point between point p(1,3,4) and p(2,2,4). 
Definition 6. (Shared Dominating Region) Given a 
subset P’⊆P, |P’| = j, j⩾2, SR is a subspace of ECS 
constructed by SR(p1,...,pj) = R(p1)∩R(p2)∩ … ∩R(pj). All 
points located in SR are dominated by each element in P’. 
The cardinality of the dominating region of SR(P’) = 
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SR(p1,...,pj) is denoted by |SR(P’)| and can be calculated by 
Equation 2. The expected number of customers in SR(P’) is 
|R(IP(P’))|, which can be divided by |P’| to get the expected 
number of customers for each product in P’. We assume that 
in a region, the market is shared equally to all products 
dominating this region.  
|SR(P’)|= |R(IP(P’))|  (2) 
Definition 7. (Common Shared Dominating Region) 
A common shared dominating region of P is a shared 
dominating region for all points in P, denoted CSR. That is, 
CSR = SR(P).  
According to Definition 7, all points in P have the same 
value of the expected number of customers in CSR as A4 
shown in Fig. 2.  
Definition 8. (Private Dominating Region) A private 
dominating region for pi is denoted PR(pi), which is a 
subspace of R(pi) in which all data points are only dominated 
by pi. The cardinality of dominating region of PR(pi) denoted 
by |PR(pi)| is |R(pi)| minus the cardinality of the union of all 
SR(P’) that pi is an element of P’ and |P’|⩾2. 
|PR(pi)| = |R(pi)|− | ⋃ 𝑅(𝐼𝑃(𝑃′))|𝑃′⊆𝑃,𝑝𝑖∈𝑃′  (3) 
A customer will buy a product if it satisfies all the 
customer preferences. In other words, this product 
dominates the customer preferences. According to 
Definition 3 (Dominating Region) and assuming the 
customer preferences are distributed uniformly on the 
dominating region of a product, a larger dominating region 
implies a larger number of customers probably will buy this 
product. We call these customers potential customers. 
Because the number of potential customers is proportional to 
the area of the dominating region we call it Total Expected 
Number of Customers (TEC). Furthermore, because the 
dominating regions are calculated from product features all 
features are normalized by their respective maximum values 
to make them comparable. 
The total expected number of customers of a product pi 





′,𝑃′⊆𝑃   (4) 
From Fig. 2 and Equation 4, TEC(p1) = 0.04/1 + 0.02/2 
+ 0.06/3 + 0.04/4 = 0.08. 
If a company wants to upgrade a product to increase the 
total expected number of customers, it needs to consider the 
cost and profit for the upgrading. The upgrading cost is 
assumed to be proportional to the distance of moving a point 
p to p’. In this study, the Manhattan distance function is used. 
In the real world, the cost of upgrading each attribute of a 
product may not be the same. It can be represented as an 
upgrading cost vector uc(a1,…,am), where m is the number 
of attributes. The total cost UC for upgrading a product pi to 
p’i can be formulated as Equation 5. 
𝑈𝐶(𝑝𝑖 , 𝑝𝑖
′, 𝑢𝑐) = ∑ (|𝑝𝑖 . 𝑎𝑗 − 𝑝𝑖
′. 𝑎𝑗| ∗ 𝑢𝑐. 𝑎𝑗)
𝑚
𝑗=1  (5) 
The benefit of upgrading is the difference of TEC before 
and after upgrading, benefit(pi’,pi) = TEC(pi’)-TEC(pi). The 
profit of upgrading a product is benefit subtracted by 
upgrading cost UC as in Equation 6. However, in the real 
application, this cost function is adjustable according to 
company needs. If the company uses linear function, then the 
cost function can be adjusted by the weight of cost and 
benefit to make them compatible. 
profit(pi’,pi) = benefit(pi’,pi)-UC(pi,pi’,uc) (6) 
Problem Description. As shown in [6], [15], and [12], 
computation of upgrading products based on dominating 
relationships of competitors is NP-hard for high dimension 
datasets. Therefore, we develop an algorithm to address this 
problem as follows: Given a set of dominant competitors that 
is a set of skyline points S of a dataset D and a set of products 
for upgrading P. (1) How to calculate all TEC of S for 
upgrading products based on dominating regions. (2) By 
TEC and a given cost function UC, how to upgrade a product 
to maximize the profit 
3.2. Properties of DGI 
Calculating TEC that is explained in Subsection 3.4.1 is 
NP-hard in a dataset that the dimension is more than three. 
We utilize a Dominant Graph of Intersections (DGI) and 
propose a new method to construct it that reduces the 
computation complexity. We adopt this concept from [10] 
which is called by Pareto-based Dominant Graph (DG) and 
DGI is a special case of DG. 
Fig. 3.a shows 3-dimensional skyline data points and 
those dominating regions that intersect each other. On the 
right hand, a dominating graph of skyline points depicted in 
Fig.3.a is presented. The leaf nodes of DGI that are located 
on the bottom are the skyline data points. In other words, it 
is the first layer of DGI. The next layers above are the 
intermediate layer that those are intersection points. In more 
than three dimensions, DGI is complex. For instance, Fig. 
3.a and 3.b show the DGI in 3 dimensions that exist 
overlapping layer. 
Lemma 1:Each skyline point intersects with other 
skyline points in a subset SS ⊆ S where |SS|> 2. 
Proof: By contradiction, if a point p ∈ S does not 
intersect with q, q ≠ p, it means p ≺ q or q ≺ p s.t. p ∉ S or q 
∉ S. because if q ∈ S and p ∈ S, ∃ m,n ∈ d,  pm < qm and qn < 
pn.□  
Based on Lemma 1, a naïve approach given in Fig. 4 to 
construct DGI can be constructed. It starts from determining 
all subsets of a set of skyline points S and finds the 
intersection point of each subset. Next, we insert each point 
to DGI that the insert function puts a point in a correct layer 
and sets the parent-child relations to other points found 
previously following the dominating rule mentioned in 
Definition 1.  
The naïve approach is not computable because it is 
O(2n) where n is the number of skyline points. It is for both 
time and space complexity because we need to construct and 
evaluate all subsets of the dataset in the naïve approach.  
To improve the performance of naïve DGI construction, 
we observe some properties of this graph. Actually, [10] 
provides the insertion and the deletion procedures to 
construct DG that are equal to our methods in the naïve 
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approach. However, the calculation of intersection points is 
novel in this study. The number of intersection points in a 
set of skyline points with three or more dimensions cannot 
be predicted. Therefore, in the naïve approach, we evaluate 
all possible subsets to find intersection points. The total 
number of subset combinations of n skyline points is 2n - 
(n+1).  
 
Definition 9. (Maximum Intersection Point) 
Maximum Intersection Point maxIP is an intersection point 
of SS where SS = S or IP(S). 
Definition 10. (Minimum Intersection Point) 
Minimum Intersection Point minIP is an intersection point 
of SS where |SS| = 2. 
The number of the minimum intersection point is 
uncertain because there is probably existed overlapped level 
in 3 or more dimensions of DGI shown in Fig. 3.b. The 
maximum number of minimum intersection points is n-1 
with n is the number of skyline points. 
Definition 11. (Extreme Skyline Points) A set of 
extreme skyline points ESi, ESi ⊆ SSi, for a point pn ∈ ESi, 
pn, ∃ a dimension k, s.t. pn,k is the maximum value in the kth 
dimension in SSi. For a point p(a1,a2,...,ad) if ai is maximum 
in ith dimension then p is an extreme point. p ∈ ES where ES 
is a set of extreme points and ES ⊆ SS. 
Definition 12. (Shared Dimension Set) A set of shared 
dimensions of an ESi, named SDESi, SDESi ⊆ ESi, ∃ p,q ∈ 
SDESi, if ∃ a dimension k s.t. p[k] = q[k].  
Lemma 2: Let SS ⊆ S and SS-pi = SS’, pi ∈ SS, then 
IP(SS) cannot dominate IP(SS’). IP(SS’) has only 2 
conditions: IP(SS’) ≺ IP(SS) or IP(SS’) = IP(SS). 
Proof: It has only 3 cases: (1) If pi ∉ ES ⊆ SS then 
IP(SS’)=IP(SS), because of ∃ pq ∈ ES, pq ≠ pi, and ∃ kth 
dimension of pq s.t. pqk > pik. (2) If pi ∈ SDES ⊆ ES ⊆ SS 
then IP(SS’)=IP(SS), because of ∃ pq ∈ SDES, pq ≠ pi, and ∃ 
kth dimension of pq s.t. pq,k = pi,k.(3) If pi ∈ ES ⊆ SS and pi ∉ 
SDES then IP(SS’) ≺ IP(SS), because ∄ pq ∈ SS, pq ≠ pi, and 
∃ kth dimension of pq s.t. pq,k < pi,k. And. pi,k is the maximum 
values in SS in kth dimension and SS’ = SS-pi then IP(SS’) ≺ 
IP(SS). □ 
Based on Lemma 2, the intersection point of SS cannot 
dominate the intersection point that is formed from SS’ and 
SS’ ⊆ SS. 
 
3.3. Top-Down Recursive Depth First Search 
Algorithm (TDRDFS) 
Our approach determines the intersection points layer 
by layer from the top of DGI to the bottom. As in Fig. 3b, 
the top layer only contains one intersection point that is 
called by the root or the maximum intersection point. The 
bottom layer contains all skyline data points. In each layer, 
the intersection points located in the same layer do not 
dominate each other. Furthermore, an intersection point in a 
level indicates the closeness of its children. 
In general, the proposed approach to Construct DGI 
efficiently in this study can be presented as follows: 
1. Start from a subset SS that contains all skyline points. 
Find intersection point IP in the top layer of the DGI and 
determine the extreme points in this subset. It is an O(n) 
process that n is the number of skyline points in SS. 
2. Constructs m number of subsets SS’i based on the 
extreme points where m is the number of extreme skyline 
points and i is 1 to m. 
3. For each subset SS’i,  
a. If the element of the subset is 2 skyline points, return 
the intersection point of these 2 skyline points. 
b. Else push s’ to stack, SS = SS’i, and go to step 1. 
The structure of a node in DGI represents a skyline point 
or an intersection point. The data of a node is a tuple of 
attributes in an intersection point such as (3,3,4) in DGI in 
Fig. 3.b. As the necessary of DGI computation, we construct 
an index for a node as (i, {(del_indices, extreme_indices)1, 
…, (del_indices, extreme_indices)j}). This index contains 
two-part, the first index is i that is an integer value to identify 
a point. The second index is a list of tuple (del_indices, 
extreme_indices). Each tuple contains del_indices and 
extreme_indices. The del_indices records the list of deleted 
extreme skyline points pi in a subset of SS according to 
Lemma 2. The extreme_indices records the list of extreme 
points ES of SS in Definition 11. We need to use the list of 
tuples of (del_indices, extreme_indices) to anticipate the 
overlapped layer in DGI shown in Fig. 3.b. Besides, a node 
also has a list node of parents and a list node of children. 
Because of the limited space, not all algorithms can be 
presented in this article. We explain the main algorithm 
proposed in this study as follows. 
As inputs in the DGI construction algorithm in Fig. 5, 
currentNode is null and the delSet is ∅. This algorithm starts 
with finding the intersection point of the input SS by the 
Figure 3. (a) 3D skyline points and those 
dominating regions. (b) Dominant graph of 
intersection points in 3.a 
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findMax function with O(n) complexity. It is shown in Line 
1, Fig. 5 that the output is a node called by maxPoint. We 
need del_indices in this step as one of the inputs because the 
output of the findMax function is a node then the function 
will create a new index of the output, especially the second 
index. This index is constructed by determining a set of 
indices of new extreme_indices found in this subset and by 
modifying the previous del_indices. In Line 2, by getRoot 
function, we take the root of the currentNode. The algorithm 
to find the root node is getRoot with an O(log n) 
computation. Then, we check that the maxPoint is already in 
the DGI or not by getNode function that is O(nlog n) 
operation. If it is not on the DGI we set the child of this 
currentNode is MaxPoint. It means that if the DGI is empty 
then we determine that the maxPoint is as the root of our DGI 
with the parent of the root is null. It is done in Line 4 and 5 
of the DGI construction algorithm in Fig. 5. If the maxPoint 
has already found in the DGI, it has 2 possibilities. The first 
is that the node has already been evaluated and the second is 
that the node has shared dimensions explained in Definition 
12. This shared dimension causes that our DGI has an 
overlapped layer. The first possibility is handled by Line 7, 
8, 9. In Line 7, if a node has been evaluated then the 
del_indices is equal to del_indices of maxPoint or 
extreme_indices of the node is equal to the extreme_indices 
of maxPoint. Next, in Line 8 and 9, we set the node as a child 
of currentNode and return. On the other hand, if there is a 
shared dimensions found in currentNode, then it executes 
Line 11, and 12. In Line 11, we add the second_index of 
maxPoint to the second_index of node onRoot. Then, we add 
onRoot as a child of currentNode. If the number of skyline 
points in SS is 2 then, those skyline points are added as 
children to the currentNode directly and return. It is done in 
Line 13, 14, and 15. However, if the number of skyline pints 
in SS is more than 2 then we execute Line 17, 18, 19, and 
20. It generates each SS’ from SS by each member of 
extreme_indices of maxPoint. It is done in Line 18 by SS’ = 
SS - pi, where pi ∈ maxPoint.extreme_indices. Next, in Line 
19, the index of pi is added to del_indices of maxPoint as 
new_del_indices. And in Line 20, recursively, it call 
constructDGI with the input are maxPoint, SS’, and 
new_dell_indices. 
The next important algorithm of our approach is 
setChildren in Fig. 6 that is performed to insert new 
intersection points in the DGI in the correct position. The 
input of this function is the currentNode which is a node in 
DGI that is currently evaluating node, and the set of children 
of the currentNode. The new children cannot be inserted 
directly as the children of currentNode because in several 
cases, there is the same child of currentNode has already 
existed. The other case is that a new child is dominating or 
dominated by the existing child found earlier. 
In Line 1, it processes one by one each new child from 
setChildren that is inserted to the DGI as a child of 
currentNode. In Line 2, the function anticipates that the 
currentNode is equal to the new child although this 
possibility has been handled in the constructDGI algorithm 
in Fig. 5. 
 
Line 3 and 4 add the new child directly as a child of 
currentNode if the currentNode does not have children in 
this time. In Line 5, the function only adds the new child that 
has not already been as a child of currentNode. Line 8 to 10 
will put the new child nc if it dominates an existing child c 
then it recursively calls setChildren(c,{nc}) to insert nc as 
the child of c. In other hand, in Line 11 to 15, if c dominates 
nc then the function updates the relation of currentNode is 
the parent of c that becomes currentNode is the parent of nc 
and nc is the parent of c. Finally, in Line 16 and 17, if nc is 
incomparable to all currentNode existing children then nc is 
inserted as a new child of currentNode directly. In addition, 
in adding and removing children of a currentNode in the 
algorithm in Fig.6, we need to consider that this relationship 
is bidirectional. 
If a vertex constructed by a subset is the same as other 
vertices constructed by other subsets then the complexity of 
the naïve approach can be reduced significantly as shown in 
our experiments. However, the number of distinct vertices in 
a DGI is uncertain, the exact complexity cannot be 
determined. If we estimate the complexity of TDRDFS by 
O(2n/c) where n is the number of skyline points and c > 1, 
then c becomes smaller when the number of dimensions 
increases. 
3.4. Upgrading products based on DGI 
For instance, one manufacture wants to upgrade its 
product. First, the manufacture collects all competitors' 
products and selects the dominant competitors that are the 
skyline competitors. Next, from the skyline competitors, the 
manufacture constructs the DGI with the proposed approach. 
With the skyline competitors' DGI, the TEC can be 
calculated easily. The scenario of upgrading products is 
explained in this subsection. 




In this subsection, we introduce our approach to upgrade 
a product based on the DGI. Actually, the whole of our 
approach complexity is in the DGI construction step and the 
utilization of DGI for upgrading a product is straightforward. 
Basically, it starts from calculating the dominating region in 
detail as explained in Section 1. The principle of this 
calculation is on the determining of private region PR 
introduced in Definition 8. Then, the other region can be 
computed recursively. Next, we can determine the TEC in 
each region. Those are presented in Subsection 3.4.1. Next, 
our scenario for upgrading a product is presented in 
Subsection 3.4.2. 
 
3.4.1. Calculating Total Expected Number of Customers 
(TEC). Before we do all calculations, first we need to 
determine the maximum value of each dimension is 
determined. The algorithm to find TEC of a point pi is 
straightforward and it is based on Equation 4 that we 
calculate all private regions of all points dominated by pi. To 
find all points dominated by pi, the DGI provides a 
convenience method that the dominated points of pi are all 
the parents of pi. Calculating the private region of pi is 
provided in Equation 3. In general, it is also straightforward 
to calculate the private region of a pi by subtracting the 
dominating region of pi by all other private regions of points 
that are dominated by pi.  
The simple example of calculating TEC for 3 
dimensions has been presented in Subsection 3.2 that is 
below Equation 4. We use Fig. 3 to show an example to 
make it more clear. It is a 3-dimensional dataset and this 
principle is applicable for higher dimensions. Let p2 is 
(2,2,4) in Fig 3.b, for calculating the PR(p2) by DGI in Fig 
3.b is as follows. First, we calculate the entire dominating 
region of p2 that is noted by R(p2) that has been explained in 
Definition 3 and Equation 1. Next, we subtract R(p2) with all 
private regions of all its parents dominating regions. The 
parent dominating regions can be calculated recursively by 
the same method. We take all intersection points that are 
dominated by p2 that all are the parents of p2 in the DGI. 
Those are IP(2,3,4), IP(3,3,4), IP(4,2,4), IP(4,3,4), and 
IP(5,5,4). Then, we calculate the private regions of all 
intersection points by Equation 3 recursively. Concurrently, 
we also perform Equation 4 to calculate the TEC of p2. 
 
3.4.2. Upgrading products based on DGI. Our scenario of 
upgrading products based on TEC is depicted in Fig. 7 that 
we provide a cost range of upgrading products in a region. 
The cost of upgrading has been explained in Equation 5. This 
computation is also straightforward because this 
recommendation is based on our computation to determine 
DGI. 
Our product that needs to be upgraded is o1 in Fig. 7. 
The upgrading product suggestions of o1 are based on the 
TEC of regions that are dominating o1. In Fig. 7, the possible 
regions of the upgrading are a whole part of A8 and some 
parts of A7, A6, A9, A5, A10, and A11. We categorize the range 
upgrading recommendation into 4 types. The first is 
upgrading the same region with the product such as in A7. 
The second is upgrading on the region that all part of the 
region dominates the product such as A8. The third is 
upgrading in the region that is only dominated by the origin 
that is A11. And the fourth, the target regions are only some 
parts that dominate the product and the product is not located 
on those regions such as A5, A6, A7, and A9. 
 
 
Figure 7. The scenario of upgrading a product 
The first category of upgrading is to upgrade o1 in its 
region that is A7 in Fig. 7. We do not determine the minimum 
cost in this category because the zero cost upgrading means 
that we do not upgrade the product. We will find the 
maximum cost for this category if the product is upgraded to 
the intersection point c2 that is the closest node in our DGI 
to our product o1. In high dimensions, it is possible that we 
find several intersection points near to our product. Then, the 
maximum upgrading cost is determined by the farthest 
intersection point in the region.  
In the second category, the minimum and maximum 
upgrading costs are determined by the farthest and the 
shortest intersection points in the region. For example, in 
Fig. 7, the target of upgrading region in this category is A8 
then, we got c2 for minimum cost and p3 for the maximum 
cost. 
In the third category, the maximum upgrading cost is 
not determined because it means we upgrade our product to 
the origin that needs an unlimited budget. We only determine 
the minimum cost to upgrade a product to be skyline. In Fig. 
7, we select the shortest distance from o1 position to c8, c5, 

































c6, and c9. The c5 and c6 are the intersection points of skyline 
points. To determine c8 and c9 will be explained in the fourth 
category of upgrading. 
The fourth category of this upgrading scenario is to 
upgrade a product to a region that not all part of the region 
dominates the product and the product is not located in those 
regions. Those are A5, A6, A9, and A10 in Fig. 7 example. The 
determining of maximum cost is the same as the second 
category in this scenario. However, we need a 
straightforward technique to determine the minimum points 
in those regions. This technique is also used for determining 
critical points in the third category such as c8 and c9. This 
technique is to determine the projection points of our product 
to other regions. For example, we have our product o1 and a 
point p1 that dominates o1 in 3-dimensional space. This 
example is similar to the A7 situation in Fig. 7 for 2-
dimensional space. Let the o1 coordinate is (3, 4, 3) and p1 is 
(2, 2, 2). When we substitute one by one the coordinate of o1 
by the attribute of p1 then, we get (2, 4, 3), (3, 2, 3), and (3, 
4, 2). Those are the projection points of o1 to other regions. 
4. Experiment results  
 
The performance of our approach is mainly influenced 
by the DGI construction algorithm that is called by TDRDFS 
algorithm. Then, we set the experiments to evaluate the 
algorithms as follows. First, we compare the construction 
time between TDRDFS and naïve approach in a varied 
number of skyline points input for 2 to 10 dimensions of 
synthetic datasets. The second experiment is to observe the 
execution time of DGI construction in a fixed number of 
skyline numbers for a varied number of dataset dimensions. 
Third, we observe the increasing number of nodes when the 
number of skyline points is increased. And fourth, we 
evaluate the number of nodes of DGI when the number of 
dimensions increases. All of the experiments are done in a 
personal computer 3GHz dual-core processors with 4GB 
RAM. Besides, we use 5 different synthetic skyline datasets 
and run multiple tests to present the average values in each 
experiment. Our proposed algorithm in this study is the 
further processing of skyline points in skyline query studies. 
Based on our previous study [29], the variation on data 
distributions is only effective on the processing of skyline 
queries. Naturally, the distribution of a set of skyline points 
is anti-correlated. Therefore, in this study we do not consider 
the data distributions of the dataset because the input of our 
approach is a set of skyline points.  
 
Fig. 8.a, 8.b, 8.c, and 8.d show the execution time of 
DGI constructions for naïve algorithm and TDRDFS 
algorithm with varying number of skyline points. We use 2 
to 10 dimensions of datasets and we observe starting from 2 
skyline points. Then, we increase the number of skyline 
points until a reasonable time based on the computer 
machine or the capacity of memory used. Then, we have the 
trends of the execution time of the varied number of skyline 
points. In general, the naïve algorithm also has much sharper 
increase execution time than the TDRDFS shown in Fig 8.a 
to 8.d. And next, the naïve approach has got the “out of 
memory” problems when it executes the 4 dimensional 12 
skyline dataset, 6 dimensional 11 skyline dataset, and 8 and 
10-dimensional 10 skyline datasets as shown in Fig. 8.a to 
8.d. However, we did not find the “out of memory” problem 
for TDRDFS in our experiments. We stop the execution of 
TDRDFS if the running time is more than around an hour. 
The TDRDFS outperforms the naïve approach because it can 
avoid O(2n) complexity of the naïve method. The naïve 
method needs to construct all possible subset of the dataset 
input to find the intersection points. On the other hand, the 
TDRDFS does not need to construct those subsets because it 
utilizes properties of DGI explained in Subsection 3.3. As a 
result, it can reduce the complexity of the naïve approach 
such that it can be implemented for upgrading products or 
other purposes.  
The second experiment is to show the time response for 
the increasing number of dimensions. For this purpose, we 
use four fixed number of skyline data points and we increase 
the dimension gradually from 2 to 9 dimensions to observe 
the execution time. The number of skyline data points are 
10, 15, 20, and 25. These results are shown in Fig. 9. In 
general, when the number of dimensions increases then the 
execution time also increases. Furthermore, a larger number 
of data has a significant increase. However, the increasing 
trend is shown in Fig. 9, which is not smooth because as 
mentioned earlier the number of intersection points cannot 
 
Figure 8. Construction time comparison of 
naïve and TDRDFS DGI in varying number of 
skyline points. 
Figure 9. DGI construction time compared to 
the number of dimensions 
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be predicted. For example, for 10 skyline dataset, there is a 
small decrease when the number of dimensions is 3, because 
the number of intersection points is smaller than the previous 
results. Then, for the different datasets in the same size and 
the same number of dimensions may have a different number 
of intersection points. It is because there probably exist many 
shared dimension data points and the number of it is also 
depended on the input data. Besides that, the number of 
extreme points in a subset also takes effect on the execution 
time. It is because the number of extreme points of a subset 
will determine the number of children of the intersection 
point. Then in a high dimensional dataset, if the number of 
extreme points is small then the number of intersection 
points is also small and vice versa. 
 
 
In Fig. 10, the third experiment is to know the relation 
between the number of input skyline data points with the 
number of intersection points. Based on the result of 
experiments, the number of intersection points increases 
exponentially when the number of input increases. It can be 
seen in Fig. 10 that those results also have slight fluctuation. 
Those are also caused by the extreme points and shared 
points in the datasets. 
Fig. 11 shows the result of the experiment that observes 
the increasing number of intersection nodes in a varying 
number of dimensions. Similar to the experiment presented 
in Fig. 9, we use 10, 15, 20, and 25 number of skyline points. 
The experimental results show that the number of 
intersection points increases exponentially when the number 
of dimension increase. Furthermore, the larger number of 
skyline points has more significant increasing intersection 
points. 
5. Future work and conclusions  
5.1. Future work 
The method to construct DGI for upgrading products in 
this study can be extended to many fields. First, our 
experiments of the DGI construction performance still have 
exponential increase when the number of skyline data and 
the number of dimensions are high. This problem is solved 
by performing parallel processing. For instance, we utilize 
MapReduce framework that is the well-known parallel 
computing framework today. It consists of two phases that 
the first phase is Map phase and the second is Reduce phase. 
To implement TDRDFS in MapReduce phases, the property 
written in Lemma 2 can be explored more. We can map the 
children of a node (intersection point) to several machines to 
recursively construct a subgraph below a child. Next, we 
combine all subgraphs in the Reduce phase. 
Second, our algorithms to calculate the TEC is based on 
the DGI. We can make it more efficient by designing a 
heuristic function based on the DGI. As shown in our 
experiments that the number of intersection points increases 
significantly for high dimensional and large size of datasets.  
Third, we can extend the algorithms mentioned in the 
related works for selecting k best product based on the 
calculation of TEC. As mentioned in our Related Works 
section, the previous approaches for product 
recommendation systems assume that the customer 
preferences are static. In the extension, we utilize TEC for 
anticipating the changing of customer preferences. 
5.2. Conclusions 
This article provides methods to analyze the advantages 
of dominant product competitors that are skyline points. 
Based on our observations of dominating regions of skyline 
points, we construct efficient algorithms to utilize the benefit 
of skyline points. The dominating region of a product 
represents the number of expected customers. The 
dominating regions of skyline points are overlapped each 
other. It is incomputable for high dimensions and a high 
number of input data. To make it computable, we utilized a 
Dominant Graph that in this article is called by Dominant 
Graph of Intersection points or DGI. The naïve method 
computation of constructing DGI is very expensive. Next, 
we developed an efficient algorithm to construct DGI that is 
called by TDRDFS. Therefore, the expected number of 
customers can be determined by using DGI for a 
recommendation of upgrading products. It is applicable for 
upgrading a product in Industry 4.0 that the customer 
preferences are changing when a new product is introduced 
to the market. This phenomenon motivates manufacturers to 
compete to create innovations to take over the market. 
Besides that, the proposed algorithms in this article are 
challenging for researchers to extend the performance and 
applications. 
 
Figure 10. The number of intersection points 
compared to the number of skyline points 
 
Figure 11. The number of intersection points 
compared to the number of dimensions 
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