We study Γ-convergence of nonconvex variational integrals of the calculus of variations in the setting of Cheeger-Sobolev spaces. Applications to relaxation and homogenization are given.
Introduction
Let (X, d, μ) be a metric measure space, where (X, d) is a length space which is complete, separable and locally compact, and μ is a positive Radon measure on X. Let p > be a real number and let m ≥ be an integer. Let where L t : Ω × → [ , ∞] is a family of Borel measurable integrands depending on a parameter t > and not necessarily convex with respect to ξ ∈ , where denotes the space of real m × N matrices. The space W ,p μ (Ω; ℝ m ) denotes the class of p-Cheeger-Sobolev functions from Ω to ℝ m and ∇ μ u is the μ-gradient of u (see §3.1 for more details).
We are concerned with the problem of computing the variational limit, in the sense of Γ-convergence (see Definition 2.1), of the family {E t } t> , as t → ∞, to a variational integral E ∞ : W ,p
with L ∞ : Ω × → [ , ∞] which does not depend on the parameter t. When L ∞ is independent of the variable x, the procedure of passing from (1.1) to (1.2) is referred as homogenization and was studied by many authors in the euclidean case, i.e., when the metric measure space (X, d, μ) is equal to ℝ N endowed with the euclidean distance and the Lebesgue measure, see [16] and the references therein. In this paper we deal with the metric measure and non-euclidean case. Such an attempt for dealing with integral representation problems of the calculus of variations in the setting of metric measure spaces was initiated in [5] for relaxation, see also [36, 43] . In fact, the interest of considering a general measure is that its support can model a hyperelastic structure together with its singularities like, for example, thin dimensions, corners, junctions, etc (for related works, see [2-4, 9-14, 17, 20, 29, 41, 42, 47, 48] ). Such mechanical singular objects naturally lead to develop calculus of variations in the setting of metric measure spaces. Indeed, for example, a low multidimensional structure can be described by a finite number of smooth compact manifolds S i of dimension k i on which a superficial measure μ i = H k i | S i is attached. Such a situation leads to dealing with the finite union of manifolds S i , i.e., X = ⋃ i S i , together with the finite sum of measures μ i , i.e., μ = ∑ i μ i , whose mathematical framework is that of metric measure spaces (for more examples, we refer the reader to [9, 20, 48] and [21, Chapter 2 , §10] and the references therein).
The plan of the paper is as follows: In the next section, we state the main results, see Theorem 2.2 (and Corollary 2.3), Corollary 2.4 and Theorems 2.20 and 2.21. In fact, Corollary 2.4 is a relaxation result that we already proved in [5] . Here we obtain it by applying Theorem 2.2 which is a general Γ-convergence result in the p-growth case. Theorem 2.20, which is also a consequence of Theorem 2.2, is a homogenization theorem of Braides-Müller type (see [15, 44] ) in the setting of metric measure spaces. Note that to obtain such a metric homogenization theorem we need to make some refinements on our general framework (see Section 2.3 and especially Definitions 2.5, 2.7, 2.10, 2.12, 2.14 and 2.18) in order to establish a subadditive theorem (see Theorem 2.17) of Akcoglu-Krengel type (see [1] ). Theorem 2.21, which generalizes Theorem 2.20, aims to deal with homogenization on low-dimensional structures. In Section 3 we give the auxiliary results that we need for proving Theorem 2.2. Then, Section 4 is devoted to the proof of Theorem 2.2. Finally, Theorems 2.17, 2.20 and 2.21 are proved in Section 5. Notation The open and closed balls centered at x ∈ X with radius ρ > are denoted by: 2 Main results
The Γ-convergence theorem
Here and subsequently, we assume that μ is doubling on Ω, i.e., there exists a constant C d ≥ (called doubling constant) such that
for all x ∈ Ω and all ρ > , and Ω supports a weak ( , p)-Poincaré inequality, i.e., there exist C P > and σ ≥ such that for every x ∈ Ω and every ρ > , we have For each t > , let L t : Ω × → [ , ∞] be a Borel measurable integrand. We assume that L t has p-growth, i.e., there exist α, β > , which do not depend on t, such that
for all ξ ∈ and μ-a.e. x ∈ Ω. Denote the Γ-limit inf and the Γ-limit sup of E t as t → ∞ with respect to the strong convergence of
Definition 2.1 ([25, 26] ). The family {E t } t> of variational integrals is said to be Γ(L p μ )-convergent to the vari-
(For more details on the theory of Γ-convergence we refer to [24] .) 
As a direct consequence, we have the following corollary. 
for μ-a.e. x ∈ Ω, all ρ > and all ξ ∈ , then
for all u ∈ W ,p μ (Ω; ℝ m ) and all A ∈ O(Ω).
Relaxation
Equality (2.5) is trivially satisfied when L t ≡ L, i.e., L t does not depend on the parameter t. In such a case, we have
Thus, the problem of computing the Γ-limit of {E t } t> becomes a problem of relaxation. We set
where H ρ μ L is given by (2.4) with L t replaced by L, and we naturally call Q μ L the μ-quasiconvexification of L.
Then, Corollary 2.3 implies the following result.
We thus retrieve [5, Corollary 2.29].
Homogenization
In order to apply Theorem 2.2 (and Corollary 2.3) to homogenization, it is necessary to make some refinements on our general setting. These refinements are a first attempt to develop a framework for dealing with homogenization of variational integrals of the calculus of variations in metric measure spaces. We begin with the following five definitions (see Definition 2.5 together with Definitions 2.7-2.10 and Definitions 2.12-2.14) which set a framework to deal with homogenization of variational integrals in Cheeger-Sobolev spaces. Let Homeo(X) be the group of homeomorphisms on X and let B(X) be the class of Borel subsets of X. Definition 2.5. The metric measure space (X, d, μ) is called a (G, {h t } t> )-metric measure space if it is endowed with a pair (G, {h t } t> ), where G and {h t } t> are subgroups of Homeo(X) such that: (a) the measure μ is G-invariant, i.e., g ♯ μ = μ for all g ∈ G, (b) there exists ∈ B(X), which is called the unit cell, such that μ(
(2.6) Remark 2.6. Assuming that (X, d, μ) is a (G, {h t } t> )-metric measure space, it is easy to see that
for all s, t > . In particular, as μ( ) ̸ = we have μ(h t ( )) ̸ = for all t > , and so we see, using (2.6), that μ( ) = .
Definition 2.7. When (X, d, μ) is a (G, {h t } t> )-metric measure space, we say that (X, d, μ) is meshable if for each i ∈ ℕ * and each k ∈ ℕ * there exists a finite subset G k i of G such that (g ∘ h k ( )) g∈G k i is a disjointed finite family and h ik ( ) = ⋃ 
Note that G k i = kG i and so card(G k i ) does not depend on k. More precisely, we have card(
In what follows, F(X) denotes an arbitrary subclass of B(X).
= .
(2.11) Remark 2.9) . In particular, we have g ∘ h k (Y) = kY + g for all k ∈ ℕ * and all g ∈ G.
, then for every t ≥ k c , relation (2.10) is satisfied with the following properties:
denotes the integer part of the real number x. Moreover, for such k − t and k + t , it is easily seen that (2.11) is verified. Nevertheless, (ℝ N , d , L N ) is not asymptotically periodic with respect to Ba(ℝ N ), where Ba(ℝ N ) is the class of open balls (with respect to d ) of ℝ N .
In light of Remark 2.11 we introduce another "weak" notion of "asymptotic periodicity" together with another "strong" notion of "meshability", see Definitions 2.14 and 2.12 below which play the role of Definitions 2.7 and 2.10 (see also Remark 2.15). (c) For each i ∈ ℕ * and each f ∈ G there exists a finite subset
for all i ∈ ℕ * and all z ∈ ℤ N .
are disjointed and satisfy the following two properties: 
Thus, (ℝ N , d , L N ) is weakly asymptotically periodic with respect to Ba(ℝ N ) and Cub(ℝ N ).
In the framework of a (G, {h t } t> )-metric measure space (see Definition 2.5) which is either meshable and asymptotically periodic (Definitions 2.7 and 2.10) or strongly meshable and weakly asymptotically periodic (see Definitions 2.12 and 2.14), we can establish a subadditive theorem, see Theorem 2.17, of Akcoglu-Krengel type [1] . Let B (X) denote the class of Borel subsets A of X such that μ(A) < ∞ and μ(∂A
We first recall the definition of a subadditive (with respect to the disjointed union) and G-invariant set function. (a) The set function S is said to be subadditive (with respect to the disjointed union) if
for all A ∈ B (X) and all g ∈ G.
The following result, which is proved in Section 5, will be used in the proof of Theorems 2.20 and 2.21 below. In what follows S(X) denotes a subclass of B (X). Theorem 2.17. Assume that (X, d, μ) is a (G, {h t } t> )-metric measure space which is either meshable and asymptotically periodic or strongly meshable and weakly asymptotically periodic with respect to S(X). Further, assume that S : B (X) → [ , ∞] is a subadditive and G-invariant set function with the following property:
for all A ∈ B (X) and some c > . Then,
for all Q ∈ S(X).
Let L : X × → [ , ∞] be a Borel measurable integrand assumed to be G-invariant, i.e., for μ-a.e. x ∈ X and
For convenience, we introduce the following definition.
Applying Corollary 2.3, we then have the following result. Theorem 2.20. Assume that (X, d, μ) is a (G, {h t } t> )-metric measure space which is either meshable and asymptotically periodic or strongly meshable and weakly asymptotically periodic with respect to Ba(X).
Theorem 2.20 can be applied when X is an N-dimensional manifold diffeomorphic to ℝ N . In such a case, we
, where Ψ is the corresponding diffeomorphism from ℝ N to X. Moreover, Theorem 2.20 can be generalized as follows. Theorem 2.21. Assume that there exists a finite family {X i } i∈I of subsets of X such that X = ⋃ i∈I X i , and μ(X i ∩ X j ) = for all i ̸ = j. Further, assume that every (X i , d |X i ) is a complete, separable and locally compact length space and every
-metric measure space which is either meshable and asymptotically periodic or strongly meshable and weakly asymptotically periodic with respect to
with i denoting the unit cell in X i .
Auxiliary results

The p-Cheeger-Sobolev spaces
Let p > be a real number, let (X, d, μ) be a metric measure space, where (X, d) is a length space which is complete, separable and locally compact, and μ is a positive Radon measure on X, and let Ω ⊂ X be a bounded open set. We begin with the concept of upper gradient introduced by Heinonen and Koskela [38] .
for all continuous rectifiable curves c :
The concept of upper gradient has been generalized by Cheeger as follows (see [22, Definition 2.8] ).
(Ω) such that for each n ≥ , the function g n is an upper gradient for f n and
Denote the algebra of Lipschitz functions from Ω to ℝ by Lip(Ω). (Note that, by Hopf-Rinow's theorem (see [18, 
where Ω α denotes the characteristic function of Ω α , is linear and, for each f, g ∈ Lip(Ω), one has D μ (fg) = fD μ g + gD μ f. and μ is the Lebesgue measure on ℝ N , we retrieve the (classical) Sobolev spaces W ,p (Ω; ℝ m ). For more details on the various possible extensions of the classical theory of the Sobolev spaces to the setting of metric measure spaces, we refer to [37, §10-14] (see also [22, 31, 33, 46] ).
The following proposition (whose proof is given below, see also [5, Proposition 2.28]) provides useful properties for dealing with calculus of variations in the metric measure setting. 
for some α > . If moreover (X, d) is a length space then we also have the following result:
(f) For μ-a.e. x ∈ Ω, one has 
Proof of Proposition 3.7. Firstly, Ω satisfies the Vitali covering theorem, i.e., property (c) holds, because μ is doubling on Ω (see [28, Theorem 2.8.18] But, since μ is doubling on Ω and Ω supports a weak ( , p)-Poincaré inequality, from Cheeger (see [22, Theorem 6.1]) we have Lipφ(y) = g φ (y) for μ-a.e. y ∈ Ω, where g φ is the minimal p-weak upper gradient for φ.
because |D μ φ(y)| ≤ α|g φ (y)| for μ-a.e. y ∈ Ω. Consequently, property (e) holds. Finally, if moreover (X, d) is a length space then so is (Ω, d). Thus, from Colding and Minicozzi II (see [23] and [22, Proposition 6.12]) we can assert that there exists β > such that for every x ∈ Ω, every ρ > and every s ∈ ] , [, we have
which implies property (f).
The De Giorgi-Letta lemma
Let Ω = (Ω, d) be a metric space, let O(Ω) be the class of open subsets of Ω and let B(Ω) be the class of Borel subsets of Ω, i.e., the smallest σ-algebra containing the open (or equivalently the closed) subsets of Ω. The following result is due to De Giorgi and Letta (see [27] and also [ 
Proof of the Γ-convergence theorem
This section is devoted to the proof of Theorem 2.2 which is divided into five steps.
Step 1: Integral representation of the Γ-limit inf and the Γ-limit sup. For each u ∈ W 
Thus, condition (d) of Lemma 3.9 is satisfied with ν = β( + |∇ μ u| p )dμ (which is absolutely continuous with respect to μ). On the other hand, it is easily seen that conditions (a) and (b) of Lemma 3.9 are satisfied. Hence, the proof is completed by proving condition (c) of Lemma 3.9, i.e.,
Indeed, by Lemma 3.9, the set function S − u (resp. S + u ) can be (uniquely) extended to a (finite) positive Radon measure which is absolutely continuous with respect to μ, and the theorem follows by using Radon-Nikodym's theorem and then Lebesgue's differentiation theorem. To show (4.3) (resp. (4.4)) we need the following lemma. 
Proof of Lemma 4.3. As the proof of (4.5) and (4.6) are exactly the same, we will only prove (4.5). Let {u t } t> 
where i ∈ { , . . . , q}. For every i ∈ { , . . . , q} there exists an Urysohn function φ i ∈ Lip(Ω) for the pair
Setting W i := Ω \ (W − i ∪ W + i ) and using Theorem 3.3 (d) and (3.1), we have
we deduce that
for all i ∈ { , . . . , q}. Moreover, from the right inequality in (2.3) we see that for each i ∈ { , . . . , q}, we have
with c := p β. Substituting (4.12) into (4.11) and averaging these inequalities, it follows that for every t > and every q ≥ , there exists i t,q ∈ { , . . . , q} such that
On the other hand, by (4.7) and (4.8) we have
Moreover, using (4.9) and (4.10) together with the left inequality in (2.3), we see that
Letting t → ∞ (and taking (4.9) and (4.10) into account), we deduce that for every q ≥ , we have
and, letting q → ∞, (4.5) follows from (4.13).
We now prove 
and, letting ε → , (4.3) and (4.4) follow.
Step 2: Other formulas for the Γ-limit inf and the Γ-limit sup. Consider the variational integrals
given by 
Thus, it remains to prove that
Fix δ > and set A δ := {x ∈ A : dist(x, ∂A) > δ} with ∂A := A \ A. Fix any t > and any q ≥ and consider
Then 
, we deduce that for every i ∈ { , . . . , q}, we have
Moreover, from the right inequality in (2.3) we see that for each i ∈ { , . . . , q}, we have
with c := p β. Substituting (4.20) into (4.19) and averaging these inequalities, it follows that for every t > and every q ≥ , there exists i t,q ∈ { , . . . , q} such that
On the other hand, by (4.17) we have
Moreover, using (4.18) together with the left inequality in (2.3) we see that
Letting t → ∞ (and taking (4.18) into account), we deduce that for every q ≥ , we have
and, letting q → ∞, inequality (4.16) follows from (4.21).
Step 
Fix any t > and define m t u : On the other hand, we have
As Ω supports a p-Sobolev inequality, see Proposition 3.7 (b), and diam(
with C S > given by (3.3) , and so 
inequality (4.24) follows from (4.31).
Step 4: Differentiation with respect to μ. First of all, using Lemma 4.1, Remark 4.2 and Lemma 4.5, it is easily seen that 
. Fix any ε > . Using the definition of N s , we can assert that for each x ∈ N s there exists {ρ x,n } n ⊂ ] , ε[ with ρ x,n → as n → ∞ such that for every n ≥ , we have μ(∂Q ρ x,n (x)) = and Q ρ x,n (x) ∈ G s . Consider the family F of closed balls in Ω given by F := Q ρ x,n (x) : x ∈ N s and n ≥ .
Then inf{r > : Q r (x) ∈ F } = for all x ∈ N s . As Ω satisfies the Vitali covering theorem, there exists a disjointed countable subfamily {Q i } i∈I of closed balls of F (with μ(∂Q i ) = and diam(Q i ) ∈ ] , ε[) such that
If μ(⋃ i∈I Q i ) = then (4.34) will follow. Indeed, in this case we have μ(N s ) = , i.e., μ(Ω \ N s ) = μ(Ω), and given an 
Recalling that m * u is the restriction to O(Ω) of a finite positive Radon measure which is absolutely continuous with respect to μ (see Lemmas 4.1 and Remarks 4.2 and 4.5), from (4.36) we see that
As 
for all u ∈ W ,p (Ω; ℝ m ) and all A ∈ O(Ω).
Step 5: Removing by affine functions. According to (4.32) and (4.37), the proof of Theorem 2.2 will be completed if we prove that for each u ∈ W ,p μ (Ω; ℝ m ) and μ-a.e. x ∈ Ω, we have
where u x ∈ W ,p μ (Ω; ℝ m ) is given by Proposition 3.7 (d) (and satisfies (3.4) and (3.5)).
Remark 4.7. In fact, we have
We only give the proof of (4.38) because equality (4.39) follows from two inequalities which proofs use the same method as in (4.38 
Noticing that μ(∂Q sρ (x)) = and, because of Proposition (3.7) (a), since we have ∇ μ (w − u)(y) = for μ-a.e. y ∈ Q ρ (x) \ Q sρ (x) and taking (4.40), the right inequality in (2.3) and inequality (4.41) into account, we deduce that
Thus, noticing that μ(Q ρ (x)) ≥ μ(Q sρ (x)) and letting t → ∞, we obtain
.
(4.42)
On the other hand, as μ is a doubling measure we can assert that
But
and so
Letting ρ → in (4.42) and using (3.5) and (4.43), we see that Letting s → and using (3.6), we conclude that lim ρ→ m u x (Q ρ (x)) μ(Q ρ (x)) ≤ lim ρ→ m u (Q ρ (x)) μ(Q ρ (x)) + ε and, letting ε → , inequality (4.38) follows.
We now prove that inf k∈ℕ * S(h k ( )) μ(h k ( )) ≤ lim t→∞ S(h t (Q)) μ(h t (Q)) . (5.6) Fix any t > . As h t (Q) ⊂ Q + t, := ⋃ g∈G + t, g( ) by the right inclusion in (2.12), we have
and so S(Q + t, ) ≤ S(h t (Q)) + S Q + t, \ h t (Q) because S is subadditive. But, as ⋃ g∈G − t, g( ) =: Q − t, ⊂ h t (Q) by the left inclusion in (2.12), we have
hence, using (2.14), we have
μ(h t (Q)) . with K = ⋃ g∈H g( ). Now, taking assertion (b) of Definition 2.12 into account, as S is subadditive and G-invariant, it is easily seen that S is decreasing, i.e., for every K ∈ K(X) and every K ὔ ∈ K(X), we have that K ⊂ K ὔ implies S (K) ≥ S (K ὔ ). (5.8) Noticing that Q + t, ∈ K(X), as μ is G-invariant, we can assert that
On the other hand, by assertion (d) of Definition 2.12 (with H = G + t, ⊂ G) there exist i t ∈ ℕ * and f t ∈ G such that Q + t, ⊂ f t ∘ h i t ( ).
Thus, using (5.8), from (5.9) we obtain
But, using assertion (c) of Definition 2.12, we see that for each f ∈ G and each i ∈ ℕ * we have for all u ∈ W ,p (Ω; ℝ m ) and all A ∈ O(Ω). Under these hypotheses, it is also easily seen that Theorem 2.17 implies that for each i ∈ I, we have for μ-a.e. x ∈ Ω i ∩ A, all ρ > and all ξ ∈ with L i hom given by (2.16) , which gives the result.
