Abstract. Let f, g : R N → (−∞, ∞] be Borel measurable, bounded below and such that inf f + inf g ≥ 0. We prove that with m f,g :
Introduction
If f, g : R N → (−∞, ∞], the infimal convolution f g : R N → [−∞, ∞], first introduced by Fenchel [9] and Moreau [24] , [25] , [26] , is defined by the formula (f g)(x) := inf y∈R N (f (x − y) + g(y)).
Since then, this operation and its extension to general vector spaces have found an ever growing variety of applications, including convex functions [13] , [29] , extension of Lipschitz functions [12] , solutions of the Hamilton-Jacobi equations [2] , [20] , [31] and much more (even a proof of the Hahn-Banach theorem [11] ). In fact, there are by now several thousands publications using infimal convolution in areas as diverse as image processing, economics and finance, information theory, probabilities and statistics, etc. For a glimpse into some of these problems, see the excellent recent survey by Lucet [21] .
In this paper, we investigate the mathematical properties of infimal convolution in a new direction, by exploring the existence of integral inequalities involving f, g and f g. The remark that f g = 0 whenever f ≥ 0 and g ≥ 0 are integrable could cast serious doubts on the value of this program, but they are quickly dispelled by the rebuttal that no similar triviality arises from the integrability of f −1 and g −1 . Here and everywhere else, f −1 := 1/f, g −1 := 1/g, etc. This notation will not be used to denote any set-theoretic inverse.
Omitting technicalities to which we shall return shortly, the first batch of inequalities will relate the (Luxemburg) norm ||(f g) −1 || φ in any Orlicz space L φ , to the norms ||(f − z) −1 || φ and ||(g + z) −1 || φ for a suitable constant z independent of φ, to be defined in due time. The only restrictions are that f and g must be Borel measurable, bounded below and that f g ≥ 0. The proofs depend crucially upon (a slightly weaker form of) the Brunn-Minkowski inequality.
The setting of Orlicz spaces instead of just the classical L p spaces introduces only mild additional technicalities, is more natural in many respects and, as we shall see in the examples of Section 7, is useful in some applications. It does not even require any knowledge of Orlicz spaces beyond the definitions of Young functions and of the Luxemburg norm, which will both be reviewed.
This being said, a simple special case asserts that if f, g ≥ 0 are Borel measurable and inf f = inf g (see Theorem 3.4 for a full and much more general statement) (1.1)
for every 1 ≤ p ≤ ∞, where || · || p is the norm of L p := L p (R N ). The constant 4 is best possible among all constants independent of p, as is readily seen when f = g = 1 and p = ∞.
The Borel measurability requirement has to do with the measurability of f g, without which (1.1) cannot make sense. Curiously, we were unable to find a discussion of the measurability properties of the infimal convolution in the classical literature, but the evidence points to the fact that f and g Lebesgue measurable does not suffice for the measurability of f g. Indeed, as is well-known, the strict epigraph of f g is the (vector, also called Minkowski) sum of the strict epigraphs of f and g and Sierpiński [30] showed, almost a century ago, that the sum of two Lebesgue measurable sets need not be Lebesgue measurable. In contrast, the sum of two Borel sets is always Lebesgue measurable (but not always a Borel set). See Section 2 for further details.
A peculiar feature of (1.1) and of more general similar inequalities is that only the left-hand side is unchanged by modifications of f and g on null sets, as long as Borel measurability and inf f = inf g > −∞ are preserved.
Most of the paper is actually devoted to perhaps more important -and definitely more delicate-reverse inequalities which, in a simpler world, would read
with C > 0 independent of f and g in some suitable class of nonnegative functions. Unfortunately, the main obstacle to (1.2) is that no remotely general converse of the Brunn-Minkowski inequality holds in any form, even for convex sets. Such a converse is actually trivially true for Euclidean balls, but a direct application of this remark only yields (1.2) for a narrow subclass of radially symmetric functions.
To take advantage of the converse of the Brunn-Minkowski inequality for balls in a much broader setting, we introduce a new function transform, strongly reminiscent of, yet very different from, nonincreasing rearrangement. The difference is that the upper level sets are rounded before being rearranged, the rounding being performed by using the concept of enclosing ball (see Section 4) .
To each function f : R N → [−∞, ∞] (no measurability needed), the aforementioned transform associates a measurable radially symmetric functionf , which in turn produces another measurable radially symmetric functionf := −(−f). In the special case when f, g ≥ 0 are Borel measurable and inf f = inf g (see Theorem 6.1 for a full and much more general statement), the reverse inequality in L p reads (compare with (1.1) under the same assumptions)
Such an inequality breaks down completely iff andǧ are replaced with f and g, respectively, even if both functions are radially symmetric. For example, if N = 1, f (x) = x 2 + 1 and g(x) = x 2 + 1 when x / ∈ Q, g(x) = 1 if x ∈ Q, then f and g are Borel measurable and inf f = inf g = 1. But (f g) −1 = 1/2 is in no L p space with p < ∞, whereas f −1 and g −1 = f −1 a.e. are in all of them. (In this example, it turns out thatf = f butǧ = 1. ) This example also shows that, unlike in (1.1), neither side of (1.3) is independent of modifications of f or g on null sets that do not affect Borel measurability or inf f = inf g.
When not trivial (i.e.,f = f a.e.), the explicit calculation off is generally not possible. Nevertheless, the inequality (1.3) is useful because some simple and general conditions about f and g ensure the finiteness of the right-hand side (Lemma 6.3). There is certainly more to be discovered in that regard.
The proofs of the inequalities involve two other classical extremal operations
Either of these operations fully determines the other, but both notations will be useful. In general, f ⊻ g = −(−f ) ⊼ (−g) and, for nonnegative functions, f ⊻ g = (f −1 ⊼g −1 ) −1 will be important. We also prove inequalities similar to (1.1) and (1.3) for the operations ⊼ and ⊻ (both being often referred to as "level sum" operations in the literature). In fact, a good part of the work will consist in proving integral inequalities for ⊼, from which those for and ⊻ will be derived.
In the last section, the inequalities are used to obtain L p (and other) estimates for the inverses of solutions of the Hamilton-Jacobi equations and variants thereof.
Throughout the paper, µ N denotes the N -dimensional Lebesgue measure and, without a qualifier, measurability always means Lebesgue measurability.
Background
The purpose of this short section is to review the basic properties of the operations mentioned in the Introduction, to set the notation used in future sections and to settle basic measurability issues.
Recall that if X and Y are subsets of R N , their sum X + Y is defined by
The following key lemma is well-known. The "proof" below merely makes the connection with the deep property behind it.
Lemma 2.1. If X and Y are Borel subsets of R N , their sum X + Y is measurable 1 .
Proof. In Euclidean space (any dimension), the continuous image of a Borel set is Lebesgue measurable; see Federer [8, p. 69] . Since X × Y is a Borel subset of R N × R N and the addition is continuous on R N , the result follows.
1 Even a Suslin set, but not necessarily a Borel set.
Given two functions f, g :
It is a standard elementary property that
, it follows at once from (2.3) that:
The next relations are elementary, but important
We now turn to infimal convolution. Given a function f :
It is also a simple well-known property that if g : R N → (−∞, ∞] is another function, then
Since a function is Borel measurable (measurable) if and only if its strict epigraph is a Borel set (measurable), it follows from Lemma 2.1 that
For future use, we also note that if z ∈ R,
First integral inequalities
The Brunn-Minkowski inequality (see e.g. Gardner's survey [10] ) asserts that if X, Y are nonempty measurable subsets of R N and if X + Y is measurable, then
Obviously, it fails if X or Y is empty and the other has positive measure. We shall only need the less sharp form
if X, Y and X + Y are measurable and X = ∅, Y = ∅.
By (2.2) and (2.3) and since f ⊼ g is measurable by hypothesis, (2.5) , the second inequality is even an equality). Now, If φ is a Young function, the corresponding Orlicz space L φ consists of all the measurable functions h on R N such that R N φ (λ|h|) < ∞ for some λ > 0 (this makes sense by Remark 3.1). It is a (complete) normed space for the Luxemburg norm || · || φ defined by (3.3) ||h|| φ := inf r > 0 :
Since the right-hand side of (3.3) is finite if and only if h ∈ L φ , it will always be understood that ||h|| φ = ∞ when h is measurable and h / ∈ L φ . Thus, h ∈ L φ is equivalent to ||h|| φ < ∞. Furthermore, it is readily checked that
and, by the left-continuity of φ and monotone convergence
If φ(τ ) := τ p for some 1 ≤ p < ∞, then ||h|| φ = ||h|| p . On the other hand, ||h|| φ = ||h|| ∞ when φ is the indicator function of [0, 1] (φ = 0 in [0, 1] and ∞ outside).
Lemma 3.2. If φ is a Young function and if
By the monotonicity of φ and φ(0) = 0, there is τ 1 ∈ [0, ∞] such that φ = ∞ on (τ 1 , ∞] and that φ < ∞ on [0, τ 1 ). Specifically, τ 1 = sup{τ ≥ 0 : φ(τ ) < ∞}. If τ 1 ∈ (0, ∞), then φ(τ 1 ) may be finite or infinite. We split the proof into three cases.
(
From Lemma 3.1 and Lemma 3.2, we obtain:
Proof. By Lemma 2.2, f ⊼ g is measurable and so, by Remark 3.1, φ(f ), φ(g) and φ(f ⊼ g) are measurable. Since φ(min{f (y), g(x − y)}) = min{φ(f (y)), φ(g(x − y))} by the monotonicity of φ, we infer that sup y φ(min{f (y), g(x − y)}) = (φ(f ) ⊼ φ(g))(x). By Lemma 3.2 with h(y) := min{f (y), g(x − y)}, the left-hand side is
, once again by Lemma 3.2. Thus, from the above and from Lemma 3.1 with f and g replaced with φ(f ) and φ(g), respectively,
We are now in a position to prove our first main integral inequality for infimal convolution. Recall once more the notation (2.4).
Then, f − m f,g , g + m f,g and f g are measurable and nonnegative and
for every Young function φ.
Proof. The measurability of f g was established in Lemma 2.
. Therefore, the inequality (3.6) is applicable in the form
It was noted in the Introduction that the constant 4 in (3.9) is already best possible when L φ = L ∞ .
Remark 3.2. Theorem 3.4 gives a simple necessary condition for the existence of solutions of infimal convolution equations (see [23] , [21] and the references therein): Suppose that h ≥ 0 is measurable and that g is Borel measurable and bounded below.
If z = 0 is a constant, there is no simple pointwise relationship between (f − z) ⊻ (g + z) and f ⊻ g. As a result, the method of proof of Theorem 3.4 does not yield a variant of (3.5) or (3.9) with f g replaced with f ⊻ g. However, if f, g ≥ 0, then 0 ≤ f ⊻ g ≤ f g and such a variant can be obtained as a straightforward corollary of Theorem 3.4:
are Borel measurable, that g ≥ 0 and that f ≡∞ and g ≡∞, so that 0 ≤ m f + + m g < ∞, where f + := max{f, 0}. Then, f + − m f+,g , g + m f+,g (see (3.8 ) ) and f ⊻ g are measurable and nonnegative and
Therefore, the corollary follows from (3.4) and from Theorem 3.4 for f + and g.
The constant 4 is also best possible in (3.10) (among constants independent of φ): If f = 1 and g = ℓ > 1 is constant, the inequality for the L ∞ norm is 4(ℓ + 1) −1 ≤ 4ℓ −1 . By letting ℓ → ∞, it follows that, in the right-hand side, 4 cannot be lowered.
The radial transformsf andf
The proof of Lemma 3.1 shows that the existence of a converse of the inequality (3.2) , that is,
with C > 0 independent of f and g would require µ N (F
) for every ξ > 0. However, as pointed out in the Introduction, no converse of the Brunn-Minkowski inequality or its weaker form (3.1) holds in any generality.
The transforms defined in this section will enable us (in the next section) to take advantage of the fact that such a converse trivially exists when X and Y are Euclidean balls. The thought that this case is so special that it cannot have any broad value would result in a serious oversight.
By a classical theorem of Jung [8, p. 200] , [17] , every nonempty bounded subset X of R N is contained in a unique closed ball B X with minimal diameter among all closed balls containing X, called the enclosing ball of X. If X is unbounded, no closed ball contains X and we set B X := R N . Lastly, if X = ∅, every singleton {x} satisfies the "minimal diameter" requirement, whence uniqueness, but not existence, is lost. For definiteness, we arbitrarily set
, but we shall only make use of the (trivial) first one.
Remark 4.
1. An easily overlooked aspect of enclosing balls is that
The following property of enclosing balls will be important.
Proof. Set X := ∪X n . If X is unbounded, then B X = R N and so µ N (B X ) = ∞. Since X := ∪X n and X n ⊂ X n+1 , the diameter of X n and, hence, that of B Xn , tends to ∞. Accordingly, lim µ N (B Xn ) = ∞.
Suppose now that X is bounded, so that B X is a ball. Since X n ⊂ X implies µ N (B Xn ) ≤ µ N (B X ) and since µ N (B Xn ) is nondecreasing, it is plain that lim µ N (B Xn ) ≤ µ N (B X ). To prove the converse, call r n ≥ 0 the radius of B Xn . The sequence r n is nondecreasing and bounded above (by the radius of B X ) and so it has a limit r ≥ r n for every n. As a result, lim µ N (B Xn ) is the measure of any ball with radius r.
Next, call x n the center of B Xn . By a simple contradiction argument, the sequence x n is bounded (since x n might not be in B X -see Remark 4.1-this is not totally trivial). After extracting a subsequence, assume that x n → x ∈ R N . Every y ∈ X is in X n for n large enough. Since B Xn ⊂ B(x n , r), it follows that y ∈ B(x, r). ) is nonincreasing and right-continuous on
). For the right continuity, let ξ n ց ξ, so that F 
f becomes the nonincreasing rearrangement of f and these properties follow uniquely from the monotonicity and right-continuity of µ N (F + ξ ); see for instance [33, pp. 26-27] . We also point out that in most modern expositions, the nonincreasing rearrangement of a function f is defined to be that of |f |. This has not always been the case (see Day [7] or Luxemburg [22] ) and the monotonicity and right-continuity properties of nonincreasing rearrangements are independent of whether f or |f | is used in their definition.
We now set 
Mf = ess supf and mf = ess inff .
If f is bounded below on bounded subsets and lim |x|→∞ f (x) = −∞ and if
Proof. (i) The measurability off follows at once from the monotonicity of γ 
(v) Since this is trivial when c = 0, assume c > 0. Then, ρ
Since f is bounded below on bounded subsets, inf B f is finite and, if ξ 0 < inf B f, then B ⊂ F + ξ for every ξ ≤ ξ 0 . By (vi),ĥ is increased when h is increased. Thus, if it can be shown thatĥ ≤f after increasing h, this inequality also holds before h is increased. In particular, we may increase h on B so that ξ 0 < inf B h and then B ⊂ H
To complete the proof, assume in addition that f (x) is a strictly decreasing function of |x|. We show thatĥ(x) ≤f (x) when x / ∈ B. If B = ∅, the result follows from (v). From now on, assume B = ∅ (hence B = {0} as well since B is open).
By the monotonicity of f in |x|, inf tB f < inf B f if t > 1. It follows that F ⊂ tB, so that ρ + f (ξ 0 ) ≤ tρ where ρ is the radius of B. From the above,ĥ(x) ≤f (x) when |x| ≥ tρ and, hence, when |x| ≥ ρ by first letting t → 1 (which gives only |x| > ρ) and next using the right-continuity off andĥ with respect to |x|. Since ρ is the radius of B and B is centered at the origin, this means thatĥ(x) ≤f (x) when x / ∈ B.
Even when f ≥ 0, it is not true thatf = 0 implies f = 0. The following characterization is important for the proof of the reverse inequalities (specifically, of Theorem 5.5 later). 
We shall also need the transform defined by 
. Furthermore, Mf = ess supf and mf = ess inff . (iv) (f + z) =f + z for every z ∈ R and (f (c·)) =f (c·) for c ∈ R\{0}. (v) (cf) = cf for every c ≥ 0 (and (cf) = cf for every c < 0).
is bounded above on bounded subsets, lim |x|→∞ h(x) = ∞ and h(x) ≤ f (x) for |x| large enough, thenȟ(x) ≤f (x) for |x| large enough. Furthermore, if h(x) is a strictly increasing function of |x| and if h(x) ≤ f (x) when x / ∈ B for some open ball B centered at the origin, thenȟ(x) (= h(x) by (i)) ≤f (x) for every x / ∈ B.
Proof. Parts (i) to (vii) follow at once from (4.5) and from the corresponding properties in Theorem 4.3.
(viii) First, note that if f ≥ 0 and ξ < 0, then ρ 
t}. This shows that γ 
Reverse inequalities for f ⊼ g
We begin with the (trivial) converse of the Brunn-Minkowski inequality for Euclidean balls. 
Proof. Call r i the radius of B i , i = 1, 2. It is readily checked that B 1 + B 2 is a ball with radius r 1 + r 2 and the inequality simply follows from (
In the next lemma, M f = M g is not needed (compare with Lemma 3.1).
Proof. By (2.2) and (2.3) and since f ⊼ g ≥ 0 is measurable (Lemma 2.2), it follows
and so µ N (F
, where Lemma 5.1 was used.
This yields
(ii), the right-hand side is 2 Example 5.1. With N = 1, let 0 < f ≤ 1 be integrable with f (n) = 1 for every n ∈ Z and let g = χ (−1,1) (=ĝ). Then,
If N = 1, f, g ≥ 0 are even and nonincreasing on [0, ∞) and To go further, we need a simple property of Young functions.
Lemma 5.3. If φ is a Young function and f : R
Proof. For brevity, we only give the proof in the more important case when 0 < φ < ∞ on (0, ∞), so that φ is continuous on [0, ∞] and has an inverse ψ. The general case involves extra technicalities that lengthen the exposition. Recall that ρ Proof. Since f ≥ 0 impliesf ≥ 0, it follows from Theorem 4.3 (ii) and from 
Proof. For the measurability of φ(f ), φ(g) and φ(f ⊼g), see Lemma 3.3 and Remark 3.1. That all three are nonnegative is trivial. In the proof of Lemma 3.3, we already established that φ(f ⊼ g) = φ(f ) ⊼ φ(g). Therefore, by Lemma 5.2 for φ(f ) and φ(g) and by Lemma 5.3, we get
Suppose first that ||f || φ > 0 and ||ĝ|| φ > 0. Since (5.1) is trivial otherwise, we may and shall assume ||f || φ < ∞ and ||ĝ|| φ < ∞. If so, 0 < r := ||f || φ + ||ĝ|| φ < ∞ and the inequality (5.2) for r −1 f and r −1 g is (use Theorem 4.3 (v))
With λ := r −1 ||f || φ ∈ (0, 1), so that r −1f = λ||f || φĝ , this reads
Since φ is convex and φ(0) = 0, then φ(µτ ) ≤ µφ(τ ) when τ ≥ 0 and 0 ≤ µ ≤ 1. The choices µ = 2 1−N in the left-hand side of (5.3) and, next, µ = λ and µ = 1 − λ in its right-hand side, yield
φĝ . 
By (3.5), it follows that
. This yields
where Theorem 5.5 was used for the second inequality.
by Theorem 4.5 (viii) and (iv) (in that order), which proves (6.1).
The comments after Theorem 5.5 may be repeated: Without extra assumptions, (6.1) is not trivial even when L φ = L ∞ . The proof of Theorem 6.1 shows that, more generally, if z ∈ R and −m g ≤ z ≤ m f (whence m f + m g ≥ 0),
However, (6.1) is optimal (to prove (f g) −1 ∈ L φ ) among all the inequalities (6.2). Indeed, if the right-hand side of (6.2) is finite for some z as above, the righthand side of (6.1) is also finite 3 . To see this, assume first m f + m g = 0. Then, z = m f = −m g = m f,g is the only possible choice in (6.2) and (6.1) is optimal by default. Suppose now that m f +m g > 0 and note that, by Theorem 4.5 (iii),f −m f,g andǧ + m f,g are both bounded below by (
It is not clear whether 2
N −1 is best possible in (6.1), among all the constants independent of φ. The remark that (f f )(x) ≤ 2f (x/2) and the choice g = f = f ≥ 0 with f −1 ∈ L 1 = L φ only shows that the best constant is at least 2 N −2 . There is also a converse of Corollary 3.5:
are Borel measurable, that g ≥ 0 and that f ≡∞, g ≡∞. Then, f ⊻ g ≥ 0 and
Proof. Since g is nonnegative,
Also, 0 ≤ m f+ , m g < ∞ since f ≡∞ and g ≡∞. Thus, it suffices to use Theorem 6.1 with f + /2 and g/2 along with Theorem 4.5 (v) and (ix).
In many cases, Theorem 6.1 and Corollary 6.2 can be used to prove that (f g)
∈ L φ without any calculation off orǧ, because there are easily verifiable sufficient conditions for the finiteness of the right-hand sides of (6.1) and (6.3). The simplest one is given in the following lemma.
for every open ball B centered at the origin such that 4 f ≥ h ≥ 2z outside B and every Young function φ. If φ is invertible with inverse ψ, this also reads
Proof. Let B be as in the theorem. By the "furthermore" part of Theorem 4.
and everywhere else) and (6.4) follows. To get (6.5) when φ is invertible with inverse ψ, just notice that
From the proof of Lemma 6.3, |x| α can be replaced with a function h(x) satisfying general conditions. For example, if L φ = L p with p ≥ 1, Lemma 6.
β for large |x|, the choice of any continuous strictly increasing function h of |x| that coincides with c|x| α (log |x|)
Remark 6.1. The proof of Lemma 6.3 also shows that, more generally, (6.4) is true with m f replaced with mf and that this requires only mf > −∞. This may occasionally be useful, but rarely (see Remark 4.3).
It is more delicate to extend Lemma 6.3 when
loc (because mf = ess inff ; see Theorem 4.5 (iii)), so that local integrability becomes an issue. This requires further investigation. We only mention without proof (and will not use later) that if m f is a unique and nondegenerate minimum of f (plus a mild technical condition
A direct application of Lemma 6.3 yields the following sample result.
, suppose that there are constants c > 0 and α > 0 such that f (x) ≥ c|x| α and g(x) ≥ c|x| α for |x| large enough. Then: 
for |x| large enough by Lemma 6.3, but this is not necessary).
Proof. As in Lemma 6.3, set h(x) := c|x| α and, in (6.4), let B be a ball centered at the origin such thatf ≥ h and h ≥ m f + |m g | ≥ 2m f,g = m f − m g outside B. Evidently, (f ) t ≥ h t (:= th(t −1 ·)) outside tB and, by Theorem 4.5 (iv) and
Since h t (x) = t 1−α c|x| α , it follows from the above that the estimate (6.4) can be used with f, h and B replaced with f t , h t and tB, respectively, and with z = m ft,g = (tm f − m g )/2, provided that t ≥ 1 and that tm f + m g > 0 (so that m ft,g < m ft = tm f ), which holds for large t. Accordingly,
The estimates (i), (ii) and (iii) follow from (6.1) and (6.6) and from the remarks that (a) if m f = 0, then (m g > 0 and) (ǧ + m ft,g ) −1 = (ǧ − m g /2) −1 is independent of t and (b) if m f > 0, then lim t→∞ ||(ǧ +m ft,g ) −1 || p = 0 by dominated convergence if p < ∞ and byǧ + m ft,g ≥ (tm f + m g )/2 if p = ∞.
Similar estimates hold when f is replaced with f t in Corollary 6.2 and estimates can also be worked out in other spaces L φ , but the technicalities depend on φ. For instance, while Theorem 6.5 remains true if L p is replaced with (1, ∞) ; see e.g. [15] )). Choices of h other than h(x) = c|x| α often lead to challenging calculations.
Application to the Hamilton-Jacobi equations
We shall now apply the results of the previous sections to the Hamilton-Jacobi equations in their simplest form (see Subsection 8.1 for a variant)
where the Hamiltonian H and the initial value g are given functions on R N . Roughly speaking, when the Hamiltonian H (initial condition g) is convex, the Hopf-Lax formula (Hopf formula) provides a solution of (7.1 ). In both cases, various additional conditions are required of H and g and, as always, what constitutes a solution is somewhat flexible. While the more recent work focuses on viscosity solutions, other definitions exist as well.
Throughout this section, we assume that g, H :
, that m g ∈ R (hence g ≡∞), H ≡∞ and that g is Borel measurable. Further assumptions will be introduced when needed. It is once and for all understood that t > 0.
We denote by (tH) * the Legendre-Fenchel conjugate of tH, that is,
Since (tH) * is always lsc, it is Borel measurable.
7.1.
Solutions by the Hopf-Lax formula. In this subsection, H is convex and H * * (0) ∈ R. The Hopf-Lax formula (Hopf [14] , Lax [19] )
is known to give a solution of (7.1) under various conditions about g. That g is realvalued and continuous is a common assumption; see Bardi and Faggian [4] and the references therein. The case when g is lsc and not everywhere finite was considered by Imbert [16] and Strömberg [32] . Chen and Su [6] show that (7.2) is a solution when g is real-valued, a.e. continuous and satisfies a condition weaker than upper semicontinuity. Undoubtedly, other options can be found in the literature. The inequality (3.9) in Theorem 3.4 can be used with f = (tH) * if m (tH) * +m g ≥ 0. That m g > −∞ was assumed earlier, whereas m (tH) * = −tH * * (0) ∈ R. As a result, the condition m (tH) * + m g ≥ 0 is simply
so that m (tH) * ,g (see (3.8) ) is given by
Thus, assuming (7.3), the corresponding inequality (3.9)
and the reverse inequality (6.1) of Theorem 6.1
hold for every Young function φ. Given α > 1, call α ′ := α/(α − 1) > 1 the Hölder conjugate of α. It is easily checked and certainly folklore that if there is a constant d > 0 such that H(x) ≤ d|x| α ′ for |x| large enough, then H * (x) ≥ c|x| α for |x| large enough. Consistent with Theorem 6.4, it follows that if also g(x) ≥ c|x| α for |x| large enough, then
.) The accuracy (or possible lack thereof) of these estimates can be evaluated by using the inequality (7.4) with || · || φ = || · || p .
We now look at two classical examples in more detail. In both cases, H * * (0) = H(0) = 0 will make the inequalities simpler, but confines the discussion to m g ≥ 0.
Example 7.1. Suppose that H(x) := |x| 2 /2, so that (tH) * (x) = |x| 2 /2t and (7.3) boils down to m g ≥ 0 since
where A(p, m g ) > 0 is a constant which is finite if and only if m g > 0 and p > N/2. Accordingly, from (7.4) 
Assume now m g > 0 and p > N/2. By (7.4) with H * * (0) = 0 and since 0 ≤ g ≤ 2g − m g ≤ 2g,
for some constant c > 0 depending only upon N, p and m g . Thus, once again,
Conversely, since ((tH)
* ) = (tH) * by Theorem 4.5 (i), it follows from (7.5) and from 0 ≤ǧ ≤ 2ǧ − m g ≤ 2ǧ (since mǧ ≥ m g ; see Theorem 4.
, where C > 0 depends only upon N, p and m g . In particular, ||u(t, ·) −1 || p = O(t N/2p ) as t → ∞ (which is sharp because of (7.6)). Note that the general estimate of Theorem 6.5 gives only the less precise O(t N/p ).
as t → ∞ (optimal by (7.4)). In particular, this holds ifǧ −1 ∈ L q with 1 ≤ q ≤ p and p > N/2. This complements the L p discussion above, even when m g > 0.
Example 7.2. Suppose that H(x) = |x|, so that (tH) * is the indicator function of the closed ball B(0, t). Thus, the formula (7.2 ) is simply u(t, x) = inf |y|≤t g(x − y). Once again, H * * = H, so that (7.3) amounts to m g ≥ 0 and, if φ is a Young function, then (with ω N := µ N (B(0, 1))
, this also follows from the remark that for every ε > 0, u(t, ·) −1 ≥ ε −1 on some ball of radius t.) Assuming from now on that m g > 0, it follows from (7.7) that if φ has an inverse ψ on [0, ∞], then ||(2(tH)
N t −N −1 (where, as usual, ψ −1 = 1/ψ, not φ). In the simple case when φ(τ ) = τ p with p ≥ 1, this yields
, it follows from (7.5) and (7.8) that u(t, ·) −1 ∈ L p and that ||u(t, ·) −1 || p = O(t N/p ) as t → ∞ (which is sharp because of (7.4)). This is the general estimate in Theorem 6.5 (i) which, in this example, is therefore optimal.
In Example 7.2, g −1 ∈ L p is not enough to get u(t, ·) −1 ∈ L p : If N = 1 and if g = f −1/p with p < ∞ and f from Example 5.1, then m g = 1, g −1 = f 1/p ∈ L p , but u(t, x) = inf |y|≤t f −1/p (x − y) = 1 if t ≥ 1, so that u(t, ·)
Solutions by the Hopf formula
The Hopf formula (Hopf [14] )
gives a solution of (7.1) when g is convex and various other technical assumptions are satisfied. See for instance Bardi and Evans [3] . In Penot and Volle [28] , g and H can be extended real-valued. Below, we assume that g is lsc. Since u(t, ·) is convex, there is no measurability issue. First, −g * (0) = inf g = m g (finite, as assumed above) by definition of g * . Next, if h, k : R N → (−∞, ∞] and h ≡∞, k ≡∞ (so that h * and k * are proper), it is wellknown and easily checked that (h + k) * ≤ h * k * . As a result, u(t, ·) = (tH + g * ) * ≤ (tH) * g * * = (tH) * g. On the other hand, by using "inf sup ≥ sup inf", we get inf x (tH +g * ) * (x) ≥ sup y inf x (x·y −(tH +g * )(y)) = −tH(0)−g * (0) = −tH(0)+m g . Indeed, inf x (x·y −(tH +g * )(y)) = −∞ if y = 0 because tH and g * are proper. This shows that if −tH(0) + m g ≥ 0, then 0 ≤ u(t, ·) ≤ (tH) * g. Furthermore, since (tH) * = (tH C ) * where H C = H * * is the closed convex hull of H, it follows that m (tH) * = −tH C (0) ≥ −tH(0). To ensure that m (tH) * ∈ R, i.e., that H C (0) > −∞, it must be assumed that H is bounded below by an affine function. If so, it follows from Theorem 3. Since the inequality (8.1) depends only upon H C , it remains true when H is replaced with any proper closed convex function K ≤ H (so that K = K C ) under the same assumption −tH(0) + m g ≥ 0 as above (still needed to ensure u ≥ 0) because this substitution decreases the left-hand side. This is less accurate, but often more convenient for practical evaluation.
As an illustration of this point, it follows from the discussion in Example 7.1 that u(t, ·) −1 / ∈ L p if H(x) ≥ |x| 2 /2 and either 0 < p ≤ N/2 or m g = 0. Alternatively, from Example 7.2, u(t, ·) −1 / ∈ L φ for any φ if H(x) ≥ |x| and m g = 0. In the opposite direction, if L ≥ H is any lsc convex function, then (tH + g * ) ≤ (tL+g * ) and, since both tL and g * are proper and lsc, (tL+g * ) * = (tL) * g as soon as the relative interiors of dom L and dom g It is shown in [5] that h is quasiconvex and lsc and that m h = −∞.
From now on, we assume g ≥ 0, so that u(t, ·) = h 
