Abstract-Within the silicon photovoltaics (PV) community, there are many approaches, tools, and input parameters for simulating solar cells, making it difficult for newcomers to establish a complete and representative starting point and imposing high requirements on experts to tediously state all assumptions and inputs for replication. In this review, we address these problems by providing complete and representative input parameter sets to simulate six major types of crystalline silicon solar cells. Where possible, the inputs are justified and up-to-date for the respective cell types, and they produce representative measurable cell characteristics. Details of the modeling approaches that can replicate the simulations are presented as well. The input parameters listed here provide a sensible and consistent reference point for researchers on which to base their refinements and extensions.
predict how changes to a solar cell design or fabrication procedure will affect its efficiency, and to provide a quantitative foundation to decide on R&D strategies. In their timeless quest to increase accuracy (and reduce complexity), researchers have generated a plethora of equations, algorithms, parameterizations, and programs to simulate solar cells. To the newcomer, the vast array of approaches and possible inputs can be confounding. To the old timer, it is tedious to state all of the inputs and assumptions that ensure a fellow researcher can replicate and test their simulations.
We seek to alleviate these problems by providing a set of inputs to simulate six major types of silicon solar cells. The input sets comprise a starting point for new comers and provide a reference point from which researchers can base their refinements and extensions. The input sets contain the physical properties of the cells, and as such, they are not specific to any modeling approach or software tool.
In addition to providing parameter sets, we apply a specific modeling approach and set of software tools to simulate the optical and electrical behavior of the solar cells. It presents a balance between a high level of detail to cover detrimental physical effects and a low level of complexity to be reproducible and comprehensible to nonexperts. Notably, a subset of the used software tools is freely available, providing a readily accessible way to reproduce the presented results.
The first two parameter sets represent industrial screenprinted solar cells. Due to issues of commercial confidentiality, compromises are made in the selection of values to make public here. Most notably, the inputs that define the emitter profiles and metallization are more representative of recent forerunners to modern industrial cells, rather than those produced in 2014. Nevertheless, the datasets provide a complete and sensible starting point from which readers can critically examine, debate, and substitute inputs. No such compromises are made in the remaining four parameter sets, which represent laboratory-based solar cells whose structures and behavior have been published in detail. A preliminary version of the first parameter set was published in [1] .
For completeness, the text that follows is replete with assumptions and qualifiers, many of which require a background in solar cell physics to comprehend. The new comer need not be discouraged by this level of detail. They can commence by downloading the parameter sets from an online solar cell library [2] , varying the inputs in the appropriate software and 2156-3381 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. observing how the efficiency of a particular cell type depends on its physical structure.
II. MODELING APPROACH
The modeling approach followed in this work is sketched in Fig. 1 . It can be divided into optical modeling to derive the generation profile, calculation of a lumped series resistance to represent the metal grid resistive losses, and electrical simulation of an element of symmetry (a unit cell). For the sake of keeping complexity at a moderate level, this approach neglects some full-size effects: perimeter losses, busbar recombination, the distributed nature of the metal grid resistance, and inhomogeneity of the silicon wafer. Details of the assumptions and simplifications are stated in the following sections.
A. Optical Modeling
The purpose of the optical modeling is to determine the generation profile of electron-hole pairs within the silicon. This requires knowledge of the incident illumination, the surface morphologies, the thickness of the wafer and any films, and the complex refractive index of all materials.
Parameter sets for two modeling approaches are presented. Importantly, both approaches modify the generation profile under textured surfaces such that it approximates the profile under an equivalent planar surface. It greatly simplifies the subsequent electrical modeling to treat the solar cell as having planar surfaces.
The first approach is ray tracing, here performed with Sentaurus Device [3] or the Wafer ray tracer on PV Lighthouse [4] . Both are able to directly compute the generation profile G(ζ) of electron-hole pairs in the silicon, where ζ is defined as the shortest distance to the illuminated surface [5] . The purpose of using ζ rather than depth is that it converts the generation profile under a complicated geometry (e.g., random pyramids) to an equivalent generation profile under a planar surface.
The second approach to the optical modeling is to use the front-surface transmission T ext (λ) and the pathlength enhancement Z(λ) as inputs, which are both a function of wavelength λ. As described in detail in [6] , those quantities are used to calculate the generation profile by an analytical model similar to the one presented in [7] and are suitable inputs, e.g., for the solar cell simulator Quokka [8] . Furthermore, the related reflection, absorption, and transmission data are used for comparison to quantum efficiency (QE) measurements of finished solar cells, with the purpose of validating and calibrating the optical and electrical input parameters.
Shading by fingers is represented by nil generation underneath their effective shading width, whereas busbar shading is considered by either a global scaling of the generation profile or a postsimulation scaling of the current density, which gives almost identical results. The influence of altered internal reflectivity at finger and busbar regions is neglected for simplicity. Furthermore, free-carrier absorption and photon reabsorption are neglected or effectively incorporated into rear reflector assumptions to fit measured J sc .
B. Metal Grid Resistance
The metal grid resistance is represented by a lumped series resistance value R series , thereby neglecting the influence of its distributed nature. This can overestimate the fill factor (FF) for cells that have a significant metal resistance, but for the cells presented here, it was concluded from SPICE modeling that the assumption has minimal influence on FF. R series is derived by analytical modeling, as described in [9] , using Grid on PV Lighthouse. Contact resistance is excluded from the lumped series resistance because it is included in the electrical modeling, thereby accounting for related current transfer effects. Busbar resistance is neglected, which is consistent with a high number of measurement probes along the busbar during current-voltage testing. Unless stated otherwise, a rectangular profile of metal fingers is assumed.
C. Electrical Modeling of the Unit Cell
To derive the current-voltage (I-V) and QE characteristics of the solar cell, electrical modeling of the unit cell is performed by means of steady-state numerical simulation of the semiconductor carrier transport in two or three dimensions. There are essentially two different ways of treating near-surface regions: 1) lumped parameter modeling (i.e., the conductive boundary approach) and 2) detailed modeling.
The first approach has the advantage of being simpler and much faster. The near-surface region is treated as a boundary condition, described by a set of lumped input parameters consisting of the sheet resistance R sheet , the collection efficiency η c , and a (injection-dependent) recombination parameter J 0 or S eff . It is well validated for typical wafer-based silicon solar cells and implemented in several software tools, e.g., in Quokka [8] , [10] , CoBoGUI [11] , PC2D [12] , and QSSCell [13] , [14] .
The second approach is more computationally expensive, but it includes the physical nature of the surfaces and immediate subsurface regions. It simulates them by solving a set of bestknown physical models that describe the electrical, optical, and thermal properties of the material system. The main inputs for solar devices are the doping profile N(ζ), the surface ShockleyRead-Hall (SRH) recombination parameters S n and S p , the surface charge Q, and at times empirical correction factors in case of a textured surface morphology. This approach provides more insight into the detailed operation of the device and must be used when effects within the near-surface regions are investigated. It is well established and implemented in several software tools, e.g., in Sentaurus Device [3] , Atlas [15] , EDNA [16] , in the Semiconductor Module of Comsol Multiphysics [17] , [18] and PC1D [19] , [20] .
As described in Section II-A, a textured surface is approximated by a planar electrical solution domain, which for the detailed modeling necessitates the introduction of correction factors to reproduce experimentally measured characteristics. Most importantly, the recombination increases due to surface area enlargement, which is addressed by increasing recombination parameters, mainly S n0 and S p0 , and optionally volumetric Auger and SRH recombination by a texture multiplier (typically 1.3-1.7). While the measured J 0 can be reproduced by this approach, an accurate representation of the collection efficiency η c (ratio of collected and generated carriers within the near-surface region) is difficult to achieve simultaneously. The conductive boundary approach avoids this problem by setting J 0 , R sheet , and η c independently of one another to empirically determined values. Due to zero generation underneath fingers, η c for contacted regions is irrelevant and consequently not given in the input parameter sets.
It is also possible to use a combined approach in which aspects of the cell that cannot be directly measured are first simulated with detailed modeling, and then, the lumped outputs are used in a subsequent conductive boundary model.
In this paper, we describe how each solar cell structure can be consistently simulated with both the lumped parameter and detailed approach. For lumped parameter modeling, we use a combination of EDNA [16] to perform detailed surface modeling (where lumped parameters are not directly available) and Quokka [8] for conductive boundary device simulations. Complete detailed modeling is performed with the commercial device simulation software Sentaurus Device [3] or Atlas [15] .
In this work, the simulation of the electrical performance of the unit cell neglects some of the specific regions of a real solar cell. Most notable is the impact of the busbar and edge regions. In addition, some solar cells also have solder contact pads that can introduce additional recombination due to the lack of BSF formed. In all of the front-contact simulations presented here (except the PERL cell which has no busbar), the impact of the busbar shading is considered as described in the Section II-A. For simplicity, the recombination impact of these regions is neglected as is any impact from the edge regions. Furthermore, any J 02 and R shunt contributions from edges and busbars are neglected, again for simplicity.
III. INPUT PARAMETER SETS
The main purpose of this work is to present complete and representative parameter sets for six major silicon solar cell structures. The first two sets are for common commercial solar cells, and the other four sets are laboratory-based solar cells. The input parameters comprise a mixture of measured, modeled, and empirically fitted values, as stated for the individual cell types.
We emphasize that the input parameters cannot provide a precise description of every solar cell of a given structure. The PV industry manufactures cells with a wide distribution of I-V performance, largely due to a wide distribution in the quality Green [30] of silicon wafers but due to ongoing improvements in materials, equipment and processes and to temporal variability in production lines as well. The parameter sets provided for the industry-typical cells (A, B) are necessarily nebulous. They are not generated from any specific solar cell, but are selected to represent a "typical" cell within the wide variety manufactured in industry. The parameter sets do not represent the "state-of-the-art" in 2014, and they will be outdated in the near future. In fact, some inputs could already be considered outdated, a necessary consequence of commercial confidentiality. To supplement the specific values, we therefore provide a value range for those inputs that are well known to have a wide distribution.
The parameter sets for the laboratory-based cells (C-F) are more specific because, with the exception of the heterojunction technology (HJT) cell (D), they have been determined from measurements on a particular experimental solar cell. The inputs for the HJT cell combine properties from different laboratories (not industry). Thus, the laboratory-based cells are very specific to the technology applied by the respective institute and are also not representative of their equivalent industrial solar cells.
Thus, irrespective of the dataset, the reader is encouraged to use these inputs as a sensible and consistent starting point and to substitute their own values where appropriate.
General Input Parameters
An essential part of the input parameters form the general inputs common to all cell types, including the choice of parameterizations for modeling silicon properties. Table I summarizes the inputs used in this work, mostly as suggested in [21] . Notably, for Auger and radiative recombination, model parameters are valid at 300 K only. However, neglecting their temperature dependence results in minor effect on the simulation result compared with the large effect of the different intrinsic carrier concentration. We accept these inconsistencies and choose 25°C (298.15 K) to be more representative for standard testing conditions. An important parameter for the conductive boundary modeling using J 0 values is the effective intrinsic carrier density n ieff . We use the value of n ieff = n i = 8.27 × 10 9 cm −3 (see Table I ) in the bulk consistently throughout this work for conductive boundary modeling, neglecting the small amount of bandgap [39] with texture multiplier of 1.73) contacted: S p = S n = 1 × 10 7 cm/s (thermal velocity) volume SRH modeled via inactive phosphorus profile according to [39] and a texture multiplier of 1.73 rear p + region lumped inputs sheet resistance 30 Ω (20-40) recombination parameter J 0 = 517 fA/cm 2 (300-700) depth 7-μm collection efficiency 0.7 detailed inputs doping profile measured active concentration from [40] with incomplete ionization model from [45] , see Appendix B surface SRH S p = S n = 1 × 10 7 cm/s (thermal velocity) volume SRH modeled as in [41] with parameters in [42] narrowing. J 0 values derived with a different assumption of n ieff are scaled according to J 0 /n ieff 2 = const [22] .
A. Conventional (Industry Typical Properties): p-Type Full-Area Rear-Alloyed Cell with Screen-Printed Metallization
Solar cells with a conventional design are presently the dominant cell type in large-scale industrial manufacturing [31] . The models presented here are based on values obtained from both the literature, as well as various industry sourced cells whose specific details remain hidden for commercial reasons. In general, there are several possible varieties of this cell type. Most notably, the substrate may be either multicrystalline (standard or high performance) or monocrystalline Czochralski (Cz). Here, we have chosen standard multicrystalline material to demonstrate both a simple bulk model for this material as well as how to incorporate an isotextured front surface. The emitter may be formed with either a "standard" or "high-efficiency" approach; see, for example, [32] . We have chosen the "standard" approach to demonstrate how to model the impact of Si-P precipitation on cell performance. It should be noted that, particularly for conventional screen print cells on monocrystalline material, it is likely that the majority of production cells now use the highefficiency emitter approach. For the input parameters to such an emitter, see the passivated emitter rear cell (PERC) cell in the next section. Finally, the screen-print fingers themselves also have several varieties. This includes single print and double print, as well as an alternative in stencil printing. Since the overwhelming majority of production cells are currently manufactured by the first option, the inputs we present for the front contact represent a typical single-print 3 busbar H pattern with an average finger width that is consistent with the 2014 ITRPV [31] .
The front-surface optical properties of these cells are dominated by the isotexture. Although this surface topology is rather irregular and depends strongly on the manufacturing process, it is possible to quantify the photogeneration and parasitic absorption of the cell with standard ray tracing, assuming a 3-D symmetry element with a top shape of a spherical cap spanning a characteristic angle [33] - [35] . The rear interface is approximated with a planar geometry, causing a moderate amount of scattering described with Phong's model [36] .
The isotexturing also increases the surface area and, hence, the J 0 of the emitter, typically by a factor of about 1.2. In this simulation example, J 0 derived by detailed modeling in the planar simulation domain without correction factors consequently needs to be 167 fA/cm 2 to represent the target value of 200 fA/cm 2 . This increase in J 0 cannot be reproduced by simply increasing the SRH recombination velocity S p of the front surface and the capture cross section σ p of the inactive phosphorus by a factor of 1.2, because the limited carrier collection efficiency causes nonlinearities. In our example, a suitable multiplication factor turned out to be 1.73 (coincidentally the surface area enhancement factor of ideal pyramidal texture). This quantifies V oc rather precisely, but then underestimates the internal quantum efficiency in the UV and blue part of the spectrum. For the conductive boundary modeling, we therefore do not use the collection efficiency resulting from the detailed modeling of this particular emitter but, rather, a typical constant value of 0.85 [32] , [37] .
The "standard" heavily doped emitter is modeled using both a profile of active as well as inactive dopants as shown in Fig. 6 in Appendix B. The difference between these two profiles is inactive phosphorus (interstitial P clusters and possibly various forms of precipitates), which then leads to a highly localized degradation of the carrier lifetime. The full details of these profiles and their impact on recombination can be found in [38] and [39] . Notably, we neglect the effects of metal paste etching and silver crystallites under at the contacted emitter regions, but rather assume identical doping profiles with thermal surface recombination velocity. This may result in an unrealistically low J 0 for the contacted emitter, which has however minor influence on the simulated cell characteristics.
Similarly, we present a detailed model for the back surface field. This work has assumed that the boron concentration of the screen-printed pastes is negligible (which may not be true for high-efficiency rear-side pastes), and therefore, the BSF is entirely formed from Al. The exact profile used for the BSF is obtained from [40] and is shown in Fig. 7 in Appendix B. The modeling accounts for incomplete ionization and Al-O complex recombination via the models presented in [41] , with defect parameters taken from [42] .
The lifetime within the bulk of multicrystalline material is dominated by a variety of defects, which are expected to vary greatly from wafer to wafer. For this reason, we propose here a simplification which will allow the simulation of the basic underlying performance of the device architecture itself. Neglected are the spatial variations of the bulk lifetime due to the different grains, grain boundaries, edge contaminated regions, and defect clusters. It is worth noting that the relative impact of all of the inputs will be modulated by this underlying material quality. However, specific strategies to account for this are beyond the scope of this paper. Thus, to provide a basic model for the bulk of a standard mc-Si wafer, we use here a single SRH defect at mid-band with τ n = τ p = 75 μs. The input parameters for the conventional cell are summarized in Table II .
B. Passivated Emitter Rear Cell (Industry Typical Properties): Monocrystalline p-Type Cell With Local Al-BSF and Screen-Printed Metallization
PERC cells are presently being introduced into mass production to increase cell efficiency. They improve upon the conventional cell (described above) by replacing the rear-surface fullarea Al-BSF with a stack of passivation layers and localized contacts; in order to gain benefits from the improved rear, the emitter must be improved as well. The localized contact regions are typically formed by locally laser ablating the rear dielectric film and then firing specialized screen-printed Al paste through the openings to form localized BSF regions.
In principle, the rear of the PERC cell architecture is somewhat independent of the choice of front-surface properties. As such, it would be possible to substitute the values provided here with those from the previous section. However, the low recombination achieved at the rear surface means that this type of cell is more sensitive to increased recombination in the bulk or at the front surface. We, therefore, model it with a "high-efficiency" emitter and good-quality monocrystalline Cz silicon substrates. The SRH lifetime parameters are chosen from [47] and do not include the recent improvements made in stabilizing the B-O complex.
The optical losses are calculated with standard ray tracing assuming a classic single KOH textured pyramid but random shifts of the rays to mimic the random placement of the pyramids. The optical properties of the rear interface are important in PERC cells. In this example, the scattering and parasitic absorption are ray traced with the tilted-mirrors model [48] , [49] . The optical properties depend strongly on the thickness of the dielectric between Si and Al. Here, a 100-nm SiN x is chosen (having the same refractive index as the front AR coating for simplicity), on top of 10-nm plasma-enhanced chemical vapor deposition (PECVD) AlO x .
For confidentiality reasons, the "high-efficiency" emitter used here does not represent an actual manufactured one. It is derived from the "standard" emitter as described in the above conventional cell by omitting the first 30 nm of the doping profile, representing an etch-back process commonly used in industry for this purpose, and as such might be significantly different to typical high-efficiency emitter profiles. The KOH-texturing increases the surface area of the emitter by a factor of approximately 1.7. It is shown in [50] , however, that the accompanying increase in J 0 can be reasonably compared with the increase in case of isotexturing. Therefore, for calculating the SRH recombination velocity S p of the front side and the capture cross section σ p of the inactive phosphorus, we choose a texture multiplier of 1.35, which is used to account for the increase in J 0 of many industrial emitters after isotexturing. Detailed modeling of this virtual "high-efficiency" emitter results in a typical decrease of J 0 compared with the standard emitter (while still having a slightly higher than typical absolute value) but with a notably relatively high sheet resistance R sheet . Due to the latter, the simulated resistive losses in the emitter may be larger than typical. As explained in the conventional cell above, the collection efficiency is set independent from the detailed modeling results to a value of 0.95 typical for a high-efficiency emitter.
Of critical importance to the performance of a PERC cell is the design of the rear-side contact pattern. The localized BSF regions are in this case formed as lines but are often also formed as an array of points. The selection of the width and pitch of these lines is a tradeoff between resistive and recombination losses. From the literature, it is clear that there is a wide variety of values for the recombination at the rear surface and within these localized contact regions. However, insufficient reliable data have been published to date to deduce a justifiable range for J 0 of the localized BSF, which is therefore omitted from Table III despite its large variation. The amount of recombination within the device may also be affected by void formation, which is not accounted for here. In this example, we neglect lateral variations within the localized BSF regions and apply the full-area Al-BSF profile from the conventional cell above thinned by 3 μm to represent the typically shallower depth and higher recombination of a localized BSF. The input parameters for the PERC cell are summarized in Table III .
C. n-PASHA (ECN): Bifacial n-Type Cell with Screen-and Stencil-Printed Metallization
The n-PASHA cell developed at ECN [53] , along with its industrial equivalents PANDA of Yingli Solar [54] , is one of the most prominent industrial bifacial cells. The models and input sets presented here for the n-Pasha cell have been chosen (midgap) * The lumped input parameters for the emitter being out-of-range of typical values is caused by the enforced consistency with the detailed modeling, which input parameters deviate from an industry-typical high-efficiency emitter due to confidentiality reasons (see text for more information) such that the optical, recombination, and resistive properties of laboratory cells manufactured at ECN are well represented. A slightly different description of the n-Pasha cell was given in [55] .
The reported J 0 values were taken from lifetime measurements. The reported S p0 , S n0 values were adapted to obtain the measured J 0 . To account for the textured surface, an enhancement factor of 1.7 was used both for the Auger and surface recombination. The present parameters still suggest that optimization of the surface is possible.
It was found that in order to describe recombination at the contacts, a local etch-back of the profile must be assumed [49] . Such a uniform effective etch-back is an idealization of the actual damage that is caused by fire-through metallization, especially under the Ag-Al contacts on the emitter. The effective etch depths are chosen to match the difference in implied V oc of the cell before metallization and the measured V oc after metallization.
The n-Pasha cell has a random pyramid texture at the front and rear surfaces. A textured rear is required to obtain a high bifaciality factor. In the present model, the rear dielectric layer is not treated explicitly. A Lambertian rear reflector was assumed, and the reflectivity was adapted to match the measured J sc . In the assumption for the rear reflector, two opposing effects are lumped: the significant free-carrier absorption within the two full-area diffusions, and the current gain from the reflective chuck used in the measurement. Fig. 4 shows that the recombination at MPP is rather evenly distributed over the bulk, emitter and BSF, although recombination at the metallized areas is relatively large. Further optimization of contacts and diffused regions would make the cell efficiency more dependent on the bulk quality. The rear n+ diffusion of the n-Pasha cell has a large contribution to the resistive losses, which is accepted in order to keep the shaded area small for high bifaciality. The input parameters for the n-PASHA cell are summarized in Table IV .
D. Heterojunction Technology (Projected): n-Type Heterojunction Cell with Screen-Printed Metallization
The HJT was successfully first industrialized by Sanyo, now Panasonic, and holds the current efficiency record for a [56] . With a conventional bifacial design, the corresponding heterojunction cell efficiency record (again achieved by Panasonic) is 24.7% [57] . As a comprehensive characterization and description of their device properties is publicly not available, the stated input parameter set describes a theoretical cell, which essentially combines cell design and electrical properties of thin-film a-Si:H layers and interfaces as optimized, measured, and simulated at SERIS [58] , [59] , with the optical a-Si:H properties and the TCO properties as published by EPFL [60] , [61] . For best consistency, we also employ a value for contact resistivity between Ag-paste fingers on this particular TCO, as published in [62] .
While not representing a physical manifestation of a real cell, all individual properties and cell characteristics are within reasonable limits of what is typically achieved at research institutes, highlighting common characteristics and loss mechanisms of HJT cells. A notable deviation of the presented laboratory cell design from an industrial HJT design is the full-area silver-based rear metallization, which in industry is commonly replaced by an H-pattern screen printed metallization for bifaciality and cost reasons.
The corresponding simulation input parameters are calibrated twofold: first using published input parameters for heterojunction solar cells by Rahmouni [63] reproducing published results from Panasonic [64] (reporting 20.4% efficiency at that time) (see [Table 4 .1, 50]), and second, calibrated toward measured injection-dependent effective carrier lifetime curves of symmetrically passivated silicon wafers using heterojunction silicon thin-film layers as developed and characterized at SERIS (see [Tables 4.2 Please note that especially the optical properties of the TCO have to be improved in order reach higher short-circuit current densities (i.e., compare J sc values in the order of 37 mA · cm as reported by Rahmouni/Taguchi [63] , [64] and also if using the optical TCO and a-Si:H data published by EPFL [60] , [61] to a J sc of 39.5 mA · cm −2 , as recently reported by Panasonic [57] ). Furthermore, the modeling assumes that the workfunction match of the TCO has been achieved, and thus, no TCOinduced band-bending reaching into the silicon bulk has to be considered. The optical properties depend strongly on the thickness and dielectric properties of the TCO and a-Si:H used. Here, a 70-nm-thick ITO is chosen as TCO, i.e., using optical TCO and a-Si:H data as published by Black and McIntosh [52] . Again note that currently the calibration toward measured lifetime samples did not consider TCO. After a subsequent TCO optimization, a slight decrease in V oc but an increase in J sc can be expected.
In the conductive boundary modeling approach, the strongly nonideal effective recombination at the c-Si/a-Si interfaces requires to define an injection-dependent boundary recombination parameter J 0 , fitted to lifetime measurements as explained above and parameterized as given in Appendix C. Also note that in the conductive boundary approach, the resistive losses due to current transport through the a-Si:H layers is accounted for by a (measured) contribution to the lumped series resistance.
Looking at the current loss analysis as sketched in Fig. 3 , the front-contact shading is higher compared with other cells, as the grid has not been optimized toward a TCO (which is still to be optimized) yet. As expected for heterojunction solar cells, there is significant parasitic front-film absorption loss (TCO and a-Si:H), thereby reducing J sc . The input parameters for the HJT cell are summarized in Table V .
E. PERL (UNSW): Record Efficiency Laboratory Silicon Solar Cell Fabricated at UNSW
The PERL cell, conceived and fabricated at the University of New South Wales (UNSW), held the 1-sun efficiency record of 25.0 ± 0.5% between 1998 and 2014 [65] , [66] . It retains the 1-sun record for a diffused-junction silicon solar cell. The input parameters presented here are based on the data published in [67] - [70] .
Notably, there is a discrepancy between the J sc of the I-V measurement and the J sc calculated from the QE and reflection measurements. The latter is 0.8 mA/cm 2 lower, although still within the uncertainty quoted for the I-V measurement. The discrepancy might be accounted for by differences in the optics between the location of the QE, reflection, and I-V measurements. For example, the tiler's pattern introduces a strong periodic dependence of the light trapping on cell width (amplitude of 0.4 mA/cm 2 and a period of ∼4 μm); thus, a variable cell width introduces spatially variable light trapping. Other spatial variations could arise from variability in scattering associated with roughened surfaces as well as variability in the planar regions between pyramids. In Table VI , the input parameters result in a J sc that lies between that determined from I-V and QE measurements.
The refractive index of the original films was not published; here, we use data published in [44] and [64] to represent the original films, which yields a reflection curve consistent with the experimental curve for the stated film thicknesses.
Due to the large ratio of the perimeter-to-active cell area, the perimeter losses of the PERL cell are significant and constitute a loss in efficiency of about 0.2-0.3%, which is not taken into account in the results of Section IV. The input parameters for the PERL cell are summarized in Table VI .
F. IBC (ANU): High-Efficiency Laboratory Interdigitated-Back-Contact Solar Cell Fabricated at ANU
ANU's IBC cell with an efficiency of 24.4 ± 0.7% [77] is currently the most efficient IBC cell fabricated at a research institute. Although IBC cells with a higher efficiency have been published by Sunpower (25.0% [78] ) and Panasonic (25.6% with heterojunction technology [56] ), a comprehensive characterization and description of their properties is not publicly available, and consequently, input parameter sets of commercial IBC cells are not presented in this work. The properties of ANU's IBC cell have been analyzed extensively and presented in [10] , [77] , [79] , and [80] . The largest unknown in the input parameter set is the bulk lifetime of the device as it could not be measured nondestructively. The value presented in [77] was deduced by fitting the measured I-V curve [77] have been slightly updated in this work to attain greater consistency, which notably required a reduction in the SRH lifetime in the bulk from 5 to 3 ms for a better overall agreement with measurements. There also exists some discrepancy between the measured BSF sheet resistance of 19 Ω/sq and simulation parameters in Table VII , to enable a good fit to the measured J 0 [77] , which could otherwise not be achieved using any reasonable assumption for the doping profile. This discrepancy is likely a combination of experimental error in the sheet resistance and J 0 measurements. The change of sheet resistance is deemed insignificant to the internal resistance calculations due to the BSF being a 30-μm diameter local diffusion around the contacts; we, therefore, choose to fit the measured J 0 more accurately than the measured ρ sq .
Similar as for the PERL cell, the perimeter losses of ANU's IBC cells are significant and have been characterized to contribute to 0.24% of the absolute efficiency loss, facilitated by accurate 3-D simulation based on the measured optical, electronic, and physical properties [77] . Since the simulation parameters do not include perimeter loss, this is a significant contributor to the observed discrepancy between measured and simulated efficiency, as presented in Table VIII . The input parameters for the IBC cell are summarized in Table VII .
IV. RESULTS
We now present the major outputs attained by simulating the solar cells using the input sets provided in the previous section. These outputs are presented as I-V parameters (see Table VIII ), I-V curves (see Fig. 2 ), external quantum efficiency curves (see Fig. 3 ), current losses at maximum power (see Fig. 4 ), and resistive losses at maximum power (see Fig. 5 ). Measured data are included for input sets that were derived from a specific experimental solar cell. Fig. 2 . Light J-V curves of the different cell types produced by Quokka simulations using the input parameters sets from this work.
The electrical component to the simulations followed the conductive boundary approach and was conducted with Quokka. The input files can be downloaded from [2] . Equivalent simulations using the detailed modeling approach (not shown) yield the same cell I-V parameters when the assumptions contained in the software are made identical and numerical errors are minimized.
We emphasize that it is not the purpose of the following comparisons to rate different cell technologies. Some of the simulations represent industrial designs while others represent Fig. 3 . External quantum efficiencies of the different cell types produced by Quokka simulations using the input parameters sets from this work; note that busbar shading is included. small-area laboratory solar cells (PERL, IBC). Thus, the results do not enable a meaningful comparison between the potential of the different cell architectures.
The results indicate that the simulated I-V parameters agree closely with those of the n-Pasha, PERL, and IBC cells that were used to represent each respective cell type. By a comparison of the losses, the relative difference between the cell types is clear. For example, the higher J sc of the PERL cells is due mainly to its low grid reflection and its superior light trapping. In addition, as another example, the advantage of the very high V oc attained by the heterojunction cell is partially offset by a high parasitic absorption in the front films. 
V. CONCLUSION
The many intricacies inherent to solar cell modeling make it difficult-but all the more valuable-to provide a reference point on which PV researchers can base their cell simulations.
In this work, we have contributed toward that goal by providing input parameter sets to simulate six specific c-Si solar cells, as well as the methodologies, assumptions, and physical models that accompany those inputs. As far as possible, we ensure the input parameters to be justified, typical, and to produce typical and measured cell characteristics.
Once more we emphasize that the parameter sets cannot be used to represent all cells of a given architecture. Some sets are specific to small-area laboratory-based cells, others to large-area industrial cells. In addition, due to variability in material quality and imperfect manufacturing repeatability, the parameter sets represent just one cell within a wide distribution of cells made by identical processing sequences. Moreover, changes to the input sets and methodologies cannot be made indiscriminately. Many input values depend on the choice of physical model, e.g., the values selected for the surface recombination velocities depend on the Auger and bandgap narrowing model. Simulation experts are encouraged to critically examine the justifications and substitute their own values where appropriate.
The input sets are accessible from an online library [2] . We hope that through examination, discussion, and experimentation, they will be continually reviewed, revised, and extended to provide an up-to-date reference for the PV community to simulate c-Si solar cells with ever more accuracy. parameters for the detailed modeling of the a-Si:H films and interfaces as used for the HJT cell.
APPENDIX B DOPING PROFILES
Figs. 6 and 7 show the emitter and BSF profiles of the conventional and PERC cell type assumed in this work. Fig. 6 . Phosphorous concentration profiles of the front n + regions (emitter) of the "standard" (taken from [38] ) and "high efficiency" emitter as used for the conventional and PERC cell type, respectively; note that the "high efficiency" profile is derived by thinning the "standard" profile by 30 nm, representing an etch-back process. Fig. 7 . Al concentration profiles of the rear p + regions (BSF) of the full-area BSF (conventional cell) and local BSF region (PERC cell); note that the local BSF profile is derived by thinning the full-area one by 3 μm.
APPENDIX C PARAMETERIZATIONS

A. Front and Rear J 0 of HJT (Projected) Cell
The injection-dependent J 0 of the a-Si:H boundaries were extracted by numerical simulations of measured effective lifetime, which also match the detailed modeling, and numerically fitted by a second-order Fourier expression. +0.1621 sin (2.608 log(Δp))) .
B. Rear S eff of the PERL (UNSW) Cell
The best fit to the data in [Fig. 6 
