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Моделирование 
измерительных 
информационных систем
В нормативных документах [1, 2] и ряде работ [3, 4 и др.] рекомен-дуется поэлементная поверка 
(калибровка) измерительных информа-
ционных систем (ИИС). Это обусловле-
но большой номенклатурой задач, реша-
емых ИИС, а также их гибкостью, воз-
м ож н о с т ью  н а р ащи в а т ь  ч и с л о 
измерительных задач на базе одних 
и тех же аппаратных средств. Поэлемент-
ная поверка сводится к поверке всех 
измерительных каналов (ИК). Парал-
лельно предполагается аттестация про-
граммно-математического обеспечения 
(ПМО). Однако при решении каждой 
отдельной задачи необходимо оценить 
погрешность (неопределенность) изме-
рений по известным нормированным 
метрологическим характеристикам ИК 
с учетом свойств ПМО. В [4] отмечалось, 
что основной метод здесь – математиче-
ское моделирование. В данном случае 
этот вопрос будет рассмотрен более де-
тально.
ПОдХОдЫ К ИЗМЕРЕНИЮ
Измерения с помощью ИИС можно 
трактовать как косвенные или совмест-
ные, поскольку один или несколько ре-
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зультатов получаются после обработки 
больших массивов первичной измери-
тельной информации. Поэтому теорети-
чески для анализа погрешностей измере-
ний с помощью ИИС применимы обще-
известные методы.
Пусть величины у
1
, …, у
т
 находятся 
по результатам измерения величин х
1
, …, 
х
п
, измеряемых с погрешностями Δх
i
. 
В ИИС исходными величинами х
i 
явля-
ются отсчеты, снимаемые с ИК, а резуль-
таты измерения у
j
, представляют собою 
функционалы, параметры математиче-
ских моделей или показатели отклоне-
ния формы, описывающие детермини-
рованные объекты, операторы преоб-
разования сигналов, случайные объекты 
и др. [5].
Таким образом,
y
k 
= f
k
 (x
1
,.., x
n
); k = 1, …, m<n.   (1)
В предположении малости погреш-
ностей Δх
i
 аппаратные погрешности 
косвенных и совместных измерений Δy
k
 
можно выразить в виде линейной комби-
нации погрешностей Δx
i
1
.
n
k
k i
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f
y x
x=
∂
Δ = Δ
∂∑    (2)
Это соотношение учитывает только 
погрешности измерений величин x
i
, в ко-
торые могут входить и свои методические 
погрешности. Правда, таковые, обуслов-
ленные видом функции f
k
, в (2) не учиты-
ваются.
Соотношение (2) можно использовать 
для полных, систематических и случай-
ных погрешностей. Для систематических 
погрешностей, подставляя известные 
пределы допускаемых значений, есть воз-
можность оценить сверху погрешности 
совместных измерений.
Для дисперсии случайной погрешно-
сти, аналогично (5), записываем:
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где σ
xi 
– средние квадратичные отклонения 
случайных погрешностей измерения вели-
чин x
i
, R
yν – коэффициенты взаимной 
корреляции погрешностей.
При косвенных и совместных измере-
ниях с помощью неавтоматизированных 
средств измерения исходных величин 
можно считать независимыми. Тогда 
при i≠ν R
yν=0 и
2
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1
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Для случайных независимых погреш-
ностей мы пришли к строго обоснован-
ному квадратичному суммированию.
В совместных измерениях, даже при 
независимости погрешностей измерений 
величин x
i
, погрешности измерения раз-
личных величин y
k
 в соответствии с (2) 
будут различными линейными комбина-
циями одних и тех же величин и, следо-
вательно, окажутся зависимыми. Учет 
этой зависимости имеет большое значе-
ние при дальнейшем использовании ре-
зультатов измерений. Для ее оценки 
применимы корреляционные моменты 
случайных погрешностей измерения раз-
личных величин y
k
, которые вычисляют-
ся по формуле, аналогичной (3):
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При независимости погрешностей из-
мерения исходных величин эта формула 
упрощается
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В ИИС исходные данные представля-
ют собой отсчеты исследуемых физиче-
ских величин, берущихся с достаточно 
малым интервалом времени. Поэтому 
отсчеты, снимаемые с одного ИК, будут 
зависимыми. Могут оказаться зависимы-
ми и отсчеты, снимаемые с разных ИК. 
С учетом этого упрощенные формулы (4) 
и (6) для ИИС неприменимы.
Приведенные соотношения весьма 
просты и наглядны. Их использование 
для малых т и п не вызывает каких-либо 
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сложностей. Однако применительно 
к ИИС наталкивается на две трудности.
1. Число аргументов функции (1) (объ-
ем обрабатываемых отсчетов) составляет 
десятки, сотни, а иногда и более. Необ-
ходимость вычисления производных су-
щественно осложняет поставленную за-
дачу, хотя с использованием современной 
вычислительной техники она и может 
быть решена. Это обстоятельство приво-
дит и к некоторым благоприятным по-
следствиям. Благодаря наличию в фор-
муле (2) большого числа слагаемых, даже 
при зависимых погрешностях исходных 
измерений погрешности измерения ве-
личин y
j 
 можно считать распределенны-
ми нормально, что существенно упроща-
ет их описание.
2. Функции f
k
 могут быть не заданы 
в явном виде, а задаваться алгоритмом, 
определяющим последовательность вы-
числительных процедур. Такая ситуация 
типична для аппроксимационных под-
ходов к оценке параметров математиче-
ской модели и при измерении показате-
лей отклонения формы. И тогда вычис-
ление производных в (2) оказывается 
практически невозможным. Это обстоя-
тельство является наиболее существен-
ным.
При таком раскладе, используя анали-
тические методы, можно получить только 
очень завышенные оценки погрешно-
стей. То есть актуализируется потреб-
ность в моделировании.
Модельная конструкция должна со-
держать следующие компоненты:
1) модель исследуемого объекта (ИО), 
учитывающая его свойства и суть изме-
рительной задачи;
2) математические модели всех ИК, 
отражающие их метрологические харак-
теристики и моделирующие системати-
ческие и случайные факторы;
3) реальный алгоритм сбора и обра-
ботки исходных данных, реализованный 
в ИИС.
4) идеальный алгоритм обработки 
первичной измерительной информации.
МОдЕЛь ИО
Основное назначение этого компо-
нента – моделирование массива исход-
ных данных, неискаженных погрешно-
стями ИК. Он должен включать в себя все 
математические модели ИО, известные 
на момент разработки ИИС. При этом 
закладывается возможность пополнения 
набора подобных моделей.
Моделирование предполагает, что ИО 
полностью соответствует используемой 
для его описания математической моде-
ли, то есть моделируемый массив являет-
ся идеальным как в смысле отсутствия 
погрешностей измерений, так и в смысле 
полной адекватности самой математиче-
ской модели. Такие модели могут быть 
различными для различных классов ИИС 
и измерительных задач. Они включают:
– математические модели, содержа-
щие ограничения на динамические ха-
рактеристики исследуемых сигналов 
(спектры или абсолютные значения 
производных), используемые в системах 
регистрации и измерения функциона-
лов;
– функциональные модели, определя-
ющие вид уравнения связи между иссле-
дуемыми физическими величинами и за-
дающие вид измеряемых параметров;
– линейные операторы преобразова-
ния сигналов с функциональными моде-
лями характеристик этих операторов;
– нелинейные безынерционные опе-
раторы преобразования сигнала с функ-
циональными моделями функций преоб-
разования;
– случайные величины с заданными 
числовыми характеристиками или функ-
циональными моделями законов распре-
деления;
– случайные процессы с функцио-
нальными моделями спектрально-корре-
ляционных характеристик.
В результате моделирования ИО будут 
сформированы массивы отсчетов иссле-
дуемых физических величин, точно соот-
ветствующие используемому математи-
ческому описанию объектов. Шаг дис-
кретизации по времени, пространству 
и другим аргументам, как и всегда при 
метрологических исследованиях, должен 
быть в несколько раз меньше, чем в ре-
альной ИИС.
В процессе моделирования, естествен-
но, должна предусматриваться возмож-
ность задания различных параметров 
функциональной модели ИО. Для неко-
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торых задач, которых мы коснемся ниже, 
в рамках этой модели могут вводиться 
локальные возмущения, присущие ИО 
и отражающие его отличие от использу-
емой для его описания модели.
МОдЕЛь ИК
Эта модель, учитывающая аппаратную 
структуру ИИС, более консервативна. 
Она может изменяться только в том слу-
чае, если в процессе эксплуатации в со-
став систем будут включаться новые ап-
паратные средства. В этом случае у поль-
зователя должна иметься возможность 
пополнения ПМО моделирования за счет 
включения моделей новых ИК.
Неискаженный массив данных, по-
строенный на основе модели ИО, под-
вергается преобразованиям, аналогич-
ным при реальной работе ИК, и форми-
руется массив данных, поступающих 
на обработку.
Типовые метрологические характери-
стики ИК оговорены в [1, 2]. Объединяя 
разные по происхождению, но одинако-
вые по проявлению источники погреш-
ности, их можно объединить в три груп-
пы.
1) Линейное преобразование измери-
тельного сигнала, приводящее к линей-
ным искажениям, которые являются 
разновидностью мультипликативной 
погрешности.
2) Нелинейное безынерционное пре-
образование измерительного сигнала, 
приводящее к нелинейным искажениям, 
которые также являются разновидностью 
мультипликативной погрешности. Сю-
да же может быть включена и погреш-
ность задания масштабирующего коэф-
фициента.
3) Аддитивные погрешности, описы-
ваемые энергетическим спектром или 
корреляционной функцией.
С учетом этого на рис. 1 приведена 
обобщенная эквивалентная структурная 
модель ИК.
Первый линейный блок с импульсной 
реакцией h
ик
(τ) вносит линейные искаже-
ния в измеряемый сигнал x(t). Не нару-
шая общности, можно считать, что ча-
стотная характеристика К
ик
(ω), соответ-
ствующая этой импульсной реакции, для 
нулевой частоты равна единице.
Второй блок осуществляет нелиней-
ное безынерционное преобразование 
в соответствии с функцией преобразо-
вания f
ик
(х), формируя нелинейные ис-
кажения. Нелинейные и линейные ис-
кажения вносят основной вклад в муль-
типликативную погрешность, зависящую 
от свойств измеряемого сигнала.
Преобразованный сигнал суммирует-
ся с аддитивной погрешностью Δ
адд
(t), 
которая содержит систематические и слу-
чайные компоненты. Корреляционная 
функция или энергетический спектр этой 
функции предполагаются известными. 
Функция Δ
адд
(t) формируется в результате 
суммирования погрешности собственно 
ИК Δ
адд ик
(t) (без учета погрешностей из-за 
линейных и нелинейных искажений 
в первых двух блоках), погрешности 
Δ
вн.ф
(t), обусловленной действием внеш-
них факторов, и погрешности Δ
м.к
(t), вы-
званной взаимным влиянием каналов. 
x(t)                                        xизм(t)                       
hик(τ)                    fик(x)                          Σ
.     
Δадд ик(t)                                   
Δвн ф (t)  
Σ
Δадд(t)      
Δм к(t)                         
Рис. 1.
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Последние два слагаемых показаны 
на рис. 1 в векторной форме, поскольку 
каждое из них в свою очередь разбивает-
ся на различные составляющие, при рас-
чете которых учитываются соответству-
ющие функции влияния, не отраженные 
графически.
Вычитая из выходного сигнала вход-
ной сигнал, мы получаем полную по-
грешность ИК Δ(t), состоящую из двух 
основных компонентов: функции Δ
адд
(t) 
и продуктов линейных и нелинейных 
искажений измеряемого сигнала Δ
иск
(t).
Эта структурная модель может быть 
положена в основу математической мо-
дели при расчете аппаратной погреш-
ности. Причем подчеркнем, что преоб-
разование модели реального сигнала 
будет производиться в соответствии 
с расчетной, воспроизводящей метроло-
гические характеристики ИК, получен-
ные в результате физического исследо-
вания. Исследоваться может ИК в целом 
или его элементы, поскольку ИК пред-
ставляет собою каскадное соединение 
нескольких элементов, число которых 
мы обозначим через М. Во втором случае 
при определении метрологических ха-
рактеристик могут совместно использо-
ваться экспериментальные и расчетные 
методы.
Каждый элемент имеет свои характе-
ристики: комплексную частотную харак-
теристику ( )сК ω , функцию преобразо-
вания f
c 
и аддитивную составляющую 
Δ
аддс
(t) с энергетическим спектром S
c
(ω), 
то есть его функциональная структура 
совпадает со структурой ИК, приведен-
ной на рис. 1.
Предполагая погрешности, вносимые 
элементами ИК, малыми по сравнению 
с измеряемым сигналом, допустимо счи-
тать, что нелинейность элемента прак-
тически не изменяет погрешности пре-
дыдущих элементов и вносит погреш-
ности в преобразуемый сигнал. Тогда 
характеристику преобразования каждо-
го элемента можно представить в виде
( ) ( )c c cу f x k x f xδ= = +    (7)
и при преобразовании погрешностей 
учитывать только первое слагаемое. 
(При записи (7) мы опустили аддитив-
ную константу, которая для анализа 
не имеет принципиального значения.)
Функция преобразования канала ИК 
может быть записана путем последова-
тельного применения функций преоб-
разования каждого элемента:
[ ]{ } .)(...)(
`11
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−
==
− 

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
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M
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M
c
c
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М
с
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Комплексная частотная характеристи-
ка ИК вычисляется по формуле
1
( ) ( ).
М
ик с
с
К Кω ω
=
= ∏     (9)
Энергетический спектр аддитивной 
компоненты неопределенности ИК с уче-
том подавления отдельных компонентов 
последующими элементами запишется 
в виде
   (10)
При экспериментальном исследова-
нии ИК и его элементов необходимо 
определить эквивалентные операторы 
линейного и нелинейного преобразова-
ний и вероятностные характеристики 
аддитивных составляющих.
РЕАЛьНЫЙ И ИдЕАЛьНЫЙ 
АЛГОРИТМЫ ОБРАБОТКИ
Третий компонент не требует специ-
ального моделирования, поскольку он 
заимствуется из основного ПМО измери-
тельной информационной системы, ис-
пользуемого при ее нормальной эксплу-
атации.
Четвертый компонент присутствует 
в тех случаях, когда реальный алгоритм 
обработки отличается от идеального. 
Иначе он совпадает с третьим компонен-
том. Эта модель также не требует специ-
альной разработки, ибо обоснованно 
выбрать реальный алгоритм, не распола-
гая идеальным, трудно. Однако при мо-
делировании идеального алгоритма, даже 
если по вычислительным функциям он 
совпадает с реальным, следует в несколь-
ко раз уменьшить шаг дискретизации, 
поскольку погрешность из-за нее явля-
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ется одним из компонентов методиче-
ской погрешности.
Третья и четвертая модели не содержат 
случайных компонентов. Модель ИК всег-
да вероятностная, так как аддитивная по-
грешность всегда содержит случайную 
составляющую. Модель ИО может быть 
и детерминированной, и вероятностной 
в зависимости от физической природы 
объекта и детализации его описания.
Выделяя из перечисленных моделей 
повторяющиеся элементы, правомерно 
сделать вывод, что моделирование при 
исследовании ИИС сводится к совокуп-
ности следующих блоков:
• формирование заданных детермини-
рованных функций;
• формирование случайных величин 
и случайных процессов с заданными ве-
роятностными характеристиками;
• линейное преобразование сигналов 
в соответствии с заданной весовой функ-
цией;
• нелинейное безынерционное преоб-
разование сигнала в соответствии с за-
данной функцией преобразования;
• алгоритмы поиска экстремума, ко-
торые могут присутствовать в алгоритмах 
обработки.
Методы реализации этих блоков раз-
работаны достаточно детально [6, 7l.
Моделирование при расчете неопреде-
ленности результатов измерения произво-
дится на ЭВМ, входящей в состав ИИС. 
Рис. 2.
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В этом случае в состав ПМО ИИС целесо-
образно включить программы моделиро-
вания. В ряде других ситуаций, особенно 
когда реальный алгоритм не совпадает 
с идеальным, при анализе методических 
погрешностей следует использовать ЭВМ 
более высокого уровня, на которой может 
быть реализован идеальный алгоритм.
ИССЛЕдОВАНИЕ АППАРАТНОЙ 
ПОГРЕшНОСТИ
В этом случае используются три первые 
модели (рис. 2а).
Модель ИО формирует массив неис-
каженных данных, поступающий на мо-
дель ИК, которая выделяет из него массив 
реальных данных. Идеальный и реальный 
массивы исходных данных подвергаются 
обработке в соответствии с реальным ал-
горитмом, и полученные результаты срав-
ниваются и анализируются. Подчеркнем, 
что при исследовании аппаратной по-
грешности идеальный и искаженный 
массивы данных обрабатываются в оди-
наковом реальном алгоритме. Идеальный 
алгоритм при этом в моделировании 
не участвует. В принципе оба массива 
можно было бы обрабатывать в соответ-
ствии с идеальным алгоритмом. Однако 
аппаратные погрешности измерения од-
них и тех же величин с применением 
разных алгоритмов могут оказаться суще-
ственно разными.
Описанная процедура обеспечивает 
моделирование разового измерения, в ре-
зультате чего может быть получено един-
ственное значение погрешности для 
каждой измеряемой величины. Поэтому 
для достаточно полного описания неопре-
деленности необходимо провести серию 
измерений на разных массивах обрабаты-
ваемых данных. Исследование предпо-
лагает оптимально большой набор пара-
метров модели ИО, чтобы получить кар-
тину погрешностей во всем диапазоне 
измеряемых величин. Для исследования 
вероятностных характеристик неопреде-
ленности должны быть сформированы 
и подвергнуты статистической обработке 
массивы значений погрешностей. При 
этом, если модель ИО детерминирована, 
можно использовать неизменный массив 
«идеальных» данных, а статистическое 
моделирование проводить только для 
ИК. Если для ИО также используется ве-
роятностная модель, то статистическое 
моделирование рекомендуется проводить 
для всех ИК и ИО.
Из сказанного следует, что операция 
моделирования повторяется многократно. 
Однако общее время на весь процесс 
не будет чрезмерно большим, поскольку 
решение измерительной задачи при моде-
лировании на несколько порядков мень-
ше, чем время измерения на реальном 
объекте.
МЕТОдИЧЕСКАя ПОГРЕшНОСТь
Основным источником методической 
погрешности является отличие реального 
алгоритма, используемого для обработки 
первичной информации, от «идеального», 
наилучшего алгоритма. Наиболее часто 
это отличие обусловлено упрощением 
алгоритма. Но иногда имеется и более 
существенное отличие, если алгоритм 
строится в предположении, что ИО удов-
летворяет некоторой функциональной 
модели.
Таким образом, один и тот же реальный 
массив данных (рис. 2б) обрабатывается 
в соответствии с реальным и идеальным 
алгоритмами, и полученные результаты 
анализируются. Разумеется, могут обра-
батываться и неискаженные массивы, 
формируемые моделью ИО. Однако в этом 
случае оценка методической погрешности 
не будет отражать влияние алгоритма 
на вклад погрешностей ИК в результат 
измерения, что достаточно важно. Напри-
мер, при оценке на идеальном массиве 
методической погрешности измерения 
амплитуды, обусловленной заменой иде-
ального алгоритма измерением макси-
мального значения, не будет обнаружена 
неустойчивость упрощенного алгоритма 
к погрешностям ИК. При этом погреш-
ности ИК с разными характеристиками 
станут по-разному влиять на результаты 
при различных алгоритмах обработки.
Если модель ИО детерминированная, 
то методическая погрешность, не учиты-
вающая влияния на погрешность ИК, 
будет систематической. Тем не менее для 
расчета поправки на эту систематическую 
погрешность необходимо знать результаты 
расчета с использованием идеального 
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алгоритма, что при эксплуатации ИИС 
недоступно.
НАХОЖдЕНИЕ ПОЛНОЙ 
ПОГРЕшНОСТИ
При исследовании полной погрешности 
ИИС следует сравнить результаты обработки 
в соответствии с идеальным алгоритмом 
неискаженных данных и результаты обработ-
ки этих данных, прошедших через модель 
ИК, в соответствии с реальным алгоритмом 
(рис. 2в).
Рассмотренные выше способы модели-
рования (как и аналитические методы) по-
зволяют правильно оценить неопределен-
ность результата, обусловленную свойствами 
ИИС. Однако оценить таким образом нео-
пределенность из-за неадекватности мате-
матической модели в рамках определенной 
измерительной задачи не представляется 
возможным, так как при моделировании 
предполагается, что модель полностью соот-
ветствует объекту.
Неопределенность результатов измере-
ний, полученных с помощью ИИС в реаль-
ных условиях, будет обусловлена совместным 
действием всех факторов: аппаратных по-
грешностей, несовершенства алгоритма об-
работки, неадекватности математической 
модели. Выделить в явном виде неопределен-
ность, вызванную неадекватностью модели, 
можно только в ходе специальных исследо-
ваний, используя более точные аппаратные 
средства и идеальный алгоритм обработки. 
Это приводит к ситуации, аналогичной по-
верке, когда для определения действитель-
ного значения измеряемой величины при-
меняются более точные эталоны.
Моделирование расширяет возможности 
анализа при оценке влияния отклонений ИО 
от математической модели на неопределен-
ность получаемых результатов. В этом случае 
вводятся некоторые отклонения от матема-
тической модели (высшие гармоники, некру-
глость, нелинейность и т. д.).
ВЫВОдЫ
1. Аналитические методы слабо при-
годны для оценки погрешностей измере-
ний с помощью ИИС.
2. Основным методом исследования 
погрешностей ИИС является математиче-
ское моделирование, базирующееся на экс-
периментально полученных метрологиче-
ских характеристиках измерительных ка-
налов.
3. С помощью моделирования можно 
анализировать полную погрешность из-
мерения и ее составляющие.
4. Неопределенность, обусловленная 
неадекватностью математического описа-
ния исследуемого объекта не может быть 
оценена путем только моделирования 
и требует специальных экспериментальных 
исследований.
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