Abstract. We prove that the bound from the theorem on 'economic' maps is best possible. Namely, for m > n + d we construct a map from an n-dimensional simplex to an m-dimensional Euclidean space for which (and for any close map) there exists a d-dimensional plane whose preimage has cardinality not less than the upper bound ⌈(dn + n + 1)/(m − n − d)⌉ + d from the theorem on 'economic' maps.
Hurewicz's form [3] of the famous Nöbeling-Pontryagin Theorem [1], [2] states that for m 2n+1, the set of embeddings of a compactum X of dimension dim X n into a Euclidean space R m is dense in the space C(X, R m ) of all continuous maps from X to R m . For a polyhedron X with dim X = n the bound m 2n + 1 is best possible. There are different generalizations of the Nöbeling-Pontryagin-Hurewicz Theorem. In particular, Boltyanskiǐ proved in [4] the following analogue of the Nöbeling-Pontryagin-Hurewicz Theorem for k-regular maps: If m kn + n + k, then for any compactum X of dimension dim X n, the set of k-regular embeddings of X into R m is dense in the space C(X, R m ). For a polyhedron X with dim X = n the bound m kn + n + k is best possible. The notion of a k-regular map was introduced by K. Borsuk in 1957 (see [5] ). Such a map is the 'most economic' with respect to (k − 1)-dimensional planes; namely, a map g = (g 1 , . . . , g m ) : X → R m is k-regular if the preimage of any (k − 1)-dimensional plane consists of at most k points. The k-regular maps feature in the Haar-Kolmogorov-Rubinstein Theorem [6] [7] [8] , [9] , Theorem 3.11, which states that the following three conditions are equivalent: (a) a map g is k-regular; (b) the values of a function at any k + 1 points of the compactum X can be approximated by the functions {1, g 1 , . . . , g m }; (c) the polytope of best Chebyshev approximations of a continuous function by linear combinations of {1, g 1 , . . . , g m } is at most (m − k)-dimensional.
Another generalization is obtained in the work of Hurewicz [3] : he calculated the minimal possible multiplicity of 'generic' maps from X to R m for n + 1 m 2n.
In the present work we calculate the minimal possible cardinality of the preimage of a (k − 1)-dimensional plane under a 'generic' map from X to R m for n + k m < kn + n + k. We therefore may say that a multidimensional (transverse) analogue of the Hurewicz Theorem is obtained in this paper. For notational convenience, all results are formulated in terms of the number d = k−1. Bogatyi and Valov obtained a theorem on the density of the set of 'economic' maps, see [10] , Corollary 1.6. 'Economic' maps in the sense of [10] are maps which satisfy a certain concrete upper bound on the cardinality of the preimage of a plane of a given dimension, and we also adopt this terminology here. In this paper we prove that this bound is best possible, that is, it cannot be strengthened for any dense set of maps. The result of Bogatyi and Valov ([10] , Corollary 1.6) was obtained as a corollary of the converse (that is, the sharpness) result ( [10] , Theorem 1.1) to the Tverberg Transversality Theorem. In the most important case this converse statement is as follows.
Let A ij , i = 1, 2, . . . , q, j = 1, 2, . . . , n i + 1, be points in a Euclidean space R m with algebraically independent coordinates. Let 0 d m, d + 1 q, and
Then for any d-dimensional plane Π d ⊂ R m there exists an index i ∈ {1, 2, . . . , q} such that the plane Π d does not intersect the linear span of the points {A i1 , . . . , A ini+1 }.
In the present work we prove (in Theorem 1.2) the topological stability of a version of the Tverberg Transversality Theorem (that is, the topological stability of the sharpness of the above theorem). This topological stability was repeatedly posed as a conjecture ( [10] , Conjecture 4 for t = 0, T = m, [11] , Question 14 for t = 0, T = m). As a result, we proved (in Corollary 1.6) that the Bogatyi-Valov Theorem on the density of the set of 'economic' maps is best possible. Corollary 1.6 also gives an answer to Question 10 of [11] .
In § 2 we establish (in Theorem 2.3) the topological stability of the existence of a d-dimensional secant plane whose parallel linear subspace contains a t-dimensional coordinate subspace and is contained in a T -dimensional coordinate subspace. As an application (Corollary 2.5) we obtain the best possible bound on the number of preimages of a d-dimensional plane whose parallel linear subspace contains a t-dimensional coordinate subspace and is contained in a T -dimensional coordinate subspace, under a 'generic' map from an n-dimensional polyhedron to an m-dimensional Euclidean space. We show that Conjecture 4 of [10] is false in general (Example 2.1). This example also gives a negative answer to Question 14 of [11] . Theorem 2.3 describes all cases when the answer to Question 14 of [11] is positive, that is, all cases when Conjecture 4 of [10] is true. § 1. Main results
The theorem on a 0-transversal is a particular case of the general Theorem 1.2 on a d-transversal. However, since this particular case is of independent interest in optimal control theory ( [12] , Lemma 6.3, p. 65), we find it useful to include a separate simpler proof. Furthermore, the proof of the general Theorem 2.3 uses a construction from the proof below.
m be the natural inclusion. Then there exists ∆ > 0 such that for any set of maps g i :
Proof. Given a set of maps h i :
. . , q, we shall define a map
We set 
The blocks M m×ni , in their turn, are decomposed into six blocks
where
Note that for i = 1 (p 1 = 0) and i = q (r q = 0), two nondegenerate blocks remain. It is easy to see that the matrix M is square of size (q − 1)m × (q − 1)m . We claim that its determinant is ±1. By expanding the determinant of M successively along the columns with numbers from n 1 + · · · + n q−2 + 1 to n 1 + · · · + n q−2 + n q−1 we obtain a ((q − 1)m − n q−1 ) × ((q − 1)m − n q−1 ) -matrix
where E kq−1×nq = 0 kq−1×(nq−kq−1) E kq−1×kq−1 , such that det M = (−1) σ det B, where
By expanding further the determinant of B along the last k q−1 rows we obtain a (q − 2)m × (q − 2)m -matrix 
. The inductive step is therefore completed. The base of the induction is clear (the case q = 2 is obtained by a simplified argument of the inductive step). Therefore, the linear map F is nondegenerate. Then, by the theorem on the essentiality of the identity map of a cube, there exists δ > 0 such that for any map g :
. Now it is easy to find ∆ > 0 such that the inequalities ϱ(g i , f i ) ∆ for i = 1, . . . , q imply that ϱ(G, F ) δ. Theorem 1.2. Let e 1 , . . . , e k , t 1 , . . . , t d be an orthonormal basis in R m , where k = m−d. Assume given q d+1 points A 1 , . . . , A q in the subspace Lin(t 1 , . . . , t d ) whose coordinates in the given basis are algebraically independent, and nonnegative integers n 1 , . . . , n q m − d such that
In the planes
. . , e n1 ), . . . , 
Proof. The statement is clear for q = d + 1, so we shall assume that q d + 2. For any set of maps
we define a set of q − 1 maps
by the formulae
In the next step we construct q − 2 maps
.
We shall use these formulae only for maps close to the given ones, so that the denominators above will be nonvanishing.
We proceed in the same fashion: divide the coordinate functions of the maps by the last coordinate, omit the unit appearing in the last place, and subtract the last map, until we obtain q − d − 1 maps
Now we can define a map
It is easy to verify that the points h 1 (X 1 ), . . . , h q (X q ) lie on the same d-dimensional plane (determined by the points h q−d (X q−d ), . . . , h q (X q )) if and only if
For the maps f 1 , . . . , f q , the corresponding map F is linear. By specifying its matrix M we shall also prove that the maps h i,r are well-defined, as long as the maps h i and f i are close enough for all i. We can view f i as a map in R k followed by a shift by the vector a
(where
The map f i,0 is then given by the (k × (n i + n q ))-matrix which can be split into two blocks
and by the d-column (a
Obviously, there exist numbers
(depending on the coordinates of the points A q−r , . . . , A q ) such that the map f i,r is given by the (r + 2)-block matrix
These numbers (functions) can be calculated recursively. According to the description of the maps f i,0 , we have to put
0 = 1 and ψ
Using these recurrence relations we prove by induction on r that
for some polynomials P , Q, p, q with integer coefficients in the coordinates of points A q−r , . . . , A q and the coordinates a
; furthermore, the polynomials P , Q, q are nontrivial. Since all coordinates of all points are algebraically independent, they cannot satisfy a nontrivial algebraic equation. Therefore, all the values ϕ r (A i ) j are nonzero for the maps f i , which implies that they are also nonzero for close maps h i . Now the matrix M splits naturally into (q − d − 1) × q blocks:
. . . 
where we used the notation c
We show that it is nondegenerate. This can be done by proving that the determinant of the matrix M is a nontrivial function of the coordinates of the given points A 1 , . . . , A q . Then the algebraic independence of the coordinates will imply that the determinant is nonzero. To simplify the calculations, nontrivial factors of the columns will be omitted.
By expanding the determinant of M successively along the first n 1 columns, we reduce the calculation to the determinant of a ((q−d−1)k−n 1 )×((q−d−1)k−n 1 ) -matrix. By expanding further the resulting determinant along the first n 2 columns, and so on, we reduce the calculation to the determinant of the ( 
where the matrices M
(k−ni)×nq are obtained from the matrices M k×n q−d , . . . , M k×nq , respectively, by deleting those rows whose numbers j correspond to the basis vectors e j lying in the space parallel to the plane P i .
We now prove the nondegeneracy of the matrix B. We reduce everything to the proof of nondegeneracy of matrices of smaller size.
Consider first the case when n q−d = · · · = n q = k. This is equivalent to the assertion that
Assume that the columns of the (d + 1)k × (d + 1)k -matrix B are linearly dependent.
The jth row of the matrix M k×ni is zero if the vector e j is not parallel to the plane P i , and it contains exactly one unit if e j is parallel to P i . Therefore, the jth row of M k×ni 'leaves a mark' in the matrix B if and only if the vector e j is not parallel to the plane P i .
The condition n 1 + · · · + n q = (q − d − 1)k and the definition of the planes imply that each vector e j is parallel to exactly (q − d − 1) planes, that is, it is not parallel to (d + 1) planes. In the case under consideration these 'exceptional' planes have order numbers q − d − 1.
Consider the rows of M with numbers j, j + k, . . . , j + k(q − d − 2). Among these, exactly (d + 1) rows 'leave a mark' in the matrix B. Consider now the columns of B with numbers j, j + k, . . . , j + kd. These columns contain units in the positions corresponding to those numbers i q−d−1 for which the vector e j is not parallel to the plane P i . All other elements of these columns are zero. Therefore, all columns of B are linearly independent if and only if for each index j, 1 j k, the columns with numbers j, j + k, . . . , j + kd are linearly independent. The latter occurs if and 
is nondegenerate. Here the indices i 1 < i 2 < · · · < i d+1 < q − d correspond to those planes which are not parallel to the vector e j .
To simplify the notation, we assume without loss of generality that these indices are 1 < 2 < · · · < d + 1. The numbers ψ 
Now we prove by induction on d that the matrix D is nondegenerate. As we have noted before, it is sufficient to show that its determinant is a nontrivial function of the coordinates of the given points. The base of the induction (d = 0) is clear: in this case we have C = −E 1×1 . We expand the determinant of D along the first column, and show that the first element produces a nontrivial summand which cannot be cancelled by the other summands. As we have already proved, ϕ d−1 (A 1 ) 1 is a nontrivial rational expression of the form a 1 1 P11 Q11 + p11 q11 . Therefore, the first element produces the summand a 1 1 
By the nontriviality of the functions ϕ r (A i ) j (proved before) and the inductive hypothesis, the coefficient of a 1 1 is nontrivial. Since the symbol a 1 1 does not occur anywhere else, the determinant of D is nontrivial.
The general case can be reduced to the case considered above as follows. We add new points A q+1 , . . . , A q+d+1 ∈ R d in such a way that the last d coordinates of the whole set of points A 1 , . . . , A q , A q+1 , . . . , A q+d+1 are algebraically independent, and put n q+1 = · · · = n q+d+1 = k. For d = 0 we consider the empty set of coordinates and can assume that the above condition is satisfied. The new larger configuration of planes (or cubes) satisfies all conditions of the case considered above. The corresponding positive number ∆ and the d-transversal Π d of the larger system of maps imply that the theorem is valid for the maps of the original system. Remark 1.3. In one of the most important cases (q = d+2) Theorem 1.2 was proved by Boltyanskiǐ [4] , Corollary 1.6. However, we feel that even in this particular case our proof is simpler and shorter. Corollary 1.4. Assume that for an n-dimensional simplex ∆ n , n 1, and some numbers d 0 and q d + 2, the set of those maps h : ∆ n → R m for which the preimage
consists of at most q − 1 points is dense in the set of all continuous maps from ∆ n to R m . Then
Proof. The required inequality is equivalent to the inequality m d + 
Remark 1.5. Once again, note that the inequality
in Corollary 1.4 is equivalent to any of the inequalities
Corollary 1.6. The following conditions are equivalent for an n-dimensional compactum X containing an n-dimensional simplex, n 1, and given integers 0 d m, q d + 2:
1) The set of those maps h : X → R m for which the preimage h
consists of at most q − 1 points is dense in the set of all continuous maps from X to R m . 2) The following inequality holds:
Proof. The implication 1) =⇒ 2) follows from Corollary 1.4. The implication 2) =⇒ 1) follows from [10] , Corollary 1.6. Indeed, by setting t = 0, T = m in the Bogatyi-Valov Theorem [10] , Corollary 1.6, we obtain that the set of maps h : X → R m for which the preimage of any d-dimensional plane consists of at most
points is a dense G δ -set. Using the given inequality on m we transform the bound on k as follows:
Since k is integer, the resulting inequality k < q is equivalent to k q − 1.
Remark 1.7. The arguments in the proofs occasionally require that the space X contains enough different points. Therefore, for the results to be valid and meaningful it suffices to assume that the compact space X is infinite (this requirement is automatically satisfied if dim X 1).
Remark 1.8. It is known [13] that for n 2 the assumption ∆ n ⊂ X of Corollary 1.6 is essential even for d = 0 and q = 2. However, it seems likely that for n = 1 Corollary 1.6 is valid without the assumption ∆ 1 ⊂ X.
Remark 1.9. For d = 0, q = 2 we obtain the inequality m 2n + 1 from the Nöbeling-Pontryagin Theorem on the denseness of the set of embeddings.
For d = 0 we obtain the inequality m n+1+ n q−1 from the Hurewicz Theorem on the denseness of the set of maps of multiplicity at most q − 1.
For d = k − 1, q = k + 1 we obtain the inequality m kn + n + k from the Boltyansky Theorem on the denseness of the set of k-regular embeddings.
Remark 1.10. We note that in the original paper of Hurewicz the implication 2) =⇒ 1) of Corollary 1.6 is stated and proved for d = 0 in a stronger form ( [3] , p. 755). Later this result was rediscovered in [14] . This implication is usually referred to as the Hurewicz Theorem [15] , § 45, VIII. The authors could not find the original source where the opposite implication 1) =⇒ 2) was proved for d = 0. This statement was published in [16] , Corollary 6. However the proof presented there relies on a statement [16] , Proposition 4, which was given without proof or reference, as the author could not find the source. Now we can observe that this statement [16] , Proposition 4 follows easily from [12] , Lemma 6.3, p. 65 (for q = 3), that is, from Theorem 1.1 for q = 3. § 2. Complete results
We first show that Conjecture 4 of [10] (and of [11] ) is false in general.
Example 2.1. For m = 5, d = 2, q = 3, T = 4, t = 0, the numbers n 1 = 0, n 2 = 0, n 3 = 2 satisfy the identity Now we prove that in a case important for applications (the numbers n i differ by no more than one) Conjecture 4 of [10] (and of [11] ) is true.
We state the particular case T = m separately, which will allow us not to worry about the degeneracy of the resulting spaces.
Theorem 2.2. Let e 1 , . . . , e m be an orthonormal basis in R m , and assume given integers 0 t d m, q d − t + 1 and nonnegative integers n 1 , . . . , n q m − d such that
Then there exist maps f i :
. . , q, and a number ∆ > 0 such that for any maps g i :
parallel to the t-dimensional space spanned by the last t basis vectors and satisfying
Proof. The given orthonormal basis in R m defines an orthogonal decomposition → R m , i = 1, . . . , q, be the maps which differ from the corresponding maps f i by ∆ at most. Denote by P the orthogonal projection from the space R m onto the first summand. By the choice of ∆ and maps f i , i = 1, . . . , q, the sets P
Assume that for m, 0 t d T m, q d − t + 1, the numbers n 1 , n 2 , . . . , n q satisfy the identity
Then we have the identity 
Now define the maps
Theorem 2.3. Let e 1 , . . . , e m be an orthonormal basis in R m , and assume given integers 0 t d T m, q d − t + 1 and nonnegative integers n 1 , . . . , n q m − d such that
with partitions n i = m i + k i , i = 1, . . . , q, as above. Then there exist maps
parallel to the t-dimensional subspace spanned by the last t basis vectors and parallel to the T -dimensional subspace spanned by the last T basis vectors and satisfying
Proof. To simplify the notation we consider the case t = 0 separately. We show that the maps defined just before the statement of the theorem have the required properties. Denote by P 1 and P 2 the orthogonal projections from R m onto the first and second summands respectively. For given maps h i :
The maps h 1i define the map H 1 : I n1+···+nq → R (q−1)(m−T ) constructed in the proof of Theorem 1.1:
The maps h 2i define the map H 2 : I n1+···+nq → R (q−d−1)(T −d) constructed in the proof of Theorem 1.2. Consider the diagonal product
of these two maps. The corresponding map F is a linear map from an (n 1 + · · · + n q )-dimensional cube to a Euclidean space of the same dimension. Its matrix splits into a (q−1)(m−T )×(q−1)(m−T ) -cell and a (
By the arguments of the proofs of Theorems 1.1 and 1.2, these cells are nondegenerate. Therefore, the matrix of the map F is also nondegenerate. It follows that for any maps g i , i = 1, . . . , q, close enough to the corresponding maps f i , i = 1, . . . , q, the image of G contains zero. A point (X 1 , . . . , X q ) ∈ I n1 ×· · ·×I nq in the preimage of zero under the map G defines the required d-dimensional secant plane.
The argument from the proof of Theorem 2.2 reduces the case of arbitrary t d to the case t = 0 considered above. Corollary 2.5. The following conditions are equivalent for an n-dimensional compactum X containing an n-dimensional simplex, n 1, and integer numbers 0 t d T m, q d − t + 1:
1) The set of maps h : X → R m for which the preimage h −1 (Π d ) of any ddimensional plane Π d ⊂ R m parallel to a t-dimensional coordinate plane and to a T -dimensional coordinate plane consists of at most q − 1 points is dense in the set of all continuous maps from X to R m . 2) The following inequality holds:
qn + 1 (q − 1)(m − T ) + (q − d + t − 1)(T − d).
Proof. The implication 1) =⇒ 2) follows from Theorem 2.3. Indeed, assume that the opposite inequality qn (q − 1)(m − T ) + (q − d + t − 1)(T − d) holds. Choose q pairwise disjoint n-dimensional cubes I n 1 , . . . , I n q inside the simplex. We may assume that q(n − 1) < (q − 1)(m − T ) + (q − d + t − 1)(T − d), as otherwise we can take a simplex of dimension n − 1 or less in the compactum X, so that the required inequality would be satisfied. Then q(n − 1) + a = (q − 1)(m − T ) + (q − d + t − 1)(T − d) for some natural a q. Put n 1 = · · · = n a = n and n a+1 = · · · = n q = n − 1. Then we have the identity n 1 + · · · + n q = q(n − 1) + a = (q − 1)(m − T ) + (q − d + t − 1)(T − d). 
