Abstract
where vdm is the value difference metric on attribute a, P (c|x a ) is the probability 51 of class c given that attribute a has the value x a . The first term is a weighting term and Martinez (1997). The total VDM is then the sum of vdm over all attributes a.
55
The most influential study on mixed distances is that of Wilson and Martinez 
69
The limitations of these techniques is that they are constrained to be used in a classi-70 fication context and almost all assume that attributes are independent of each other.
71
Thus, two highly correlated attributes will contribute twice as much to the evidence 72 as they should. We attempt to avoid these problems in the techniques presented 73 here. Also, we are not just interested in distances between populations as in Kur- 
Regular Simplex Method

81
The regular simplex method is the simplest of all the methods. The basic idea is 82 to assume that any two distinct levels of a categorical variable are separated by the 83 same distance. To achieve this, each level of an n-level variable is associated with 84 a distinct vertex of a regular simplex in (n − 1) dimensional space. For simplicity,
85
the distance between levels is assumed to be 1. For example, given a categori-86 cal variable X ∈ {A, B, C}, A could be mapped to (0, 0), B to (1, 0) and C to (1/2, √ 3/2). The choice of simplex is arbitrary, and has no effect on the subse- hence all, other elements of the set is 1.
94
Each level of a variable is then replaced by the corresponding vertex in the simplex. For a problem with c categorical dimensions, where the k th variable has n k levels, an observation of the c-dimensional variables is replaced with a variable with c k=1 (n k − 1) numeric dimensions. A distance function can then be defined based on the covariance matrix of the replaced data points: We want to calculate the distance between p 1 and p 2 so:
The matrix A −1 T A −1 is just the inverse covariance matrix of the population of p's,
108
and we're left with the classic Mahalanobis distance.
109
Now consider a random variable X which is defined over a space of c categor-
110
ical variables where the k th variable has n k levels. For two categorical variables 111 to be independent, the product of the marginal distributions must equal the actual 112 distribution. That is:
The joint distribution P (X i , X j ) and the subsequent marginal distributions P (X i )
114
can be estimated from the sample population. The joint distribution may not be 115 independent, and to mimic the construction above we need to find a transforma-
116
tion from the dependent joint distribution to an independent joint distribution. The 117 independent joint is estimated simply as the product of the marginals.
118
We are left with the problem of estimating a linear transformation between tensor 119 product spaces. The initial probability tensor space is a dependent observable space,
where
. ). For example, with a two-dimensional
122 random variable where the first dimension has 2 levels and the second has 3, we 123 would get a tensor space of 6 dimensions. We want a linear transformation from 124 T D to T I where T I is the independent tensor space T
The problem is ill-posed so there are many possible solutions.
126
We have chosen the solution which produces a transformation as close as possible 127 to the identity. Since both tensor product spaces are probability spaces, the trans-128 formation matrix, M, must be a column stochastic matrix, which can be defined 129 as:
Where s i and t i are the joint probabilities of the dependent and independent tensor 131 product spaces respectively.
132
The matrix, M, is a transformation from a dependent space to an independent one, and as such is analogous to A −1 in equation 5. By analogy, we can call the ma-
Mahalanobis-like distance function can then be defined: 
Symbolic Covariance
136
Consider the formula for covariance of two field-valued (generally real-valued)
137
variables X and Y :
where both E and an overbar indicate expectation. Now consider two categorical 139 random variables A and B with values A 1 through A n and B 1 through B m respec-140 tively. For 1 ≤ i ≤ n and 1 ≤ s ≤ m let:
Consider A 1 through A n and B 1 through B m as symbolic variables and define:
WhereĀ andB are also symbolic expressions. Then we have:
As A j and A i are categories and not values, the term A j − A i doesn't really make 144 sense, so we replace it with a more generic term, δ which we call the distinction 145 between two categorical values:
We define δ to have the following properties:
The definition in 9 is required so the expression X −X can be positive or neg- absolute value of the symbolic covariance can be taken.
156
The underlying motivation is that we view the expression X −X as representing 157 the "difference" in the sense of "being different from" an observation of the random 158 variable X and its mean, rather than the same "difference" in the sense of "a value
159
computed by the rules of arithmetic". While, for real valued variables, it makes 160 perfect sense to collapse these two meanings, this collapse is not at all self-evident,
161
nor necessarily desirable for categorical ones.
162
We now propose the symbolic covariance:
This remains a symbolic expression. We can realise an actual value for σ Okada (2000) apparently (he did not provide details in his paper) almost discovered 168 σ 2 s but it seems he failed to realise the necessity of setting δ(A i , A j ) = −δ(A j , A i ).
169
Aside from the pragmatic possibility of using this symbolic covariance as an ingre- 
180
We 
In effect, the function A i −Ā as defined in equation 7 is more like a projection
191
operator than a one-dimensional difference operator.
192
A Mahalanobis-like distance function can be defined using the symbolic covariance matrix:
where ∆(x 1 − x 2 ) implies applying δ to each dimension in the vector. Σ sc is of 
Some Simple Examples
197
Let us consider some simple examples to show the utility of the method. Table 1   198 shows four samples from a population each with four binary attributes or variables.
199
Looking at the variables we would expect that A and B are perfectly correlated (ei- 
202
Sample Table 1 Some example categorical variables
To calculate the symbolic covariance for variable A, we can first shift to the mean:
The results of similar calculations are shown in every other column of Table 1 . where m is the number of attributes, and:
As given by Wilson and Martinez (1997), normalized vdm is:
and normalized dif f is:
where σ a is the standard deviation of numeric attribute a.
3 Results
217
We compare the regular simplex and symbolic covariance methods on two example 218 applications -classification and principal components. We do not include the tensor 219 product space in the results as the technique is impractical for most problems -the 220 dimensionality is huge for most practical problems with the result that the data set 221 cannot be represented in machine RAM in most cases.
222
Classification Results
223
In our first experiment, we compare the performance of the two methods on exam- then a normal distribution is used to model them.
235
LDASC: Linear Discriminant Analysis using symbolic covariance.
236
LDARS: Linear Discriminant Analysis using a regular simplex.
237
QDASC: Quadratic Discriminant Analysis using symbolic covariance.
238
QDARS: Quadratic Discriminant Analysis using a regular simplex.
239
LDASC: Regularised Discriminant Analysis using symbolic covariance.
240
RDARS: Regularised Discriminant Analysis using a regular simplex.
241
HVDMNN: Nearest Neighbour algorithm using the HVDM.
242
Note that for the RDA methods, the regularised parameters are not estimated using 243 cross-validation as suggested by Friedman (1989) . The parameter γ is arbitrarily 244 set to 0.1 and the parameter λ is estimated as: The results for each method on a subset (each problem has at least some categorical promoter 92 ± 9.2 69 ± 16 87 ± 6.7 67 ± 17 56 ± 8.4 89 ± 8.8 82 ± 17 87 ± 9.5 monks1 75 ± 9.6 67 ± 10 73 ± 6.6 85 ± 9.5 82 ± 7.3 78 ± 16 83 ± 9.6 80 ± 16 monks2 59 ± 11 51 ± 16 46 ± 6.7 70 ± 9.2 34 ± 11 72 ± 7.9 65 ± 15 51 ± 18 monks3 98 ± 4 84 ± 11 92 ± 6.1 82 ± 6.6 92 ± 9.2 89 ± 6.9 93 ± 6.6 86 ± 10 tictactoe 71 ± 3.6 71 ± 4.7 99 ± 1.4 77 ± 4.6 89 ± 2.6 75 ± 3.9 77 ± 6.4 77 ± 5
votes 93 ± 4.1 86 ± 5.4 96 ± 3.1 95 ± 2.2 93 ± 4.2 93 ± 4.5 92 ± 3.3 93 ± 3.4 mushroom 94 ± 0.6 97 ± 0.7 100 ± 0 100 ± 0 99 ± 0.5 99 ± 0.3 98 ± 0.3 100 ± 0 † audiology 73 ± 11 70 ± 10 81 ± 10 0 ± 0 0 ± 0 50 ± 16 56 ± 15 42 ± 37 anneal 46 ± 6.3 92 ± 3 87 ± 3.8 15 ± 6.7 28 ± 6.2 90 ± 2.7 18 ± 5.2 97 ± 1.8 credit 78 ± 5.2 60 ± 3.9 76 ± 3.7 56 ± 6.7 49 ± 4.9 55 ± 6.6 45 ± 3.1 82 ± 5.3 heart 81 ± 9.9 83 ± 7.4 84 ± 6.6 80 ± 6.6 77 ± 9.2 82 ± 7.2 70 ± 8.1 79 ± 9.7 allbp 96 ± 1.2 89 ± 2.3 94 ± 1.7 89 ± 1.2 0.2 ± 0.3 90 ± 2 95 ± 0.8 96 ± 1.1 allhypo 95 ± 0.9 87 ± 2.1 95 ± 1.1 0.04 ± 0.1 0.4 ± 0.8 89 ± 1.3 89 ± 2.6 93 ± 1.9 adult 55 ± 0.7 33 ± 3.1 38 ± 0.7 13 ± 0.8 19 ± 1.1 35 ± 7.2 38 ± 2.4 NA ‡ autos 72 ± 5.8 6.5 ± 3.4 78 ± 12 0 ± 0 32 ± 11 40 ± 19 32 ± 12 33 ± 17 postop 67 ± 15 48 ± 15 41 ± 15 1.1 ± 3.5 1.1 ± 3.5 36 ± 15 34 ± 16 51 ± 21 Table 2 Classification results on various problems from the UCI Machine Learning database. Mean and standard deviations are shown for randomised 10-fold cross-validation. The best mean value in each row is bolded. Above the line are problems with only categorical variables, below the line are problems with mixed variables. † Only 3 rounds of cross-validation were used due to large run times. ‡ No results available due to large run times.
Principal Components
For our principal components example, we use as an example multiple choice exam 268 results from our first year programming course. We have used 3 data sets -one with However, the regular simplex method is more highly correlated and seems to be the 278 preferable method of the two -although it comes at a cost of higher dimensionality 
Conclusion
282
We have investigated the problem of distance calculations for categorical and mixed 283 variables, and have introduced two new Mahalanobis type distances for these types 284 of variables -the symbolic covariance method and the tensor product space method.
285
The tensor product space method is theoretically pleasing but completely impracti-
286
cal for most problems. The symbolic covariance method is also theoretically pleas- 
