A Student's t-distribution is obtained from a weighted average over the standard deviation of a normal distribution, σ, when 1  is distributed as chi. Left truncation at q of the chi distribution in the mixing integral leads to an effectively truncated Student's t-distribution with tails that decay as exp   2 2 2 q t  5  . The effect of truncation of the chi distribution in a chi-normal mixture is investigated and expressions for the pdf, the variance, and the kurtosis of the t-like distribution that arises from the mixture of a left-truncated chi and a normal distribution are given for selected degrees of freedom . This work has value in pricing financial assets, in understanding the Student's t-distribution, in statistical inference, and in analysis of data.
Introduction
A Student's t-distribution is used for statistical inference for small sample sizes [1, 2] . Nadarajah [3] states that the Student's t-distribution is the second most popular distribution, second in popularity only to the normal distribution.
In addition to statistical inference, the Student's t-distribution has application in finance, wherein the t-distribution is found to fit the distribution of the logarithms of daily returns better than a normal distribution or indeed better than most any other distribution [4] [5] [6] [7] [8] [9] . The number of degrees of freedom,  , is found by least squares fitting to historical returns to be around 3 for daily returns of the DJIA and S&P 500 indices [9] , with increasing  for n-day returns, . > 1 n The Student's t-distribution also has application wherever a Cauchy (Lorentzian) distribution is employed, since a Student's t-distribution with one degree of freedom is a Cauchy distribution.
The Student's t-distribution offers support from   . This causes problems in finance as integrals needed to price financial instruments diverge for the logarithm of returns distributed as a Student's t-distribution [9] [10] [11] and the frequency of occurrence of the logarithms of daily returns is fit well by Student's t-distribution.
Truncation, capping, and modification of the t-distribution have been put forth as means to deal with the divergence [8, 9, 12] . Moriconi [8] multiplied the Student's t-distribution by an exp to keep integrals finite in pricing options. Lim et al. [12] used a generalized t-distribution [13] , which has a multiplicative term of exp   4 t  . Lim et al. [12] reported that the generalized t-distribution fit currency options better than any other probability density function (pdf) that was used. The results presented here provide a physical basis for understanding the origin of a multiplicative factor.
Praetz [4] and Gerig et al. [7] pointed out that a Student's t-distribution is obtained from a mixture of a normal distribution with a standard deviation  that is distributed as an inverse chi distribution. If the support for the inverse chi distribution is taken to be zero to infinity, then a Student's t-distribution is obtained from the mixture. For convenience, in this paper the reciprocal of  is denoted as , 
Using chi as defined above and a normal distribution with zero mean and standard deviation of 
It is interesting to note that the sum of the contributions from Equations (3) and (4) form a full Student's t-distribution (in this case the mixing integral has been written as the sum of two exhaustive and exclusive regions: and ), and that the right-hand contribution has an exponentially decaying tail. As a result, any pdf that does not include the left-hand contribution from the chi distribution for the reciprocal of the standard deviation in a chi-normal mixture will have tails that decay as exp Figure 1 is a plot of a Student's t-distribution with tribution. Figure 1 clearly shows that large values of the standard deviation  in the mixture give rise to the fat tails of the t-distribution. The large values of the standard deviation occur for small values of the reciprocal of the standard deviation. For Figure 1 , the wing of the chi distribution was truncated for an area of 0.01 in the wing. The small values of the standard deviation (large reciprocal; right wing) make a negligible contribution to the value of the Student's t-distribution. The long tic mark at 5 .841 t  marks the point where the area in each tail of the Student's t-distribution equals 0.005, for a total area of 0.01.
The slowly decaying power tails of the t-distribution with increasing t results in the divergence of moments and of integrals required to price financial instruments that are based on a log Student's t-distribution. The results presented in Figure 1 are interesting on two levels. One level is intrinsic interest in understanding the Student's t-distribution and the other level is use. The results show the origins of the slowly decaying power tails of Student's t-distributions and suggest an approach to deal with the divergence of moments and integrals based on the t-distribution.
Left truncation of the chi distribution for the reciprocal of the standard deviation to allow for only physically possible values of the standard deviation  will impart exponentially decaying tails to the resulting t-like distribution from the chi-normal mixture. It is unlikely that 
The expression, which decreases with t as exp   , was obtained from an examination of the expressions for
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The probability that >
, is needed to normalize properly a truncated chi distribution.
for   and by comparison with the general case for odd
is zero for values :
 . Clearly, left truncation of the chi distribution for the reciprocal of the standard deviation in a chi-normal mixture removes the fat tails of the Student's t-distribution.
is the pdf for a mixture of a left-truncated chi and normal distribution. If
would be a Student's t-distribution with
Results
 degrees of freedom and scale parameter  . An explicit expression for Expressions for some of the low  , effectively truncated Student's t-distributions and moments are given in the following subsections. For a Student's t-distribution the variance equals
; , e ; , , d . > ; , 2π
  The kurtosis equals     is the variance of the pdf f t q
and K q     ; , , is the kurtosis of the pdf f t q
This paper provides information on the effective truncation of a Student's t-like distribution when the chi distribution for the reciprocal of the standard deviation is left-truncated. It is shown that the tails of the effectively truncated t-distribution go as exp  . The contribution to an odd
bution from values of for a chi-normal mixture, i.e., Equation (4) evaluated for odd > a q  , is given by (see Equation (9) below). 

. For effectively truncated Student's t-distributions (i.e., truncation of the large values of the standard deviation in the chi mixing distribution), the moments exist for all  .
v = 1 (Cauchy or Lorentzian Distribution)
The pdf for a mixture of a left-truncated chi distribution for 1   and 1 a  and a normal distribution is
The tails of the pdf decrease as exp   2 2 2 q t  q for non-zero . 
 , remains finite for , and diverges as > 0 q is proportional to 11 as approaches zero. An exact expression for the   kurtosis can be found, but the expression is long and cumbersome. The series expansion
shows that the   kurtosis is proportional to 1 and hence stays finite for . Both the variance and the kurtosis are not defined for a Cauchy distribution, i.e., for a Student's t-distribution with
and a region of support from to .
v = 2
The pdf, 2  2  2  2  2   3 2  2  2   3  3  2  2  2  2  2  2  2  2  2 
Simple, analytic expression for the moments for even values of v could not be found.
v = 3
  as q approaches zero. The kurtosis for a Student's t-distribution is defined only for  .
v = 5
The series expansion for the 5
variance shows a weak dependence on the left truncation. To lowest order in q, the   variance has a cubic dependence on q. Figure 2 show that the chi distribution has decreasing area in the left for small q as v increases. , the first two terms of the alternating series for the expansion of the kurtosis are 5 . For 1  the kurtosis is not impacted by a truncation for small q  .
The curves of

Application
Application of the effectively truncated Student's t-distribution to pricing a European call option is given in this section. The value of a European call option at the time of expiration, , is the expectation of the maximum value
where is  of the price of a stock at time T, T K is the strike price at time T, T is the time when the option expires, and is the expectation operator [9] . It is not necessary to solve a partial differential equation to find the price of an option [9] [10] [11] . The desired quantity 0 C , which is the value of the option at time , is obtained from the expected time value of money. If 
The value of T A is determined by the requirements that the process be fair (i.e., the process is a martingale) and that the development in time of the price include the time value of money [9] . This requires that factor that dominates the exponential growth of T for large  . In general, the integral to price the European call option must be evaluated numerically. Equation (21) is perhaps the simplest manner in which to write the cost of the call option. The Student's t-distribution is found (over the subinterval of the infinite region of support where returns are observed) to fit the distribution of the logarithms of daily returns better than a normal distribution or indeed better than most any other distribution [4] [5] [6] [7] [8] [9] . It would be prudent to price options using a distribution that matches the data. The effectively truncated t-distribution that is described in this paper is a distribution that matches the observed data, as demonstrated in Figure 3 .
Adaptive bins widths were used to generate the frequency of occurrence data for Figure 3 . The bin width was increased until at least 5 counts were obtained in the bin. The normal distribution fits the data well only in the neighbourhood of and does not fit the fat tails of the data. The quality of the fit of a Student's t-distribution to the 15 491 data points that constitute the frequency of occurrence of ranges of values for the logarithms of the daily returns is remarkably good over all the returns, including the infrequent, low-probability events in the tails. . This level of truncation of the chi distribution has a minor effect on the effectively truncated Student's t-distribution for < 20 t , as can be observed in Figure 4 . This is consistent with the data; all 15 491 data points lie in the interval −0.205 to +0.116. When the scale parameter is taken into account, the data lie in the region
The truncation to match the kurtosis is not severe (c.f. Figure 4) , but the truncation is sufficient to keep finite the integrals required to price options with a log Student's t-distribution. 
Conclusions
A Student's t-distribution arises from an averaging over the standard deviation of a normal distribution when the reciprocal of the standard deviation is distributed as chi. The Student's t-distribution offers support over can cause problems, particularly in the pricing of options where the logarithm of returns is distributed as a Student's t-distribution. One approach to deal with the divergence is to truncate the Student's t-distribution [9] . Data typically fit well to the central region of the t-distribution and are nonexistent far from the central region of the Student's t-distribution. Other approaches are to multiply the t-distribution by an envelope function that reduces the impact of the tails [8] or to use a generalized form that includes an envelope function that reduces the impact of the tails [12] . The approach presented here is to left-truncate a chi distribution for the reciprocal of the standard deviation. The chi distribution is used in a mixing integral with a normal distribution to yield an effectively truncated Student's t-distribution. [8] by showing that the envelope modification is similar in effect to a left truncation of a chi distribution for the reciprocal of the standard deviation, and then mixing the truncated chi distribution with a normal distribution of the same standard deviation. Expressions or power series expressions for the pdf, variance, and kurtosis for several low number of degrees of freedom, effectively truncated Student's t-distributions are given. These expressions demonstrate the exponential tails of the effectively truncated t-distribution and show that the variance and kurtosis remain remain finite for the effectively truncated distributions. In addition, it is shown that it is the large values of the standard deviation in the mixing integral that give rise to the fat tails of the Student's t-distribution. The small values of the standard deviation in the mixing integral do not contribute to the tails of the Student's t-distribution and only weakly contribute to the core of the Student's t-distribution.
The effective truncation of the Student's t-distribution means that integrals required to price financial instruments such as European call options remain finite. This permits pricing with a distribution, the log Student's t-distribution, that describes well returns for stocks.
Simple expressions were not found for the effectively truncated t-distributions with even numbers of degrees of freedom. Given the importance of the Student's t-distribution in the description of returns and data in general, it would be helpful to find accurate approximations that smoothly approach the expressions for the odd numbers of degrees of freedom. These approximations could then be used to model data where it is unphysical to assume support over to . The    2 2 exp 2 q t  envelope modification of Moriconi [8] might be a sufficiently good approximation for all degrees of freedom. It is shown that the envelope modification of Moriconi is functionally equivalent to a truncation of large values of the volatility (standard deviation) in the chi distribution of the chi-normal mixing integral that leads to a Student's t-distribution.
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