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We consider predicting and predictability for discrete time processes in a pathwise setting where
only a sole one-sided semi-infinite sequences of past values is available, and where statistical prop-
erties of the ensemble of the paths are unknown. We obtain some sufficient conditions of pre-
dictability in the terms of degeneracy of frequency characteristics representing one-sided modifi-
cations of the Z-transform. This characteristics are defined for one-sided semi-infinite sequences
representing of the past values. Some predictors are discussed.
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1 Introduction
The paper considers a problem of characterization of predictable processes in discrete time setting.
It is known that this predictability is related to the degeneracy of their frequency characteristics. For
example, for stochastic stationary discrete time processes, there is a criterion of predictability given by
the classical Szegö-Kolmogorov Theorem. This theorem says that the optimal prediction error is zero






dω = −∞; (1)
see [13, 24, 25] and recent literature reviews in [1, 23]. This means that a stochastic stationary process
is predictable if its spectral density is vanishing with a certain rate at a point of the unit circle T = {z ∈
C : |z| = 1}. In particular, this holds if the spectral density vanishes on an arc of the unit circle, i.e.
the process is bandlimited. This result was expanded on more general stochastic processes featuring
spectral densities; see e.g. [3].
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To apply the theory based on the spectral density, one has to collect sufficient quantity of statistical
data and estimate the spectral density of the underlying processes; this density is used to construct the
predictors. In practice, there are situations where statistical data are insufficient or absent. Therefore,
there is a need in methods for pathwise setting oriented on data inputs being considered as sole se-
quences rather than members of an ensemble with a known probability distribution. This task is quite
challenging. First of all, it is not obvious how to distinct predictable sequences from non-predictable.
In a more general framework, there is not yet a comprehensive criterion of randomness of a sequence,
and it is unclear how to detect potential randomness of a sole sequence. This problem and some re-
lated problems were intensively studied in the framework of the concept of intrinsic randomness and
the problem of distinguishability of random sequences; see the references in [15, 12]. In particular, the
approach from Borel (2009) [2], Mises (1919) [18], and Church (1940) [4], was based on limits of the
sampling proportions of zeros in the binary sequences and subsequences; Kolmogorov (1965) [14] and
Loveland (1966) [16] developed a different concept of the algorithmic randomness and compressibil-
ity; Schnorr (1971) [22] suggested an approach based on predicability and martingale properties. This
paper studies predictability of sequences which is an aspect of non-randomness. It has to be clarified
that it is only a particular aspect; for example, predictability is not equivalent to a possibility to recover
missing values without error that can also be associated with non-randomness.
In [5, 6, 8, 9, 10, 11, 17, 19, 20], predictability was readdressed in the pathwise deterministic setting
oriented on sole sequences without known statistics for similar sequences. The corresponding criteria
of predictability were formulated in the terms of degeneracy of the standard two-sided Z-transform on
T, which reminded degeneracy of the spectral density in (1). This similarity seemed to be unexpected
since the spectral density and Z-transform are quite different by their nature, despite the fact that they
both are regarded as frequency characteristics and are used in similar frameworks involving transfer
functions. However, Z-transform and spectral density share a common feature: their calculations re-
quire information about the values of the underlying sequences for arbitrarily remote future times. For
Z-transform, this information includes the entire future path; for the spectral density, this information
is contained in the stationarity assumption which is a probabilistic type assumptions prescribing the
future evolution of the ensemble members. This setting is reasonable if there are sufficient historical
observations of similar processes.
If we have to consider a sole sequence rather than a member of an ensemble of paths with known
statistics, then it could be unreasonable to hypothesize about the remote future. In this situation, it is
more convenient to represent data flow as one-sided sequences {x(t)}t=0,−1,−2,.., with the past mem-
bers of diminishing significance as t→ −∞. As was mentioned above, predictability are often studied
using the notion of bandlimitness or its relaxed versions such as (1) for the spectral densities. Z-
transform for two-sided sequences is a symmetrical transformation around the current instant t, sym-
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metrical with relation to the passed time and the future time. Unfortunately, the notion of classical
bandlimitness based on the standard Z-transform cannot be applied directly to one-sided semi-infinite
sequences extended by zeros into two-sided sequences, since the corresponding one-sided Z-transforms
will not vanish on an arc of the unit circle. This cannot be fixed via moving the center of symmetry of
Z-transform into the middle of the sample. Therefore, it is still unknown how to expand the notion of
bandlimitness on the one-sided sequences {x(t)}t=0,−1,−2,...,−∞. This paper represents an attempt to
attack this problem; as far as we know, this is the first attempt in the existing literature.
We suggest some special new frequency characteristics for one-sided semi-infinite sequences rep-
resenting some modifications of Z-transforms. A degeneracy of these characteristics allows to detect
predictability of certain classes of one-sided sequences. In addition, we found that the predictors in-
troduced in [9] for sequences with degenerate standard two-sided Z-transforms can be also used for
one-sided semi-infinite sequences given that the are predictable, i.e. given that some degeneracy condi-
tions of these new special frequency characteristics are satisfied.
2 Some definitions
We denote by Z the set of all integers.
For τ ∈ Z ∪ {+∞} and θ < τ , we denote by `r(θ, τ) a Banach space of sequences x =
{x(t)}θ−1<t<τ+1 ⊂ C, with the norm ‖x‖`r(θ,τ) = (
∑τ
t=θ |x(t)|r)
1/r < +∞ for r ∈ [1,∞) or
‖x‖`∞(θ,τ) = supt: θ−1<t<τ+1 |x(t)| < +∞ for r = +∞; the cases where θ = −∞ or τ = +∞ are
not excluded. As usual, we assume that all sequences with the finite norm of this kind are included in
the corresponding space.
For brevity, we will use the notations `r = `r(−∞,∞), and `−r = `r(−∞, 0).
Let T ∆= {z ∈ C : |z| = 1}.





defined for z ∈ C such that the series converge. If x ∈ `1, then X is continuous on T, and the
corresponding series converge uniformly on T. If x ∈ `2, then X|T is defined as an element of L2(T),
and the corresponding series converge on T in the norm L2(T).










eiωtdω, t ∈ Z.




for any x ∈ `−2 , this transform converges on T in the norm L2(T).
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Let D ∆= {z ∈ C : |z| < 1} and Dc ∆= {z ∈ C : |z| > 1}. For r ∈ [1,+∞], let Hr(D) be the
Hardy space of functions that are holomorphic on D, and let Hr(Dc) be the Hardy space of functions
that are holomorphic on Dc including the point at infinity; see e.g. [21].
3 The main result
It appears that the notion of bandlimitness of degeneracy of the frequency characteristics is non-




− (eiω) |dω > −∞; see e.g. Theorem 17.17 from [21].
We suggest below modifications of one-sided Z-transform oriented on detecting a degeneracy of the
frequency characteristics for one-sided sequences.
Definition 1 For x ∈ `−2 , we introduce transforms ξ1 = Ξ1x ∈ L2([0, π],C) and ξ2 = Ξ2x ∈

















where ω ∈ [0, π].
Remark 1 For x ∈ `−1 , the corresponding functions ξk(ω) are continuous in ω ∈ [0, π]. In a general
case x ∈ `−2 , the convergence of the corresponding series for ξ1 and ξ′2 is in L2([0, π],C).
Remark 2 (i) It follows from the definitions that Z−x = ξ1 + iξ′2.








for ξk = Ξkx− and
X = Zx, ω ∈ (−π, π], where x− ∈ `−2 is such that x−(t) = x(t)It≤0. In addition, if x is real


















Lemma 1 The mappings Ξ1 : `−2 → L2([0, π],C) and Ξ2 : `
−
2 → L2([0, π],C) ×C are continuous
bijections, and the corresponding inverse mappings are also continuous bijections such that xk =
4

















where ξ2 = (ξ′2(ω), ξ
′′
2 ). (2)
The following corollary follows immediately from Lemma 1 and shows that our new transforms,
despite being related to Z− as is shown in Remark 2(i), still allows to use the notion of bandlimitiness.
Corollary 1 For any open subset I ⊂ [0, π], there exist non-zero sequences x ∈ `−2 such that either
ξ1|I = 0 or ξ′2|I = 0, where ξk = Ξkx and ξ2 = (ξ′2(ω), ξ′′2 ).
Types of predicability of classes one-sided sequences
Definition 2 Let K̂ be the class of functions k̂ : Z → R such that k̂(t) = 0 for t < 0 and such that
K̂(·) = Z k̂ ∈ H∞(Dc).
Definition 3 Let Y ⊂ `−r be a class of one-sided sequences, r ∈ [1,+∞].
(i) We say that this class is unilaterally `−r -predictable if there exists a sequence {k̂m(·)}+∞m=1 ⊂ K̂
such that







(ii) We say that the class Y is uniformly unilaterally `−r -predictable if, for any ε > 0, there exists
k̂(·) ∈ K̂ such that




In particular, Definition 3 implies that x(t) is uniquely defined by the values {x(s)}s≤t−1 for all t ≤ −1,
and can be recovered from these values using some kernels from K̂.
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Some predictable classes
Let some q > 1 be given. For c > 0 and ω ∈ (−π, π], set
h(ω, c) = exp
c
[(cos(ω) + 1)2 + sin2(ω)]q/2
.
Let W(c) be the class of all sequences x ∈ `−2 such that, for each x ∈ `
−
2 , at least one of the
following conditions holds: either there exist a ∈ C such that
ess sup
ω∈[0,π]




|ξ′2(ω)|h(ω, c) < +∞.
Here ξk = Ξkx, ξ2 = (ξ′2(ω), ξ
′′
2 ).
Note that h(ω, c)→ +∞ as ω → ±π and that, for x ∈ W(c), either (ξ1(ω)− a) or ξ′′2 (ω) vanishes
with a sufficient rate of decay as ω → π.
Remark 3 By Corollary 1,W(c) 6= ∅ for any c > 0.
LetW = ∪c>0W(c).
Further, for c > 0 and d > 0, let V(c, d) be a class of processes x ∈ W(c) such that there exists










where ξk = Ξkx and ξ2 = (ξ′2(ω), ξ
′′
2 ).
Theorem 1 Let either r = 2 or r = +∞.
(i) The classW is unilaterally `−r -predictable in the sense of Definition 3(i).
(ii) For any given c > 0 and d > 0, the class V(c, d) is uniformly unilaterally `r-predictable in the
sense of Definition 3(ii).
(iii) Prediction required in (i) and (ii) can be achieved with kernels introduced in [9]. These kernels






z + 1− γ2µ/(1−q)
])
. (4)
Here µ > 1, q > 1, and γ > 0, are parameters; the prediction error vanishes as γ → +∞.
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The predicting kernels (4) were introduced in [9] for sequences with degenerate two-sided Z-transforms.
They represent a discrete time version of the continuous time processes predicting kernels from [6].
Some numerical experiments for these predictors are described in [11].
Remark 4 The novelty of Theorem 1 comparing with [9] is that the predicability criteria in this the-
orem were formulated in the terms of degeneracy of frequency characteristics defined by one-sided
semi-infinite sequences; on the other hand, the predicability criteria in [9] were formulated in the
terms of degeneracy of the standard two-sided Z-transform defined by two-sided infinite sequences.
Remark 5 Theorem 1 describes classes W (c) and V(c, d) of predictable sequences, and gives a
method of prediction of x(t) based on the observations for {x(s)}s≤t−1, for t ≤ 0 and for sequences
belonging to a predictable class. Consider, for example, a scenario where x(0) has to be predicted. In
this case, predictability means that an agent can find, using observations {x(s)}s≤−1, an unique x(0)
such that the extended sequence {x(s)}s≤0 belongs to this predicable class.
4 Proofs
Proof of Lemma 1. Let x ∈ `−2 be fixed. We define x̃k ∈ `2, k = 1, 2, such that xk(t) = x(t) for t ≤ 0






= ξ1(|ω|), ω ∈ (−π, π], (5)







= iξ′2(ω) + ξ
′′





= −iξ′2(−ω) + ξ′′2 , ω ∈ [−π, 0). (6)




∈ L2([−π, π],C). Hence ξk = Ξkx ∈ L2([0, π],C), and the
mappings Ξ1 : `−2 → L2([0, π],C) and Ξ2 : `
−
2 → L2([0, π],C)×C are continuous.
Further, let ξ1 ∈ L2([0, π],C) and ξ2 = (ξ′2(ω), ξ′′2 ) ∈ L2([0, π],C) × C be fixed. Let us define










eiωtdω, t = 0,±1,±2, ....
It can be verified immediately that x̃1(t) = x̃1(−t), x̃2(t) = −x̃2(−t), t > 0, and that (2) holds
for xk
∆
= x̂k|{t≤0}. It follows that Ξkxk = ξk. Hence the mappings Ξ1 : `−2 → L2([0, π],C) and
Ξ2 : `
−
2 → L2([0, π],C) × C are bijections. It is known that an inverse of a continuous bijection
between Banach spaces is also continuous. This completes the proof of Lemma 1. 
7
Proof of Theorem 1. Let x ∈ W and ξk = Ξkx, and let x̃k and Xk be such as defined in the proof
of Lemma 1 above; in particular, we assume that (5)-(6) hold.
Let us prove statement (i). Let x ∈ W(c) be given for some c > 0. If x is such that the condition for
ξ1(ω) in the definition ofW (c) holds, we set k = 1 and memorize the corresponding a ∈ C. Otherwise,
we set k = 2 and select a = x(0); this happens if the definition ofW(c) holds for x with the condition
for ξ′′2 (ω) only. Consider a process x
a(t) such that xa(t) = x(t) for t < 0 and xa(0) = x(0) − a. Let
ξak = Ξkx
a. By the definitions, it follows that ess supω∈[0,π] |ζak (ω)|h(ω, c) < +∞, where ζa1 = ξ1 and
ζa2 = ξ
′





Let x̃ak(t) ∈ `r be defined similarly to x̃k in the proof of Lemma 1, with x replaced by xa. By
the definitions, x̃ak belongs to the class X ⊂ `r used in Theorem 1 (i) [9]. By this theorem, the class
X is `r-predictable in the sense of Definition 2(i) [9]. We have that x̃(t) = xak(t) for x ∈ W , t < 0
and x(0) = xak(0) + a for x ∈ W . Since a is defined by the observations of the one-sided sequence
{x(t)}t≤0, it follows that the predicability of X in the sense of Definition 2(i) [9] implies predictability
ofW in the sense of Definition 3(i).
Let us prove statement (ii) following the same steps. Let x ∈ V(c, d). It suffices to consider d = 1
only. If the definition of V(c, 1) holds for this x with the minimum in (3) achieved for ξ1(ω), we set
k = 1 and select a ∈ C to be the corresponding a. Otherwise, we set k = 2 and a = x(0); this happens
if the minimum in (3) is achieved for ξ′′2 (ω) only.
Let xa, ξak = Ξkx
a, and x̃ak(t) ∈ `r, be defined as in the proof for the statement (i) above.
By the definitions, x̃ak belong to the class U(c) defined in Theorem 1 (ii) [9]. The class U(c) ⊂ `r is
uniformly `r-predictable in the sense of Definition 2(ii) [9]. By the definitions, x(t) = x̃ak(t) for t < 0,
and x(0) = x̃ak(0) + a for x ∈ V(c, 1). Again, since a is defined by the observations of the one-sided
sequence {x(t)}t≤0, it follows that the predicability for U(c0) in the sense of Definition 2(ii) [9] implies
predictability in the sense of Definition 3(ii) for V(c, 1). This completes the proof of Theorem 1. 
5 Discussion and future developments
(i) The present paper considers one-sided sequences with certain one-sided frequency characteristics
vanishing at a point of the unit circle. Similar problems arise for a setting where one-sided
frequency characteristics are supposed to vanish on an arc of the unit circle, in the spirit of the
classical bandlimitness. Again, it is unclear how to extend the notion of bandlimitness on one-
sided sequences since the classical one-sided Z-transforms cannot vanish on an arc of the unit
circle. Since the extensions on t > 0 are uniquely defined by the observations {x(t)}t≤0 for
predictable two-sided band-limited sequences [8], it follows that there are two types of one-sided
semi-infinite sequences {x(t)}t≤0: the ones representing the history of band-limited processes,
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and the ones representing non-band-limited processes. The following problem arises: Assume
that the values {x(t)}t≤0 are observed. How to determine if there exists a sequence {x(t)}t>0
such that the sequence {x(t)}t∈Z is band-limited? We leave this for the future research; so far, the
present papers gives only sufficient conditions of a related property described via degeneracy of
certain one-sided frequency characteristics. A different approach to this problem was suggested
in [7, 10]
(ii) It is possible to consider real valued sequences, with small modification of the definitions; more
precisely, the spaces `r have to be defined as spaces of real valued sequences. In this case, ξ1, ξ′2,
and ξ′′2 will be real-valued, and a in the definition ofW (c) has to be selected among real numbers.
(iii) A straightforward modification leads to similar versions of the transforms Ξk for sequences from
`r(0,+∞).
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