Kolmogorov has often spoken of the way in which abstract set-theoretical
This article is concerned with quite simple models oi statistical ineciiaiuus ш which the phase diagrams at zero temperature are described by nowhere dense Cantor sets and Cantor staircases. These models have been studied from the physical point of view in [1 ] , [2] , [3] , in particular, in connection with the analysis of the properties of certain specific crystals, for example, graphite intercalation compounds, and they can be regarded as fairly realistic. There are grounds for assuming that the phase diagrams of a very much wider class of models can also be described by Cantor sets. We introduce the necessary definitions. We consider the space Φ of infinite sequences φ = {φ(χ), χ £ Ζ 1 }, where the individual variables φ(χ) take the values 1 or 0. Such a space provides a model for the configuration space of a one-dimensional lattice gas: those χ for which φ(χ) = 1 are regarded as occupied by particles of gas. By <p(V), where V С Ζ 1 , we denote the restriction of the configuration φ to V. We are interested in probability distributions on the natural σ-algebra of subsets of Φ, constructed with the aid of formal expressions, the so-called Hamiltonians (see [4] ), which for our model have the form For some of the results it is also necessary to assume that d) U(x) can be extended to a twice continuously differentiable function on [0, °o) in such a way that as χ -*• °°7 > 1, A is a positive constant. Many results remain valid for functions U(x) that decrease faster than in condition d), but to simplify the computations we restrict ourselves here to just this case.
In physical language condition a) means that the interaction is of antiferromagnetic character. Condition b) is needed to make the passage to the thermodynamic limit possible. Condition c) is a convexity condition absolutely essential for all the analysis that follows. Apparently, if it is rejected, then entirely different phenomena are possible. Condition d) is a regularity condition on the behaviour of the potential at infinity. We shall see below the difference between the behaviour of the systems considered here and that of systems with U(x) < 0, U(x) ~ -Ах~*.
We now give the definition of the limiting Gibbs distribution (see [4] , [5] ). We consider any interval [a, b] and fix boundary conditions φ(χ), x'fc [a, b] . The energy of the configuration φ( [α, b] 
By b), all these series are absolutely convergent. Definition 1. A probability distribution on a configuration space ψ( [α, b] ) is called a conditional Gibbs distribution under the boundary conditions φ if the probability of a particular configuration has the form 
Ξβ. μ (Φ)
where β > 0 is a parameter inversely proportional to the temperature. A reader only interested in the mathematical aspects need not pay attention to the physical terminology. The following definition is fundamental in the mathematical theory of phase transitions (see [4] , [5] , [6] ).
Definition 2.
A probability distribution Ρ on the natural σ-algebra of subsets of Φ is called a limiting Gibbs distribution if for any interval [a, b] the induced conditional distribution for fixed boundary conditions φ is equal to the conditional distribution (3) for P-almost all φ. The basic problem in the mathematical theory of phase transitions consists in the study of the structure of the set of limiting Gibbs distributions, in particular, its dependence on the parameters β and μ and on the properties of the potential U(x). It follows almost immediately from the definitions that the set of limiting Gibbs distributions is convex and forms a Choquet simplex. Thus, the matter is reduced to the location of the extreme points of this set, which are sometimes called extremal limiting Gibbs distributions (elGd). We need the following two properties of elGd's (see [5] ): 1) any two elGd's either coincide or are singular; 2) a limiting Gibbs distribution is extremal if and only if Kolmogorov's "0-1" law is satisfied: let <э£ be a σ-algebra generated by random variables
, where 5ft is the trivial σ-algebra containing only subsets of probability 1 and 0.
In the one-dimensional case, when 2 xU(x) < oo, the limiting Gibbs *>o distribution is unique (see [6] ). Hence non-uniqueness is possible only for models with a potential U(x) satisfying condition d) with 1 < 7 < 2.
For large values of β the analysis of the structure of the set of limiting Gibbs distributions begins with the clarification of the structure of the set nf rynnnAir ггг/лппЛ ctdtp« nf the Hamiltonian (see [4] ). We give here the relevant ueiinnion ш a sunitwuai. шииш^и ^ -. ± ... ф(реО denote the set of periodic configurations, that is, those ψ = {φ(χ), χ £ Ζ 1 } such that φ(χ + ρ) = φ(χ) for some ρ and all -°° < χ < +°°. The smallest ρ for which these equations are satisfied is called the period of ψ.
X+P
The number 2 Ч>(У) = 9 is independent of χ and is equal to the number of gives the value of the specific energy of the configuration ψ, taken over one cell. The set ф(Р ег ) is everywhere dense in Φ in the product topology. 
This definition is useful for the rest of this article, but other problems are quite possible for which it is not the best.
For c?-dimensional models and U < 0 the structure of the ground states is simple enough. For example, for the rf-dimensional ferromagnetic Ising model one cell contains in its interior a (/-dimensional cube inside which φ(χ) = 1 and outside which φ(χ) = 0. The size of the cube is chosen so as to give the concentration needed. The volume appears in the shape of a cube because a cube is the solution of the isoperimetric problem on the integer lattice. For other lattices the shape of the "drop"can be different.
We shall show that in models with the Hamiltonian (1) the situation is totally different. In fact, for any rational q/p we shall construct a periodic configuration, which will be a ground state, and its form depends essentially on к. The construction is based on Hubbard's criterion (see [2] ).
Hubbard's criterion. Let φ ζ ф(р«>. For χ Ε Ζ 1 with φ(χ) -1 we denote by r t (x, φ) the integer that is the distance from the particle at χ to the i-th particle to its right. If for all χ and i,
The proof of Hubbard's criterion is very simple. We rewrite (4) in the form In addition,
An important observation is that min 2 U(s)mi(s, φ), taken over the set of all mfe, φ) satisfying (5) There are probably no other periodic configurations satisfying Hubbard's criterion except those constructed in the proof of Theorem 1, but we can only prove this (1) for very simple q/p.
is assertion has recently been proved completely by A. Kerimov.
Let φ κ denote the periodic configuration constructed in Theorem 1 for the rational number κ = q/p. The construction uses the machinery of continued fractions. The necessary information on the theory of continued fractions is in Khinchin's book [7] . Let Q k be the set of rationals of the form
where n 0 , n x , n 2 n k are natural numbers. The set Q o is a decreasing sequence of numbers of the form 1 /n 0 , the set Q x consists of infinitely many increasing sequences lying between two adjacent points of Q Q and converging to the right-hand end-point. The set Q k consists of infinitely many increasing or decreasing sequences lying between adjacent points of Q k -i and converging to either the left or the right end-point depending on the parity of k. The set Q = U Q k is the set of all rational points of the half-open fc=O interval (0, 1 ]. Let us change our notation slightly and put h^ = Λ(φ κ ), where κ = q/p and φ κ ζ ф(рег) is the configuration constructed in Theorem 1. For the time being, h* is defined only for rational values of κ, but from Hubbard's criterion we have an explicit expression for it, which shows that it is continuous on Q. Hence, A* can be extended by continuity to the properties of this function and prove the following theorem.
Theorem 2. 1) fey is convex;
2) at each rational point h^ has a left derivative μ; and a right derivative μ£, with μί > μ κ .
Explicit expressions for μ κ and μ£ are obtained in §3. As for the convexity, it can be obtained from the explicit formulae for the potentials U(x) satisfying condition d), with the use of the estimates in §4. Here we give a derivation based on general arguments. We construct the small statistical sum
and the free Gibbs energy g x (fi) = limл . ; log Ζ(β, κ|η). It follows from n-»oo Δ η "τ" α general theorems of statistical physics (see [8] , for example) that £ κ (β) is concave in κ for each β. Next we show that lim g x (β) = -К, from which the required result follows. Expressions for μί and μ£ were obtained earlier by Bak and Bruinsma [9] using a rather different method. We consider the Legendre transform of h x , that is, the function /(μ) = min(Ax -μκ). This function describes the equation of state of our κ model for Τ -0. More precisely, what we have said means the following. We consider Ξρ -μ (φ) and
The existence of this limit follows from the theorem of Lee and Yang (see [8] ). Then /(μ, j3) is a monotonic function of μ for each β, and lim /(μ, β) = ~/(μ). The next theorem follows immediately from Theorem 2.
β-*οο In §4 we shall show that the Cantor set corresponding to /has the Lebesgue measure zero, but its Hausdorff, or fractal dimension (Mandelbrot [10] ) is 2/(γ+ 1) for potentials satisfying condition d). For more rapidly decreasing potentials, for example, U(x) ~ const. e~x as χ -*• °°, the Hausdorff dimension is zero.
We now turn to the study of our model when β < °°. The following theorem seems somewhat unexpected.
Theorem 4. For any β < °° each limiting Gibbs distribution is translationinvariant.
Proof. We use a method first employed in a rather different situation by Dobrushin [6] and by Bricmont, Lebowitz, and Pfister [11] . Clearly, we need only consider extremal limiting Gibbs distributions. Every such distribution can be obtained from a certain sequence of intervals [a,·, b t ] and boundary conditions φ^ = {φ(χ), x fc [Й,·, Ь,·]} in the following way: we take a conditional Gibbs distribution on [a,-, b t ] with boundary conditions <^') and consider it as a measure P t in the space Ф, concentrated on configurations that coincide with φ№ outside [a,·, b t ]. Then the extremal limiting Gibbs distribution Ρ is the weak limit of P,-as / -> °°.
Let us now take shifted intervals and shifted boundary conditions, that is,
Then it is obvious that the weak limit of P[ as / -*• °° also exists, and is clearly an extremal limiting Gibbs distribution. We denote this limit by P'. It is clear that P' is a shift of the distribution P. We claim that P 1 = P. To prove this it is sufficient to show thatP' is absolutely continuous with respect to P. 
In exactly the same way and ^4 4 with ^4. We shall confine ourselves to the first pair, since for the second pair the argument is similar. Now . This means that in the one-dimensional system an analogue of surface tension arises, leading to the appearance of two distinct phases. In the multidimensional case there is no difference in principle in the method of investigation between the ferromagnetic and antiferromagnetic models with finite radius of interaction. But in the one-dimensional case there is a difference. If by analogy with the ferromagnetic case we assign boundary conditions of the form φ(χ), Ixl > R, giving a periodic ground state, and for Ix I < R we consider a shifted ground state, then the difference between the energies does not increase with growing R. This is the reason for the validity of Theorem 4. Note also that in fact a more general result is obtained in the proof of Theorem 4: for any model with potential U(x) such that 2
x \U(x+ 1)-i/(x)l < °°, any limiting Gibbs distribution is x>0 translation-invariant. In conclusion we state two unsolved problems. 1. The limit Gibbs distribution is apparently unique in the situation in question. To prove this the Hamiltonian (1) must be replaced by an effective Hamiltonian in which U(x) decreases more rapidly. Here an effective Hamiltonian is one that is defined not on all configurations, but only on typical ones. To begin with, let κ" 1 -n 0 ^ 1 be an integer. It is easy to see that the periodic configuration in which the points χ with φ(χ) = 1 form a sublattice with step n 0 satisfies Hubbard's criterion and, consequently, is a ground state. Proof. We use the following formula (see [7] ):
For We can now begin the verification of Hubbard's criterion. We take an arbitrary x, where φ(χ) = 1 and r t (x, φ) is the distance from χ to the z'-th particle on the right. Note that in this section condition d) is not used. In [1] and [2] the idea of a sequential procedure for constructing ground states of the above kind was introduced from physical considerations. §3. Proof of Theorem 2
To begin with we establish the convexity of hy.. We introduce the small statistical sum
It follows from van Hove's theorem (see [8] ) that the limit lim -log Ζ κ (β, η) = # κ (β) exists and is a concave function of κ for each β.
η->·°°T he cells on which g K ($) is linear correspond to a phase transition of the first kind and phenomena of condensation type (see [4] , [13] ). The above limit does not change if we add any boundary condition φ outside the interval [1, и] and replace the index in the exponential by Η μ (φ([1, η])\ψ) . In particular, we may assume that ψ has been extended periodically to the whole line and that the sum 2 Ч^У) 2 U(x -y)<f(x) appears in the index of the exponential in (7). We claim that for any rational number
From this we shall deduce the convexity of Suppose the converse. Then there exist three numbers κ 1 <κ 2 ·<κ 3 such that (κ2 -κ^"
Because of the continuity of h 4 we may assume that κ,, κ 2 and y. s are rational. For sufficiently large β we have which contradicts the concavity of £ κ (β). This proves our assertion.
It remains to prove that limg H (P)= -h K for any rational number x = β-юо oo
We take ε>0 and find an i( e )such that 2
and for such n, we consider periodic configurations with period We now complete the proof of the required assertion. By virtue of what has been proved already, if the summation in the expression for Ζ^Β Τ \β, n t ) (see (8) ) is restricted to those periodic configurations for which for all 1 < i < г'(е), then the ratio of this sum to the whole sum Ζ^6 τ) (β, щ) tends to 1 as η -*· °°, β -* °°. Here we may choose α so small that tie)
But then this immediately gives ο(1)< as и -> °°. Letting и -+ °° we find that -β (Λ κ + ε)< £ κ (βΧ-β(Ί κ -ε), which gives the required result, since e is arbitrary.
We now turn to the proof of the second part of Theorem 2. We write out an explicit expression for /г": n k\ be the expansion of κ" 1 as a finite continued fraction. To be definite we assume that к is odd. We can also assume that n k ~> exist, with μχ>μχ. This is not yet a complete proot oi me the one-sided derivatives, but the fact is that the consideration of arbitrary sequences tending to p/q from one side proceeds just as in this case. It follows from properties of continued fractions (see [7] ) that 
1=1
Since U is convex, the last expression is positive, therefore, ;μί>μ^. If we consider all possible numbers κ that can be expanded in continued fractions of к levels, we find that the corresponding intervals (μ*, μ-^) of width Δ κ form a covering of a Cantor set. We claim that for large к independently of κ and к 1) Δ/Δ! < a < 1, where a. is constant, from which it follows that the Cantor set has measure zero;
2) under condition d), 0 < D x < Δ/Δ ο < D 2 , where Dj and D 2 are constants; 3) for U(x) ~ const e~x as χ -*• °°, Δ ~ const pe~p, which leads to zero Hausdorff dimension.
The width of the step of the Cantor staircase Δ ο is given by (11) . Let us find A t . Substituting for μ£ from (10), we have
From the properties of continued fractions (see [7] Now we compute the Hausdorff dimension. For this purpose we must estimate the sum Δ^ over all rationals κ that can be expanded in continued
On the other hand, the distance between two neighbouring steps of the staircase κ -κ is (ppY 1 (see (13) ). Since the Cantor set has measure zero, In actual physical systems the Cantor staircase itself is experimentally observable, that is, the dependence of κ on μ. Here no periodic configuration corresponds for β = °° to the points μ of the Cantor set. The function κ(μ) can be extended by continuity to all μ. We can then say that some chemical potential μ corresponds to any κ ; if κ is rational, then the interval (μί, μί) corresponds to it, while if κ is irrational, then there is a unique corresponding μ:
This formula determines all the points of phase transition (at zero temperature). However, the fact that the Cantor set has measure zero means that in experimental investigations of such systems the probability of detecting the system in a state with irrational κ is zero. Nevertheless this does not mean that the Cantor staircase is unobservable.
2. In physical applications we often need to investigate a modification of our problem. The formal Hamiltonian (1) 
x>V
In physically interesting cases this limit exists. The change to a new variable can be carried out in the standard way (see [13] , where Ρ μ is written as exp(-j3i2F) and P v as ехр(-)ЗФЛО). Here φ(χ) corresponds to the thermodynamic equilibrium state maximizing the probability in question. If μ is given (3), then Ω = νΚ*. -μκ and the condition 3Ω/θμ = 0 gives the equilibrium value of κ for given μ : μ = h x + κ dhjdx. In the case of given pressure ρ we have Φ = к^ + р/к, since κ = N/V. The equilibrium value of κ is ρ = y?dh K /dx. Thus, knowing the dependence κ(μ), we can obtain κ(ρ) uniquely. For example, as j3 -» °°, the left and right derivatives dhjdx are different at each rational point, and therefore the dependence κ(ρ) in this case has the form of a Cantor staircase. Equating the left (right) derivative to zero gives the boundaries of the domain of pressure p, where the given κ minimizes Η ρ (φ). Using the connection found above between ρ and μ and the explicit expression for μί and μ£ (see §3), we come to the following expressions for ρ£ and p^'.
Thus, the width of the step in the Cantor staircase for ρ is κ times less than that for μ.
