This paper describes our system created for the SemEval-2018 Task 3: Irony detection in English tweets.
Introduction
Frequent use of creative and figurative language on social media has important implications for natural language processing tasks such as sentiment analysis. The semantics of a sentence with creative or figurative language can be quite different from the same sentence with literal meaning and misinterpreting figurative language such as irony represents a significant challenge in sentiment analysis. Hercig and Lenc (2017) explored the effect of figurative language on sentiment analysis and confirmed that figurative language affects sentiment analysis.
The issue of automatic irony and/or sarcasm 1 detection has been addressed mostly in English, however there has been some research in other languages as well (e.g. Dutch (Liebrecht et al., 2013) , Italian (Bosco et al., 2013) , Brazilian Portuguese (Vanin et al., 2013) , and Czech (Ptáček et al., 2014) ).
Task
The goal of SemEval-2018 Task 3 (Van Hee et al., 2018 is to detect irony in English tweets. Subtask 1 There is only a weak boundary in meaning between irony, sarcasm and satire (Reyes et al., 2012) A detects just binary score for irony and Subtask B also detects more detailed types of irony (nonironic, ironic by clash, situational irony, and other forms of verbal irony). These subtasks correspond to their respective phases (A and B). Data for subtask B were available only after phase A was finished.
At the evaluation time the following descriptions of the submitted system labels were given:
• Constrained: only the provided training data were used to develop the system
• Unconstrained: additional training data were used
Only after the end of the phase A we learned that constrained systems can make use of additional resources like lexicons, dictionaries, embeddings, etc. Thus we introduce another system label to describe our system -strongly constrained.
• Strongly Constrained: using ONLY the the provided training/development data without any additional external resources (such as lexicons, embeddings, etc.)
Data statistics for Subtask A and Subtask B are shown in Table 1 
System Description
For all experiments we use Maximum Entropy classifier with default settings from Brainy machine learning library (Konkol, 2014 cases lemmatization 2 . We utilize morphological analysis, parse trees, lemmatization, and POS tags from UDPipe (Straka et al., 2016) .
Features
We tried to create the best strongly constrained feature set using various features using parse tree, POS tags, and morphological features. Most features listed below are based on the work of Hercig et al. (2016) .
• Character n-grams (ChN n ): Separate binary feature for each n-gram representing the n-gram presence in the text. We do it separately for different orders n ∈ {1, 2, 3, 4, 5} and remove n-gram with frequency f ≤ 2.
• Bag of Morphological features (BoM): We use bag-of-words representation of a tweet, i.e. separate binary feature representing the occurrence of a morphological feature for all verbs in the tweet. The morphological features 3 include abbreviation, aspect, definiteness, degree of comparison, evidentiality, mood, polarity, politeness, possessive, pronominal type, tense, verb form, and voice.
• Bag of Parse Tree Tags (BoT): We use bagof-words representation of a tweet, i.e. separate binary feature representing the occurrence of a parse tree tag in the tweet. We remove tags with a frequency f ≤ 2.
• First Words (FW): Bag of first five words with at least 2 occurrences.
• Last Words (LW): Bag of last five words with at least 2 occurrences.
• List (List): Binary feature representing the presence of the following words or characters (yay, yep, yes, ha, heh, um, uh, sh, so, no, !, ?, ., ', ") in tweet.
• N-gram Shape (NSh): The occurrence of word shape n-gram in the tweet. Word shape assigns words into one of 24 classes 4 similar to the function specified in (Bikel et al., 1997) . We consider unigrams with frequency f > 2 and trigrams with frequency f > 10.
• POS Count (POS): We use the count of POS tags in a tweet as a feature. We remove POS tags with frequency f ≤ 10.
• POS Count Bins (POS-B): We map the frequency of POS tags in a tweet into a onehot vector with length three and use this vector as binary features for the classifier.
The frequency belongs to one of three equalfrequency bins 5 . Each bin corresponds to a position in the vector. We remove POS tags with frequency ≤ 5.
• Root Bag of Words (R-BoW): Bag of words for parent, siblings, and children of the root from the sentence parse tree. We use only words with POS 6 matching adjective, interjection, noun, symbol, verb, and other.
• TF-IDF: Term frequency -inverse document frequency of a word computed from the training data for words with at least 5 occurrences and at most 50 occurrences.
• Verb Bag of Words (V-BoW): Bag of words for parent, siblings, and children of the verb from the sentence parse tree. We use only words with POS 6 matching adverb, noun, adjective, verb, and auxiliary.
• Word n-grams (WN n ): Separate binary feature for each word n-gram representing the n-gram presence in the text. We do it separately for different orders n ∈ {1, 2, 3} and remove n-gram with frequency f ≤ 2.
Subtask A
We use a simple binary classification approach with the Maximum Entropy classifier and the features shown in Table 5 . Blank space denotes that the corresponding feature has not been used. 
Subtask B
We classify tweets into one of four classes using the Maximum Entropy classifier and the features shown in Table 6 . Blank space denotes that the corresponding feature has not been used.
Results and Experiments
Our results in Subtask A are in Table 3 and our results in Subtask B are in Table 4 . The official evaluation metric was F1-score. The system settings and features were selected based on our pre- evaluation experiments using 10-fold cross validation on the training data for the team description UWB submitted. The team description UWB best represents the best settings according to the experiments on test data.
We performed ablation experiments to see which features are the most beneficial (see Table 5 and Table 6 ). Numbers represent the performance change when the given feature is removed.
We can see that many features in the submitted settings for both subtasks are not beneficial for the results, thus we remove them in the best settings for the given subtask. The best features apart from character n-grams include POS-B, FW, and BoM for both subtasks. In subtask A R-Bow, TF-IDF, and unigrams were also beneficial. In subtask B word shape n-grams were also helpful.
Detailed statistical analysis into the datasets and feature presence in the data would be needed in order to infer further insides.
Conclusion
We competed in both subtasks and ranked 4 th in terms of accuracy in Subtask A and 7 th in Subtask B. In terms of the F1-score measure we ranked 11 th in Subtask A and 13 th in Subtask B. However this comparison likely isn't fair because our system should not be be considered just constrained but strongly constrained.
