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Abstract
Predicting popularity of social media videos before they
are published is a challenging task, mainly due to the com-
plexity of content distribution network as well as the num-
ber of factors that play part in this process. As solving this
task provides tremendous help for media content creators,
many successful methods were proposed to solve this prob-
lem with machine learning. In this work, we change the
viewpoint and postulate that it is not only the predicted pop-
ularity that matters, but also, maybe even more importantly,
understanding of how individual parts influence the final
popularity score. To that end, we propose to combine the
Grad-CAM visualization method with a soft attention mech-
anism. Our preliminary results show that this approach al-
lows for more intuitive interpretation of the content impact
on video popularity, while achieving competitive results in
terms of prediction accuracy.
1. Introduction
Multiple factors make popularity prediction of social
media content a challenging task, including propagation
patterns, social graph of users and interestingness of con-
tent. Current methods for online content popularity analy-
sis focus mostly on determining its future popularity [6, 2,
8, 12]. For instance, [6] and [4] use visual cues to predict
the popularity of online images. [13, 14, 11] use machine
learning methods, such as Support Vector Regression and
recurrent neural networks, applied to visual and textual cues
to predict the popularity of social media videos. [2] com-
bines cues from different modalities for the same purpose.
Although popularity prediction is an important problem, we
believe that it does not address all the challenges faced by
online video creators. More precisely, it does not allow to
answer the question of many creators: how a given frame
or title word contributes to the popularity of the video?
Even though correlation does not mean causality, this kind
of analysis allows to understand the importance of a given
piece of content and prioritize the creation efforts accord-
ingly.
Figure 1. Sample social media video frames and its headline with
visualized importance of their parts on predicted video popularity.
The top row shows 5 consecutive frames of a social media video
with their attention weights above. We use those weights to scale
the magnitudes of Grad-CAM [9] heatmaps when visualizing the
importance of video elements on the popularity score. The bottom
row shows the frame with the highest attention weight (left) with
its popularity importance visualization (right). For the headline
text darker color corresponds to higher importance.
In this paper, we outline a fundamentally different ap-
proach to online video popularity analysis that allows so-
cial media creators both to predict video popularity as well
as to understand the impact of its headline or video frames
on the future popularity. To that end, we propose to use
an attention-based model and gradient-weighted class ac-
tivation maps [9], inspired by the recent successes of the
attention mechanism in other domains [15, 16]. Although
some works focused on understanding the influence of im-
age parts on its popularity [6, 1], our method addresses
videos, not images, and exploits the temporal characteris-
tics of video clips through the attention mechanism. By
extending the baseline popularity prediction method with
the attention mechanism, we enable more intuitive visual-
ization of the impact visual and textual features of the video
have on its final popularity, while achieving state-of-the-art
results on the popularity prediction task.
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2. Popularity prediction with attention
We cast the problem of social media video popularity
prediction as a binary classification task, as in [13, 11]. We
focus on videos from Facebook and normalize their view-
count by the number of page followers. We assign a pop-
ular/unpopular label by splitting our dataset at the median
normalized viewcount, following the approach of [10]. We
use a cross-entropy loss function to classify a video as popu-
lar/unpopular and take a set of video frames and/or headline
features as an input.
Video frames. We extract N = 18 evenly distributed
frames from the first 6 seconds of a video1. We use 2048-
dimensional output of the penultimate layer of ResNet50 [5]
pre-trained on ImageNet [3] to get a high-level frame rep-
resentation as in [13]. For each frame feature vector we
apply a learnable linear transformation followed by ReLU,
obtaining a sequence of frame embeddings (qj)Nj=1. The fi-
nal video embedding is a weighted average of these embed-
dings v =
∑N
i=1 αiqi. Weights αi are computed with at-
tention mechanism implemented as a two-layer neural net-
work [16]: the first layer produces a hidden representation
ui = tanh(Wuqi + bu) and the second layer outputs un-
normalized importance ai = Waui + ba. Wa can be in-
terpreted as a trainable high level representation of the most
informative vector in ui space. Final weights are normal-
ized with softmax: αi = exp(ai)/
∑
k exp(ak).
Headline. We represent a headline as a sequence of
pre-trained GloVe [7] word vectors (wt)Nt=1. We handle
sequences of variable length using a bidirectional LSTM.
Similarly to video frames, we use a two-layer attention
mechanism on hidden state vectors ht to let the network
learn the importance coefficients βt for each word. The fi-
nal text representation d is a weighted average of hidden
state vectors d =
∑N
t=1 βtht.
Multimodal prediction. We concatenate previously
trained video and text embeddings and train a two-layer
neural network for popularity prediction. The intermediate
layer output serves as multimodal embedding that captures
information from both image and text modality that con-
tribute to image popularity.
Visualizations. We visualize the importance of visual
features using Grad-CAM [9]. More precisely, we gener-
ate heatmaps pointing to regions contributing to popularity
in each frame. To this end, we compute gradients of the
popular class score sˆ with respect to the output of the last
convolutional layer of ResNet50 A ∈ RK×K×F . Gradients
are then used to compute weights γf = 1K2
∑K
i,j=1
∂sˆ
∂Afi,j
that applied to the convolutional output create class activa-
tion map H = max(0,
∑F
f=1 γfA
f ). We then normalize
the heatmap values to [0, 1] and use attention weights to
1We use the first seconds of a video as this is how Facebook counts
views, but we can extend our method to longer videos through sampling.
Input Features Acc [%] Spearman
Video frames ResNet50 mean 68.17 0.524+ attention 68.87 0.526
Headline biLSTM [11] 69.47 0.542+ attention 68.70 0.525
Multimodal ResNet + biLSTM 71.94 0.612+ attention 72.72 0.607
Table 1. Video popularity prediction results.
scale the heatmap by αi/max(α). This way we obtain a
sequence-wide normalized heatmap of frame regions influ-
encing the final popularity score.
For visualizations in the text domain, we use attention
weights βt used to compute text representation d. These
weights capture relative importance of words in their con-
text to headline popularity, as shown in [16] in the context
of sentiment analysis.
3. Experiments
We use a dataset of 37k Facebook videos with 80/10/10
train/validation/test splits. We use validation set to perform
randomized serach of hyperparameters such as embedding
dimensionalities, dropout rates and batch normalization
use. For training headline embeddings we use frozen pre-
trained GloVe word vectors trained on Wikipedia and Giga-
word [7]. As baselines, we use a simple mean of ResNet50
feature vectors as input to two layer neural network (video
frames) and concatenation of last states of LSTM (head-
lines). We use Keras for implementation. Results. For
all methods, we follow the evaluation protocol of [13, 11]
and compute the classification accuracy and Spearman cor-
relation between the predicted probability of popular label
and normalized view count of a video. Tab. 1 shows the
results. Interestingly, almost equal popularity prediction re-
sults can be obtained using either video frames or headline
features. Combining both modalities leads to noticeable im-
provement, while adding attention mechanism improves the
performance in the multimodal and visual case. For head-
lines, the performance with attention deteriorates slightly.
We speculate that the bi-directional LSTM already learns
internal dependencies between hidden states and adding at-
tention cannot help further, while for video frames it enables
the network to exploit the temporal dependencies between
the frames.
Overall, we see that prediction methods with atten-
tion achieve competitive results, while thanks to the atten-
tion mechanism we can increase the interpretability of our
model. As Fig. 1 shows, extending standard Grad-CAM vi-
sualization with the attention mechanism allows us to in-
terpret the influence of each video frame. Although the
preliminary results presented in this paper leave place for
improvement, they indicate the potential of using attention
mechanism to increase the interpretability of popularity pre-
diction methods for social media videos.
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