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The time-consuming step in coupled cluster Green’s function or equivalently equation of motion
coupled cluster calculations of ionization potentials is the solution of the CCSD equations. We
investigate here the accuracy that can be obtained if the CCSD coefficients are replaced by their
MBPT~2! analogs. We discuss some additional diagonal approximations that might prove especially
useful in polymer calculations, and compare with traditional Green’s function calculations based on
a second order approximation to the irreducible self-energy. © 1995 American Institute of Physics.
I. INTRODUCTION
In previous publications we developed the so-called
coupled cluster Green’s function ~CCGF! method,1,2 which
has the prime characteristic that the ionization part and the
electron attachment parts of the one-particle Green’s function
are completely decoupled. The CCGF scheme to calculate
ionization potentials and electron affinities is completely
identical to the equation of motion coupled cluster
~EOMCC! method3–5 for the IP6,7 and EA sectors8 and it is
similarly equivalent to coupled cluster linear response theory
~CCLRT!9–15 as far as energy differences are concerned.
Moreover the IP-EOMCC and EA-EOMCC approaches are
intimately connected to the Fock space coupled cluster
~FSCC! approaches for the ~0,1! and ~1,0! sectors.16–26
FSCC, EOMCC, CCLRT, and CCGF results for primary ion-
ization potentials and electron attachment energies are all
identical.27,28 The coupled cluster Green’s function formula-
tion in addition leads in a natural way to a definition of
Feynman–Dyson amplitudes and polestrengths which are re-
lated to intensities in a photo-electron spectrum.1
The CCSD-GF method has been applied to calculate ion-
ization potentials for a selection of moderately sized mol-
ecules and the results ~with an average error of 0.12 eV for
the outer valence IP’s! were found to be quite satisfactory.2
The most time-consuming step in a CCSD-GF calculation is
the solution of the CCSD equations. The subsequent calcu-
lation of ionization potentials requires negligible computa-
tion time ~at least for relatively small molecules! as only a
few roots of a moderately sized matrix are required. There-
fore it seems natural to replace the CCSD coefficients by
their MBPT~2! analogs. This poses no formal problems with
decoupling as the MBPT~2!-GF method defines an implicit
summation over a selection of connected perturbation dia-
grams all contributing exclusively to the ionization part of
the single particle Green’s function ~this follows immediately
from the diagrammatic derivation of the CCGF method1!.
In this paper we investigate the performance of the
MBPT~2!-GF @or alternatively IP-EOM-MBPT~2!# approach
comparing with full CCSD-GF results and experiment. We
will also consider additional approximations in which we
replace the 2hp–2hp block of the matrix that needs to be
diagonalized by a diagonal form. We expect that such an
approach might be very suitable to investigate a correlated
band structure for polymers and possibly three-dimensional
periodic systems. The diagonal second order Green’s func-
tion approach is closely related to the second order Dyson
approach, in which a second order approximation is made for
the irreducible self-energy. These approaches differ in vari-
ous aspects, however, and we examine through numerical
experiment which of these aspects are important for the ac-
curacy of the final results.
II. THEORY
In CCSD-GF the ionization potentials ~our main objec-













Here, l and m run over all h and 2hp configurations:
$Vˆ l%5$aˆ i , aˆ iaˆb
†aˆ j%, ~2!
where i , j , k , l label occupied orbitals and a , b , c , d label
unoccupied orbitals with respect to the reference determinant
uF0&. In Eq. ~1! T is the so-called cluster operator, which is
obtained by solving the CCSD equations ~see, e.g., Refs. 29
and 30!. It follows that in CCSD-GF the ionization potentials
are given by the eigenvalues ~relative to the CCSD ground






projected on the space of h and 2hp configurations. The
scheme described here is completely equivalent to the
EOMCC or CCLRT method for ionization
potentials,8,10–12,28,31 while the approach has also been shown
to yield identical results as the Fock space CC method16–19
for the principal IP sector.27,28,32
The computational cost of a CCSD-GF or IP-EOMCC
calculation is almost completely determined by the CCSD
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step and to a lesser extent the calculation of the matrix ele-
ments of the transformed Hamiltonian. The cost of finding a
few roots of the moderately sized matrix A is completely
negligible if a direct diagonalization procedure for nonsym-
metric matrices33 is used, analogous to the Davidson
method34 for symmetric matrices. A natural approximation to
make the method more widely applicable is to replace the
costly CCSD coefficients by their MBPT~2! analogs. If we
assume a closed shell Hartree–Fock solution as the reference









where Vabi j denotes a nonantisymmetrized two-electron in-
tegral in ‘‘1212’’ notation and the ep denote canonical
Hartree–Fock orbital eigenvalues. The explicit formulas for
the matrix A2 are expressed in intermediate quantities @de-
rived from Eq. ~3!# which simplify greatly over the original
formulas35 because the single excitation coefficients vanish
in the RHF-MBPT~2! case. Below we give explicit formulas
for the intermediates that are used to construct the matrix A
















































It can be seen that there is no intermediate that contains three
or more unoccupied indices. Moreover, there is only one
contribution in the construction of these intermediates that
requires integrals with three unoccupied labels. It is possible
to evaluate this contribution partially in the atomic basis. If
we use greek indices to label atomic orbitals and use Xgc to
denote the transformation matrix from atomic to virtual or-















where the virtual indices of the t coefficients are transformed
to the atomic basis. It follows that to calculate IP’s one only
needs to perform partial four-index transformations. Each
two-electron integral used contains at least two unoccupied
indices. The term described above is most costly to evaluate
and scales as n3m(n1m)2 where n and m are the number of
occupied and virtual orbitals, respectively.
The direct diagonalization of matrix A only requires
matrix–vector multiplications. Explicit expressions for the
matrix A in the closed-shell CCSD-GF approximation have
been presented2 and these expressions remain virtually the
same in the MBPT~2!-GF approach making use of the modi-
fied intermediate interactions. Here, we give the expressions
for the matrix–vector multiplication in the MBPT~2!-GF ap-
proximation. If we denote the input h and 2hp coefficients
that specify the eigenvectors by Sk , Skld the expressions for







































The most expensive multiplications scale as n3m2. To evalu-
ate the last term one uses the factorization as indicated, such
that this term scales as 2m2n2. These calculations can in
principle be carried out for very large molecules.
We have investigated some further possibilities in which
we replace the most demanding 2hp–2hp block of the ma-
trix by a diagonal form. The diagonal can either consist of
the orbital energies ~analogous to a Moller–Plesset parti-
tioning! or it can consist of the full diagonal of matrix A. We
denote these two forms as DSO-GF and FDSO-GF @~full!
diagonal second order# approximations to the Green’s func-
tion. If we denote the diagonal by D , we find explicitly
DSODi j
b 52e i2e j1eb ~10!
and
FDSODi j




cb~2Vi jcb2Vi jbc!. ~11!
There are of course many more possibilities for the definition
of the diagonal. For example, one can think of an Epstein–
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Nesbet partitioning using bare two-electron integrals and or-
bital energies. Let us note here that the FDSO approach is
not invariant under Unitary transformations of the occupied
or unoccupied orbitals among themselves, and therefore size
consistency of the approach is not guaranteed.36 The DSO
approach is invariant in the sense that upon transformation
the diagonal orbital energies have to be replaced by a nondi-
agonal H0 which couples configurations that differ in at most
one orbital. It follows that the matrix A is only diagonal in
the 2hp–2hp block if canonical Hartree–Fock orbitals are
used. For the above reasons we do not recommend modify-
ing the diagonal with respect to the Møller–Plesset partition-
ing. We have included FDSO-GF results to examine possible
numerical improvements compared to DSO-GF.
Above we sketched an efficient implementation of the
MBPT~2!-GF method. In this paper our goal is to explore the
accuracy that can be obtained using these approaches, by
comparing with full CCSD-GF results and experiment. We
have made no attempt to make an efficient implementation of
the above computational schemes, but instead made small
changes to our existing CCGF program. Therefore results are
limited to a selection of fairly small molecules that have
been considered in earlier work.2
III. RESULTS I: COMPARISON OF VARIOUS SECOND
ORDER GREEN’S FUNCTION APPROACHES TO
FULL CCSD-GF
In the tables below we report vertical ionization poten-
tials for a subset of molecules that has been considered in our
earlier work2 ~notably HF, N2, CO, F2, H2O, and C2H4!. The
geometries of the nuclear framework and the basis sets used,
[13s8p2d/7s4p2d] on the second row atoms C, N, O, and
F and [5s1p/3s1p] for H, are the same as before. Results
are shown for four variants of the same computational
scheme: DSO-GF, FDSO-GF, MBPT~2!-GF, and CCSD-GF.
In the first three approaches the matrix A is defined by sec-
ond order RHF-MBPT~2! coefficients as described in the
previous section. In MBPT~2!-GF the complete matrix A is
constructed and diagonalized to obtain the ionization poten-
tials. In the diagonal approximations the 2hp–2hp block of
the matrix A is assumed diagonal with diagonal matrix ele-
ments given by Eq. ~10! or Eq. ~11! for the DSO-GF and
FDSO-GF approaches, respectively. In the fourth approach
CCSD-GF, the matrix A is defined by the CCSD coefficients
and diagonalized completely. In Table I, we also report the
ground state energies as obtained by the MBPT~2! and
CCSD approaches. These differences are usually moderate
~0.1–0.2 eV!. The difference is relatively large for the C2H4
molecule where it amounts to 0.7 eV.
The discussion of the results in this section is facilitated
by distinguishing three categories of ionization potentials.
We will briefly consider core and inner valence ionization
potentials, but our main interest concerns the outer valence
ionization potentials.
Core-ionization potentials are calculated for HF, N2, and
H2O. In our other calculations the core orbitals are excluded
from the calculation. We do not expect to find accurate val-
ues for the ionization of these deeply lying core levels as
large relaxation effects occur upon ionization, which cannot
be accurately represented by a limited expansion in configu-
rations. Full CCSD-GF results are in error by about 1–1.5
eV. The results from MBPT~2!-GF are very similar to the
CCSD-GF results for the HF and H2O molecules ~difference
,0.2 eV! but in the case of N2 the difference is substantially
larger ~0.8 eV!. The results from the diagonal second order
approximations differ more from the CCSD-GF results ~up to
1.0 eV for HF and H2O, 2.5 eV for N2! with the DSO-GF
results being closer than FDSO-GF. As there is a substantial
mixing from 2hp derived configurations ~and a correspond-
ing rich shake-up structure37! one expects these results to be
different. The situation for N2 is more extreme because at the
Hartree–Fock level the core–hole is completely delocalized.
Therefore the core-ionized state in N2 is highly correlated:
for example, the sg21 determinant mixes very strongly with
the su21pu21pg configuration in order to localize the core–
hole while preserving the symmetry of the state. This ex-
plains that the results are not stable if only up to 2hp con-
figurations are included, which is reflected in the relatively
large differences between CCSD-GF and the MBPT~2! de-
rived approximations for N2.
Inner valence ionization potentials typically have values
of 25 to 50 eV for the systems considered here and they are
characterized by a fairly low intensity ~pole strength ,0.8
say!. These states are usually accompanied by satellite lines
corresponding to states with a comparable energy and a sub-
stantial pole strength ~;0.01–0.2!. The eigenvectors that
correspond to the inner valence ionization potentials are of-
ten strong mixtures of h and 2hp configurations. One cannot
expect therefore the CCSD-GF or MBPT~2!-GF results to be
reasonably accurate without consideration of 3h2p configu-
rations and so forth. Somewhat surprising the CCSD-GF and
MBPT~2!-GF results are usually very close, showing that
these ionization potentials are not very sensitive to the
ground state correlation coefficients. The diagonal ap-
proaches are, of course, not capable to provide an accurate
quantitative picture of the inner valence structure, yet they
qualitatively reveal the main features of this part of the spec-
trum. Differences between CCSD-GF and ~F!DSO-GF
amount frequently to up to 3 eV.
Outer valence ionization potentials usually fall below 20
eV, have large pole strengths ~.0.85! and can qualitatively
be described in an MO picture ~Koopmans’ theorem!. In our
previous work we showed that the CCSD-GF approach usu-
ally yields quite accurate results for the outer valence part of
ionization spectra. This we find to be true also for the
MBPT~2! derived approximations. The mean errors for the
various approaches over the valence ionization potentials ~19
samples in total! are 0.35 eV for DSO, 0.29 for FDSO, 0.18
eV for the complete second order MBPT-GF approach, while
the error is reduced to only 0.13 eV for the CCSD-GF ap-
proach. The differences between the DSO-GF and FDSO-GF
approaches is often minor ~e.g., H2O, C2H4!. If the difference
is more substantial ~see, e.g., HF! the FDSO-GF result is
found to be higher than the DSO-GF value and closer to the
more accurate MBPT~2!-GF results. Interestingly the low
level diagonal second order Green’s function approaches are
about as accurate as the traditional third order equation of
motion Green’s function38–40 results,2 which are in error
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by 0.30 eV in the mean over the same set of data and using
the same atomic basis sets. The EOM~3!-GF method uses the
MBPT~2! approximation for the ground state like our
MBPT~2! derived approximations, is formally exact up to
third order in the perturbation, and diagonalizes a full matrix
that extends over the h , 2hp , p , and 2ph configurations. The
coupling to 2ph configurations makes the approach compu-
tationally much more expensive than the MBPT~2!-GF ap-
proximation. From the results obtained it is clear that high
order contributions, which are included implicitly in all ap-
TABLE I. Vertical ionization potentials for a selection of molecules. A comparison between CCSD-GF and various MBPT~2! derived approximations.
Hydrogen fluoride ~HF!




Expt. ~eV!DSO FDSO MBPT~2! CCSD
1s 715.47 695.19 695.89 695.42 695.33 694.22
2s 43.55 39.55 39.29 39.00 39.17 39.70
38.27 44.21 44.39
3s 20.91 19.32 19.54 19.72 19.85 19.90
1p 17.66 15.25 15.54 15.75 15.85 16.10
Nitrogen ~N2!




Expt. ~eV!DSO FDSO MBPT~2! CCSD
1sg 426.83 413.16 413.29 411.61 410.81 409.9
2sg 40.11 35.66 35.57 38.71 38.50 38.0
32.69 32.32
43.30 42.94 42.39 42.43
3sg 17.28 15.72 15.78 15.76 15.53 15.60
1su 426.73 413.06 413.18 411.51 410.72 409.9
2su 21.19 19.04 19.13 18.89 18.74 18.78
1pu 16.71 17.29 17.38 17.36 17.14 16.98
Carbon monoxide ~CO!




Expt. ~eV!DSO FDSO MBPT~2! CCSD
3s 41.47 37.12 37.92 36.39 36.33 38.3
35.21 37.43 40.78 40.74
38.53
45.91
4s 21.92 19.44 19.67 19.64 19.69 19.72
5s 15.11 14.30 14.32 14.15 14.09 14.01
1p 17.43 16.79 17.01 16.99 16.96 16.91
Fluorine ~F2!




Expt. ~eV!DSO FDSO MBPT~2! CCSD
2sg 48.04 43.80 43.03 42.86 42.93 •••
35.50 38.23 38.31
3sg 20.49 20.68 20.80 20.94 21.08 21.1
2su 40.76 35.50 35.31 38.31 38.31 •••
33.79 33.86
41.26 39.78
1pu 22.06 18.35 18.52 18.69 18.75 18.8
1pg 18.14 15.07 15.18 15.40 15.41 15.83
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proaches, are quite important to obtain accurate results. Ap-
parently such higher order contributions are included in a
more balanced way in the CCSD- or MBPT-GF framework
than in Green’s function approaches based on Dyson’s equa-
tion or the superoperator formalism. This conclusion was
anticipated in our earlier work2 and we provided a possible
explanation in the concluding section of that paper.
IV. COMPARISON BETWEEN DSO-GF AND SECOND
ORDER SELF-ENERGY APPROXIMATION
In this section we will draw a comparison between the
lowest order approximation to the coupled cluster Green’s
function ~DSO-GF! and the traditional lowest order approxi-
mation to the one-particle Green’s function, which proceeds
by using the second order approximation to the irreducible
self-energy, S~v!, and solving Dyson’s equation.
In the second order Dyson formulation one diagonalizes

















In the above formulation the labels correspond to spin orbit-
als. Labels p and q are used to denote general orbitals ~either
occupied or unoccupied!. The ionization potentials l i are
obtained by an iterative process: l i is required to be an ei-
genvalue of ASO-Dyson(l i).
Using a partitioning technique the matrix in DSO-GF


































The ionization potentials may then be found from a similar
iterative sequence as above. Convergence is reached if l i is
an eigenvalue of ADSO-GF(l i). The difference between
DSO-GF and the second order Dyson approach is threefold.
~i! In DSO-GF the matrix is defined in the space of oc-
cupied orbitals, in SO-Dyson the matrix is diagonal-
ized over the complete orbital space.
~ii! The frequency dependent part in DSO-GF contains a
TABLE I. ~Continued.!
Water ~H2O!




Expt. ~eV!DSO FDSO MBPT~2! CCSD
1a1 559.30 541.83 542.17 541.20 541.02 539.70
2a1 35.39 32.96 32.97 32.35 32.49 32.61
34.70 34.81
3a1 15.87 14.25 14.31 14.52 14.61 14.74
1b2 19.50 18.51 18.52 18.73 18.86 18.51
1b1 13.80 11.96 12.00 12.25 12.32 12.62
Ethylene ~C2H4!




Expt.~eV!DSO FDSO MBPT~2! CCSD
2ag 28.14 25.01 24.99 24.21 24.24 23.65
30.13 30.23
3ag 15.89 14.64 14.66 14.65 14.62 14.66
2b1u 21.46 19.58 19.60 19.21 19.29 19.23
b3u 17.63 16.27 16.24 16.13 16.21 15.87
b2g 13.90 12.95 12.93 12.88 12.96 12.85
b2u 10.24 10.41 10.44 10.44 10.51 10.51
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modified two-electron matrix element Wid[kl] . This
introduces non-Hermitean contributions in the
DSO-GF matrix. The leading term in this matrix ele-
ment is Vid[kl] as in SO-Dyson.
~iii! The frequency dependent 2ph contribution in SO-
Dyson is replaced by a frequency independent contri-
bution in DSO-GF by replacing v by e j in the matrix
element Ai j
DSO-GF(v). This substitution is reminiscent
of degenerate perturbation theory formulations and it
also introduces non-Hermitean contributions to
ADSO-GF.
In order to analyze which of these differences is mainly
responsible for the difference between the two methods we
define the following four approximations:
~1! The complete second order Dyson approach as defined
in Eq. ~12!.
~2! The hh-SO-Dyson approach in which we only calculate
and diagonalize the hh-part ~occupied–occupied block!
of the full second order Dyson matrix.
~3! The complete diagonal second order Green’s function
~DSO-GF! approach.
~4! A modified DSO-GF ~m-DSO-GF! approach in which
the effective matrix element Wid[kl] is replaced by the
leading term Vid[kl] .
The latter m-DSO-GF approach is computationally least
demanding. In particular, compared to the second order
Dyson schemes, the most demanding iterative inclusion of
the 2ph part of the irreducible self-energy is avoided. We
think that each of the above diagonal approximations should
be tractable computationally for extended nonmetallic sys-
tems in one-dimension and possibly for two- and three-
dimensional periodic systems.
In Table II, we present vertical outer valence ionization
potentials for the same set of molecules as in Sec. III. The
basis set that we employed is slightly smaller than in the
previous calculations and is derived from Dunning.41 We
have used a [11s6p3d/5s3p2d] contracted Gaussian basis
set on the first row atoms and a [5s3p/3s2p] basis set on
hydrogen. Results included are obtained from SO-Dyson,
hh-SO-Dyson, m-DSO-GF, and DSO-GF calculations as de-
scribed above, while we also obtained the full MBPT~2!-GF
and CCSD-GF results for comparison. These latter results
also allow us to investigate the sensitivity of the results with
respect to the basis set used.
TABLE II. Comparison between second order Dyson and diagonal second order GF approaches for vertical outer valence ionization potentials for a selection
of small molecules. MBPT~2!-GF and CCSD-GF results are included for completeness. The calculations are carried out in a TZ2P basis set.
State
Self-energy Green’s function calculations
Expt.Dyson~2! hh-Dyson m-DSO DSO MBPT~2! CCSD
Hydrogen fluoride
3s 18.82 18.78 18.75 19.34 19.71 19.82 19.90
1p 14.60 14.54 14.51 15.28 15.75 15.83 16.1
Nitrogen
3sg 14.96 14.94 14.90 15.73 15.74 15.49 15.60
2su 18.05 18.00 17.96 18.97 18.81 18.66 18.78
1pu 17.08 17.06 17.07 17.30 17.35 17.12 16.98
Carbon monoxide
4s 18.42 18.37 18.32 19.40 19.65 19.67 19.72
5s 13.94 13.93 13.91 14.34 14.15 14.08 14.01
1p 16.43 16.35 16.32 16.81 17.01 16.95 16.91
Fluorine
3sg 20.16 20.12 20.12 20.58 20.82 20.93 21.1
1pu 17.01 16.91 16.86 18.21 18.56 18.59 18.80
1pg 14.07 14.03 13.98 15.16 15.49 15.48 15.83
Ethylene
2ag 24.36 24.35 24.32 25.02 24.25 24.28 23.65
3ag 14.25 14.23 14.20 14.70 14.72 14.67 14.66
2b1u 19.33 19.32 19.29 19.85 19.47 19.54 19.23
1b3u 15.99 15.97 15.95 16.46 16.32 16.40 15.87
1b2g 12.91 12.91 12.89 13.28 13.20 13.27 12.85
1b2u 10.18 10.17 10.17 10.45 10.48 10.53 10.51
Water
3a1 13.73 13.69 13.65 14.32 14.60 14.64 14.74
1b1 11.44 11.39 11.36 12.06 12.36 12.38 12.62
1b2 18.13 18.11 18.09 18.57 18.81 18.88 18.51
Average deviation from experiment
0.76 0.79 0.81 0.41 0.21 0.19
~0.96! ~1.00! ~1.03! ~0.43! ~0.21! ~0.17!
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Comparing the results from DSO-GF, MBPT@2#-GF, and
CCSD-GF calculations in Table I ~obtained using a 7s4p2d
basis set! with the corresponding results in Table II ~5s3p2d
basis set! we see that the findings are in general in very close
agreement ~usually within 0.05 eV!. The more extensive ba-
sis set yields only slightly more accurate results in the mean.
A notable exception is the ethylene molecule where for ex-
ample the difference for the calculated b2g ionization
amounts to 0.3 eV. Also the F2 molecule shows somewhat
larger deviations.
The results in Table II give a clear picture of the impor-
tant aspects in the calculation of outer valence ionization
potentials. We see hardly any significant difference ~the dif-
ference is always ,0.1 eV! between the results from SO-
Dyson, hh-SO-Dyson, and m-DSO-GF calculations, com-
pared to the overall accuracy of the results ~a mean error of
about 0.8 eV!. This indicates that the results are not very
sensitive to the precise coupling between the h , 2hp and p ,
2ph configurations. Neither the iteration of the frequency in
the attachment part of the self-energy nor the inclusion of
other blocks than the hh block in the irreducible self-energy
seem important. From the success of the so-called quasipar-
ticle approximation42,43 it follows that the self-energy is
dominantly diagonal and therefore Aii(v i) will already be an
excellent approximation to the relevant eigenvalue of the full
matrix A. The overall accuracy of the above three approxi-
mations is not very high and depends very much on the
system of interest. Errors of 1.0 to 1.5 eV ~see, for example,
F2! are quite common, but certain results, in particular for
ethylene, are quite accurate and sometimes significantly bet-
ter than even the CCSD-GF results. We think the good
(hh-)SO-Dyson and m-DSO-GF results for ethylene are
largely fortuitous and might be a basis set effect as we dis-
cussed above. If we exclude ethylene from the sample of
calculations the mean error increases by 0.2 eV for these low
level calculations. ~the resulting mean error is indicated in
brackets in Table II!.
The ionization potentials obtained from DSO-GF calcu-
lations always turn out to be significantly larger than the
(hh-)-SO-Dyson or m-DSO-GF results. Replacing Vid[kl]
with Wid[kl] in the definition of matrix A @see points ~ii! and
~4! above# amounts primarily to the inclusion of ground state
correlation and this increases the ionization potential. The
mean error of DSO-GF is 0.4 eV over the present sample of
results, which is quite impressive considering the simplicity
of the approximation. Results continue to improve when the
off-diagonal matrix elements in the 2hp–2hp block of the
matrix are taken into account. The mean error is reduced to
about 0.2 eV in both MBPT~2!-GF and CCSD-GF calcula-
tions. Interestingly there are quite some cases where the se-
quence DSO-GF—MBPT~2!-GF—CCSD-GF shows a defi-
nite trend towards an increasing value of ionization
potentials. Notable examples in Tables I and II are given by
the outer valence IP’s in the HF, F2 , and H2O molecules. In
all these cases ~except the 1b2 ionization for water! the ex-
perimental value is even higher than that obtained in the
CCSD-GF approximation. It seems therefore that we can get
a better idea of the accuracy of a calculation and the limiting
value for the ionization potential by looking at this sequence
of results from related calculations of improving accuracy.
V. CONCLUSION
We have shown that the MBPT~2!-GF @an alternative
acronym might be IPEOM-MBPT~2!# is capable of yielding
accurate results for ionization potentials. The mean error
over a sample of 19 outer valence IP’s was found to be 0.17
eV using extensive basis sets, which is only slightly less
accurate than the corresponding CCSD-GF ~or EOMIP-
CCSD! results ~average error 0.13 eV!. This conclusion pre-
sumably breaks down if the reference state is highly corre-
lated as one expects large differences then between the
CCSD and MBPT~2! coefficients. The computational effort
in MBPT~2!-GF is substantially reduced compared to
CCSD-GF as the most expensive CCSD step is avoided.
Also disk space requirements are highly reduced as there is
no need for transformed two-electron integrals correspond-
ing to three or four virtual orbitals. This obviously also re-
duces the time spent in the integral transformation step. The
actual calculation of ionization potentials is negligible rela-
tive to other steps, even in the MBPT~2!-GF approximation,
at least for the selection of molecules considered. The calcu-
lation of integrals proved to be the most time-consuming step
in the present MBPT~2!-GF calculations.
This should be contrasted to the traditional Green’s func-
tion approaches based upon Dyson’s equation or the super-
operator formalism. In these approaches the expansion space
includes 2ph configurations and the dimension of this space
frequently is an order of magnitude larger than the 2hp
space if extended basis sets are used. The calculation of ion-
ization potentials in, for example, the EOM~3!-GF or the
extended 2ph-TDA approximation in general requires an ap-
preciable amount of computer time and soon becomes com-
putationally untractable unless additional approximations are
introduced.
We have also investigated some other approximations in
which the 2hp–2hp block is replaced by a diagonal form
and made a comparison with the traditional second order
Dyson approach. It was found that the different treatment of
the attachment or 2ph part of the irreducible self-energy in
the Dyson and m-DSO-GF approaches did not make a sub-
stantial difference. The inclusion of additional ground state
correlation effects as in DSO-GF was found to reduce the
average error by more than a factor of 2 ~the mean error
reduced from about 0.8–1.0 to 0.4 eV!. Such ground state
correlation effects can similarly be introduced on top of the
second order Dyson approach but we have not investigated
this possibility. We think that the DSO-GF method is a very
promising approach for very large and periodic systems.
The present investigation must be considered prelimi-
nary as we restricted ourselves to a selection of fairly small
molecular systems. We plan on improving the implementa-
tion of the method along the lines suggested in this paper and
results for larger systems will be reported in the future.
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