The quadratic iteration is mapped using a nondistributive real scator algebra in three dimensions. The bound set S has a rich fractal-like boundary. Periodic points on the scalar axis are necessarily surrounded by off axis divergent magnitude points. There is a one-to-one correspondence of this set with the bifurcation diagram of the logistic map. The three-dimensional S set exhibits selfsimilar 3D copies of the elementary fractal along the negative scalar axis. These 3D copies correspond to the windows amid the chaotic behavior of the logistic map. Nonetheless, the twodimensional projection becomes identical to the nonfractal quadratic iteration produced with hyperbolic numbers. Two-and three-dimensional renderings are presented to explore some of the features of this set.
Introduction
Although chaotic behavior in three-dimensional dynamical systems abound, they are not so common in discrete dynamical systems. Two-dimensional fractal structures have often been extended to higher dimensions. For example, Sierpinski triangles are extended to three-dimensional tetrahedrons that produce square-based pyramids, the Sierpinski carpet into the three-dimensional Menger sponge, sphere inversion fractals as a generalization of circle inversion [Leys, 2005] , Mandelbulb [Rama & Mishra, 2011] , Mandelbox and several other approaches to generalizations of fractals in the complex plane to three or four dimensions. However, these extensions do not always produce a higher-dimensional fractal structure. Take, for example, quaternion quadratic iterations in parameter space that merely produce solids of revolution with an M-set section. The visualization of fractal geometry, even in two dimensions, is a rich subject [Blackledge, 2002] . Visualization of threedimensional structures is even more complicated and requires elaborate time consuming algorithms [Dodge et al., 2008] .
It is not common practice to proceed the other way around -Namely, to produce a discrete three-dimensional fractal structure and thereafter obtain two-dimensional projections of such objects. In the present approach, three-dimensional square and addition operations required to produce a quadratic mapping are introduced. Generalizations of hyperbolic complex (i 2 ≡ +1, i / ∈ R) or complex (i 2 ≡ −1) numbers to higher dimension division algebras are severely limited by Hurwitz and Frobenius theorems. However, if divisors of zero are permitted, the scope becomes much broader. The term "scator" has been coined to describe numbers that contain a scalar and one or more director components. Hyperbolic and complex numbers or Hamilton's quaternions are early examples of this type of structures [Kantor & Solodovnikov, 1989] . Clifford algebras generalize these examples as well as many other hypercomplex number systems [Helmstetter & Micali, 2008; Sabadini et al., 2009] .
A number system becomes an algebra when it is endowed with two operations, usually labeled addition and product. The hyperbolic or real scator algebra [Fernández-Guasti & Zaldívar, 2013] employed here is remarkable on several grounds: On the one hand, it exhibits commutative group properties in a restricted space where divisors of zero are excluded. On the other hand, it can be implemented in an arbitrary number of dimensions. Furthermore, it is possible to establish an order parameter. However, these features are in detriment of distributivity. The scator product does not distribute over addition. Nonetheless, as we shall presently see, this restriction does not prevent the scator algebra number system from generating consistent iterated mappings. The iteration of the quadratic function with three variables is compared with an appropriate order parameter. The outcome is a bound set with a rather intricate boundary. It comes as a surprise that a three-dimensional confined set, produced with real scator algebra, exhibits fractal features whereas the two-dimensional projection does not. This projection is isomorphic to hyperbolic complex numbers, also called double numbers. Under the quadratic iteration, it is known that double numbers produce a square bound set with a smooth boundary that does not show fractal features.
The structure of this manuscript is as follows: In Sec. 2, the necessary elements of real scator algebra in 1 + 2 dimensions are introduced. Emphasis is laid on the squaring function and the conditions that permit the rendering of inverse orbits. The quadratic iteration with this number system is presented in Sec. 3. In Sec. 3.1, it is shown that the three-dimensional set exhibits the same one-toone correspondence with the period-doubling bifurcation diagram of the logistic map. In Sec. 3.2, it is demonstrated that there exists a divergent magnitude surface in the vicinity of every periodic point on the scalar axis. The double numbers limit and 2D projections in the s, x plane are presented in Sec. 4. Conclusions are drawn in the last section.
Hyperbolic Scators
Real scator elements, also referred to as hyperbolic scators, in 1 + 2 dimensions can be written in terms of three real numbers [Fernández-Guasti & Zaldívar, 2013] o ϕ = (s; x, y), s, x, y ∈ R.
The first component, named the scalar component, stands on a different footing from the rest. To stress this fact, it is separated by a semi-colon from the other components. Subsequent components, separated by commas, stand on an equal footing. They are named the director components because they possess the quality of direction. Scator elements are represented with an oval placed overhead. 1 To establish an algebra, two operations are required. The addition operation for scators is defined adding component by component
The scator set forms a commutative group under the addition operation. The product operation of two equal hyperbolic scators, that is, the square of a hyperbolic scator
To insure consistency, limits are always taken first on the director components and thereafter on the scalar component. For example, if x = 0 and s = 0, the limit on the director component x → 0 is taken first (s ; x , y ) = (s 2 + y 2 ; 0, 2sy), and then the scalar limit s → 0 is evaluated, thus (s ; x , y ) = (y 2 ; 0, 0). This criterion is actually extended to other functional relationships. The limit of scator components are taken in succession. For the present purposes, the order of successive limits is evaluated first for the director components in any order, and thereafter, the scalar component limit is evaluated. The square of the magnitude of a scator
A scator with only nonvanishing first component is equal to a real scalar and can thus be used as an order parameter. This quantity establishes the bound criterion. 
From the above expression, o ϕ is invertible, provided that s = ±x, s = ±y, and s = 0 when xy = 0.
(4)
The subspace E 1+2 ⊂ R 3 , where the scator magnitude is finite is defined by
that is, the scalar component should not be zero if the two director components are finite. Let the extended set E 1+2 be defined in a similar fashion as the extended complex plane but adding one more dimension; That is, the extended scator set
involves three dimensions and includes the point(s) at infinity. If s becomes very small while x, y are both different from zero, the magnitude of the scator, from the norm definition (2), becomes very large. There is then a set of points on the x, y plane whose magnitude approaches infinity
This set is depicted in Fig. 1 . Therefore, the point (0; 0, 0) has a divergent vicinity. Furthermore, all points with infinitesimal scalar and arbitrary director components (δs; x, y) have a divergent vicinity. The only points within the x, y plane that can be (but are not necessarily) bounded for s = 0 are those lying on the axes lines x = 0 or y = 0. Points on these axes have a finite square magnitude given by s 2 − y 2 and s 2 − x 2 , respectively. We discuss the on axis bound sets under the quadratic iteration in Sec. 4.1. Let us now consider whether inverse orbits can be obtained within the scator number system in the quadratic mapping. There are two necessary conditions: (i) Elements have to be invertible under the addition and square operations, an essential property in order to evaluate the inverse mapping. (ii) Elements whose square is zero should be excluded, otherwise the inverse operation, i.e. square root of zero, could be undefined. Recall that the product of two nonzero scators can, in general, be zero. This assertion is often described as an algebra that contains divisors of zero. Consider the following two lemmas to establish the subset where the above conditions are fulfilled. (1), these conditions imply that x 2 = −s 2 and y 2 = −s 2 . However, since s, x, y are real, these conditions are never attained.
Therefore, for all invertible initial points, preimages O − ( o ϕ 0 ) can be obtained under the quadratic mapping. Noninvertible points lie on planes defined by lines with slope equal to plus or minus one in the s, x or s, y planes and arbitrary nonvanishing director component in the orthogonal direction. Namely, scator points with x 2 = s 2 for all y = 0, or y 2 = s 2 for all x = 0. Notice that the scalar component s , resultant from the square operation (1), is always positive and different from zero for any nonzero scator since it is comprised by a sum of real square numbers.
Iterated Quadratic Mapping
The family of quadratic maps The confined M-like set in parameter space for real scators in 1 + 2 dimensions is given by
where P :
• P of the function P with itself and the 0 argument in P •n (0) means that the function is initially evaluated at zero. Some remarks are required: (i) the initial point in scator space (0; 0, 0) is equal to the additive neutral 0 ∈ R; (ii) the S set has been defined by the set of points whose magnitude remains bounded. In complex algebra, it does not matter whether this condition is imposed on the magnitude or the real or imaginary parts. However, for real scators, these conditions are not equivalent just as it occurs for hyperbolic numbers [Pavlov et al., 2009] ; (iii) the M-set is alternatively defined by the set of parameters c for which K c , the Julia set, is connected [Douady & Hubbard, 1984] . This approach will be deferred until the K c set is discussed in a forthcoming communication.
In order to evaluate the points in the set numerically, it is more appropriate to cast the divergence condition in terms of an upper bound b
In real scator algebra, the magnitude squared is not positive definite. It is therefore necessary to perform the upper bound evaluation with the magnitude squared. For a different reason, namely, in order to avoid evaluating a CPU time consuming square root, it is customary to work with the square of the magnitude in the numerical code. The boundary of this set is contained in a three-dimensional space. In Fig. 2 , the image of a three-dimensional rendering of the S set is shown. This and subsequent three-dimensional image representations were produced with Willenius rendering program [Willenius, 2013, v.2.0 .1]. The number of points is 1.805 × 10 9 , (s = 1900) × (x = 1900) × (y = 500). Thirteen iterations are performed on each point. From these 1805 Mvoxels, only the points in the boundary are drawn. The coloring is due to the value of the components in the last iteration, the scalar, x and y directors' values are proportional to red, green and blue respectively (s 13 {red}; x 13 {green}, y 13 {blue}).
There is a bulge that looks smoother than the rest, spanning from 0 to 0.25 in the scalar axis (extreme right in Fig. 2 ). The confined set is squeezed at s = 0 where the bulge meets the complex structure on the left. The lack of bound points in the vicinity of the s = 0 plane is due to the divergent (s; x, y) viewed from the first director component, x axis. The abscissa corresponds to the real or scalar s axis (−2.0 < s < 0.5), while the ordinate depicts the second director component, y axis (−1.2 < y < 1.2). The x axis, coming out of the page, was scanned in the interval −0.97 < x < 1.79. 13 iterations per point were performed.
vicinity R s described in (7). The rendering suggests a series of onion-like skins sewn at rather complex rims. Some of them resemble cardioid shapes while others do not seem to produce closed shapes. On the far left, there is a hint of a self-similar smaller version of the larger set. The entire fractal is inscribed in a diamond-like shape, that as we shall see, corresponds to the two-dimensional projection. The S set in E 1+2 with axes labeled (s; x, y) is drawn again in Fig. 3 . However, the number of iterations for each point has been increased sevenfold from 13 (in Fig. 2 ) to 91. Since the bound set is defined for points where the magnitude remains bounded for an infinite number of iterations, it is expected that this latter rendering should be much closer to the actual set. This is true to some extent but it can be deceiving. Some regions in the set are extremely thin. When a few iterations are evaluated, these regions are partially "caught" within the bound criterion. However, as the number of iterations increases, if the mesh points do not intersect with the thin bound regions they become lost. To retain them, a much finer mesh is required with the concomitant increase in the number of operations. To grasp some of the finer details an incredibly thin mesh will be required. A possibility, in order to visualize these features, is to have a variable thickness evaluation mesh and to introduce transparency for very thin features.
Self-similarity and symmetries
To describe the main features of the 3D set, let us borrow the concept of "unit cell" or "elementary cell" from crystallography. The simplest repeating atomic distribution or structure in a crystal is called a unit cell or elementary cell.
Elementary Fractal -Any of the subsets that contains the whole fractal structure that is repeated.
nth Elementary Fractal -The nth elementary fractal counted from large to small. The largest elementary fractal is labeled first, the second largest second, etc.
In s axis between −2 and −1.401. In crystallography, the elementary cell repeats with the same size and orientation producing a lattice. In threedimensional fractals, the elementary fractal is repeated with the same shape but not necessarily with the same size nor orientation. In other words, the fractal lattice changes size and orientation. Furthermore, it need not be densely packed. 
Elementary Fractal Component
and for the director components, the recurrence relationships are
Interchange of the x and y variables exchange the recurrence relationships for the director components. Thus, there should be symmetry with respect to the ±π/4 axes in the x, y plane. This symmetry is clearly seen in Fig. 4 , upper right and lower left insets, where the S set is seen from the −s and +s axes respectively. In parameter space, the initial point is 
and for the director components are
The x director component is an odd function of x, thus upon iteration, the function will be equal but with opposite sign under the transformation
s 2 ; 0, 0 is even under inversion of any of the axes. Therefore, the confined set and the escape velocity iso-surfaces must be symmetric about the ordinate axis. An equivalent reasoning leads to y → −y symmetry about the abscissas. The symmetry between the upper and lower halves in Fig. 4 exhibits this ±y symmetry. Renderings of rotations about the s axis (not shown here) also confirm the ±x symmetry. The bound set is asymmetrical with respect to the scalar (or real) s axis. Indeed, from the above expression, the transformation s → −s does not have a well defined parity for the resultant scalar term s 2 + x 2 + y 2 + x 2 y 2 s 2 + s. Thus, the iterated map will not be equal under inversion of the scalar axis.
Divergent magnitude set in the vicinity of periodic points
Due to s terms in the denominators, all three components in iteration (10a)-(10c) become large for nonzero director components if the scalar becomes small. In a first approximation, allow for x, y to be small in the scalar component second iteration s 2 , so that the term x 2 y 2 s 2 can be neglected; impose the condition s 2 → 0, so that the scalar term will produce a very large scator in the third iteration. The equation for s 2 in terms of the initial values (10a) is approximately s 2 + x 2 + y 2 + s ≈ 0. Notice that the s terms can be collected as s 2 + s = s + Therefore, we expect to have an unbounded region in the vicinity of s = −1, as it is indeed observed in Fig. 3 . Nonetheless, there is a period two fixed point at −1 with its concomitant basin of attraction. So there is an attractive point surrounded by divergent points on a plane. The surface generated by the second iteration without approximations is s 2 + x 2 + y 2 + x 2 y 2 s 2 + s = 0, it is a slightly deformed sphere as shown in Fig. 5 . This refinement does not alter significantly the argument that has been presented. We previously found a set of divergent magnitude points R s in the vicinity of (0; 0, 0). We have now found that there is also a divergent magnitude surface crossing the s axis at s = −1. Let us generalize this result. there is a divergent vicinity
x n = 0, y n = 0, s n → 0}.
Proof. On the one hand, a divergent magnitude is obtained when the scalar component of the nth iteration scator is zero, while the director components remain finite. That is, Since x, y are zero on the scalar axis, o ϕ n = (s n ; 0, 0) = 0 for periodic points on the scalar axis. But a scator with zero director components is equal to a scalar, i.e. (s n ; 0, 0) = s n . Furthermore, on the scalar axis, s n is only a function of s, namely s n (s, 0, 0) = 0. But this periodic point condition on the scalar axis is equal to the divergent magnitude limit s n (s, x, y) → 0 if x = y = 0. The periodic point (s n ; 0, 0), has a divergent vicinity, for there exists a set of points (s n ; δx n , δy n ) with infinitesimal δx n , δy n , whose magnitude diverges since s n (s, δx, δy) = 0 while δx n , δy n are different from zero.
Thus the divergent magnitude surface defined by the polynomial s n (s, x, y) = 0 has a periodic point whenever it intersects the scalar axis. The iterations on the scalar or real axis commence with the constant o c = (s; 0, 0). From (1), the square of a scator with zero director components is a scator whose only nonvanishing component is again the scalar component. Recall also, that addition is defined component-wise. Thus the iteration of a scalar quantity remains a scalar. In this particular case, the zeros in the director components (s; 0, 0) can be dropped and only the real number s need be written down. The real roots of the corresponding polynomials establish the periodic points after n iterations. The second column in Table 1 , shows the well known first few roots on the real line [Alligood et al., 2000] . There are basins of attraction in the vicinity of these attractive periodic points in the complex plane. We assume without proof, that there are also basins of attraction in the three-dimensional real scator space. This assumption is consistent with the numerical evaluation that exhibits smaller 3D copies of the set at the roots of the polynomial in the negative real axis (see Figs. 2  and 3 ). 
Initial value x, y = 0 x, y = 0
On the other hand, points in the vicinity of the divergent magnitude surface with s n x n , y n , will have a large magnitude and will fail to fulfill the upper bound criterion (8). Furthermore, all three components in the n + 1 iteration (9a)-(9c) become large for nonzero director components if the s n scalar becomes very small. Imposing the condition that the scalar component becomes zero in the nth iteration, produces a divergent result for all three components in the next iteration if x n+1 , y n+1 = 0. In contrast with what we stated before, in this case, the large magnitude condition is equivalent to the large scalar component condition. The corresponding polynomials are shown in the last column of Table 1 . These polynomials involve three variables and thus establish a two-dimensional surface embedded in a three-dimensional space.
The basin of attraction of periodic points on the scalar axis becomes squeezed in the x, y plane at the periodic point. This is indeed what is observed in Fig. 3 . The roots at 0, −1, −1.3107 clearly exhibit a waist. Recall that the logistic map exhibits a one-to-one correspondence with the M-set real axis intersection. The Mandelbrot period doubling bulbs meet at the bifurcation points. The center of the bulbs correspond to the super-stable periodic points. The S set in E 1+2 exhibits the same one-toone correspondence with the bifurcation diagram of the logistic map z → λz(1 − z), z ∈ R on the scalar axis since the quadratic iteration is identical for complex, hyperbolic or scator numbers that lie on the real axis. Off the scalar axis, the periodic points show a waist due to the divergent vicinity as we have just shown. Therefore, there is a one-to-one correspondence of these waists of the S set in E 1+2 with the values in each periodic window centered in the middle between bifurcations of the Verhulst process.
The nature of the basin of attraction of periodic orbits of continuous maps on the real line has great importance. There are no globally attractive periodic orbits of continuous maps on connected metric spaces. In contrast, fixed points can be globally attractive [Elaydi & Sacker, 2004] . It will be interesting to attempt extending the dynamics in the neighborhood of a periodic point to higher dimensions such as three-dimensional scators.
The extended complex plane is homeomorphic to the two-dimensional sphere S 2 = {(x 1 , x 2 , x 3 ) ∈ R 3 : x 2 1 + x 2 2 + x 2 3 = 1}. Infinity in C is then mapped onto a single point at the sphere pole x 2 3 = 1. The point at infinity can then be thought as a superattractive fixed point [Blanchard, 1984] . Whether it is possible to produce a homeomorphism of E 1+2 − with a three-dimensional sphere embedded in four dimensions is an open problem. Nonetheless, we can anticipate that the scator divergent magnitude surface can be thought as a super-attractive surface at infinity.
Sections of the S Set in the s, x Plane

Quadratic iteration with hyperbolic numbers
In 1 + 1 dimensions, positive or real scator algebra becomes identical to hyperbolic numbers algebra H. Furthermore, distributivity of the product over addition is recovered. Since hyperbolic numbers are equivalent to scators with only one director component H → E 1+1 , the M-set in H and S in E 1+1
The s, x plane
There are an arbitrary number of intersections of the plane with a volume depending on the position and inclination of the plane. Therefore, there are infinitely many slices of the M-like set in E 1+2 compared with the unique set obtained in C. A rich fractal-like structure is revealed if the second director component is set to small value different from zero. Evaluation at hypercomplex plane y = 10 −20 already exhibits a complex structure [Fernández-Guasti, 2013] . In a sequence, depicted in . This plane is enlarged as the y plane is further away from the origin. This is the expected behavior due to the large magnitude set R s described in (7) encountered in the vicinity of the s = 0 plane. A large escape velocity (light blue) circle with radius approximately 1/2 centered around s = −1/2 can be clearly seen in the insets y = 0.1 and 0.2 of Fig. 6 . These large iso-escape velocities correspond to the second iteration divergent magnitude surface s 2 = s 2 + x 2 + y 2 + x 2 y 2 s 2 + s = 0. The level curves plotted in Fig. 5 can be followed in the insets 0.1 to 0.4 of Fig. 6 . At y = 0.5, the second iteration divergent magnitude surface just touches the plane at only one point and is no longer present for y > 0.5.
So far, we have described squeezing of the set at the periodic points on the scalar axis. The R s 2 surface also prevents points to be bounded off axis. The bound set is squeezed when it meets the rim of the R s 2 surface. See for example the thin attachment of the wings to the main body in insets 0.1 to 0.4 of Fig. 6 . The R s 2 surface attracts points that approach it, since the n + 1 iteration will have very large values for all three components.
The s 3 = 0 polynomial is already rather lengthy to write down in terms of the initial o c = (s; x, y) values. Its roots are analytically solvable although they are even lengthier. However, the intersection of this surface with the y = 0 plane is quite tractable. From Table 1 , 
where we have used the iteration relationship (9b). This magnitude is certainly finite in the interval ±2 in either variable. However, as soon as y = 0, the magnitude becomes divergent. The curve shape is not altered significantly for very small values of y. Just as in the s 2 = 0 condition, small departures from y = 0 yield similar curves, as observed in Fig. 5 . There is a high escape velocity (light blue) contour of the form given by the s 3 = 0 polynomial (depicted in Fig. 7 ) in inset 0.1 of Fig. 6 . Again, at approximately s = −0.9, x = ±0.9 the confined set is squeezed due to the presence of the third iteration divergent magnitude surface. The out-most bound point must be located at y = becomes very thin and is difficult to see at this magnification. From previous estimates [Fernández-Guasti, 2013 ], the tip is approximately 10 −7 thick between 1.0 and 1.125. Now that we have an explicit negative square magnitude in the above equation, let us comment on this issue. The square of the scator magnitude is not positive definite as may be seen from its definition (2). However, when comparing with the bailout number b, it makes no difference if the absolute value of the square magnitude is considered in the numerical evaluation or not. This somewhat baffling result can be explained as follows. The magnitude is negative if one of the two director components is larger than the scalar component. Take for example, the point (0; x 3 , 0), whose magnitude squared is negative (0; x 3 , 0) 2 = −x 2 3 . However, notice that in the next iteration, the square of this number needs to be taken. From the squaring operation definition (0; x 3 , 0) 2 = (x 2 3 ; 0, 0), that is, the director components become zero and the scalar component is nonvanishing. The square magnitude of this scator then becomes positive (x 2 3 ; 0, 0) 2 = x 4 3 . Therefore, the squaring operation within the iteration procedure, prevents a negative square magnitude from growing towards negative values indefinitely.
Conclusions
The S set in E 1+2 (s; x, y) has been defined in parameter space in terms of bounded iterations under the quadratic mapping. The salient feature is that the three-dimensional set exhibits a rich fractal boundary whereas the two-dimensional projection has a smooth nonfractal boundary. For this reason, the fractal structure is intrinsically threedimensional. Some features of the 3D set have been described, such as the self-similarity of the elementary fractal as well as elementary fractal components. The position of self-similar smaller copies near the scalar axis coincide with their counterparts in the Mandelbrot set [Fernández-Guasti, 2013] . The elementary fractal components exhibit a oneto-one correspondence with the bifurcation diagram of the logistic map on the scalar axis.
The extended scator set E 1+2 that includes the points at infinity has been introduced. Besides the usual points whose components tend to infinity, this set also contains scator elements with null scalar and finite director components. It has been shown that inverse orbits can be obtained for all invertible points in E 1+2 . Although scator algebra contains divisors of zero, these products do not interfere with inverse orbits since there are no nilpotent elements under the square operation.
The main proposition establishes that for every periodic point on the scalar axis there exists a divergent vicinity. In the vicinity of the scalar axis, the periodic points show a waist centered in the middle between bifurcations due to the concomitant divergent neighborhood. Squeezing of the set at the divergent magnitude surfaces has also been observed off the scalar axis. However, only the divergent vicinity for the periodic points on axis has been proved here. There is no counterpart to this periodic point -divergent vicinity behavior in the M-set.
The principal symmetries of the S set have been discussed. Most important is the symmetry between the two director hypercomplex axes. In contrast, recall that some other algebraic generalizations to higher dimensions do not exhibit identical properties when hypercomplex components are interchanged. Images of the three-dimensional boundary of this set have been rendered with the open source program developed by Willenius [2013] . We have shown that increasing the number of iterations gives a closer fidelity to the actual set boundary but some features are lost. In particular, very thin surfaces are no longer rendered. A possibility in order to visualize these features is to have a variable thickness evaluation mesh and to introduce transparency for very thin features. New algorithms will certainly be required to visualize the
