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La distinzione tra arte, filosofia, scienza non
la conoscevano Empedocle, Dante, Leonardo,
Galileo, Cartesio, Goethe, Einstein, né gli
anonimi costruttori delle cattedrali gotiche, né
Michelangelo; né la conoscono i buoni artigiani




Nella fase di design e simulazione di un acceleratore circolare, risulta fon-
damentale avere una buona comprensione del moto betatronico non-lineare
delle singole particelle, e di come questo interferisce con la qualità del fascio.
In questo lavoro vengono studiati sistemi Hamiltoniani sottoposti a pertur-
bazioni stocastiche tramite un framework diffusivo, basato sull’equazione di
Fokker-Planck. Tale studio viene poi applicato all’analisi del moto beta-
tronico non-lineare e al problema dell’Apertura Dinamica. In particolare,
vengono impostate le basi per formulare un metodo di interpolazione di pro-
cessi diffusivi simil-Nekhoroshev e viene proposta una procedura sperimen-
tale per misurare gli effetti di diffusione locale all’interno di un acceleratore.
L’Apertura Dinamica è una quantità chiave per il comportamento a lungo
termine di un acceleratore, tuttavia, la misura di questa quantità nelle simu-
lazioni presenta serie difficoltà dal punto di vista computazionale. È dunque
nel nostro interesse riuscire a formulare una legge che descriva la dipendenza
dal tempo dell’Apertura Dinamica.
ii
Abstract
In the design phase and simulation of a circular accelerator, it is funda-
mental to have a proper understanding of the single-particle non-linear beta-
tronic motion, and of how such dynamics interfere with beam quality. In this
work we study stochastically-perturbed Hamiltonian systems using a diffu-
sive framework, based on the Fokker-Plank equation. This study is then ap-
plied to the analysis of the non-linear betatronic motion and to the Dynamic
Aperture problem. In particular, we lay down the basis for formulating an
interpolation procedure for Nekhoroshev-like diffusive processes and we pro-
pose an experimental procedure for measuring the local diffusive behaviour
inside an accelerator. Dynamic Aperture is a key quantity for the long-term
behaviour of an accelerator. However, the measure of this quantity via simu-
lation presents serious computational difficulties. Because of that it is in our
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Introduction
In the design stage of high-energy particle accelerators, especially those based
on superconducting magnets, such as LHC, HL-LHC or the proposed FCC-
hh, it is a fundamental issue to take into account the effects of unavoidable
non-linear errors in the magnetic field.
One key quantity to consider is the Dynamic Aperture (DA) of an accel-
erator [1]. The DA is the amplitude of the phase-space region where stable
motion occurs. Understanding the features of this stable region is fundamen-
tal for controlling the long-term beam dynamics and the phase space region
where one can safely operate with the beam.
Multiple studies [2, 3] highlighted how the evolution of DA can be de-
scribed as a coexistence of weakly chaotic regions, whose escape rate can be
described in terms of a Nekhoroshev-like estimate, and invariant KAM tori,
affected only by Arnold diffusion, whose relevance is still debated.
As for experimental data, DA measurements at the LHC have been al-
ready carried out at injection energy using different approaches, like the
standard kick method [4], but also using an innovative method based on the
Nekhoroshev-like scaling law of the DA [5]. These experimental studies are
also particularly relevant in view of the future High Luminosity LHC (HL-
LHC) project [6], for which the operational strategy to set the non-linear
correctors in the high-luminosity IRs is still under study.
One of the most critical aspects in DA studies is the computational time
required for tracking the non-linear dynamics for long period of times, i.e.
for time scales comparable to the operational times of LHC. This makes the
investigation of better designs and configurations extremely long and difficult.
A way to tackle adequately this problem would be to develop a robust
model for the time dependence of DA. Such robust model would then be
interpolated with the result of a short simulation in order to, ideally, extrap-
olate the long-term behaviour.
2 CONTENTS
We are going to focus on a recent interpolation model based on a diffusive
framework [7]. This diffusive framework is based on important results on the
dynamics of stochastically-perturbed Hamiltonians.
Any real macroscopic physical system cannot realise the symplectic de-
terministic character of the Hamiltonian dynamics at arbitrarily small scales
due to the unavoidable presence of external random perturbations that de-
stroy the time-coherence in the orbits’ evolution. Nevertheless some results
of perturbation theory turn out to be robust enough with respect to pertur-
bations of the system under consideration and they can provide effective laws
in the study of the stability problem. Nekhoroshev’s theorem [8] is among
these results and his corresponding estimate for the orbit stability time has
been applied in may fields, from celestial mechanics to accelerator physics.
These considerations and results about physical systems, combined with
the theory of dynamics of stochastic Hamiltonians, give us the theoretical
foundations for the diffusive framework we are interested in utilising for
talking the Dynamic Aperture problem and the formulation of valid time-
dependent evolution laws.
The final result of this framework is a Fokker-Planck description of the
beam shape evolution, with a Nekhoroshev-like diffusion coefficient. Such
process can be directly compared with the experimental measures of beam
losses which happens at the various collimator locations of the machine.
These measures can in fact compared with the outgoing current at an ab-
sorbing boundary condition of the Fokker-Planck process.
In this Master Thesis, are going to review some characteristics of this
diffusive framework and lay down some first 1D analysis tools for testing
the validity of this Fokker-Planck approximation and investigate possible
interpolation procedures for the probability current at absorbing boundary
conditions.
Moreover, since this framework implies the existence of local diffusive be-
haviours of the beam distribution inside the stable region of phase space,
we are going to propose a possible experimental procedure for providing an
experimental measurement of local diffusion behaviours in a circular acceler-
ator. This is a critical step if we want to improve the validity of this model
beyond the theoretical domain. This procedure will be also simulated in first
instance in a simple 1D scenario.
In Chapter 1 we review the fundamental theory on betatron motion and
its description via symplectic maps and normal form theory. We also present
the concept of one-turn maps and some fundamental tools for approximating
CONTENTS 3
the non-linear terms in the betatron oscillations. Moreover, we also introduce
some elements of Birkhoff normal forms and we review the most important
particle tracking codes used at CERN for accelerator physics.
In Chapter 2 we introduce the Hénon map and its main characteristics.
The simplicity of this map, combined with its physical features, proves to be
a very important tool for DA studies and stability analysis.
In Chapter 3 we introduce the concept of Dynamic Aperture, as well as
its operative definition when performing a tracking simulation. We will also
review its most important time-dependent models in literature, as well as the
most consolidated experimental procedures to measure it in an accelerator.
In Chapter 4 we introduce the theory of stochastically-perturbed Hamil-
tonian systems and review a method to derive a Fokker-Planck equation for
describing the dynamics of such systems. We also introduce the fundamental
concepts of the Averaging principle, which is fundamental when dealing with
the averaging of the angle variable in action-angle dynamical systems.
In Chapter 5 we illustrate the fundamental concepts behind the diffusive
framework for describing the time dependence of DA. Next, we illustrate
some tools and methods to work with such framework.
Finally, in Chapter 6 we present some preliminary result we obtained via
numerical simulations and we illustrate some possible direction of analysis





In an accelerator, the transverse particle motion can be described by means of
a closed orbit1 and a small-amplitude betatron oscillation around the closed
orbit. This terminology was first derived from researches on transverse par-
ticle motion in a betatron in the seminal work of D. Kerst and R. Serber [9].
Now it is used for transverse motion in every type of accelerator.
In this chapter we shall introduce the betatronic motion for a magnetic
lattice and its modelling by means of non-linear symplectic maps, which
is a standard procedure in accelerator physics [10]. The modelling of the
betatronic motion by means of symplectic maps [11] is the essential tool to
study the dynamic aperture of a circular collider that is the main topic of
this work.
In Section 1.1, we present the equation for the linear betatronic motion
from which the theoretical approach is constructed, specifying the fundamen-
tal approximations and presenting the fundamental objects for describing the
transverse motion in an accelerator. The concept of symplectic transfer map
for magnetic elements is introduced in Section 1.2. The composition of such
maps to build a one-turn map is presented in Section 1.3. The transfer map
for linear magnetic elements are presented in Section 1.4. Some basic con-
cepts of non-linear transfer map theory and methodology are presented in
Section 1.5, in order to properly understand the concepts presented in Chap-
1In a synchrotron, a closed orbit is defined as a particle trajectory that closes on itself
after a complete revolution.
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ter 2. In Section 1.6 we briefly present the basic results of Birkhoff’s normal
forms. Finally, in Section 1.7 we present the 3 main single-particle tracking
codes used at CERN.
1.1 Betatron motion
We shall now review the fundamental theory that describes betatron motion.
A complete review on the topic is given in [12].
1.1.1 Particle motion and Frenet-Serret Co-ordinate
System




m2c2 + (P− eA)2 + eΦ (1.1)
where we are expressing the electromagnetic field in terms of the vector
potential A and the scalar potential Φ
E = −∇Φ− ∂A/∂t, B = ∇×A (1.2)
using the canonical momentum P = p + eA, where p is the mechanical








where the overdot stands for the derivative with respect to time t and (x, Px), . . .
pairs are conjugate phase-space co-ordinates.
It is necessary to adapt this Hamiltonian in a convenient choice of coordi-
nates. Considering the toroidal symmetry of the problem, we can distinguish
between two types of motion:
1. longitudinal, i.e. along the accelerator circumference (also referred to
as reference trajectory);









Figure 1.1: Curvilinear coordinate system for particle motion in a circular
accelerator. r0(s) is the reference orbit, x̂, ŝ, and ẑ form the basis of the
curvilinear coordinate system. Any point in phase space can be expressed as
r = r0 + xx̂+ zẑ. In this figure, x and z are betatron coordinates.
Let r0(s) be the reference trajectory (see Fig. 1.1), where s is the arc
length measured along the closed orbit from a reference initial point. Let us










where ρ(s) defines the radius of curvature. The unit vector orthogonal to the
tangential plane is then given by
ẑ(s) = x̂(s)× ŝ(s) (1.6)
The vectors x̂, ŝ and ẑ form the orthonormal basis for the right-handed
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where the prime denotes a differentiation with respect to s, and τ(s) is the
torsion of the curve. For simplicity, we can neglect the torsion and work in
a plane-only geometry, where τ(s) = 0. The particle trajectory around the
reference orbit can then be expressed as:
r(s) = r0(s) + xx̂(s) + zẑ(s) (1.8)
We now shall express the equation of motion in terms of the reference
orbit co-ordinate system (x, s, z). In order to do so, we perform a canonical
transformation by using the generating function
F3(P;x, s, z) = −P · [r0(s) + xx̂(s) + zẑ(s)] (1.9)
where P is the momentum in the original Cartesian coordinate system. The












= P · ẑ
(1.10)
This leads us to the new Hamiltonian





+ (px − eAx)2 + (pz − eAz)2
}1/2
(1.11)
whereAs, Ax andAz are obtained by applying the transformation in Eq. (1.10)
to the vector A, i.e.
As = (1 + x/ρ)A · ŝ, Ax = A · x̂, Az = A · ẑ (1.12)
At this point we want to use s as the independent variable instead of time.


































where the prime always denotes differentiation with respect to s. This is
Hamilton’s equation of motion with s as the independent variable, −ps as
the new Hamiltonian, and the conjugate phase-space coordinates given by
x, px; z, pz; t,−H. (1.15)
When the scalar and vector potentials φ and A are time independent,
the new Hamiltonian −ps is also time independent. The transformation
reduces the degrees of freedom from three to two at the price of having the
new Hamiltonian depending on the new variable s. Because of the circular
nature of the circular accelerator, such dependence on s is periodic. As we
will see, this periodicity is exploited in the analysis of linear and non-linear













The total energy and momentum of the particles are E = H − eφ and p =√
E2/c2 −m2c2, respectively. Since the transverse momenta px and pz are
much smaller than the total one, we can expand the Hamiltonian up to second











(px − eAx)2 + (pz − eAz)2
]
− eAs (1.17)
1.1.2 EM fields in Frenet-Serret Co-ordinate System
In the Frenet-Serret co-ordinate system (x̂, ŝ, ẑ), the scale factor becomes
hx = 1, hs = 1 +
x
ρ
, hz = 1 (1.18)
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where A1 = A · x̂, A2 = A · ŝ, and A3 = A · ẑ. In accelerator physics, we are
interested in the case with zero electric potential Φ = 0, furthermore, for an
accelerator with transverse magnetic fields, we can assume Ax = Az = 0. All
considered, we can directly express the two-dimensional magnetic field as





































For a straight geometry, i.e. hs = 1, we have that ∇2⊥As = 0 and that As
can be expanded in power series as









and obtain then Bz =
∂As
∂x
and Bx = −∂As∂z . The normalization constant B0
is chosen equal to the main dipole field strength, so that b0 = 1. This leads
us to obtain B0b0 = −[Bρ]/ρ, where Bρ is defined as momentum rigidity
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of the beam, ρ is the bending radius, and b0 = 1. The resulting magnetic
flux density is in the end given by
Bz + iBx = B0
∞∑
n=0


















where bn, an are called 2(n+ 1)th multipole coefficients. The effective multi-
pole field on the beams then becomes
1
Bρ





(bn + ian) (x+ iz)
n (1.26)
where the − and + signs are used for particles with positive and negative
charges respectively.
1.1.3 Equation of Betatron Motion
If we disregard the effects of synchrotron motion (whose frequency is usu-
ally very slow when compared to the typical betatron motion frequencies),
we have a completely time-independent Hamiltonian equation for betatron














where H̃ is given by Eq. (1.17). Combining them with the transverse mag-




















the upper and lower signs correspond again to the positive and negative
charged particle, respectively, p is the particle’s momentum, p0 is the mo-
mentum of a reference particle, Bρ = p0/e is the magnetic rigidity and e
is the charge of the particle.
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At this point, we can consider a magnetic field linear in both x and z. We
set Bz = BρK1x and Bx = BρK2z. If we define Kx =
1
ρ2
−K1 and Kz = K2,
Eqs. (1.28) become
x′′ +Kx(s)x = 0, z
′′ +Kz(s)z = 0 (1.29)
which are known in literature as Hill’s equations.
1.1.4 Analysis of Hill’s equations
If we consider the dependence on s in the equations (1.29), it is possible to
write down a solution starting from the ansatz [10]{
x(s) =
√
εxβx(s) cos(ψx(s) + δx)
z(s) =
√
εzβy(z) cos(ψz(s) + δz)
(1.30)
these equations represent two harmonic oscillators where the amplitudes
βx(s), βz(s) and phase advances ψx(s), ψz(s) are all dependent on s. The
constant values (invariant of motion) εx, εz, δx, δz are related to the initial
conditions.
Applying the ansatz (1.30) to Eq. (1.29), we obtain the following
ψ̇xβ̇x + ψ̈xβx = 0














− βzψ̇2z + βzKz(s) = 0
where, for notation convenience, we used the dot to represent a derivative
with respect to s instead of the prime. From the first two equations we obtain












with cx, cz constant factors and with everything set so that ψx(0) = ψz(0) =
0. Setting cx = cz = 1 determines βx, βy uniquely. Of course, since gradients
and the bending radius are periodic of period L, i.e. the total length of the
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circular accelerator, βx, βy may be taken to be periodic as well with the same
period.
In accelerator physics, βx and βy are called the betatron functions
of the accelerator, and they determine the dimension and the shape of the
beam itself; the constants εx, εy are the emittances of a single particle in
the transversal phase space, which we shall present in detail in Subsec. 1.1.5;








are called the linear tunes of the circular accelerator.
1.1.5 Courant-Snyder invariant and emittance
We will now analyse the physical meaning of the emittance ε. Let y be one
of the transverse co-ordinates. The linear betatron motion is described by
Hill’s equation
y′′ +K(s)y = 0 (1.34)
and it is possible to write the general solution in the form
y(s) = a
√
βy(s) cos (ψy(s) + ξs) (1.35)







We now perform the following transformation into action-angle variables
y =
√
2βyJy cosψy py = −
√
2βyJy sinψy (1.37)



















β(s) sin (ψs) (1.39)














Figure 1.2: The Courant-Snyder invariant ellipse. The area enclosed by the
ellipse is equal to πε, where ε is twice the betatron action; α, β and γ are the
Twiss parameters.
and we can define the Courant-Snyder ellipse on the (y, y′) plane
C (y, y′) =
y2 + p2y
βy(s)
= γy2 + 2αyy′ + βy′2 (1.40)
Substituting the solutions for y and py, we obtain




a2β cos2 ψ + a2β sin2 ψ
)
= a2 ≡ ε (1.41)
this implies that the area enclosed by such an ellipse (see Fig. 1.2) will be
equal to πε.
Being also a =
√




It is clear that εy = 2Jy, i.e. twice the value of the action variable of the
particle.
This ε is called Courant-Snyder invariant and is a property relative
to a single particle. It should not be confused with the emittance, which is
relative to a beam, i.e. a distribution of particles in phase space. However,
these two quantities are deeply related, as we will show.
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Let ρ(y, y′) be a normalised beam distribution in phase space. The aver-





















































y′ − σ2yy′ = σyσy′
√
1− r2 (1.46)
where r is the correlation coefficient. We now want to relate the single-
particle, betatron emittance with this statistical inferred value.
Assuming that particles are uniformly distributed in an ellipse
y2/a2 + y′2/b2 = 1 (1.47)
we have that the total phase-space area under the ellipse isA = πab = 4πεrms.
The factor 4 is often used in literature for the definition of the full emittance,
i.e. ε = 4εrms, to ensure that the phase-space area of such an ellipse is πε.
Such rms emittance is invariant under a coordinate rotation.
In accelerators, described by Hill’s equation, particles are distributed in
the Courant-Snyder ellipse
C(y, y′) = γy′2 + 2αyy′ + βy2 (1.48)
























We want to consider the dynamics of a single particle in a circular magnetic
lattice composed of L magnetic elements denoted M(1), . . . ,M(L). We fo-
cus our analysis on the horizontal and vertical axes x, z, with the formalism
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specified in the previous Section. By neglecting the coupling with the lon-
gitudinal motion, we can analyse only the transverse plane (x, z) dynamics.






















this second notation will be used whenever we need to express an implicit
sum over the index of xk.
The gradients can be well approximated by using s-independent functions
inside the single magnetsM(l) that constitute the magnetic lattice of length
sl (like shown in Fig. 1.3). As a consequence, it is convenient to use the
transfer map M(l) of the magnetic element M(l), which is located between
the positions sl−1 and sl. With M
(l) we denote a function that transforms
the phase space coordinates x(sl−1) into x(sl) by using Eq. (1.28):
x(sl) = M
(l)(x(sl−1)) M
(l) : R4 → R4 (1.53)
Since the equations of transverse motion (1.28) are obtained from an
s−dependent Hamiltonian, M(l) can be interpreted as an Hamiltonian flow
that propagates an initial condition x(sl−1) to x(sl).






is a symplectic matrix for every x, meaning
MJ(x)JM
T
J (x) = J (1.55)
where MTJ denotes the transposed matrix and J is defined as
J =

0 1 0 0
−1 0 0 0
0 0 0 1











Figure 1.3: Simple sketch of a circular accelerator represented as a composi-
tion of magnetic elements. (If we take s0 = 0, the length of the accelerator
is sL)














where f, g : R4 → R and are defined on the phase space. In fact the
definition of symplectic map (1.55) is equivalent to the following Poisson
bracket notation on the components of the map M:
{Mi,Mj} = Ji,j i, j = 1, . . . , 4. (1.58)
Finally, a map M : R2 → R2 is defined area preserving if its Jacobian











this condition is equivalent to the symplectic condition in R2. In fact, the
symplectic condition can be considered as the natural generalisation of the
area-preserving condition to higher dimensions.
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x
x′
Figure 1.4: Simple sketch of the concept behind a Poincaré section of a
circular accelerator.
1.3 One-turn maps
A one-turn map M is the Poincaré map of the circular accelerator at section
s = s0, and it’s given by composing single-element maps:
M = M(L) ◦M(L−1) ◦ . . .M(2) ◦M(1) (1.60)
This map M transforms the phase space coordinates x(s0) of a particle into
new coordinates x(sL) which correspond to the particle after one full turn
(See Fig. 1.4). The equation of motion thus is
x′(sL) = M(x(s0)). (1.61)
It is possible of course to expand this map in a Taylor series around the origin









with j = 1, 2, 3, 4 and mj;i1,i2,i3,i4 real coefficients. These coefficients are
dependent on the beam energy, which is considered constant in our stability
studies (since we are considering the beam after the acceleration phase is
ended).
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1.4 Linear one-turn maps.
We can separate the linear part of the map from the non-linear contribution
and obtain the formulation
M(x) = L(x) +O(|x|2) (1.63)
where L is the linearised map as a 4× 4 matrix. This formulation allows us





Moreover, with linearised maps, the composition operation simply becomes
a multiplication of matrices.
In this framework, given a particle with initial condition x(s0), we can
computing its orbit accordingly to this basic tracking algorithm
x(sjL+l) = M
(l)(x(sjL+l−1)) (1.65)
where x(sjL+l) is the point of the orbit at s = sl after j full revolutions. The
orbits at a fixed section sj are given by the sequence {x(sjL+l)}∞j=0 for fixed
l. This can be obtained with the iteration of the one-turn map M(sl)
x(s(j+1)L+l) = M(sl; x(sjL+l)) (1.66)
1.4.1 Magnetic linear transfer maps
The three fundamental ingredients of a circular accelerator are drifts, dipoles
and quadrupoles (neglecting all the non-linearities caused by errors and cor-
rectors).
In order to describe them in terms of linear transfer maps, we can consider
the linearisation of Eq. (1.29). If we consider the simplest cases in which we
have constant gradients and bending radius, it is possible to describe these
three fundamental elements.
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Drift
The drift is a straight empty section, i.e. Kx = 0, Kz = 0. Its corresponding
linear map Ldrift can be written as
Ldrift =

1 l 0 0
0 1 0 0
0 0 1 l
0 0 0 1
 (1.67)
where l is the drift element length.
Dipole
The dipole is a rectangular straight section of length l with constant dipolar
field, i.e. Kx = B0, Kz = 0 or the other way around. Its corresponding linear
map Ldipole can be written as
Ldipole =

1 K−1x sinKx 0 0
0 1 0 0
0 0 cosKx ρ sinKx
0 0 −Kx sinKx cosKx
 (1.68)
This is valid for rectangular magnets, and also takes into account the edge
focusing effect [13].
Quadrupole
The quadrupole is a straight section of length l with a constant quadrupolar
field and it can be either a defocusing quadrupole or a focusing one, i.e. we can
have either Kx = K,Kz = −K or Kz = K,Kx = −K. The corresponding
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One-turn map for the Hill equation
Let us now try to build the one-turn map for a generic Hill equation in the










then, we can write Eq. (1.30) in the compact form























cosψx(s) sinψx(s) 0 0
− sinψx(s) cosψx(s) 0 0
0 0 cosψz(s) sinψz(s)
0 0 − sinψz(s) cosψz(s)
 (1.74)
Starting to evaluate Eq. (1.29) at s = s0 = 0, we have x(0) = Tw,
Therefore
x(s) = T(s)R(ψ(s))T(0)−1x(0) (1.75)
It is possible of course to build a one-turn map from Eq. (1.75) by setting
s = sL and taking into account the periodicity of T(sl) = T(0). We can then
write directly
x′ = Lx, L = TRT−1 (1.76)
where R ≡ R(ψ(sL)),T ≡ T(0),x ≡ x(0)andx′ ≡ x(sL). If we perform the
matrix products in this last equation we obtain the explicit expression of L,
22 Symplectic maps and non-linear betatron motion










cos(2πνx) + αx sin(2πνx) βx sin(2πνx)
−1+α2x
βx
sin(2πνx) cos(2πνx)− αx sin(2πνx)
)
(1.78)
and Lz has a very similar expression. βx, βz, αx, αz are evaluated at s = 0.
1.5 Non-linear transfer maps
In general, it is not possible to compute exactly the transfer map of a non
linear element M(l). Therefore it becomes necessary to develop different
strategies in order to deal with sextupole and higher order multipoles.
For dealing with the second order differential equation (1.28) (and higher
approximations of it) we start by writing it as a first order differential equa-
tion for x ≡ (x, px, z, pz):
dx
ds
= A(s)x + f(x, z; s) (1.79)
with A linear part of the equation and f the non-linear contributions.





L(sl−1, sl−1) = I
L(s′′, s′)L(s′, s) = L(s′′, s) (semigroup property)
(1.80)
then, the non-linear Eq. (1.79) has the following solution in integral form











′)f(x, y; s′) ds′
)
(1.81)
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with x(sl−1) initial condition.
Usually, on a single magnetic element, A(s) has constant value and, there-
fore, it is possible to write a simpler form A(s) = A and, consequently
L(s, sl−1) = e
(s−sl−1)A for sl−1 ≤ s ≤ sl (1.82)









With the problem set in this form, it is now possible to apply different
approaches for adequately taking into consideration the non linear term in
Eq. (1.79) and obtain approximated solutions for the equations of motion.
1.5.1 Thick lens approximation.
This approximation is based on a recursive method: as first step we compute
an approximate solution x(0)(s) that solves the linear equation
x(0)(s) = L(s, sl−1)x(sl−1) (1.84)
next, the successive approximations x(n)(s) are given by substituting x(n−1)(s)
into the r.h.s. of Eq. (1.81):






′)f(x(n−1), y(n−1); s′) ds′
)
(1.85)
At each step we get a better approximation to the solution, but it’s an ap-
proximation that is not exactly symplectic, regardless of the polynomial order
n used in the initial conditions. We will have in fact inevitable violations by
terms of order |x|n.
1.5.2 Thin lens approximation.
In this approximation, instead, we build the polynomial approximation of the
element map M(l) by concentrating the non-linearity in one or more places of
the interval [sl−1, sl]. With this approach it is possible to obtain maps that
are exactly symplectic (this reason and the easiness to implement these maps
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numerically, makes this approach the standard in many tracking codes). This
approach can be considered only when the magnetic length is small.
The one-kick approximation (Fig. 1.5) approaches Eq. (1.81) by con-
centrating the non-linear content f only at the beginning of the magnetic
element by substituting
f(x, z; s)→ f(x, z; s)`δ(s− (sl−1 + 0)) (1.86)
where the plus zero indicates that the non-linearity acts ‘immediately after’
the beginning of the element. This makes the computation of the rest of the
transfer map completely straightforward: from sl−1 + ε to sl we have
x(sl) = L(sl, sl−1 + ε)x(sl−1 + ε) (1.87)




ds = x(sl−1 + ε)− x(sl−1) =
∫ sl−1+ε
sl−1
px(s) ds = O(ε) (1.88)




ds = px(sl−1 + ε)− px(sl−1) = `fx(x, z; sl−1) +O(ε) (1.89)
the same is valid for z, pz. By applying the limit ε → 0 we obtain what it’s










px + `fx(x, z; s)
z




Finally, the one-kick approximation is given by the composition of L with
the kick map:
xone-kick(sl) = L(sl, sl−1)(x(sl−1) + `f(x, z; sl−1)) (1.91)
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sl−1 + 0 sl
Figure 1.5: Simple sketch of the one-kick approximation.
1.5.3 Repeated kicks approximation.
It is possible to improve the accuracy arbitrarily by splitting the magnetic
element into m equal portions and applying to each of them the single-kick
approximation. In other words it is possible to develop a numerical scheme
of arbitrary precision.
This leads to symplectic maps whose error can be estimated to beO(l2/m).
This analysis comes from the fact that these approximations are related to
standard results in numerical analysis on the rectangular and trapezoidal
rules of integration [14].
1.6 An introduction to Birkhoff normal form
We have seen so far how it is possible to analyse the betatronic motion of
a particle by using the transfer map description of the magnetic lattice. In
the linear case, the transfer matrix approach is equivalent to the Courant-
Snyder theory: in the normal co-ordinates representation the transfer matrix
is a pure rotation. However, when the non-linear effects due to the multipolar
components of the magnetic field are taken into account, a different approach
is needed to transform the system into a standard form, i.e. the so-called
normal form.
If we perform a specific non-linear change of co-ordinates on a non-linear
map, it is possible to reach a form that exhibits explicit symmetries depend-
ing on the absence or presence of resonance relations among the linear tunes.
The mathematical theory which gives us the tools for such analysis is
given by Birkhoff normal forms. A complete review of its utilisation for non-
linear betatronic motion is given in [11], in this Section we shall introduce the
main theorems and results that define the Birkhoff normal form theory [15].
Let us start by considering in a phase space R2n a smooth Hamiltonian
system H having an elliptic equilibrium point at the origin. In the neigh-
bourhood of the origin, we can have a canonical system of coordinates (p, q)
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(possibly defined only in a neighbourhood of the origin) in which the Hamil-
tonian takes the form










, ωl ∈ R (1.93)
and H1 is a smooth function having a zero of order 3 at the origin. The
equations of motion for (1.92) take the form
ṗl = −ωlql −
∂H1
∂ql




Since H1 has a zero of order three, its gradient starts with quadratic terms.
Thus, in the linear approximation, we obtain a system of n independent
harmonic oscillators.
We now present the Birkhoff theorem for H and in the following we will
denote by x = (p, q) the whole set of variables.
Theorem 1. (Birkhoff). For any integer N ≥ 0, there exist a neighbourhood
UN of the origin and a canonical transformation TN : R2n ⊃ UN → R2n which
transforms the Hamiltonian system (1.92) in a Birkhoff Normal Form up to
order N , i.e.
H(N) ≡ H ◦ TN = H0 + Z(N) +R(N) (1.95)
where the ◦ denotes the combination of operators and Z(N) is a polynomial
of degree N + 2 which Poisson commutes with H0, i.e. {H0, Z(N)} = 0, and
R(N) is a small remainder such that∣∣R(N)(x)∣∣ ≤ CN‖x‖N+3, ∀x ∈ UN (1.96)
moreover, one has
‖x− TN(x)‖ ≤ CN‖x‖2, ∀x ∈ UN (1.97)
such inequality is fulfilled by the inverse transformation T −1N .
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If the frequencies are non-resonant, it can be shown that the function







therefore, in the normalised system the actions becomes integrals of motion.
In the resonant case, the normal form becomes more complicated and new
specific phenomena, like exchange of energy among the oscillators that con-
stitutes the normalised system (beatings).
Remark: The remainder R(N) is very small in a small neighbourhood of the
origin. In particular, it is of order εN+3 in a ball of radius ε.
1.7 Particle tracking codes for beam dynam-
ics studies
Particle-tracking codes are used to evaluate the long-term stability of accel-
erators and to simulate particle losses. Simulations can identify potential
dangers for the accelerator’s components, such as superconducting magnet
quenching caused by an excessive loss of particles in the coils, and suggest
machine settings to avoid them.
More specifically, single-particle tracking codes simulate the motion of a
large number of non-interacting particles for many different initial conditions
and seeds, for pseudo-random realizations of stochastic perturbation terms.
Collective effects in a full beam of particles are in general considered using
other types of codes.
We shall now present the most important particle-tracking codes used at
CERN both for analysing existing rings and developing new ones:
• SixTrack [16] is a single-particle, six-dimensional symplectic track-
ing code used for studies of particle dynamics in circular accelerators.
It has been used extensively for the LHC dynamic aperture studies
and collimation studies. The core program is a single executable file
made of about 70000 lines of Fortran code. SixTrack is based on the
four-dimensional tracking code RACETRACK [17], and expands it by
including the longitudinal degrees of freedom and a highly-refined post-
processing analysis capabilities.
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• The Methodical Accelerator Design code (MAD-X)[18] is mainly
used for the design of accelerators, with particular emphasis on optimi-
sation of lattice optics, but includes capabilities for particle tracking.
This code is de facto the official software utilised at CERN, and even
elsewhere, for designing new accelerator machines.
• The Polymorphic Tracking Code (PTC) [19], is an independent
code that has been also embedded into MAD-X, thus extending greatly
its capabilities. Note that PTC is a library of tracking routines and not
a pre-built simulation tool like SixTrack or MAD-X. The high accuracy
of the tracking models, based on high-order symplectic integrators, is
unfortunately achieved at the cost of sizeable reduction of computing
speed.
An adequate simulation of an accelerator ring like LHC, performed with
SixTrack, can require entire days of computing on large clusters, as we will see
in Chapter 3, this limitation in the computing times leads to some potential
issues we want to address when discussing the Dynamic Aperture.
Chapter 2
The Hénon map
In this chapter we introduce the Hénon map [20], which is the simplest non-
trivial symplectic polynomial map. Despite its simplicity, this map presents
dynamical behaviours which are typical of most polynomial maps. Moreover,
it is possible to show that it can be derived from basic, but important Hamil-
tonian models of non-linear betatronic motion. Because of that, this model is
ideal for analysing the key features of non-linear dynamics and applications
to non-linear one-turn maps.
In Section 2.1 we introduce the 2D Hénon map and show how it can be
deduced [21] from the Hamiltonian of a 2D betatronic motion for a lattice
made of periodic cells with a single sextupole non-linearity in the single-
kick approximation. In Section 2.2 we present the main theorems that give
us extremely important insights on the behaviour of this map (and give
us the most important theoretical pillars for this work). In Section 2.3 we
present briefly the 4D version of the Hénon map, among with some variations
that allow the simulation of more complex accelerator behaviours and some
insights about the dynamical theorems that are still valid from the 2D version
of the map.
2.1 The 2D model
The Hénon map is the composition of a rotation of angle ω with an addition
operation that adds the quantity x̂2 to p̂, leaving x̂ unchanged. In real
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This is one of the simplest examples of non-integrable Hamiltonian map, and,
with its basic 2D polynomial symplectic map, it can be used as a model of
betatronic motion with a sextupole effect. In fact, the Hénon map can be
obtained as a Poincaré map of a periodic Hamiltonian.













where s is the longitudinal coordinate ∈ [0, sL] and ` = sL/L. This Hamilto-
nian can describe the horizontal betatronic oscillations inside of a ring made
with L identical FODO cells of length ` with a thin sextupole. β denotes the










with lS sextupole length. The equations of motion of the Hamiltonian (2.2)
are {
ẋ = p








In order to integrate these and derive the Hénon map, we firstly observe that
x(s) is continuous while p(s) is discontinuous at s = n`. By denoting the left
and right limits of the discontinuity as x±n = x(n` ± 0) and p±n = p(n` ± 0),
we integrate (2.4) in n`− ε ≤ s ≤ n`+ ε and, by letting ε→ 0, we obtain







n ≡ xn (2.5)
the one-turn map from (xn, p
−
n ) to (xn+1, p
−
n+1) is then obtained by computing
firstly xn, p
+















































Then, in order to reach the simplified form showed at the beginning, it’s




, p̂ = p
√
β (2.7)
next, since we are left with an Hénon map with a coefficient of the quadratic
term equal to K2β
3/2/2, we need to perform a not area-preserving scaling.


































In this section we shall present the most important results on the 2D Hénon
map in the framework of stability properties in the neighbourhood of the
origin, i.e. the reference trajectory and a fixed point of the map.
The qualitative behaviour of the Hénon map is given, like any other
discrete map F, by its fixed points and cycles, i.e. all the (x̂, p̂) such that
F◦m(x̂, p̂) = (x̂, p̂), where m is the number of iterations.
Let us recall briefly the standard classification of fixed points of order 1,
i.e. m = 1 for an area preserving map F: once we found a fixed point (x̂0, p̂0),














+O((x̂− x̂0)2 + (p̂− p̂0)2) (2.10)
where A is the Jacobian matrix of F at the fixed point. Since F is area-
preserving by definition, we have that det(A) = 1 and we classify the fixed
point with the following principle
hyperbolic if |Tr(A)| > 2 real eigenvalues λ±1
elliptic if |Tr(A)| < 2 complex eigenvalues e±iα, α ∈ R
parabolic if |Tr(A)| = 2 equal eigenvalues λ = 1
(2.11)
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The 2D Hénon map has 2 fixed points: an elliptical one at the origin




). For this work,
we are interested in investigating the stable nature of the elliptic point of the
map and, in particular, understand how the presence of the non-linear terms
(which are neglected in the linearisation around the elliptic point) preserves
or disrupts the structure of the orbits.
It is known in literature that, in the case of elliptic fixed points, the
geometry of the linear orbits is not preserved in general and it is possible
to have no more formal stability, i.e. it is possible to find unstable orbits
for arbitrarily small amplitudes. However, it is possible to have scenarios in
which only the resonant frequency orbits topology is broken.
A theorem that provides a deep insight on such a breaking mechanism is
the Poincaré-Birkhoff theorem, which states that having a map whose phase
space structure is an amplitude-dependent rotation, i.e. a twist map, like the
Hénon map, all the invariant curves that have a resonant tune are broken
into islands by arbitrarily small perturbations.
Theorem 2. (Poincaré-Birkhoff) [22]. Let F be the following twist map
F :
{
θ′ = θ + ρ mod 2π
ρ′ = ρ
(2.12)
where ρ ∈ [0, R], R > 0 and θ ∈ [0, 2π]. Let ρ∗ = 2πp/q be a circle of periodic
orbits and let Fε be a perturbed map
Fε :
{
θ′ = θ + ρ+ εf(θ, ρ) mod 2π
ρ′ = ρ+ εg(θ, ρ)
(2.13)
with f, g regular on their domains. Then, there are two circles on which F◦qε ,
i.e. the map Fε iterated q times, induces rotations in the opposite directions
and a curve Γ between them on which F◦qε induces radial displacements.
The intersections of Γ and F◦qε Γ are fixed points: half of them elliptic and
half hyperbolic. Therefore the map Fε has kq elliptic fixed points and kq
hyperbolic fixed points, with k ∈ N and k ≥ 1.
In Fig. 2.1 the appearance of a chain of 5 islands for the Hénon map close
to resonance 5 is shown. From this figure it seems clear that, at least from
a numerical point of view, most of the orbits of the map are only deformed
circles, i.e. the topology of such orbits is preserved under perturbation.
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Figure 2.1: Chain of 5 islands in the Hénon map for ω/2π = 0.205.
(Source: [21])
This then does not exclude the possibility that orbits with strongly irra-
tional frequency could just be deformed by the perturbation, without having
their topology completely broken. A precise statement in such matter is
provided by Kolmogorov–Arnold–Mooser (KAM) theory, which is the theory
of perturbations for conditionally periodic motions of Hamiltonians, when
considering infinite times. In particular, KAM theory gives rigorous results
about the topological stability of perturbed orbits and extends the results one
could obtain in an heuristic approach using the averaging principle (which
will be presented in Section 4.4). Under some assumptions, KAM theory
ensures the existence of invariant curves whose frequency is diophantine.
An angular frequency ω = (ω1, ω2, . . . , ωd) ∈ Rd is called diophantine if
it satisfies the estimate: ∣∣eiq·ω − 1∣∣−1 ≤ γ|q|η (2.14)
where q is a vector of integers and γ and η are positive constants. Such dio-
phantine frequencies are dense in Rd and, for d = 1, have a Lebesgue measure
of 1 in the interval [0, 1], i.e. the probability of finding a non-diophantine
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number is zero, as for rational numbers.
Theorem 3. (Kolmogorov–Arnold–Moser) [23, 24, 25]. Let Fε be the fol-
lowing perturbed area-preserving twist map:
Fε :
{
θ′ = θ + ρ+ εf(θ, ρ)
ρ′ = ρ+ εg(θ, ρ)
(2.15)
with f, g analytic in D : |ρ| ≤ ρ0, |Im(θ)| ≤ θ0, let also ω/2π be a diophantine
frequency. Then, the circle ρ = ω of the unperturbed twist map, i.e. ε = 0 is
mapped into a closed orbit of the perturbed system (2.15) for ε sufficiently
small. This theorem is also valid for symplectic maps in R2d for d ≥ 2.
Since in a 2D phase space any region whose boundary is an invariant
curve is invariant and the curve itself is a topological barrier to the motion,
i.e. a curve makes a perfect confinement, the existence of invariant curves
given by this theorem is sufficient to prove the stability of a fixed point,
provided that the KAM theory can be applied.
In higher dimensional systems, the stability problem is not solved by
KAM theory since the invariant tori do not separate the phase space. How-
ever if one is interested in orbit stability for large, but finite times (and as we
will see in Chapter 3, this is our case), there is an extremely important the-
orem for symplectic maps [26, 27] which generalises the well-known theorem
formulated by Nekhoroshev [8] for Hamiltonian flows.
Theorem 4. (Nekhoroshev). Let F (x) be a symplectic map in a phase space
of dimension 2d, (d ≥ 2), analytic in a polydisc of unit radius, having the
origin as an elliptic fixed point. Assuming that the frequency vector ω ∈ Rd
is diophantine as defined in (2.14), then any orbit with initial point in a
polydisc of radius ρ/2 will remain in a polydisc of radius ρ for a time t ≤ T ,
where






provided that ρ ≤ ρ∗, with the constants A, T∗, ρ∗ dependent on the diophan-
tine constants η, γ.
2.3 The 4D Hénon map
The 4D Hénon map can be obtained as a Poincaré section of a linear magnetic
lattice with a sextupole non-linearity included in a single-kick approximation.
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where K2 is a numerical value which represents the sextupolar strength in
the system and L is the linear part of the transfer map of the lattice, which,
under Courant-Snyder coordinates and an adequate re-scaling of coordinates,







Despite being so simple, this map contains most of the physical features
of a non-linear magnetic lattice [11]. Because of that, it is extremely useful
to perform fast and straightforward computer tracking simulation for testing
new models for beam dynamics, even for long times.
Moreover, the 4D Hénon map, as a quadratic map, has the important
characteristic of having an attracting point at infinite amplitude. That makes
it a proper tool for defining correctly the Dynamic Aperture problem (which
will be presented in Chapter 3).
It is also possible to formulate different variants of the 4D Hénon map
to include more complex and even time-dependent effects, like tune modu-
lation effects [28], which have a strong impact on the beam and drastically
enhance long-term particle losses. These tune modulations are caused in a
real accelerator by unavoidable external effects such as power supply ripple,
or synchro-betatron coupling, via the residual uncompensated chromaticity,
and can be modelled by a set of non-linear oscillations whose linear frequen-
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z are slowly varying with the discrete

















Such modulations can be implemented so that the values εk,Ωk can mimic
very well the known characteristics observed in existing accelerators (in [28]
are presented values that mimic the tune ripple observed in the quadrupole
of SPS).
Obtaining knowledge on the true topology of a 4D map and its orbits is
in general extremely difficult. Making 2D projections of the orbits gives only
poor information and it constitutes the main difficulty in the full compre-
hension of the dynamics of the map.
The only important established results are the theorems valid for generic
2n dimensional systems: the KAM Theorem 3 and the Nekhoroshev estimate
Th. 4. It must be said, however, that the KAM theorem for 4D mappings
implies the existence of invariant 2D tori which are not topological barriers
like the KAM tori in the 2D mappings. Arnold in fact shows how in a re-
gion ‘filled’ with KAM tori there are still some initial conditions for which
an amplitude variation is present, no matter how small we choose the neigh-
bourhood of the origin. This phenomenon is called Arnold diffusion and,
since the measure of these initial conditions is extremely small and the di-
vergence times extremely long, its actual importance in physical scenarios of
accelerator physics is still debated.
However, in phase space regions in which KAM theory is not dominant,
i.e. the measure of KAM tori is small, it is possible to observe the creation of
weakly chaotic regions in which diffusive-like phenomena can be observed. In
these regions, the estimates provided by the Nekhoroshev theorem can still
be used.
In general, an exhaustive analysis of the dynamics of such 4D maps is far
from being reached, but it constitutes the starting point for formulating new
valid models for inspecting topics such as the Dynamic Aperture model.
For example, in Ref. [29], two fit models for Dynamic Aperture are tested
on the modulated Hénon map, on which Nekhoroshev-like behaviours are
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observed. In Fig. 2.2 it is possible to observe the time evolution of the stable
region for the modulated Hénon map for different values of ε (a proper review
of the Dynamic Aperture concept is given in the next chapter).
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(a) ε = 0 (b) ε = 32
(c) ε = 64
Figure 2.2: Time evolution of the stability region for the modulated Hénon




The Dynamic Aperture (DA) is defined as the amplitude of the phase-space
region of a circular accelerator where stable motion occurs for a time scale
equal to the operational cycle time of the accelerator under consideration (in
LHC the typical time scale for experiments data-taking is ∼ 10 hours, after
that the luminosity loss requires the execution of a new fill). The DA is one of
the key quantities that are considered for the design of modern colliders based
on superconducting magnets, such as Tevatron [30], HERA [31], RHIC [32],
SSC [33], and LHC [34]; and it is also a key figure of merit for the design of
the HL-LHC project [6] as well for future collider studies.
In this chapter we shall present the main aspects of this quantity and
review the most important models of its functional dependence from the rel-
evant parameters, which constitutes the starting point of this work. In Sec-
tion 3.1 we present and comment the DA definition. In Section 3.2 we briefly
present the DA interpolation problem and the most important studies about
it. Finally, in Section 3.3, we illustrate the experimental method utilised for
performing experimental measurements of DA in a circular accelerator such
as LHC.
3.1 Dynamic Aperture definition
A complete discussion on the DA definition, its computation, and its accuracy
can be found in Refs. [1, 28].
In the application to particle accelerators it is convenient to introduce
the concept of DA in these terms:
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Definition 1. (Dynamic Aperture). Let A be the physical aperture of the
accelerator, i.e. the subset of the phase space that can be confined in the
beam pipe, and let M the one-turn map of the magnetic lattice. We define





We recall that M has an elliptic fixed point at the origin.
Let z ∈ D(N), we define ΠXz = x as the projection of z on the configuration
space; the set
ΠXD(N) (3.2)
may have a very complex topology (it is a measurable set) so that it is conve-
nient to compute the convex envelope of the connected component containing
the origin, i.e. we neglect the islands of stability.
To define the measure of such a component, we proceed as follow: for each
direction θ̂ ∈ Sd (where Sd is the unit sphere or a sector of the unit sphere)
in the configuration space, we define
R(θ̂;N) = λ∗ s.t. λθ̂ ∈ ΠXD(N) ∀ λ ∈ [0, λ∗] (3.3)







where µ is the volume measure in the configuration space.
The value of N needs to be adapted for a proper time frame. In a math-
ematical sense, stable motion implies bounded motion for N → ∞. In our
accelerator context, stable motion and particle stability can be linked to a
maximum number of turns Nmax, where the value of Nmax is set on the basis
of the specific device or application under consideration, e.g. in LHC the rev-
olution frequency is 11.245 kHz [35], which implies ∼ 109 turns for a standard
10-hour luminosity fill.
A valid numerical declination of Def. 1 for four-dimensional symplectic
mappings which model betatron motion is provided in Ref. [1]. More specifi-
cally, it presents a valid method for fast numerical estimation of DA, as well
as estimation of the associated errors and optimisations of the integration
steps.
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Let us operate on a 4D phase space on which we have defined a one-turn
map M for the betatron motion with the formalism presented in Chapter 1.
If we consider an ensemble of initial conditions defined on a polar grid (x =
r cos θ, px = 0, y = r sin θ, py = 0), 0 ≤ θ ≤ π/2, where x, y are expressed in
units σx, σy of beam dimension, and we track them for up to Nmax turns to






r(θ;N) dθ ≡ 〈r(θ;N)〉 (3.5)
where r(θ;N) is the last stable amplitude, i.e. x2 + y2 < rmax for every
iteration of M, not disconnected from the origin for up to N turns in the
direction θ. We can say that r is the computable version of the ‘ideal’ R(θ;N)
given in Eq. (3.3).
In order to evaluate the error on the DA numerical estimation (3.5), we
just need to consider that its implementation into a computer code implies
a discretization over the radial variable r and one over the angular variable
θ [28]. Assuming we execute a complete tracking over Nθ different angles
and Nr different amplitudes for initial condition, we have ∆r = rmax/Nr and

























where 〈|∂r/∂θ|〉 is the average of the finite differential measures obtained in
the simulation process. From this last equation we can deduce that the step
in r must be equal to the step in θ times 〈|∂r/∂θ|〉 to optimize the numerical
integration steps.
3.2 Functional dependence
Simulating entire sets of initial conditions on different one-turn map setups is
a CPU-intense task that becomes unsustainable when considering extremely
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high Nmax values or complex symplectic tracking models
1. Moreover, the
multipolar components of the various superconducting magnets are known
only with a limited precision, so that one has to perform parametric studies in
order to consider different realisations of the magnetic lattice. While it might
not be a problem to execute scalable parallel batches of different realisations
and initial conditions [36], realistic time scales in tracking simulation are still
out of reach for proper accelerator physics reaserch.
Because of that, a robust model for the time dependence of DA would be
essential for speeding up the reaserch and development of better machines.
Therefore, it is in our interest to explore and build models to fit and, ideally,
extrapolate the dependency of the DA on the number of turns and allow us
the execution of shorter simulation for the same amount of information.
The main idea behind this framework is that long-term behaviour of DA,
which is a heavy task to attack directly, can be extrapolated from the knowl-
edge gained from numerical simulations performed over a smaller number
of turns, but with a detailed scan of the phase space. Moreover, since it is
possible to execute parallel computing over different initial conditions, it is
possible to work with high fineness numerical estimation of DA and hope for
‘high quality’ coefficients for such interpolations.
Studies have explored possible models for this fit [37, 28] and an answer
was provided by a combination of the fundamental results of KAM theory
and Nekhoroshev theorem. More specifically, a model was based on the
hypothesis that the phase space can be partitioned into two regions:
1. a central core, with r < D∞, where the phase space is full of KAM tori
so that the Arnold diffusion phenomenon takes place for a set of orbits
of extremely small measure (to the point that the physical value of the
phenomenon itself is still debated);
2. an outer part, with r > D∞, where the stability and escape rate can
be estimated with a Nekhoroshev-like estimate





where N(r) is the number of turns that are estimated to be stable for
a particle with initial amplitude smaller than r.
1Researches like [28] presents simulations at Nmax ∼ 106 − 107, while instead it would
be necessary to reach values ∼ 109.
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From this separation, the following scaling law is formulated:




where D∞ represents the asymptotic value of the stability domain (region 1)
amplitude and b, κ are additional parameters connected to the Nekhoroshev-
like process (region 2).
This model has provided good results in literature, however, experiences
with the data analysis of numerical simulation of various configuration of
LHC [28] and of experimental data obtained from Tevatron [3] showed that
the fit parameters b, κ,D∞ can assume signs that go beyond the boundaries
predicted by the strict application of the model based on Nekhoroshev the-
orem.
Another thing we are interested in is the establishment of a direct link
between the DA and the expected beam lifetime in a synchrotron, in order
to transform a DA interpolating law into an expected beam-quality model.















then, transforming (3.10) to polar coordinates and applying the DA defini-
tion (3.5), i.e. assuming that all particles with starting amplitude beyond
D(N) are lost after N turns, we can directly compute the evolution of beam













+∞. This last equation represents a starting point for
building the direct connection we are looking for, and also allows us to es-
tablish some experimental procedures for evaluating DA from beam losses in
a circular accelerator.
3.3 Experimental measures of Dynamic Aper-
ture
Measuring DA in a synchrotron, as well as measuring any kind of non-linear
observable, is a true challenge and an important goal that can lead to the
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proper examination and understanding of non-linear single-particle motion.
Most of the last results in terms of DA measurements are obtained on
the LHC, where many experimental observations were performed with a vast
plethora of different configurations and combined with many intensive nu-
merical simulations, performed since the design phase [4, 38, 39, 5].
The first reference makes use of a ‘standard-kick’ method of beam analy-
sis, based on inflicting a single strong kick to the beam, in order to measure
at what precise amplitude fast losses are observed, i.e. by deflecting the beam
we measure beam losses as a function of the displacement itself. This method
proved to be very useful once for the first measures of DA when the LHC
became operational, however, it has two major drawbacks:
1. This method requires deflecting the beam by an amount that is a size-
able fraction of the DA, this prevents its application at top energy in the
LHC due to the enormous magnetic strength that would be required.
In fact, measurements based on this technique were all performed at
injection energy.
2. Non-negligible, fast beam losses are intrinsic to this method, as the
risk of beam-induced quenches makes this feature not particularly suit-
able for a superconducting machine, especially for the extremely high
energies we are interested for LHC.
The other three references, instead, makes use of a more advanced kicked-
beam method where, instead of a single high amplitude kick, many small kick
are used to deflect the beam. Such method and its main achievements are
reviewed in detail in Ref. [5], here we present briefly the main idea behind it.
Starting from Eq. (3.11), one possible method for measuring DA is to
measure beam loss following a multitude sequence of short amplitude kicks
(see Fig. 3.1). Such kicks results necessary in the analysis, since, in the case
of LHC, there are no manifested lifetime issues at injection time, suggesting
that the DA is comparable to the mechanical aperture of the machine [38].
Therefore, these amplitude kicks acts as artificial reducer of beam lifetime
and are necessary to obtain proper measures in adequate operational times.
A kick, which can induced with some of the non-linear correctors inside
the circular collider, shifts the beam to larger amplitudes in the phase space,
resulting in more particles passing beyond the DA and thus becoming lost.
The distance of the excited beam from the dynamic aperture can then be
determined from the measured beam losses, following the kick, while the








Figure 3.1: Illustration of the advanced kicked-beam method used to measure
the Dynamic Aperture. The value (DA−Nσ kick), which we want to measure,
can be determined from the beam loss over the many turns and kicks.
beam amplitude itself can be determined from the turn-by-turn beam posi-
tion monitors (BPM) of the machine.
Adapting a little Eq. (3.11), in order to take into account the amplitude




















The advanced-kick method, performed in the last measurement sessions
at LHC, can be summarised in this way:
• Prepare the machine in an operational-like configuration, with either
the sextupole and octupole correctors turned off or setup to correct the
known non-linearities of the machine. Also, with all the collimators
set in parking position, with only the horizontal and vertical primary
devices set to 12σ (this is meant to shadow the effects of the known
machine aperture, measured to be larger than about 13σ).
• Inject a pilot bunch with operational normalised emittance, i.e. ≈ 2 µm
and 1.4− 1.7× 1010p.
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• Apply repeated small kicks to blow-up the beam size until losses are ob-
served at the predisposed primary collimators. This could be obtained
with the transverse damper (ADT) of LHC and had the advantage of
exciting the beam with white-noise, creating a well-reproducible Gaus-
sian shape of the transverse beam distribution after the blow-up, thus
obtaining the shape required for a proper utilisation of Eq. (3.13).
• Record beam losses and bunch intensities and analyse them off-line for
studying the time-dependencies therein.
All the obtained measures showed good agreement with the utilised model
on both the vertical and horizontal plane and the measured dynamic aperture
agreed well within the safety margin specified in LHC design phase.
Moreover, it was possible to compare this non-linear observable with simu-
lated values [4] obtained by particles tracked with advanced simulation tools,
which aims to take into consideration all the known imperfections and non-
linearities of the machinery. In particular, simulations with the PTC module
within MAD-X and the symplectic integrator SixTrack were performed.
The comparison between the various setups of the machine (with or with-
out non-linear correction) were in good agreement with the simulated values,
and showed how the non-linear corrections significantly improved the value
of DA. This demonstration of Dynamic Aperture correction in the LHC rep-




In this chapter we shall review the mathematical tools and physical meth-
ods [14, 40, 41] we will use in order to deal with stochastic Hamiltonian
systems and, more in general, perturbed Hamiltonian systems.
In Section 4.1 we review the fundamental theoretical setup necessary when
utilizing stochastically-perturbed Hamiltonian system, and we introduce the
stochastic Liouville equation for expressing the evolution of the average dy-
namics. In Section 4.2 we derive the Fokker-Planck equation for describing
such average dynamics, starting from a stochastic Liouville equation. In Sec-
tion 4.3 we discuss the fast angle relaxation process on a toroidal surface,
which is an important issue in order to properly execute averaging proce-
dures for perturbed dynamical systems. Finally, in Section 4.4 we review the
basic concepts of the Averaging Principle, and we show how it can be used
for stochastically-perturbed dynamical systems, in order to reach a Fokker-
Planck form for describing the average dynamics.
4.1 Stochastic Hamiltonian systems
The whole theory of stochastic Hamiltonian systems aims to solve the main
problems that come up with the study of stochastic differential equations.
Such equations cannot be directly tackled by taking into account the sym-
plectic nature of the solutions, due to the non covariant characters of the
Wiener process, which simulates the stochastic fluctuations.
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While stochastic differential equations cannot be used as fundamental
laws of physics, they can be used as fundamental tools for ‘mesoscopic’ ap-
proaches for physical problems in Stochastic Thermodynamics, i.e. problems
in non-equilibrium Statistical Mechanics.
The irreversible character of the stochastic dynamics allows to introduce
the time arrow and the entropy concept in a natural way, while instead makes
the principles of classical mechanics for isolated systems incompatible.
In this chapter, we are interested in methods to reconcile the Hamiltonian
nature of the Classical Mechanics, which is strictly related to the canonical
character of the evolution equations, with the non-differentiable nature of
the Wiener process, which describes the continuous innovative character of
the stochastic effects.
Our goal is to obtain proper evolution laws for average macroscopic ob-
servables of systems that are continuously affected by unpredictable small
perturbations from the external environment. It is important to remark that
these macroscopic observables concerns average quantities (both in space and
time) of extensive or intensive nature, whose evolution does not necessarily
preserve the properties of Hamiltonian Mechanics. In order to construct such
formulation, it is essential to require further hypothesis on the microscopic
dynamics of the elementary elements of the statistical system, i.e. particles,
in particular, we recall that:
• the microscopic dynamics should have a strong chaotic character, i.e.
strong dependence from the initial conditions and/or the environmental
conditions;
• the system can be decomposed into microscopic almost-independent
subsystems (elementary components).
When both hypothesis are verified, the stochastic equations can be used as
a mathematical model for Statistical Mechanics of physical systems and it is
possible to include some principles of Classical Mechanics.
In a simplified approach we can assume that the microscopic dynamics
of the single particles can be expressed as the superposition of a determin-
istic Hamiltonian, dependent only on the particle dynamical state, and a
stochastic term, which simulates the interaction with the other particles and
the environment, whose amplitude depends only on the particle dynamical
state. This leads us to the following stochastic Hamiltonian system:
H(x, t) = H0(x) +H1(x)ξ(t) (4.1)
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where ξ(t) is a regular stationary stochastic Gaussian process, i.e. we assume
that the realisations ξ(t) are continuous, with a correlation function
〈ξ(t)ξ(t+ τ)〉 = σ2Φ(γτ) Φ(γτ) ' e−γ|τ | (4.2)
where γ−1 is the correlation time scale, which defines the noise evolution with
respect to the characteristic time scale of the unperturbed dynamics H0. In
this formulation, the white-noise limit is given by γ, σ → +∞, σ2/γ → 1/2,
so that
σ2Φ(γτ)→ δ(τ) (4.3)
When we consider Eq. (4.1) for describing an ensemble of independent
particles, any particle feels a different realization of the noise that mimics the
effect of the interaction with the environment, including possible interactions
with other particles. For a given realization of the stochastic process ξ(t),
the evolution follows a symplectic dynamics for any initial condition.
For any continuous realization of ξ(t), we can define the stochastic phase



















When we consider the limit of δ-correlated noise, i.e. white-noise, the
stochastic phase flow can be associated to a stochastic differential equation
that has to be derived from Eq. (4.1) and allows the symplectic character of
the dynamics to be preserved in a probabilistic sense. We have the following
symplectic stochastic phase flow
x(t+ ∆t) = exp (∆tDH0 + ∆ξDH1)x(t) (4.6)









Remark: ∆ξ is the increment of the stochastic process for a time ∆t; for a
differentiable noise we have ∆ξ ∝ ∆t, but this is not true in the white-noise
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limit ∆ξ → ∆wt, where wt is a Wiener process, this limit is not a pointwise
limit and it has to be considered as a weak-convergence in a probabilistic
sense.
The explicit expansion of Eq. (4.6) reads






By construction, this scheme satisfies a symplectic condition with an error
O(∆t3/2) (we recall the fact that ∆wt ≡ O(∆t1/2)). In the limit ∆t→ 0 we
obtain the stochastic differential equation




since ∆w2t is stochastically equivalent to ∆t.
In order to relate Eq. (4.9) to a canonical form like Eq. (4.1), we can
define the Stratonovich stochastic integral of a function σk(x)∫















we can write (4.9) in the canonical form
dx = DH0x dt+DH1x ◦ dwt (4.12)
In order to properly understand the white-noise limit in the context of
stochastically perturbed Hamiltonian mechanics, we proceed to compute the
evolution of the distribution function according to the stochastic Liouville
equation.
We require a stationary condition on the system, meaning that for any





in other words, the evolution is homogeneous in time. This stationary condi-
tion implies that the statistical properties of the evolution are invariant with
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respect to the choice of the initial time, and that the decaying of the correla-
tion can be justified if the future evolution turns out to be independent from
the past as t→∞.
Let us now define the distribution function ρ(x, t) as the probability to
detect a particle at x after a time t given its initial condition. For a fixed
regular realization ξ(t), the evolution of the distribution function ρξ(x, t) is















The validity of the stochastic Liouville equation is strictly related to the
regularity of the stochastic signal ξ(t). More precisely, if one considers the
system
ẋ = σ(x)ξ(x) (4.15)







∫ ∆t ∫ s
ξ(s′)ξ(u) du ds′+ . . . (4.16)










If we assume the following correlation function
〈ξ(s)ξ(u)〉 = γ exp(−γ|s− u|) (4.18)
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This means that we cannot perform the white-noise limit γ → ∞ in the
derivation of the stochastic Liouville equation. From a physical point of
view, if the correlation time scale γ−1 is of the same order of the evolution
time scale ∆t, then the stochastic Liouville equation is not justified. On the
contrary, if γ∆t  1 then the fluctuation ξ(t) can be considered a regular
function and Eq. (4.14) is valid.
The distribution function ρξ(x, t) provides all the information for a sta-
tistical approach to the dynamics of the system. For a given observable f(x),
i.e. a regular function defined in the phase space of a single particle, we define
the average value of f on the whole system as
f̂ξ(t) =
∫
f(x)ρξ(x, t) dx (4.21)
this is an extensive macroscopic observable and it represents a typical result
of an experimental measure. However, in many cases, the realization of the
process ξ(t) is unknown. In a Statistical Physics approach one assumes that
in an ensemble of particles, each particle is subjected to a different noise
realization. This assumption is not always justified and in a linear case can
lead to wrong results, but in a non-linear case, the non-linear character of
the dynamics allows to consider independent the different particles1. In this
scenario, the properties of the system can be well described by the expecta-
tion value of any observable with respect to all possible realizations of the
noise ξ(t). Such methodology is justified if the experimental measurements







where the time T is sufficiently long with respect to the correlation time
scale of the stochastic process ξ(t). Then f̄ξ(t) is almost independent from







f(x) 〈ρξ(x, t)〉 dx (4.23)
where 〈ρξ(x, t)〉 represents the expectation value of the distribution function
with respect to all possible noise realizations.
1However one should prove that the distribution of the noise realizations is the same if
one considers a single particle or an ensemble of particles.
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The knowledge of 〈ρξ(x, t)〉 gives all the information needed for a sta-
tistical mechanics approach to the study of the system and, from a math-
ematical point of view, this assertion means the existence of a generalized
law of large numbers for a statistical system composed by many elementary
non-interacting particles.
The classical result for statistical systems made of N ‘almost’ independent
particles is that the particle distribution function is well approximated by
〈ρξ(x, t)〉 with a statistical error of order O(
√
N(∆V )), where N(∆V ) is the
number of particles contained in the volume ∆V , that can be considered very
small. From the point of view of a test particle, 〈ρξ(x, t)〉 is the probability
density to find the particle in the volume element dV .
All these average values are computed by considering independent real-
izations of ξ(t) distributed according to dµ(ξ). There are of course situations
in which the fluctuations effects are not neglegible: it can be because the
system contains a limited number of particles or because the independence
assumption for the dynamics of different particles is not valid. In such a
case, f̂ξ is an expectation value with respect to the probability distribution
〈ρξ(x, t)〉, and it just represents the average value for a sequence of repeated
independent measures.
Deriving a valid evolution equation for the average distribution 〈ρξ(x, t)〉
is a key issue for non-equilibrium Statistical Mechanics. For doing so, it
is possible to proceed in a formal way from the stochastic Liouville equa-
tion (4.14), which guarantees the symplectic character of the dynamics.
4.2 Fokker-Planck derivation
We now want to obtain an equation for 〈ρξ(x, t)〉, starting from an equation










the solution can be formally written as
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where ρ0(x) is the initial distribution and T is the time-ordering operator,








at different times. Of course this problem does not sussist if we are working
with a time independent H.
In order to compute the expectation value of Eq. (4.25) with respect of all
the noise realizations, we can use the commutation property of the T operator









































We now want to perform an explicit computation of (4.27) in the case of
the white noise limit. In the white noise limit for ξ(t), the stochastic operator











is a Gaussian operator, i.e. for each time t the probability density of the
linear operators D(t, ξ) is a Gaussian function. We can use at this point the
properties of the moments of a Gaussian distribution and obtain directly
1
n!







where T acts on the operator that defines the variance.
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We can use a more convenient notation for the variance operator, and we




























T〈Dn(t; ξ)〉 = 1
(n/2)!
T[B(t)]n/2 (4.32)
so that in the end, in the case of a Gaussian process, we can write the average
value of Eq. (4.25) as
〈ρξ(x, t)〉 = T exp(B(t))ρ0(x) (4.33)
At this point we consider the following
〈ξ(s)ξ(u)〉 = δ(s− u) (4.34)

































giving us the formal identity:

















In the end, we obtain that, for the stochastic Liouville equation (4.24),
when ξ(t) is a Gaussian noise with correlation function (4.39), and in the
white-noise limit for the process ξ(t), the average distribution 〈ρξ(x, t)〉 sat-
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If we have instead the following correlation function for ξ(t)
〈ξ(s)ξ(u)〉 = σ2φ(γ(s− u)) s > u (4.39)
we have that this procedure is not formally correct, since this Gaussian noise
is in general not commutative. However, the Fokker-Planck expression can
still be a good approximation in the limit σ2φ(γτ)→ δτ .
Remark: the white-noise limit for the process ξ(t) is a singular limit. To
keep the noise effect finite, the amplitude of the noise should diverge. The
Liouville equation (4.24), as seen in the previous section, is justified only
when the noise correlation time γ−1 is greater than the evolution time scale
∆t considered for the system itself. Meaning, the physical evolution we are
considering is described with a discrete map with an evolution time scale ∆t
and a noise correlation time scale γ−1  ∆t. This means that Eq. (4.38)
approximates the physical dynamics only when correlations γ−1  1 and
γ∆t 1 hold.
This setup is consistent with the Stratonovich limit presented in (4.10),
that is equivalent to the stochastic differential equation




that is associated to the Fokker-Planck equation (4.38). In another possi-
ble point of view, one can assume the stochastic Liouville equation as the
true physical model to describe the evolution and Eq. (4.38) to describe the
average evolution in the limit of a short correlation time for the noise fluctu-
ations.
The white-noise limit is the fastest way to approximate the operator
B(x, t) when one has a fast decaying in the noise correlation. It is how-
ever possible to compute the effect of a finite noise correlation in the case
of a slow exponentially decaying Gaussian noise. This is possible only by
assuming a Gaussian character for ξ(t), if this does not apply, it is necessary
to use the white-noise limit for recovering the Gaussian character by means
of the Central Limit Theorem.
In order to generalize these previous results to a stochastic Hamiltonian
in the form of Eq. (4.1), we can observe that we can reach the form of the
stochastic Liouville equation (4.24) by performing the symplectic change of
variables
x(t, ξ) = Φt0(y(t, ξ)) (4.41)
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where Φt0(·) is the phase flux associated to the deterministic Hamiltonian
H0(x). This change of variables leads us to the new Hamiltonian
H(y, t) = H1(Φ
t
0(y))ξ(t) (4.42)
so that we can apply the obtained result to the corresponding stochastic

















since the Hamiltonian Liouville operator is covariant with respect to the
































〈ρξ〉(Φ−t0 (x), t) (4.45)
where Φ−t0 denotes the inverse phase flow. Finally, we let 〈ρξ〉(Φ−t0 , t) =












(Φ−t0 (x), t) (4.46)























In the end, we have that the average distribution function of the stochastic
Hamiltonian system (4.1), in the limit of a white Gaussian noise, satisfies the
Fokker-Planck equation (4.47).
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4.3 Diffusion over a toroidal surface
We shall now investigate the process of fast diffusion of a probability dis-
tribution over a toroidal surface. We are interested in this process as such
situations happens in action-angle Hamiltonian systems for the angle vari-
able.
We start by defining the following notation for the noise of a Wiener























(s′ − u)ξ(u) du (4.49)
This can be convenient if we want to display the processes w(t) and w1(s) in
the standard form ∫ t
0
K(t, s)ξ(s) ds (4.50)
where in this context K(t, s) is called the kernel of the noise. We have that
K = 1 for w(t) and K = t−s for w1(t). This implies σ2 = t for Wiener noise








Let us consider now a basic example of angular diffusion. Let x be an
angular variable defined over the interval [0, 1]. Let us define then
ẋ = ω + y mod 1
ẏ = εξ(t)
(4.52)
A diffusive solution for an x̂ defined on all R in the form ρ(x̂, t) can be
converted as a solution valid for x defined on the torus ρT (x, t) by using the
following periodicization
ρT (x, t) =
+∞∑
k=−∞
ρ(x+ k, t) x ∈ [0, 1], k = 0,±1,±2, . . . (4.53)
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The solution of (4.52) on R is given by
y = y0 + εw(t) x = x0 + (ω + εy0)t+ εw1(t) (4.54)
by writing the deterministic part of x(t) in the form 〈x(t)〉 = x0 + (ω+ εy0)t,













we can apply the periodization and then obtain










n = 0,±1,±2, . . . (4.56)
If we then represent the solution in the form of Fourier series























by assuming real fk coefficients, we obtain




2σ2k2fk cos(2πk(x− 〈x(t)〉)) (4.60)
The most important consequence of this example, is noticing how ρT
relaxes to the uniform distribution as e−σ
2
, where, in this scenario, we have
σ2 ∝ t3 (4.61)
while, instead, for a Wiener process, i.e. the one that affects y, we expect to
have
σ2 ∝ t (4.62)
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4.3.1 Considerations for simple Hamiltonian systems
Let us now consider two simple, but significative examples of stochastically-
perturbed Hamiltonian systems in action-angle coordinates (J, θ) in the form
H = H0(J) + εH1(θ, J)ξ(t). (4.63)
Example 1
Considering the following Hamiltonian
H = H0(J) + εJξ(t) (4.64)
we have that
J̇ = 0
θ̇ = ω(J) + εξ
(4.65)
where ω(J) = ∂H0/∂J . This implies that θ describes a simple Wiener process
whose solution can be written in the form
θ = θ0 + ωt+ εw(t) (4.66)
which implies a variance
σ2θ ∝ t (4.67)
Example 2
Considering the following Hamiltonian





from which follows immediately
J = J0 + εw(t) (4.70)
executing than a Taylor expansion for θ̇, we obtain




which, if integrated, brings
θ = θ0 + ω(J0)t+ εω
′(J0)w1(t) (4.72)
this solution, as seen at the beginning of the Section, implies a variance
σ2θ ∝ t3 (4.73)
while instead, for the action variable J , we have a variance
σ2J ∝ t (4.74)
4.4 Averaging Principle
If we apply a small perturbation (e.g. a stochastic process with small ε) to an
integrable system, the integrals of motion of the original system are expected
to slowly change, and the order of magnitude of the time scale over which
this change becomes considerable is generally dependent on the inverse of
the perturbation parameter.
Let us assume a 1D system in action-angle coordinates, in which the
angular coordinate is on a toroidal surface. Let us also assume it is possible




A small perturbation in the system, parametrized by a small quantity ε, cre-
ates new terms in the equations, these terms can be written in the following
form
İ = εf(I, θ, ε),
θ̇ = ω(I) + εg(I, θ, ε)
(4.76)
where f and g are periodic in θ. The action variable I, whose variation is
O(ε) is called slow variable, instead, the angle variable θ, which varies as
O(1) is called fast variable.
The quantities which originally were the integrals of motion start to slowly
evolve. On time scales of order 1, these evolutions are small, on time scales
of order 1/ε these evolutions can start to be relevant.
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Usually, we are interested in knowing the behaviour in time of the slow
variable. The idea behind the averaging principle is to replace the perturbed
system (4.76) with the averaged system:





f(J, θ, 0) dθ (4.77)
where, because θ evolves faster than I, its contribution to the variation of J
over a period can be averaged. This allows us to describe the approximated
evolution of the slow variables for time scales of order smaller or equal than
1/ε.
As Vladimir I. Arnol’d specifies in [41], this principle is not a theorem, but
a physical proposition, that is a vaguely stated, and, strictly speaking, false
assertion. Such assertions often happen to be fruitful sources for mathemat-
ical theorems. Moreover, the problem of the influence of small Hamiltonian
perturbations on an integrable Hamiltonian system was called by Poincaré
the fundamental problem of dynamics.
We will show how it is possible to set up the averaging principle firstly
for a 1D stochastic Hamiltonian in action-angle coordinates, and then for a
generic multidimensional stochastic Hamiltonian in action-angle coordinates.
We are mostly interested in reaching a valid expression for the probability
distribution of the system in the form of a Fokker-Planck equation by aver-
agin over the angular variable, expecting a faster relaxation to an uniform
distribution over the toroidal space as shown in the previous Section.
4.4.1 Averaging a 1D stochastic Hamiltonian
Let us consider a 1D stochastically perturbed Hamiltonian system, described
in action-angle coordinates, with the origin in a critical stable point of H0,
in the form
H = H0(J) + εH1(θ, J)ξ(t). (4.78)









{H1, {H1, ρ}} (4.79)
where {, } are the Poisson brackets and Ω(J) = ∂H0/∂J .
From the analysis in the previous Section, we know that a toroidal angle
variable relaxes in much faster times compared to the action relaxation scales
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(tθ ∝ ε−2/3 for the angle variable while for the action we have instead tJ ∝
ε−2). Because of that it is possible to simplify this last equation into a
Fokker-Planck equation for t  tθ: the distribution for the action variable





































+ εξ(t){ρ,H1} = 0 (4.82)
let us then write ρ in the form ρ = ρ0+ερ1, where ρ0 is the average component
and ρ1 the fluctuating component with zero average. Considering that 〈ξ〉 =






+ ε2{〈ξ(t)ρ1〉, H1} = 0 (4.83)






= −ξ(t){ρ0, H1}+O(ε) (4.84)
which we want to solve for ρ1 so that we can substitute it into Eq. (4.83).
To do so, let us first execute the following change of variables
θ → θ − Ωτ
t→ t− τ (4.85)
which allows us to write
d
dτ
ρ1(θ − Ωτ, J, t− τ) = ξ(t− τ){ρ0, H1}(θ − Ωτ, J, t− τ) (4.86)
integrating this last equation from τ = 0 to τ = t, we obtain
ρ1(θ, J, t) = −
∫ t
0
{ρ0, H1}(θ − Ωτ, J, t− τ)ξ(t− τ) dτ (4.87)
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where we took advantage over the fact that ρ1(θ, J, 0) = 0. Multiplying
then both members for ξ(t) and computing the average over all the noise
realizations, we have, in the case of a Wiener noise:
〈ξ(t)ρ1(θ, J, t)〉 = −
1
2
σ2{ρ0, H1}(θ, J, t) (4.88)
if we then replace this result into Eq. (4.83), we obtain, excluding terms of









{{ρ0, H0}, H0}. (4.89)
And, if we have that the relaxation time scale of the angle is faster than
the action diffusion time scale, we can say in good approximation that ρ =
ρ(J, t) does not depend on the angle variable θ. This leads us to the double
Poisson bracket expansion





















by taking then the angular average of this last equation, the second term in
the r.h.s becomes zero and we found the expression of D(J) to be integrated
over the whole torus.
4.4.2 Averaging principle for generic stochastic Hamil-
tonians
We still consider an perturbed Hamiltonian system in action-angle coordi-
nates in presence of a weak chaotic dynamics in phase space, but this time
we will consider a more generic approach valid for higher dimensions. We
will work with the following stochastically-perturbed Hamiltonian system
H = H0(I) + ξ(t)H1(θ, I) (4.91)
where (θ, I) are the multidimensional action-angle variables and the noise
realization ξ(t) depends on the initial conditions of the orbit.
Let us start by introducing the slow variable
φ = θ − Ω(I)t (4.92)
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where Ω(I) = ∂H0
∂I
(I). This leads us to the following new Hamiltonian
H = ξ(t)H1(φ+ Ω(I)t, I) (4.93)
via the generating function
F (θ, J) = θJ −H0(J)t (4.94)
In order to find an approximate solution of the previous dynamics, we con-
sider the evolution of the angle-action variables for a time T  λ. This leads






















(φ+ Ω(I)t, I)ξ(t) dt
(4.95)
where ∆φj(T ) = φ(T )− φ(0) and ∆I(T ) = I(T )− I(0). We want to inspect
the second integral in the formula of ∆φj(T ) by performing the following


























(φ+ Ω(I)s, I)ξ(s) ds dt
]
(4.96)
where we can combine these two integrals and replace their arguments using












[∆Ik(T )−∆Ik(t)] dt (4.97)
Therefore, we can say that if the action dynamics can be considered a sta-
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Therefore if the system is non-degenerate, i.e. the matrix ∂Ωk/∂Ij is not sin-
gular, the increment of the angle variables are the integral of the increments
of the action and, as we saw in the previous sections, we expect a much faster
relaxation to a uniform distribution. From this result we have that in the
evolution of the action variables we can approximate the distribution of the
angle variables with a uniform distribution. To get an approximation of the

































ξ(t)ξ(s) ds dt (4.99)
Let us then assume that the angles φ are uniformly distributed so that we
can average on the noise realizations and on the angles in a single step. The































where we have neglected the terms that are derivatves with respect to an
angle variable and used the decorrelation law of ξ(t). The corresponding
variance is estimated by











e−|t−s|/λ ds dt (4.101)
In the limit of slow diffusion time and in the approximation of a fast angle
























where Ĥ1 = H1/‖H1‖ and ξ̂l are identical independent distributed random
variables with zero mean value and unitary variance. We can interpret the
quantity Tλ‖H1‖2 as the time step ∆τ of the diffusion time (even though it
has a dimension of an action): the continuous limit is recovered when T →∞
(so that T  λ) and ‖H1‖2T → 0. In other words, T should be sufficiently
long in order to consider the angles relaxing to a uniform distribution and
the noise decorrelated, but ‖H1‖2 has to be so small that the actions do not










e−|t−s|/λ ds dt = 1 (4.103)
Finally, introducing the diffusion time notation τ = λ‖H1‖2t, we have that





















In order to completely check the consistency of our claims, let us consider














(I(T )− I(t)) dt (4.105)
by applying the approximation (4.104) we just obtained, we can compute
directly the fluctuating part of the action term (I(T )− I(t)) and obtain









At this point, if ∂Ω/∂I ∝ O(1) the stochastic approximation of the action
variables we performed implies that the relaxation process for the angles φ
must be archived after a time tφ, where λ‖H1‖2t3φ ' O(1). Then, we can
estimate
tφ ' λ−1/3‖H1‖−2/3 (4.107)
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so that the choice T ' tφ provides the result
∆τ ' λ2/3‖H1‖4/3 (4.108)
which vastly proves the assumption of fast angle relaxation, when compared
to the diffusion time scale.
The assumption on the fast relaxation of the angles φ, necessary to derive
the equation (4.104), can be satisfied if the estimate ‖H1‖2  λ−1 holds for
the decorrelation time scale of the random fluctuations. This condition is
necessary to describe the stochastic Hamiltonian dynamics as a diffusion
process and it implies that the approach is consistent even if the Ljapounov
exponent, characterizing the chaotic region, is small.
The evolution of the distribution function ρ(I, τ) at the diffusion time

















where in this equation the slow diffusion time coefficient τ has the dimension
of the square of an action, so that the diffusion coefficient is adimensional.
Chapter 5
A diffusive framework for
non-linear beam dynamics
5.1 A simple model
As we discussed in the previous chapters, quasi-integrable Hamiltonian sys-
tems are provided with a set of invariant KAM tori of large measure. More-
over, for multidimensional systems, transport in phase space occurs only over
a set of initial conditions of extremely small measure, through the topolog-
ical mechanism of Arnold’s diffusion. This phenomenon is characterized in
general by an extremely long timescale for finite transport phenomena[42].
In a system described by a symplectic polynomial map with an elliptic
fixed point at the origin, KAM invariant tori exist in a neighbourhood of
the fixed point, but their measure gradually decreases as the distance from
the fixed point increases, and a weakly-chaotic region takes the place of the
broken tori. In this scenario, the Nekhoroshev Theorem 4 makes possible to
elaborate some estimates of the timescales.
As explained in Sec. 3.2, the concept of Dynamic Aperture defines the re-
gion where a ‘pure’ KAM theory applies, i.e. the measure of the set of chaotic
orbits is neglegible so that Arnold’s diffusion is the only effective transport
mechanism. Beyond the Dynamic Aperture, one expects the appearance
of a large, weakly-chaotic region, generated by the overlap of serveral non-
linear resonances, where the orbits can be trapped for a long enough time,
i.e. longer than the operational time of the machine, before a fast escape to
infinity occurs.
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The amplitude of the chaotic region depends on the non-linear terms
in the map and, according to perturbation theory, the action variables are
almost conserved in this region, whereas the angle variables follow a dynam-
ics governed by chaotic fluctuations over a characteristic timescale. In the
chaotic region, the diffusive behaviour can be extremely difficult to describe,
due to the underlying geometrical structures associated with the Hamiltonian
character of the phase space[43].
Moreover, in real scenarios, like applications to beam dynamic problems,
it is not possible to avoid the presence of small external random perturba-
tions [44], that can destroy the microscopic structures of the phase space
responsable of the trapping of orbits for long time (stiking phenomenon). In
this way we may have an homogeneous region of chaoticity in the phse space.
These considerations justify the description of the orbit diffusion by means of
a stochastically perturbed Hamiltonian, which has been presented and stud-
ied in Section 4.1. Such proposed Hamiltonian model has the following form
H(θ, I, t) = H0(I) + εξ(t)H1(θ, I) (5.1)
with (θ, I) action-angle variables and ξ(t) a regular, stationary stochastic
noise with zero mean value and unit variance, which mimics the effects of
the chaotic dynamics. Moreover, H1 is normalized so that the parameter ε
is what defines the diffusion timescale ε2t of the process.
In this model, the term H0(I) represents the regular, deterministic part
of the magnetic lattice in analysis, while the perturbation term H1(θ, I) mea-
sures the effects linked with the presence of small random fluctuations, taking
into account also the phase-space inhomogeneities.
For utilizing the stochastic model (5.1) for the DA problem, some con-
siderations must be made:
• This model alone cannot describe the fast escape of a particle orbit to
infinity, therefore it needs to be equipped with an absorbing barrier at
a given distance to the origin (this is typical for every physical model).
• The evaluation based on this model must be made with ε 1 in terms
of the action threshold Ida(t∗) for which the probability that a particle
with I0 ≤ Ida is lost at the absorbing boundary for t ≤ t∗ is less than
an a priori given small, albeit non zero value1.
1Taking a zero value would mean not taking into considerations effects like the Arnold
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• In the limit t∗ → +∞, all the particles are lost with probability 1,
unless the perturbation vanishes at a finite distance from the origin
(which is not our case).
From perturbation theory, a possible approach for estimating the norm
of H1(θ, I) is based on the analysis of the asymptotic character of the pertur-
bation series. For the case of a symplectic polynomial map, provided there
are no dominating low-order resonances in the phase space, there is a generic







where the factorial term takes into account the number of contributions due
to the structure of the functional equations, the exponent η is related to
the number of degrees of freedom, and I∗ is related to the strength of the
non-linear terms.
























Our assumption is that the estimate for the optimal remainder, which scales
with the action I, is a fingerprint of the non-integrability of the dynamics and
can be applied in the region of weak chaoticity to measure the fluctuations
in the dynamics that destroys the long-term stability of the orbits.
We can operate with the estimate (5.4) and assume that it gives also a
measure of the orbits diffusion in phase space. We can therefore work with
the stochastic model (5.1) assuming that:








diffusion which, as said before, breaks the possibility to have stable regions for infinite
times.
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These steps are the result of the fundamental conjecture that the non-existence
of KAM tori over a certain region is intrinsically connected to the appearance
of chaotic regions. This conjecture is fundamental in this preliminary stage
in order to justify this approach.
To obtain an equation for ρ(θ, I, t), it is possible to apply to model (5.1)
the averaging procedure over the angle variable discussed in Sec. 4.4. Of
course, this approach can be justified when we are able to distinguish four
timescales[45]:
1. the noise decorrelation timescale γ−1;
2. the averaging timescale T  γ−1 at which ξ(t) can be well approxi-
mated as white-noise;
3. the angle relaxation timescale ∝ ε−4/3  T ;
4. the action diffusion timescale ∝ ε−2;
then, in the limit ε → 0, T → +∞ with γ finite and ε2T  1, we can well


























where τ is a slow effective time ∝ ε2
√
γ−1Tt. Since limI→0 h(I) = 0, we have
a natural boundary at I = 0, we just need to add an absorbing boundary
condition at I = Ia which, as explained at the beginning, represents the
starting position of a known fast escape to infinity or, also, the presence of a
collimator.
5.2 Approaches for diffusion measurements
5.2.1 Stochastic Symplectic Maps






cos Ω(I) sin Ω(I)
− sin Ω(I) cos Ω(I)
)(
xn
pn + εξn+1f (xn)
)
(5.7)
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where ξn are independent random variables with zero mean value and unit
variance and ε is a perturbation parameter (the independence condition for
the variables ξn can be weakened in the limit of ε  1). The function
f(x) = O(x2) simulates the presence of non-linear terms (or the remainder
of a perturbation theory) so that the origin is a stable fixed point.
Without loss of generality we assume that the integrable part is defined
by the frequency







we assume also that the linear frequency ω0 is not resonant.
As a stochastic Hamiltonian system, the stationary solution is the uniform
one in phase space. This implies that the dynamics is certainly unstable, i.e.
for any given initial condition, the probability to leave a given disk around
the origin tends to 1 as n→∞. However, we are interested in
• the expectation value of the first passage time at an absorbing barrier
as a function of the initial neighbourhood of the origin;
• the average time to lose a given percentage of the initial population;
• the evolution of an initial distribution function of particles.
The action dynamics of the map can be approximated in the following
way:
In+1 = In + εξn+1
√
2In cos (θn + Ω (In)) f
(√









2In sin (θn + Ω (In))
)
(5.9)










where F (x) is the primitive of f(x), this implies that its angular mean value
is zero.
In order to apply properly the averaging theorem, we need to consider
the fast relaxation of the angle variable in a diffusion time scale ε−2, this
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requires the condition ω2 = O(1). We end up then with the following diffusion









At this point, we are interested in formulating a Fokker-Planck process
to describe the action dynamic of this stochastic map. To do so, we can







pn + εξn+1f (xn)
)
(5.12)
where ξn(t) is still a stepwise stochastic process. Then, we can perform the
following time-dependent change of variables to the map
φn = θn − Ω (In)n
Jn = In
(5.13)
and obtain the following interpolating Hamiltonian
H = εξn(t)F (J, φ+ Ω(J)t) (5.14)
to which we can apply the procedure presented in Chapter 4 and describe
the action dynamics with a Fokker-Planck equation in the self-adjoint form
with the diffusion coefficient given by Eq. (5.11).































To compute the integral, since the only angular terms are sin2 θ and cos2 θ, we
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so that we can write






for a suitable constant c.
Stochastic noise and deterministic noise
Such approximation is valid for an ensemble of particles with independent
noise realizations ξn with zero mean and unit variance, i.e. each particle has
its own realization of the noise and the noise itself has zero autocorrelation.
However, such noise characteristics are not useful for emulating the ef-
fects of non-linear magnetic fields in the accelerator lattice. In fact, these
effects can be better emulated with a ‘deterministic noise’ which has a single
realization common for every particle and has a non-zero autocorrelation.
The results in Ref. [43], and most of the references therein, conjecture
that it is still possible to observe most of the diffusive behaviours in phase
space, even with an ensemble of particles all provided with the same noise
realization.
Moreover, the authors also conjecture that such diffusive processes can
be seen also if we replace the ξn random variables with a chaotic (but still
deterministic) map, like a Standard Map[46]. This would imply that our
approximation to a Fokker-Planck equation can be justified for couplings
with maps that are ‘chaotic enough’.
In order to verify these conjectures, we will utilize three different kinds of
noise when simulating the symplectic map (5.9), and then compare the evo-
lution of the ensemble with the corresponding Fokker-Planck process, com-
puted with a Crank-Nicolson integrator (see Appendix A for the implemen-
tation detail).
The three noises we use are:
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1. Random noise with different realizations for each particle. This will
give us a baseline result for our approximation.
2. Random noise with the same realization for all the particles and dif-
ferent values of autocorrelation, in order to observe at which point the
approximation ‘breaks’.
3. Deterministic noise generated with a Standard Map, with different level
of chaoticity.
A correlated random noise can be simulated by using the auxiliary dy-
namics
ξn+1 = γξn + wn (5.20)
where 0 < γ < 1 and wn are independent normalized processes. We can
analyse this process by letting ηn = γ
nξn. We get
ηn+1 = ηn + γ
−(n+1)wn (5.21)





















where n > m.
As for the Standard Map noise, we consider the following implementation
Jn+1 = Jn +K sin (ψn) mod 2π
ψn+1 = ψn + Jn+1 mod 2π
(5.24)
and use the array of Jn as our deterministic noise, with different values for K
in order to simulate different levels of chaoticity. For a graphical visualization
of some standard maps with different values of K, refer to Fig. 5.1.
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(a) (K = 1.25) (b) (K = 1.50)
(c) (K = 1.75) (d) (K = 2.00)
(e) (K = 3.00) (f) (K = 5.00)
Figure 5.1: Standard maps with different K coefficients iterated 105 times.
Starting condition: (I0 = 0.5, θ0 = 0.5). We observe as the strength of
chaoticity increases with K.
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5.2.2 First passage time
Let us start by considering a generic diffusion problem
∂ρ
∂t
(x, t) = LFPρ(x, t) (5.25)
where LFP is a generic Fokker-Planck operator, with x ∈ Ω and with an
absorbing boundary condition at ∂Ω.
By definition the probability to be in Ω at time t, starting from an initial




ρ(x, t|a) dx (5.26)
Let ta be the first passage time at ∂Ω for a realization of an initial condition
∂(x − a), and let p (t|a) the probability distribution of such ta, we have by
definition ∫ ∞
t
p(s|a)ds = PΩ(t|a) (5.27)
since ∂Ω is an absorbing boundary condition, i.e. the first passage time cor-
respond to the loss time.





























ρ(x, t|a) dx dt
(5.29)
where we have performed an integration by parts. We can use then the
adjoint operator L†FP and take into account the boundary conditions





L†FPρ(x, t|a) dx dt (5.30)
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Remark: in this context, L†FP acts on the initial state a.





dtρ (x, t|x0, s) ρ (x0, s|a, 0) dx0 = 0 (5.31)




ρ (x0, s|a, 0)
∂
∂s
ρ (x, t|x0, s) + ρ (x, t|x0, s)
∂
∂s








ρ (x0, s|a, 0)
∂
∂s









ρ (x, t|x0, s) + L†FPρ (x, t|x0, s)
]
ρ (x0, s|a, 0) = 0 (5.33)
if we are considering a stationary process, we can also write
∂
∂s
ρ (x, t|x0, s) =
∂
∂s
ρ (x, t− s|x0, 0) = −
∂
∂t
ρ (x, t− s|x0, 0) (5.34)
Letting s→ 0, we get the adjoint equation
∂
∂t
ρ(x, t|a, 0) = −L†FPρ(x, t|a, 0) (5.35)
Combining this last result with Eq. (5.30), we have the following equation
for the average first passage time




















where the last passage is given by the fact that limt→∞ ρ(x, t|a) = 0, due to
the presence of an absorbing boundary condition. In an explicit form, we
end up with the equation
L†FP 〈ta(a)〉 = −1 (5.37)
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tρ(x, t|a) dx dt− 〈ta(a)〉2
(5.38)




























we get the following equation
L†FPσ
2(a) = −2〈ta(a)〉 − L†FP 〈ta(a)〉 (5.41)
Now we want to specify Eq. (5.37) and Eq. (5.41) to a self adjoint-case,










By applying directly Eq. (5.37), we can evaluate the average first passage
















where of course we have set 〈ta(xa)〉 = 0 for the absorbing boundary condition






























































with a Nekhoroshev-like diffusion coefficient D(I) = h2(I)






In order to simplify the form of h(I) it is possible to rescale the time in the
form of τ = c2t, this allows us to ignore the c constant for all the following
calculations.















where Ia is the absorbing boundary, we change the form of the diffusion
























ρ̂(J, τ) = ρ(I(J), τ)h(I(J)) (5.53)
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An approach to study the probability current at an absorbing barrier condi-
tion is presented in Appendix B, in particular, we will make use of Eq. (B.23),
by considering a linear approximation for V (J) so that we can use the results
valid for a linear potential V (J) = −νJ .

















(J − J0) (5.54)














this approximation is effective if I0 is near the absorbing barrier and I∗  Ia.
For an initial condition δ(I− I0), we get the current of the Smoluchowski
Equation (5.51)












where the main contribution to the current behaviour is due to the depen-















Alternative form for the diffusion coefficient
As we saw in Subsection 5.2.1, we might be interested in interpolating Nekhoroshev-
like diffusions combined with a polynomial term Iβ, resulting in the following
(we neglect already the c term)








which leads us to
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and the corresponding potential








and, linearising it at J0


























(J − J0) (5.62)




















which we can plug with everything else in Eq. (5.56) to obtain a valid ap-
proximation for the current at the absorbing barrier.
5.3 A possible experimental procedure
As we reviewed in Sec. 3.3, the modern approach for measuring the Dynamic
Aperture of an accelerator consists of applying repeated small kicks to blow-
up the beam size until losses, which starts to happen when the beam crosses
the DA perimeter, are measured.
This approach proved to be very practical for measuring the amplitude
depedence of the stability time. However, it does not provide informations
on what happens inside the Dynamic Aperture region.
In the diffusive framework we propose for the Dynamic Aperture prob-
lem, we are interested in defining a way to measure the local behaviour of the
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beam at the various region of the phase space. In particular, we are inter-
ested in comparing the analytical results with an experimental procedure for
measuring the local diffusion coefficient D(I) for a given value of the action
variable I.
A possible way to do so is to obtain a valid measure of the first passage
time for different values of I, and then connect this measurements with the
expected average first passage time given by Eq. (5.44).
Such measurement can be obtained by applying a fast double-movement
procedure to the beam collimators (see Fig. 5.2 for the detailed procedure).
This procedure allows us to throw away part of the beam distribution, leaving
a consistent gap between the remaining part and the absorbing barrier. The
‘cutting point’ of the beam can be approximated as a fast logistic damping
to zero.
The time spent between this double-movement procedure and a non-zero
current measurement at the absorbing barrier gives us a first passage time
t(I) for a precise region in the phase space.
Iterating such procedure for different positions in the phase space can
allow us to obtain an interpolating function for t(I), which can give us the
informations we are looking for about the local diffusion coefficients.




(a) The initial setup of the beam is config-
ured as an exponential distribution ρ0 and






(b) In an initial phase, the collimator is
kept very close to the beam, to the point
that we obtain is a loss of the tail of the
beam and end up with a new initial distri-
bution ρ′0, cutted at the position I
′
a. This
phase is fast enough so that we do not have







(c) Immediatly after, the collimator is
brought back to the original position Ia.
If the procedure is fast enough, we can
consider the starting condition ρ′0 with a




(d) After a certain period with no beam
losses, dependent on the chosen positions
for the collimator, we measure a current
at the absorbing barrier Ia at the time t.
This gives us a first passage time for the
position I ′a.
Figure 5.2: Scheme of the experimental procedure.
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Chapter 6
Numerical results
6.1 Comparison between discrete diffusion and
FP process
In order to inspect the validity of the Fokker-Planck approximation for a
stochastic symplectic map, presented in Subsection 5.2.1, we consider an
ensemble of 105 particles in a map with the numerical parameters given in
Table 6.1, and we perform on them 104 iterations. The particles are initially
in a gaussian initial condition with Imean = 3.0 and Iσ = 0.2 (see Fig. 6.1).
These iterations are performed with the 3 different kind of noise pre-
sented, with various coefficient values, in order to test different regimes of
chaoticity. The results are then compared with the results of the Crank-








Table 6.1: Numerical parameters utilized for the numerical simulation of a
stochastic symplectic map like in Subsection 5.2.1.
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Baseline result. In Fig. 6.2 we can observe comparison between the en-
semble evolved with a different realization of independent random noise for
each individual particle. This is exactly the type of noise we utilized as basis
for our theory and, in fact, we can see how the Crank-Nicolson integration
follows almost exactly the evolution of the ensemble.
Correlated random noise. Differently to the baseline case, here we are
assigning to every particle the same noise realization and, moreover, we also
consider incresing levels of correlation γ for the random noise itself.
In Fig. 6.3 (a, b), we see the γ = 0 case, which is basically the same noise
of the baseline scenario, and we can see how the FP approximation still holds
up even when every particle has the same noise realization (we just observe
some fluctuations in the distribution).
In the other plots of Fig. 6.3, we can see how, for increasing values of γ,
these fluctuations starts to become more and more significant. This starts to
severely break the validity of our approximation for high values of γ, as we
can see in Fig. 6.4, where for the highest values of γ we have no resemblance
with the Fokker-Planck approximation.
This implies that for high noise correlation values it is necessary to re-
formulate adequately the approximation itself by executing a proper time
rescaling and by including the correlation terms in other parts of the approx-
imation.
Standard map noise. Since a random noise is not a ‘proper tool’ for mak-
ing physical models, we are interested in the validity of our approximation
when we replace the random noise with the deterministic chaotic motion of
a standard map.
In Figs. 6.5 and 6.6, we see the effect of such ‘deterministic noise’ on the
ensemble for different values of the K coefficient of the standard map.
In particular, we can see in Fig. 6.5 how high values of K, corresponding
to very chaotic standard maps, returns an ensemble evolution which can be
properly approximated with a Fokker-Planck process. In Fig. 6.6, instead,
we see how the low chaoticiy of the map ends up completely breaking our
approximation.
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6.2 First passage times
In this Section we shall inspect the first preliminary results obtained by
simulating the proposed experimental procedure presented in Sec. 5.3. We
simulated a Fokker-Planck process characterized by a Nekhoroshev diffusion








the process we simulate is characterized by the numerical parameters pre-
sented in Table 6.2, and we integrate it with the Crank-Nicolson scheme for
105 steps with the time delta set at k = 103.




Table 6.2: Numerical parameters for a Fokker-Planck process with Nekhoro-
shev diffusion.
The initial distribution we consider is a uniform distribution ρ0(I) = 1 to
which we applied a logistic damping at 50 different points over the interval
[3.5, 4] (see Fig. 6.7(a) for reference).
For each different damped initial condition, we considered the current evo-
lution step after step (see Fig. 6.7(b)). It is possible to observe in Fig. 6.7(c)
how each different damping position causes different times of zero measured
current before the ramp up that characterize the currents themselfs.
Finally, in Fig. 6.7(d), we display a log scale in which we compare 3 time
measures for each damping point analyzed I0:
1. The analytical formula for the expected average first passage time,
presented in Eq. (5.37), computed for the starting point I0.
2. The time at which we measured the maximum peak of the current in
our Crank-Nicolson integration.
3. The time at which we measured the first non-zero current in our Crank-
Nicolson integration. This would be the actual observable we could be
able to obtain from our proposed experimental procedure.
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From what we can see from this plot, we can observe how these three measures
appear to differ only for a multiplicative constant. This could imply an
interesting way to extrapolate information about the local diffusion coefficient
(for example by multiplying the measured time with a constant and then
apply the inverse formula of Eq. (5.37)).
This preliminary result will be inspected in future reaserch, as well as a
proper background theory in order to quantify properly this behaviour.
6.3 Current interpolation
In this Section we analyze the accuracy of the equations presented in Sub-
section 5.2.3 for estimating the current at the absorbing barrier for a Fokker-
Planck process with Nekhoroshev and Nekhoroshev-like diffusion coefficients.
The current we compare the equations with is computed with the Crank-
Nicolson scheme (Appendix A).
More specifically, we are interested in evaluating the utilization of these
equations for an interpolating procedure, in order to retrieve α, I∗ and β, that
characterize the diffusive behaviour of the process (we expect to exclude the
parameter c after a normalization procedure).
We distinguish two different scenarios, one in which we have a pure
Nekhoroshev diffusion, i.e. β = 0, and one in which we have a Nekhoroshev-
like diffusion which also presents a polynomial term, i.e. β 6= 0.
The two Fokker-Planck processes we integrate are characterized by the
numerical parameters persented in Tab. 6.3 and, as initial condition, we
consider an uniform distribution ρ0(I) = 1 combined with a logistic damping
at I = 4.40. The logistic damping is chosen steep enough so that we can
consider just an uniform distribution for [0, I], i.e. the initial distribution
goes from 1 to zero in an interval smaller than ∆I = 0.01. It is possible to
observe the evolution of these two separated processes in Fig. 6.8 and 6.10.
In Fig. 6.8(b) and 6.10(b) we present a direct comparison between the
measured current and the corresponding estimated current obtained by uti-
lizing our analytical formula stated in Eq. (5.56), with the exact same param-
etes utilized for the Fokker-Planck process simulated with the Crank-Nicolson
scheme.
In Fig. 6.9, we slightly modify either the value I∗ or α and keep the other
one correct in order to evaluate the sensitivity of the current obtained from
the equation, and perform the same comparison with the integrated Fokker-
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Table 6.3: Numerical parameters for the 2 Fokker-Planck processes utilized
for the current interpolation studies.
Planck process with the parameters given by Tab. 6.3(a). The resulting
analytical curves are then compared with the original curve by calculating a
L2 norm of the difference. This norm is then normalized over the L2 norm of
the simulated current itself. This gives us a relative error of the interpolation.
In Fig. 6.11, we execute the same procedure but for the integrated Fokker-
Planck process with the parameters given by Tab. 6.3(b), also analyzing how
modifying the β exponent affects our formula.
From these results, we can see how our formula appears to be adequately
accurate to replicate the behaviour of a numerical simulated current. More-
over, we can also see how it is strongly affected by small changes in the
parameters. This implies that, if we know the ‘correct’ value of every pa-
rameter minus one, it is possible to extrapolate the value of the remaining
one.
More specifically, we observe that our formula describes well a current
with β = 0, despite a little underestimation, given by the linearization we
performed on the potential. This underestimation becomes more consistent
for the case with β = 1.5 and further analysis is reuqired before we can decide
to use it for actual interpolation procedures.
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Figure 6.1: Initial distribution (t = 0) for the ensemble of 105 particles.
(a) (t = 500) (b) (t = 1000)
Figure 6.2: Ensemble of 105 particles iterated with independent random noise
with γ = 0. Map parameters are given in Tab. 6.1. Each particle has its own
noise realization. The Fokker-Planck approximation appears to be valid.
Current interpolation 93
(a) (t = 500, γ = 0.0) (b) (t = 1000, γ = 0.0)
(c) (t = 500, γ = 0.1) (d) (t = 1000, γ = 0.1)
(e) (t = 500, γ = 0.25) (f) (t = 1000, γ = 0.25)
Figure 6.3: Ensemble of 105 particles iterated with random noise with various
values of γ. Map parameters are given in Tab. 6.1. All particles are provided
with the same noise realization. For higher values of γ we start to see the
Fokker-Planck approximation breaking.
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(a) (t = 500, γ = 0.4) (b) (t = 1000, γ = 0.4)
(c) (t = 500, γ = 0.5) (d) (t = 1000, γ = 0.5)
(e) (t = 500, γ = 0.75) (f) (t = 1000, γ = 0.75)
Figure 6.4: Ensemble of 105 particles iterated with random noise with various
values of γ. Map parameters are given in Tab. 6.1. All particles are provided
with the same noise realization. For these high values of γ we see how the
Fokker-Planck approximation is completely broken.
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(a) (t = 500,K = 5.0) (b) (t = 1000,K = 5.0)
(c) (t = 500,K = 3.0) (d) (t = 1000,K = 3.0)
(e) (t = 500,K = 2.0) (f) (t = 1000,K = 2.0)
Figure 6.5: Ensemble of 105 particles iterated with deterministic noise ob-
tained from a standard map with various values of K. Map parameters are
given in Tab. 6.1. We can see how the Fokker-Planck approximation is valid
for high enough values of K, i.e. highly chaotic standard maps.
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(a) (t = 500,K = 1.75) (b) (t = 1000,K = 1.75)
(c) (t = 500,K = 1.5) (d) (t = 1000,K = 1.5)
Figure 6.6: Ensemble of 105 particles iterated with deterministic noise ob-
tained from a standard map with various values of K. Map parameters
are given in Tab. 6.1. We can see how the Fokker-Planck approximation is
completely broken for low enough values of K, i.e. weakly chaotic standard
maps. More specifically, we observe a severe grouping of particles into narrow
regions that will require further investigations.
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(a) Display of some damped initial condi-
tions considered.
(b) Measured current at absorbing barrier
for different damping points.
(c) Zoom-in of (b) to better observe the
ramp-up of the various currents.
(d) Comparison of times. The blue dots are
the analytical estimation of the average first
passage time, the orange dots are the times
at which maximum current was measured
in the FP process, green dots are the times
at which the first current was detected.
Figure 6.7: Analysis of multiple damped initial conditions for a Fokker-
Planck process with Nekhoroshev diffusion and parameters given in Tab. 6.2.
Figures (a,b,c) only show 13 elements out of 50 to improve readability.
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(a) Evolution of ρ(I, t) for different times.
(b) Comparison between the simulated current and the estimated current
obtained from Eq. (5.56).
Figure 6.8: Time evolution of the Fokker-Planck process with parameters
given by Tab. 6.3(a) and basic comparison with the corresponding current
formula.
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(a) Comparison between the simulated
current (black curve) and different current
estimations obtained from Eq. (5.56) for
different I∗ parameters.
(b) Relative L2 norm of the difference be-
tween the various curves in Subfig.(a) and
the actual current.
(c) Comparison between the simulated
current (black curve) and different current
estimations obtained from Eq. (5.56) for
different α parameters.
(d) Relative L2 norm of the difference be-
tween the various curves in Subfig.(c) and
the actual current.
Figure 6.9: Current interpolation performances and comparisons for the
Fokker-Planck process with parameter given by Tab. 6.3(c) and the actual
current.
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(a) Evolution of ρ(I, t) for different times.
(b) Comparison between the simulated current and the current estima-
tion obtained from Eq. (5.56).
Figure 6.10: Time evolution of the Fokker-Planck process with parameters
given by Tab. 6.3(b) and basic comparison with the corresponding current
formula.
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(a) Comparison between the simulated
current (black curve) and different current
estimations obtained from Eq. (5.56) for
different I∗ parameters.
(b) Relative L2 norm of the difference be-
tween the various curves in Subfig.(a) and
the actual current.
(c) Comparison between the simulated
current (black curve) and different current
estimations obtained from Eq. (5.56) for
different α parameters.
(d) Relative L2 norm of the difference be-
tween the various curves in Subfig.(c) and
the actual current.
(e) Comparison between the simulated
current (black curve) and different current
estimations from Eq. (5.56) for different β
parameters.
(f) Relative L2 norm of the difference be-
tween the various curves in Subfig.(e) and
the actual current.
Figure 6.11: Current interpolation performances and comparisons for the




In this Master Thesis, we inspected the main characteristic of a diffusion
framework for the non-linear betatronic motion in circular accelerators. More
specifically, we began to develop a number of 1D tools for analysing the char-
acteristic of the framework and elaborate procedures for future comparisons
with experimental data.
We can summarize our results in three main points:
• We have performed some initial comparisons between stochastic sym-
plectic maps of various nature and the corresponding Fokker-Planck
approximation, defining a baseline result and laying down some initial
considerations on the quality of the approximation.
• We have presented a first idea of an interpolation procedure for the
probability current generated at an absorbing barrier by a Fokker-
Planck process with a Nekhoroshev-like diffusion coefficient. This pro-
cedure will be refined in future works.
• We have proposed a possible experimental procedure to inspect the
local diffusive behaviours of a particle beam, based on the analysis of
first passage times, and we have performed a first simple simulation to
inspect the possibilities of such procedure.
More specifically, we have observed how the stochastic symplectic maps
can be adequately approximated with a Fokker-Planck process when coupled
with a ‘chaotic enough’ noise. However, we are interested in understanding
how we can modify this approximation in order to be able to take into account
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deterministic noises with strong correlation values. This will be necessary
when coupling symplectic maps with chaotic maps that, for example, mimic
tune ripple effects.
Moreover, we have showed that our analytic estimation of a Fokker-Planck
current at an absorbing barrier condition is good at estimating the actual
current of the process, computed with a Crank-Nicolson integration of the
process. However, before we can say that it can be used for an interpolation
procedure, further analysis are required, especially in order to verify if the
small underestimation we observed can interfere consistently with the fitting
procedure of the parameters.
Finally, we have performed a first numerical simulation of our proposed
experimental procedure and found first promising result that suggest that
this might be a good path to follow for developing a valid experimental pro-
cedure for testing our diffusive framework. This first result must be inspected
in order to certify its robustness at least on a theoretical point of view. More-
over, it will be necessary to test whether or not this result can be replicated
in the 2D domain.
In general, these first results are promising enough to justify further in-
vestigations on this topic, as most of the expected theoretical results of this
diffusive framework are observed in our numerical simulations. However, we
have also encountered some difficulties that will need to be addressed in fu-
ture analysis, in order to make this diffusive framework reliable enough for
more advanced implementations.
7.1 Future work
This is the conclusion of the thesis, but not of the research work related to
this topic. The next steps aim to move this framework from the theoretical
domain to a fully-fledged proposal that can be implemented adequately in
particle-tracking simulation codes (as for the Dynamic Aperture interpolation
part) and in particle accelerators (as for experimental protocols for measuring
local diffusive behaviours).
To do so, our models will be compared against more and more realistic
one-turn maps and simulation data (obtainable with SixTrack) until we will
be able to compare the actual experimental data taken at the LHC during
several experimental sessions.
Moreover, the final form of this diffusive framework will be required to be
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implemented and validated adequately for 2D scenarios. This will imply a
lot of further analysis in order to inspect the additional complexity induced
by the increase in the phase space dimensionality (we are already developing
tools for this topic, such as a valid 2D implementation of a Crank-Nicolson




For executing the numerical integration of the Fokker-Planck equation, we
utilized the Crank-Nicolson method, which guarantees an O(k2, h2) accuracy,
i.e. second order accuracy on both space and time, and unconditional stabil-
ity. In this appendix we shall present the method and the implementation
details. For more insights about this topic we invite the reader to consult
Ref. [47].













the Crank-Nicolson (CN) method can be presented as a combination of the
Forward Euler method with the Backward Euler method. Of course, we are
not talking of an ‘average’ combination between these two methods, since we


















































where unm indicates the value of u in the position m at the time n on the
discretised space-time lattice.
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Since the CN Eq. (A.2) is an implicit method, in order to obtain the ‘next’
value of u it is necessary to solve for each step a system of linear equations.
There are two main advantages in using this method for integrating a
PDE, instead of using an explicit method. Firstly, the CN method is a
second-order method both in space and time, meaning that the truncation
error in the scheme is in the order of O(k2, h2), where k is the discrete
time interval and h the discrete space interval. Secondly, the Crank-Nicolson
method is unconditionally stable, meaning that h and k have no bounds in the
values they can take without having the numerical error growing significantly
step after step.
The simplest example of application of the CN method is to the heat






0 < x < 1, t > 0 (A.3)
with initial condition and boundaries
u(x, t = 0) = u0(x) 0 ≤ x ≤ 1 (A.4)
u(0, t) = g0(t) = 0, u(1, t) = g1(t) = 0 t ≥ 0 (A.5)
Firstly, we consider a discretization over the x interval into M + 1 elements
with fineness 1/M , these elements will be labelled from 0 to M . Next, we












m+1 − 2unm + unm−1
h2
(A.7)
replacing then the terms in scheme Eq. (A.2), we obtain the complete ex-







unm+1 − 2unm + unm−1
h2
+
















un + b (A.9)
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m− 1 m m+ 1
n
n+ 1




−2 1 0 · · 0
1 −2 1 0 · 0
· · · · · ·
0 · 0 1 −2 1
































In general, with the CN scheme there is to solve a linear tridiagonal system
for each iteration. Fortunately, the Thomas algorithm permits a quick
solution of such systems in a complexity time of O(M), where instead a
Gaussian elimination would require a complexity time of O(M3).























we compute two new sets of coefficients c′i and d
′
i with the following equations





; i = 1
ci
bi − aic′i−1






; i = 1
di − aid′i−1
bi − aic′i−1
; i = 2, 3, . . . , n.
(A.14)






i − c′ixi+1 ; i = n− 1, n− 2, . . . , 1
(A.15)
A.1 CN scheme for a Fokker-Planck equation
In this work, the CN scheme is applied a particular kind of Fokker-Planck
equation, we will see here the details of the implementation.















for the construction of the CN integration scheme, it is possible to directly
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A.2 CN scheme for a 2D Fokker-Plank equa-
tion
Since it will be necessary to properly simulate a 2D Fokker-Planck equation
for testing adequately 2D DA models, we shall present briefly a time-efficient
generalization of the Crank-Nicolson scheme to 2 dimensions, known under
the name of Alternating Direction method (ADI), which is part of an even
more generalized class of operator-splitting methods.
More specifically, a generalized form of the ADI methods, and a second-
order ADI method for the parabolic equation with mixed derivatives (we
will always consider absorbing boundary conditions, i.e. Dirichlet boundary
conditions always equal to zero).
Firstly, we need to address how we can reshape the 2 dimensional arrays,
which represents our 2D space, into one-dimensional arrays, so that we can
operate with matrix-vector operations like in the 1D CN schemes seen before.
The most simple reshape method to do so, is to follow the lexicographic
ordering. In this method, given an M ×M 2D vector U2D, we build an M2
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1D vector U1D where the following structure holds:
U2D =

U1,1 U1,2 . U1,M
U2,1 U2,2 . U2,M
. . . .
. . . .























Let us begin by considering the following general form for a partial dif-
ferential equation:
ut = F ≡ F (0) + F (1) + F (2) (A.23)
where F (1) and F (2) are terms which group the derivates of u with respect
to x and y only, respectively, and F (0) contains all other non-linear mixed
derivatives terms.
In order to compute efficiently the various iterations of the solution vector
Un of Eq. (A.23), we can make use of the Douglas method for the heat




























where r = k/h2 and δx, δy represents the corresponding second order dis-
crete derivation on the x, y coordinate. This scheme can be written in the
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equivalent form (we omit for brevity the subscripts m, l):
W (0) = Un + rδ2xU
n + rδ2yU
n,










U (n+1) = W (2)
(A.25)
The correspondence between notation (A.24) and notation (A.25) is given
by the fact that U ′ = W (1).
Using the notation introduced in (A.23), we can rewrite (A.25) in the
following form
W (0) = Un + kF (Un),





F (i)(W (i))− F (i)(Un)
)
, i = 1, 2;
U (n+1) = W (2)
(A.26)
where F comes from the definition in (A.23).
For F (0) 6= 0, this method has accuracy O(k + h2), for F (0) = 0, we
have accuracy O(k2 + h2). In order to archive accuracy O(k2 + h2) even for
the more generic case, we can make use of the following modified scheme,
presented in [48]:
W (0) = Un + kF (Un),





F (i)(W (i))− F (i)(Un)
)
, i = 1, 2;





F 0(W 2)− F 0(Un)
)





F (i)(V (i))− F (i)(Un)
)
, i = 1, 2;
U (n+1) = V (2)
(A.27)
the unconditional stability of this last method for a generic convection-
diffusion equation has been investigated by the authors appropriately for
a convection-diffusion equation.




In this appendix we shall estimate the probability current at an absorbing
boundary for the Smoluchowski equation, by studying its spectral properties.














it is possible to cast the diffusion operator in a self-adjoint form by introduc-
ing the distribution p(x, y)



























At this point, we want to study the solution for Eq. (B.3). It is possible
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We can count on the orthogonality and completeness properties, which
can be written as ∫
φλ(x)φλ′(x) dx = δ(λ− λ′)∑
λ
φλ(x)φλ(x
′) = δ(x− x′)
(B.8)
and then, knowing that the initial condition ρ(x, 0) can be written in the
new notations as



















ρ(x, 0)φλ(x) dx (B.10)
if we apply that to the basic case ρ(x, 0) = δ(x − x0), we can write the
expanded solution in the following form
ρ(x, t) = exp
[





With that said, if we consider an absorbing boundary condition at x = 0,
that’s equivalent to impose φλ(0) = 0 and gives us a probability current at
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B.1 Potential in the form of V (x) = −νx
One specific case we are interested with is the V (x) = −νx case, i.e. a
constant drift towards the absorbing barrier at x = 0, this implies of course










is defined negative, i.e. all eigenvalues satisfies λ ≤ 0. Let −λ be an eigen-






























We have a zero-eigenvalue which corresponds to a trivial zero solution and
an upper limit for the negative eigenvalues from the bound that comes from
the value −ν2/D.
We now consider some direct examples to which apply what we have
obtained.
If ν = 0. Let us now consider as an example the probability current at





, if we apply that to Eq. (B.12) with δ(x − x0) as initial
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where we executed the change of variables 2λ = µ2D. At this point we

































































































If ν 6= 0. If we instead have a drift field, we can just modify a bit the
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and we end up with the current






























B.2 Change of variables for Smoluchowski form























and, to preserve the measure
ρ(I, t)dI = ρ(I(x), t)h(I(x))dx = ρ′(x, t)dx (B.26)
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defining then the effective potential
V (x) ≡ − ln(h(I(x))) (B.28)




















where now the domain is x ∈ (−∞, 0].
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