We propose a satisfiability testing (SAT) based exact approach for solving the two-dimensional strip packing problem (2SPP). In this problem, we are given a set of rectangles and one large rectangle called a strip. The goal of the problem is to pack all rectangles without overlap, into the strip by minimizing the overall height of the packing. We show the method solves a 2SPP by translating it to SAT problems through a SAT encoding called order encoding. Generated SAT problems tend to be large, then we show techniques to reduce the search space by utilizing symmetries and relations of rectangles. To solve a 2SPP, that is, to compute the minimum height of a 2SPP, we need to repeatedly solve similar SAT problems. We then reuse learned clauses, assumptions, and models, which are obtained from previously solved SAT problems, to efficiently compute the minimum height. We attempt to solve 38 instances from the literature and obtain the total of 29 optimal solutions, including the solutions of two open problems.
Introduction
Packing problems have many practical applications such as truck loading, LSI layouts and assignments of newspaper articles. There has been a great deal of research on these problems, for example, knapsack problems and bin packing problems. In this paper, we consider a satisfiability testing (SAT) based exact approach for solving the two-dimensional strip packing problem. (2SPP) [2] . This problem is NP-hard in the strong sense because the onedimensional bin packing problem which is strongly NP-hard can easily be transformed into a 2SPP [8] .
The input of the 2SPP is a set R = {r 1 , . . . , r n } of n rectangles. Each rectangle has a width w i and a height h i . We are also given a large rectangle, called a strip, of width W . The goal is to pack all rectangles without overlap into the strip by minimizing the height H. Although rectangles are allowed to be rotated by 90 degrees in the general case of the 2SPP, we assume that rectangles cannot be rotated according to convention of previous research [1, 4, 13, 19] . Furthermore, we assume that only integer values are allowed for w i , h i , W, and H.
The 2SPP has been well studied in the last decade. There are two types of methods to solve the 2SPP: the exact method and the incomplete method. The exact method can get the optimal solution of the problem. Martello et al. solve relatively small 38 instances and obtained 27 optimal solutions [13] . The incomplete method cannot prove the optimality of the solution, i.e., the obtained minimum height H. The method can only confirm the solution as optimum provided that the solution corresponds to the lower bound of the problem. The method can pack over thousand rectangles with keeping quality of solutions [1, 4, 15, 19] . Although both types of methods have been well studied, it is difficult to reach the optimal height even so small problems that have up to 200 rectangles as inputs.
For the problem, we propose a SAT-based method for solving the 2SPP. Recent advance of SAT technologies has been tremendous. Many SAT solvers have been developed and solve SAT problems. Most state-of-theart solvers are based on the Davis-Putnam-Logemann-Loveland (DPLL) algorithm [5] and use a clause learning technique [12] . With this technique, SAT solvers generate learned clauses when a conflict is reached and avoid encountering the same conflict in the later search. These techniques make SAT solvers applicable to huge problems which have over millions of clauses. The main advantage of using SAT solvers is that it make possible to use several SAT techniques.
In order to solve the 2SPP with a SAT solver, we represent the problem as a constraint satisfaction problem (CSP) and solve the CSP as a SAT problem through a SAT encoding called order encoding [16] . The feature of the encoding is that a CSP comparison x ≤ a is encoded into a Boolean variable and it enable a compact encoding for the 2SPP. However, generated SAT problems have to grow with the number of input rectangles. Then we propose techniques to reduce the search space. These techniques utilize symmetries and relations of rectangles. To reach the optimal solution, we have to repeatedly solve similar sub-problems. For solving these problems efficiently, we reuse learned clauses generated from previously solved problem. We also reuse assumptions and models which are obtained from previously solved sub-problems. In computational experiments, we evaluate techniques to reduce the search space and attempted to solve 38 instances from the literature [13] .
The remainder of the paper is organized as follows. Section 2 provides a necessarily brief perspective on the 2SPP and related concepts. Section 3 describes how to encode the 2SPP into SAT problems. Section 4 explains how to solve the optimal height of a 2SPP and several techniques to solve problems efficiently. Section 5 shows computational results. Section 6 dis-cusses related works. Finally, Section 7 concludes the paper.
Preliminaries
In this section, we give preliminaries to take a SAT-based approach to the 2SPP. In the following, N denotes the set of natural numbers and Z denotes the set of integers.
2SPP and 2OPP
We consider a SAT-based approach to the two-dimensional strip packing problem (2SPP). Although we want to obtain the optimal height of a 2SPP, SAT solvers can only determine the satisfiability of a given problem. We thus approach to the 2SPP by solving a sequence of two-dimensional orthogonal packing problems (2OPPs), which are decision problems of the 2SPP with a fixed height of the strip. We give more details of this method in Section 4.1. Here, we define the 2SPP and the 2OPP as follows [2] .
Two-dimensional strip packing problem (2SPP)
Input. A set R = {r 1 , . . . , r n } of n rectangles. Each rectangle r i ∈ R has a width w i and a height h i (w i , h i ∈ N). A Strip of width W ∈ N.
Constraints. Each rectangle cannot overlap with the others and the edges of the strip and parallel to the horizontal and the vertical axis.
Question. What is the minimum height such that the set of rectangles can be packed in the given strip?
Two-dimensional orthogonal packing problem (2OPP)
Input. A set R = {r 1 , . . . , r n } of n rectangles. Each rectangle r i ∈ R has width w i and height h i (w i , h i ∈ N). A Strip of width W and height H (W, H ∈ N).
Question. Can the set of rectangles be packed in the given strip?
CSP formulation of 2OPP
We now represent the 2OPP as a constraint satisfaction problem (CSP). A CSP is a triple V, D, C , where V is a finite subset of integer variables, D is a function which maps every variable in V to a subset of Z. We use D(x) as the subset of Z mapped from x ∈ V and call the set D(x) the domain of x. C is a finite set of constraints over a subset of variables in V .
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The CSP formulation of the 2OPP is as follows. Let x i and y i be integer variables such that the pair (x i , y i ) of variables represents the position of lower left coordinates of the rectangle r i in the strip. The domains of x i and y i are as follows.
These domains represent possible values of the coordinates of the rectangle r i and guarantee that r i must not overlap with edges of the strip. For each pair of rectangles r i and r j (1 ≤ i < j ≤ n), we associate the non-overlapping constraints.
Order Encoding
There have been several studies on translation methods which encode a CSP into a SAT problem, e.g., direct encoding, log encoding [18] , support encoding [10] and log support encoding [9] . Among them, order encoding [16] aims to make a more natural explanation of the order relation of integers. In order encoding, there are two encoding steps. Let x be an integer variable, and c be an integer value. At the first step, a constraint with comparison is translated into primitive comparisons which are in the form of x ≤ c. At the next step, a primitive comparison is encoded into a Boolean variable p x,c . Due to space limitation, we illustrate the encoding method with a simple constraint
). This constraint is encoded into the set of primitive comparisons as follows:
Then, these constraints are translated into the following formula of a SAT problem:
where px i,c denotes x i ≤ c for a simple expression. In order encoding, the following axiom clauses are also added:
From 2OPP into SAT Problems
In this section, we explain how to translate a 2OPP into a SAT problem with order encoding. Let r i , r j ∈ R (i = j) be two rectangles in a 2OPP. Let e and f be any integer. Then, the SAT encoding of a 2OPP uses four 
For each rectangles r i , r j (i < j), we have the following 4-literal clauses as the non-overlapping constraints (2):
For each rectangles r i , r j (i < j), and integer e and f such that 0 ≤ e < W − w i and 0 ≤ f < H − h j , we also have the following 3-literal clauses as the non-overlapping constraints (2):
Example. Consider the simple example of 2OPP shown in Figure 1a .
We are given four rectangles (
) and a strip (W, H) = (4, 4). We obtain the SATencoded 2OPP shown in Figure 2 . This SAT problem is satisfiable and the figure of packed rectangles corresponding to a model is shown in Fig. 1b . In this case, Boolean variables of the SAT problem are assigned as follows. These assignments are converted into the following assignments of the 2OPP:
Solving 2SPP with a SAT Solver
In Section 3, we explained how to translate a 2OPP into a SAT problem. In this section, we show how to compute the optimal height of a 2SPP with a SAT solver by repeatedly solving SAT-encoded 2OPP problems.
Searching Optimum Height of 2SPP
Let ub and lb be upper and lower bounds of a solution of a 2SPP, respectively. In practice, the lower bound is given by exact methods and the upper bound is given by either exact or incomplete methods. 
Furthermore, for each o (lb ≤ o ≤ ub − 1), we have the 2-literal clauses due to order encoding:
Let Ψ be the set of clauses consisting of all clauses obtained from (3), (4), (5), (6) and (7) . Then, we can decide the satisfiability of a 2OPP with the height H by solving the set of clauses 1 :
Note that Ψ is common in all 2OPPs associated with a 2SPP. The optimal height of a 2SPP can be obtained by repeatedly solving SAT-encoded 2OPPs. The bisection method, as used in previous studies [11, 14] , is useful for efficiently finding the optimal height. First, we set the lower and upper bounds. Then we solve the height which is at the half of the region. If we obtain the satisfiability of the 2OPP, then upper bound updated by the height, or if we obtain the unsatisfiability of the 2OPP, then lower bound updated by the height. We execute these operations repeatedly until the optimal height, which is the boundary between the satisfiable and unsatisfiable problems, is obtained. For example, let us consider the 2SPP which has the optimal height 140. To compute the optimal height, suppose that the lower bound is 48 and that the upper bound is 393. Then the height would change as: 48 (UNSAT), 393 (SAT), 221 (SAT), 134 (UNSAT), 178 (SAT), 157 (SAT),. . . . The solution area becomes more and more constrained until the optimal height is obtained.
Reducing Techniques
Now, we propose techniques which enhance the SAT-based approach. Supposing that W = H, the size of clauses of a SAT-encoded 2OPP are O(n 2 ), where n is the number of rectangles. Generated SAT problems have to grow with the number of input rectangles. We thus propose four techniques to reduce the search space. We give evaluation of these techniques in Section 5.
Domain reduction.
To prune the search space, we reduce the domain of the maximum rectangle defined by w m and h m with symmetry (see Figure 3) . There are three cases wherein maximum means maximum width, maximum height, or maximum area. We choose the maximum width and obtain a new domain for the maximum rectangle in the horizontal direction: Figure 4b , we can see that the r i , which has w i = 2, cannot be packed to the left to r m . This reduction is also available in the vertical direction.
Large Rectangles. If we are given large rectangles r i and r j which satisfy w i + w j > W , we can assign lr i,j = f alse and lr j,i = f alse by using a size relation of the pair of rectangles. Thereby, we can remove literals lr i,j , lr j,i and the clauses including either ¬lr i,j or ¬lr j,i from the SAT problem. The condition w i + w j > W means we cannot pack rectangles r i and r j in the horizontal direction (see Fig. 4a ). This reduction technique is also available in the vertical direction.
Same Rectangles. If we are given rectangles r i and r j which have the same dimension (w i , h i ) = (w j , h j ), we can fix the positional relation of rectangles. Thereby, we can assign lr j,i = f alse and add lr i,j ∨ ¬ud j,i .
One Pair of Rectangles. We can fix the positional relation between only one pair of rectangles. See Figure 4 , by using symmetry, we can restrict the positional relation between r i and r j . Hereby, we can assign lr j,i = f alse and ud j,i = f alse. Note that, this technique cannot use with domain reduction simultaneously. 
Reusing Clauses for Incremental Solving
To solve the 2SPP, we use Minisat [6] which is the one of the state-ofthe-art solvers. Minisat is based on the DPLL algorithm. On the basis of DPLL, Minisat efficiently implements conflict learning [12] . When the current assignment leads to a conflict, a new clause indicating the incompatible assignment is generated as a learned clauses. For example, when (x 1 , x 2 , x 3 ) = (true, true, f alse) is the source of a conflict, the clause ¬(x 1 ∧ x 2 ∧ ¬x 3 ) = ¬x 1 ∨ ¬x 2 ∨ x 3 is generated. Such a learned clause is utilized to prevent the solver from retrying the same portion of assignments. Note that all learned clauses can be deduced from the initial set of clauses.
Our SAT encoding approach generates a sequence of SAT problems. These SAT problems are similar to each other, that is, P o+1 includes P o except for some clauses. This kind of problem is called an incremental SAT problem [7] . Now we propose methods to reuse learned clauses, assumptions, and models for solving incremental SAT problems efficiently.
Learning Clauses. Nabeshima et.al. [14] show the effectiveness of reusing learned clauses for solving a job-shop scheduling problem. Eén and Sörensson also report a similar technique in solving incremental SAT [7] . To solve an incremental SAT problem efficiently, we here use their technique to reuse learned clauses for solving the 2SPP as follows. Let P and Q be SAT problems such that "all non-unit clauses of P are included in Q" (lemmareusability condition). Then by the lemma-reusability theorem by [14] , the set S of all learned clauses generated in solving P can be used to solve Q. That is, instead of solving Q, we can solve Q ∪ S, which results in pruning a large portion of the search space in many cases. In solving a 2SPP, two 2OPPs in the form (8) differ only in their unit clauses ph H , which satisfies the lemma-reusability condition above. By this way, we can reuse learned clauses produced in solving previous 2OPPs in subsequent 2OPPs.
Reusing Assumptions. In Section 4.1, we show how to decide the satisfiability at any height of 2SPP, and we need to add unit clause ph H to the problem. If Ψ ∪ {ph H } is unsatisfied, we cannot continue the bisection method without removing ph H from the problem.
To resolve this issue, Eén and Sörensson proposed a particular set of a unit clauses called assumptions [7] . An assumption is added before solving the problem, and then removed from the problem. Adding ph H as an assumption, we can do bisection method until the optimal height is obtained.
To solve incremental SAT efficiently, we propose to reuse assumptions. Generally, we solve the problems which are the conjunction of Ψ and at most one ph H . Using our method, we can reuse assumptions to next subproblems in bisection method. For example, let Ψ be an encoded 2SPP with lb = 4, ub = 10 and the optimal height 6. First we give Ψ and {ph 7 } as an c. H=2 Figure 5 : Reusing Models assumption to the solver and it returns SAT. Now we reuse assumptions by adding {ph 7 } to Ψ. Next the SAT solver is given Ψ ∪ {ph 7 } and {ph 5 } as an assumption, and returns UNSAT. Finally, the SAT solver is given Ψ ∪ {ph 7 } ∪ {¬ph 5 } and {ph 6 } as an assumption, and returns SAT. Using this way, we avoid redundant search space.
Reusing Models. When a SAT-encoded 2OPP is satisfiable, a SAT solver outputs a model which represents a placement of all rectangles within a given height H. In solving a 2SPP, a part of the previously obtained model might correspond to a model of next sub-problem. Let us consider a simple example of a 2SPP which has the optimal height H = 2. Suppose that we found a model of the 2OPP with H = 4 as that shown in Figure 5a . This model partially corresponds to a model with H = 3 because the two models share the truth assignment that lr 2,1 = true, lr 1,4 = true, ud 4,3 = true. We thus propose to reuse a partial model to solve the next sub-problem efficiently. A SAT solver assigns either true or f alse to a variable chosen by some heuristic if there is no unit clause, for example, Minisat [6] tries to assign f alse to such a decision variable preferentially. On the other hand, our proposed method assigns a decision variable the value which is found in a model of a previous satisfiable problem. By this reusing method, we can help the decision making of a SAT solver.
Experimental Results
The presented methods are run on a Xeon 2.6GHz with 2GB of memory within 3600 seconds and we use Minisat 2.0 [6] as a SAT solver. We use the benchmark set and those lower bounds shown in the literature by Martello et al. [13] : HT01-HT09, BENG01-BENG10, CGCUT01-CGCUT03, GCUT01-GCUT04, and NGCUT01-NGCUT12. All 38 instances are available at "DEIS -Operations Research Group Library of Instances" [17] . These benchmark sets include some problems which are very hard to solve. In To compute problems more efficiently, we combine reducing and reusing techniques. Table 2 shows a comparison with our combined methods with previous methods. Due to space limitation, we show top two of 36 combinations that we tried. Columns 1-4 show the characteristics of each instance such as the instance name, the number of input rectangles, the strip width W , and lower bounds from the literature [13] . Columns 5-7 show the best value obtained by the normal method and the top two combined methods. "C1" denotes results of the following combination: reducing with domain, large and same, reusing learned clauses and assumptions. "C2" denotes results of the following combination: reducing with large and pair, reusing learned clauses and assumptions. Columns 8-10 show a comparison with previous methods. "Incomp." describes the best value by incomplete methods from the literature [1, 15, 19] . All of those methods are reported recently in 2008. "Exact." describes the best value by Martello et al. [13] . "Prop." describes the best value by our methods. "op" denotes that the method obtain the optimal value. Table 1 , 2 show effectiveness of our proposed methods. Our SAT-based method with no reducing and no reducing techniques, can solve 24 optimums including the one open problem. Moreover, the combined methods can solve 28 optimums and close the open problem HT08. Table 2 also shows that our exact methods are competitive with the state-of-the-art incomplete methods. As a result, our methods compute a optimal solution of the instance HT08 (see Figure 7) and proves the optimum of NGCUT09 to be 50. In other words, we prove that the height of 49 has no solution in NGCUT09.
Discussion
There are a few report of methods which solve an optimization problem through encoding which translates a problem to decision problems. Bekrar et al. [3] reported an approach to the two-dimensional guillotine strip packing problem which is a variant of the 2SPP. They represent the problem as CSPs and solve the optimum with bisection method. The difference from our work is that they directly solve CSPs. On the other hand, we propose the SAT-based method for the 2SPP. Thereby we can apply several incremental SAT techniques and use the state-of-the-art SAT solver that have been widely studied. There are several works on a SAT-based method for other optimization problems. Inoue et al. [11] propose "Multisat" which can execute several SAT solvers in parallel and apply Multisat to SAT planning and the job-shop scheduling problem. The solvers included in Multisat exchange lemmas derived by conflict analysis among different SAT solvers for solving the problems efficiently. Nabeshima et al. [14] report another approach to the problems. Their method shares a learned clauses between sub-problems. Our SAT-based approach enhances these works with reusing assumptions and models, along with reusing learned clauses and is newly applied to the 2SPP.
In our method, we use the order encoding as a SAT encoding. However, there have been well studied about SAT encoding. Here, we consider a difference between direct encoding and order encoding. Let (w i , h i ) = (2, 2), (w j , h j ) = (2, 2) and place r i at (x i , y i ) = (3, 3) (see Figure 6 ). We can represent overlap constraint of CSP between r i and r j as follows:
To see difference between order encoding and the others, we compare the SAT clauses encoded with direct encoding [18] and those with order encoding. In the direct encoding, we assign to a SAT variable as p xa = true if and only if the CSP variable x has the domain value a, and constraints are encoded to conflict clauses. The encoded clauses are as follows: In direct encoding, constraints are represented as conflict points (see Figure 6a ). On the other hand, order encoding represents constraints as a conflict region (see Figure 6b ). This indicates SAT-based approach with order encoding is suitable not only 2SPP but also geometric problems such as shop scheduling problem.
Conclusion
We presented a SAT-based exact method to solve the two-dimensional strip packing problem. Our method solves the problem through order encoding and the bisection method. As far as the authors know, this is the first article that solves the 2SPP with a SAT solver. Our approach solved two open problems in 2SPP. This indicates that, while SAT-based approaches have been widely studied, there is still remaining challenging problems, especially OR problems like 2SPP.
There are several important future topics. Comparing other SAT-encoding methods is important to evaluate the effect of the order encoding. It is also interesting to compare this method with CSP solvers. Consideration of rotation of input rectangles and applying to other packing problems are worthwhile. There is a possibility that a hybrid system which includes incomplete methods as well as exact methods to solve larger problems.
