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LG/CY CORRESPONDENCE:
THE STATE SPACE ISOMORPHISM
ALESSANDRO CHIODO AND YONGBIN RUAN
Abstract. We prove the classical mirror symmetry conjecture for the
mirror pairs constructed by Berglund, Hu¨bsch, and Krawitz. Our main
tool is a cohomological LG/CY correspondence which provides a degree-
preserving isomorphism between the cohomology of finite quotients of
Calabi–Yau hypersurfaces inside a weighted projective space and the
Fan–Jarvis–Ruan–Witten state space of the associated Landau–Ginzburg
singularity theory.
1. Introduction
Mirror symmetry has been one of the most inspirational problems arising
from physics in the last twenty years. In the most common formulation,
which we call classical mirror symmetry, it is a duality statement pairing
two Calabi–Yau three-folds X3 and Y 3 by interchanging h1,1 and h2,1. When
the mirror symmetry was first proposed twenty years ago, only a few exam-
ples of Calabi–Yau three-folds were known. A major effort was launched to
construct more examples. Soon, physicists constructed millions of examples
which are (orbifolded) hypersurfaces and complete intersections lying inside
weighted projective spaces or toric varieties. Since every three-dimensional
Calabi–Yau orbifold admits a crepant resolution, we obtain millions of ex-
amples of smooth Calabi–Yau three-folds.
Among these millions of examples, an elementary and yet elegant mirror
symmetry construction was proposed by the physicists Berglund and Hu¨bsch
[BH93], which will be the focus of our interest. In [BH93] a hypersurface
XW in a weighted projective space P(w) = P(w1, . . . , wN) is considered: XW
is defined by a quasihomogeneous polynomial W . Berglund and Hu¨bsch
describe a simple definition of the mirror of XW .
The construction only involves cases when W is “invertible”; i.e. W
is the sum of N monomials, as many as the variables. In this case, one
can transpose the exponents matrix and obtain another quasihomogeneous
polynomial WT defining a hypersurface lying in another weighted projec-
tive space. The varieties XW and XWT are not mirror pairs in general and
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a certain orbifolding construction must be involved. Berglund and Hu¨bsch
proposed a certain physical property for a correspondence between automor-
phism groups G ⊂ Aut({W = 0}) and GT ⊂ Aut({WT = 0}); in [BH93],
the Calabi–Yau XW/G is expected to be the mirror image of the Calabi–
Yau XWT/G
T. More precisely, the classical mirror symmetry conjecture
should hold for these pairs: if we stick to Calabi–Yau three-folds, h1,1 and
h2,1 should be interchanged. This group duality is precisely stated only in
some cases, but already opens the way to several interesting tests: Kreuzer
and Skarke checked thousands three-folds for which they computed the so-
called “Landau–Ginzburg phase” [KS93]. Indeed, these invariants exhibit
the classical mirror symmetry correspondence.
Unfortunately, this approach was mysteriously abandoned to favor a more
geometric approach due to Batyrev and Borisov. Batyrev and Borisov con-
sidered the complete intersection of a Gorenstein toric variety. In this
context, the mirror symmetry was interpreted as polar duality. A major
theorem of the day was a solution of the classical mirror symmetry con-
jecture in this context. We should mention that Batyrev–Borisov imposed
an important condition called Gorenstein in all their constructions. In-
deed, Gorenstein conditions are also crucial on our recent investigation of
Gromov-Witten theory [CIR]. It is interesting to consider it in the con-
text of weighted projective spaces. The ambient weighted projective space
P(w) is Gorenstein if and only if
∑
j wj is a multiple of every weight wj;
hence, with a Gorenstein ambient space we can reduce to the Calabi–Yau
hypersurface defined by the Fermat polynomial of degree d =
∑
j wj; i.e.
W (x1, . . . , xN) =
∑
j x
d/wj
j . It was known that Fermat Calabi–Yau hyper-
surfaces only represents a small subclass of all Calabi–Yau hypersurfaces. It
was a big surprise to us that a vast range of cases involved in the Berglund–
Hu¨bsch construction are not covered by Batyrev and Borisov (see Remark
5)!
During the last two years, interest in this problem was revived by the in-
troduction of a Gromov–Witten-type theory for singularities by Fan, Jarvis,
and the second author. This fits within the framework of the Landau–
Ginzburg model and is based on a proposal of Witten (FJRW theory).
Recently, Krawitz [Kr] found a general construction for the dual group
GT. Working on much more general grounds where XW is not necessar-
ily Calabi–Yau, Krawitz proved an “LG-to-LG” mirror symmetry theorem
for all invertible polynomials W and all admissible groups G. We should
emphasize that the Berglund–Hu¨bsch–Krawitz computations are purely in
the Landau–Ginzburg setting. Whether XW/G and XWT/G
T are a mirror
pair of Calabi–Yau orbifolds is an open question. We shall give a firm answer
in this article. To state our theorem, let us set up some notation.
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The mirror symmetry setup. A hypersurface inside a weighted projec-
tive space is defined by a quasihomogeneous polynomial W in the variables
x1, . . . , xN of charges q1, . . . , qN ∈ Q>0 such that
(1) W (λq1x1, . . . , λ
qNxN ) = λW (x1, . . . , xN ).
Write q1 = w1/d, . . . , qN = wN/d with common denominator so that we have
gcd(w1, . . . , wN , d) = 1. Then, XW = {W = 0} ⊂ P(w1, . . . , wN) defines a
degree-d hypersurface. We always assume thatW has a unique singularity at
zero; in other words, XW is a smooth Deligne–Mumford stack (an orbifold).
Furthermore, XW is a Calabi–Yau orbifold if and only if
∑
j qj = 1; we
refer to this condition as the CY condition (see also Section 3.2). For three-
dimensional Calabi–Yau orbifolds, the crepant resolution always exists and
the Hodge numbers are equal to the Hodge numbers of the underlying Chen–
Ruan orbifold cohomology. A wider range of Calabi–Yau orbifolds arises
from quotients of XW . Consider the group Aut(W ) of diagonal symmetries
rescaling the coordinates and preserving W : (α1, . . . , αN) ∈ C× such that
W (α1x1, . . . , αNxN ) equalsW (x1, . . . , xN ) for all (x1, . . . , xN) ∈ CN . Clearly
JW = (exp(2πiq1), . . . , exp(2πiqN )) is contained in Aut(W ) and the action
of JW on XW is trivial (see Section 3.2 for a discussion of group actions on
these stacks). For any subgroup G of diagonal symmetries containing JW , let
us consider the group G˜ = G/〈JW 〉 acting faithfully on XW . The quotient
is Calabi–Yau as long as G is contained in SLN (C). Let G ⊂ Aut(W ) be
such that 〈JW 〉 ⊆ G ⊆ SL(N,C). Then, there is a very natural construction
associating WT and GT toW and G and preserving the following properties
(see Section §2, (5) and (6), for a concise presentation of the construction
of WT and GT).
First, the polynomialWT — precisely as the polynomialW — the polyno-
mial WT : CN → C has a unique singularity at 0 and the sum of its charges
qT1 , . . . , q
T
N equals 1 (i.e. XWT is Calabi–Yau). Second, the group G
T —
in perfect analogy with 〈JW 〉 ⊆ G ⊆ SL(N,C) — satisfies 〈JWT〉 ⊆ G
T ⊆
SL(N,C).
Our mirror symmetry theorem is
Theorem 2. The Calabi–Yau [XW/G˜] and the Calabi–Yau [XWT/G˜
T]
form a mirror pair; i.e. we have
Hp,qCR([XW/G˜];C)
∼= H
N−2−p,q
CR ([XWT/G˜
T];C),
where HCR( ;C) stands for Chen–Ruan orbifold cohomology.
The above theorem is precisely performing a “90 degrees rotation of the
Hodge diamond” as predicted by the classical mirror symmetry conjecture
in these cases.
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Remark 1. Let us point out that one can find two different polynomials
W1,W2 in the same family of degree-d quasihomogeneous polynomials in
the variables x1, . . . , xN with charges q1, . . . , qN . Now, whereas XW1 may
be regarded as a deformation of XW2, there is no apparent reason to claim
that WT1 is related to W
T
2 . Indeed the above statement implies that the co-
homologies of the hypersurfaces defined by WT1 and W
T
2 are strictly related
(in many cases, e.g. when SLW = 〈JW 〉, they are isomorphic). This pro-
vides many examples of “multiple mirrors” which are not birational to each
other—a rather interesting phenomenon which is certainly worth further
investigation.
The LG/CY correspondence. The above mirror symmetry theorem is an
outcome of our program to study so called Landau–Ginzburg (LG)/Calabi–
Yau (CY) correspondence. In the early days of mirror symmetry, physicists
noticed that regardingW as a function on CN leads to the Landau–Ginzburg
(LG) singularity model. (In this correspondence, we place ourselves within a
more general framework: we do not need to require that the number of vari-
ables equals the number of monomials.) The argument has been made on
physical grounds that there should be a LG/CY correspondence connecting
Calabi–Yau geometry to the LG singularity model [VW89] [Wi93]. In this
context, CY manifolds are considered from the point of view of Gromov–
Witten theory; this correspondence would therefore inevitably yield new
predictions on Gromov–Witten invariants and is likely to greatly simplify
their calculation (it is generally believed that the LG singularity model is
relatively easy to compute). In a different context, the LG/CY correspon-
dence led to identifying matrix factorization as the LG counterpart of the
derived category of complexes of coherent sheaves [HW04], [Ko].
In [FJRa, FJR08, FJRb], a candidate quantum theory of singularities
has been constructed by Fan, Jarvis, and Ruan. Using the Fan–Jarvis–
Ruan–Witten theory as a candidate theory on the LG side, the authors
have launched a program to solve LG/CY-correspondence for Calabi–Yau
hypersurfaces inside weighted projective spaces. In [ChiR], the equivalence
between FJRW theory and GW theory has been established in genus zero
in the case of the famous quintic three-fold. The starting point of this
equivalence is an isomorphism between the two cornerstones the two theories
are built upon: the FJRW state space of the singularity and the cohomology
of the hypersurface. This can be done explicitly in several examples, but it is
rather intricate to prove it in full generality (see Section 4 for a case-by-case
approach through elliptic curves, K3 surfaces and Calabi–Yau three-folds).
We will accomplish the isomorphism in full generality by building a com-
mon combinatorial model for both theories. Our model generalizes the
combinatorial model of Boissie`re, Mann and Perroni [BMP09] for weighted
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projective spaces. The main result is the following cohomological LG/CY
correspondence where Hp,qCR([XW/G˜];C) denotes the Chen–Ruan orbifold co-
homology whileHp,qFJRW(W,G;C) denotes the state space of Fan-Jarvis-Ruan-
Witten theory (see Section 3 for the detailed definition).
Theorem 14. Let W be a nondegenerate quasihomogeneous polynomial of
degree d in the variables x1, . . . , xN whose charges add up to 1 (CY con-
dition). Then, for any group G of diagonal symmetries containing JW we
have a bidegree preserving isomorphism of vector spaces
Hp,qCR([XW/G˜];C)
∼= H
p,q
FJRW(W,G;C).
The mirror symmetry theorem is a direct consequence of our cohomo-
logical LG/CY correspondence and Krawitz LG-to-LG mirror symmetry
theorem.
We point out, however, a most surprising aspect of our main theorem: not
only does it hold for noninvertible polynomials, it also holds for G 6⊆ SLW
(e.g. G equal to the group Aut(W ) itself). This goes beyond the LG/CY-
correspondence stated in physics and yields several surprising consequences.
1.1. Structure of the paper. This article is organized as follows. In Sec-
tion 2 we state precisely the mirror symmetry construction. In Section 3,
we introduce the state spaces of both Gromov–Witten theory (CY side) and
Fan–Jarvis–Ruan–Witten theory (LG side) and we state the cohomological
Landau–Ginzburg(LG)/Calabi–Yau(CY) correspondence between them. In
Section 4 we present several examples illustrating the correspondence, this
prepares the ground to the combinatorics involved in the general proof. In
Section 5, we prove the two theorems stated above. In Section 6 we review
the examples introduced in Section 4 in the light of the combinatorial tools
introduced in Section 5.
2. The classical mirror symmetry construction
Berglund and Hu¨bsch [BH93] consider polynomials in N variables having
N monomials
(2) W (x1, . . . , xN ) =
N∑
i=1
N∏
j=1
x
mi,j
j .
Note that each of the N monomials has coefficient one; indeed, since the
number of variables equals the number of monomials, even when we start
from a polynomial of the form
∑N
i=1 li
∏N
j=1 x
mi,j
j , it is possible to reduce
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to the above form by conveniently rescaling the N variables. In this way
assigning a polynomial W as above amounts to specifying a square matrix
M = (mi,j)1≤i,j≤N .
The polynomials studied in [BH93] are called “invertible”, because the
matrix M is an invertible N × N matrix. In fact, polynomials of this
type may be regarded as quasihomogeneous polynomials in the variables
x1, . . . , xN of charges q1, . . . , qN as in (1): to this effect, simply set
(3) qi =
∑
im
i,j,
the sum of the entries on the ith line of M−1 = (mi,j)1≤i,j≤N .
Each column (m1,j, . . . , mN,j)T of the matrix M−1 can be used to define
the diagonal matrix ρj whose diagonal entries are exp(2πim
1,j), . . . , and
exp(2πimN,j). In fact these matrices satisfy the following property ρ∗jW =
W ; i.e. W is invariant with respect to ρj . Furthermore the group Aut(W )
of diagonal matrices α such that α∗W = W is generated by the elements
ρ1, . . . , ρN :
Aut(W ) := {α = Diag(α1, . . . , αN) | α
∗W = W} = 〈ρ1, . . . , ρN〉.
For instance, the above mentioned matrix JW whose diagonal entries are
exp(2πiq1), . . . , and exp(2πiqN) lies in Aut(W ) and is indeed the product
ρ1 · · · ρN . Write
SLW = Aut(W ) ∩ SLC(N),
the matrices with determinant 1; in Berglund and Hu¨bsch’s construction we
consider groups G containing JW and contained in SLW . We write G˜ for
the quotient G/〈JW 〉.
Indeed, we start form a polynomial W : CN → C of nondegenerate type:
i.e. having a single critical point, the origin 0 ∈ CN . Let W be a nonde-
generate invertible potential of charges q1, . . . , qN satisfying the Calabi–Yau
condition
(4)
∑
j
qj = 1.
The geometrical meaning of this condition is the following: XW = {W = 0}
is Calabi–Yau, or — more precisely — {W = 0} is a degree-d Calabi–Yau
hypersurface in the weighted projective space P(dq), where d is the least
integer for which dq ∈ ZN . Let G ⊂ Aut(W ) be a group of diagonal
symmetries satisfying 〈JW 〉 ⊆ G ⊆ SLW (the fact that JW is contained in
SLW follows from the Calabi–Yau condition).
In this context there is a natural way to associate to W a polynomial
WT and to G a subgroup GT of the group of diagonal symmetries of the
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polynomial WT. The polynomial WT is defined by transposing the matrix
(mi,j):
(5) WT(x1, . . . , xN) =
N∑
i=1
N∏
j=1
x
mj,i
j .
The group GT is defined by
(6) GT =
{∏N
j=1(ρ
T
i )
ai | if
∏N
j=1 x
ai
i is G-invariant
}
,
where ρTi is the diagonal symmetry corresponding to the ith column of
(MWT)
−1 (note that, by construction, MWT equals (MW )
T).
Then we have the following properties:
– WT is nondegenerate and the sum of its charges qT1 , . . . , q
T
N equals 1
(i.e. XWT is Calabi–Yau).
– The group GT satisfies 〈JWT〉 ⊆ G
T ⊆ SLWT.
– The quotients [XW/G˜] and [XWT/G˜
T] form a mirror pair in the fol-
lowing sense.
Below, M , W , and G satisfy these conditions: M = (mi,j) is an invertible
N ×N matrix satisfying
∑
i,jm
i,j = 1 (CY condition, see (3) and (4)), the
polynomial W (x1, . . . , xN ) =
∑
i
∏
j x
mi,j
j has a single isolated critical point
at 0 ∈ CN , G is a group containing JW and contained in SLW .
Theorem 2. Then, the Calabi–Yau [XW/G˜] and the Calabi–Yau [XWT/G˜
T]
form a mirror pair; i.e. we have
Hp,qCR([XW/G˜];C)
∼= H
N−2−p,q
CR ([XWT/G˜
T];C),
where HCR( ;C) stands for Chen–Ruan orbifold cohomology.
We prove this theorem in Section 5.
Remark 3. Let us mention that the fact that WT is nondegenerate follows
from Kreuzer and Skarke [KS92] classification of invertible nondegenerate
potentials. An invertible potential W is nondegenerate if and only if it
can be written as a sum of (decoupled) invertible potentials of one of the
following three types, which we will refer to as atomic types :
WFermat = x
a.
Wloop = x
a1
1 x2 + x
a2
2 x3 + · · ·+ x
aN−1
N−1 xN + x
aN
N x1.
Wchain = x
a1
1 x2 + x
a2
2 x3 + · · ·+ x
aN−1
N−1 xN + x
aN
N .
If W is a Fermat type polynomial, the ambient weighted projective stack is
Gorenstein. However, if W is of a loop or chain type, the ambient weighted
projective stack is not Gorenstein in general.
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Corollary 4. Assume that the quotient schemes XW/G˜ and XWT/G˜
T both
admit crepant resolutions Z and ZT. Then the above statement yields a
statement in ordinary cohomology:
hp,q(Z;C) = hN−2−p,q(ZT;C).
We prove this corollary in Section 5.
Remark 5. In the case where wj divides d, Theorem 2 can be deduced from
Batyrev’s construction of mirror pairs into toric geometry. The general case
does not fit in this framework because the ambient space (unlike the space
XW ) is not Gorenstein in general. The following example illustrates this
well.
Example 6. In order to illustrate the above statement we provide an example
straight-away and we refer to Section 6 for more. Consider the following
quintic hypersurface in P4:
{x41x2 + x
4
2x3 + x
4
3x4 + x
4
4x5 + x
5
5 = 0}P4.
It is a chain-type Calabi–Yau variety X whose Hodge diamond is clearly
equal to that of the Fermat quintic and is well known: h1,1 = 1, h0,3 = 1,
h1,2 = 101
(7)
1
0 0
0 1 0
1 101 101 1
0 1 0
0 0
1 .
The mirror Calabi–Yau is given by the vanishing of the polynomial
WT(x1, x2, x3, x4, x5) = x
4
1 + x1x
4
2 + x2x
4
3 + x3x
4
4 + x4x
5
5 = 0,
which may be regarded as defining a degree-256 hypersurface XT inside
P(64, 48, 52, 51, 41). This degree-256 hypersurface is Calabi–Yau (i.e. 256 is
indeed the sum of the weights). But the ambient weighted projective stack
is no longer Gorenstein. Note that the group SLWT coincides with 〈J
T
W 〉;
therefore Corollary 2 reads
hp,q(X ;C) = h3−p,q(XT;C).
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Indeed, the Hodge diamond satisfies h1,1 = 101, h0,3 = 1, h1,2 = 1.
1
0 0
0 101 0
1 1 1 1
0 101 0
0 0
1 .
3. The cohomological LG/CY correspondence
The geometrical Landau–Ginzburg/Calabi–Yau correspondence is a corre-
spondence between two geometrical settings defined starting from the poly-
nomial W and the group G. With respect to the previous section we work
in a more general setup.
3.1. The polynomial and its diagonal symmetries. We consider poly-
nomials
(8) W (x1, . . . , xN ) = l1
N∏
j=1
x
m1,j
j + · · ·+ ls
N∏
j=1
x
ms,j
j .
where l1, . . . , ls are nonzero complex numbers and mi,j (for 1 ≤ i ≤ N and
1 ≤ j ≤ s) are nonnegative integers. We will always suppose that the sum-
mands of the above decomposition are distinct monomials; i.e. monomials
with distinct exponents.
We assume that W is quasihomogeneous ; i.e. there exist positive integers
w1, . . . , wN , and d satisfying
(9) W (λw1x1, . . . , λ
wNxN ) = λ
dW (x1, . . . , xN ) ∀λ ∈ C,
or, equivalently,
(10) W =
∑N
j=1
wj
d
xj∂jW
(we write ∂j for the partial derivative with respect to the jth variable). For
1 ≤ j ≤ N , we say that the charge of the variable xj is qj = wj/d. As soon
as w1, . . . , wN and d are coprime, we say that the degree of W is d and that
the weight of the variable xj is wj. We assume that the origin is the only
critical point of W ; i.e. the only solution of
(11) ∂jW (x1, . . . , xN) = 0 for j = 1, . . . , N
is (x1, . . . , xN) = (0, . . . , 0). (By (10), if (x1, . . . , xN) satisfies (11), then
W (x1, . . . , xN) is zero.)
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Definition 7. We say that W is a nondegenerate quasihomogeneous polyno-
mial if it is a quasihomogeneous polynomial of degree d in the variables
x1, . . . , xN of charges w1/d, . . . , wN/d > 0 and the following conditions are
satisfied:
(1) W has a single critical point at the origin;
(2) the charges are uniquely determined by W .
Remark 8. The second condition above may be regarded as saying that the
s× N matrix MW = (mi,j) defined by W (x) =
∑s
i=1 li
∏N
j=1 x
mi,j
j has rank
N (i.e. has a left inverse).
CY condition. The main result of this paper, the cohomological Landau–
Ginzburg/Calabi–Yau correspondence, holds under the following condition:
(12)
∑
j
qj = 1.
The definition of Aut(W ) applies without changes to the polynomial W
in this context: Aut(W ) is the group of (α1, . . . , αN) ∈ (C×)N satisfying
W (α1x1, . . . , αNxN ) = W (x1, . . . , xN ). Again SLW = SL(C, N) ∩ Aut(W )
and JW := (exp(2πiw1/d), . . . , exp(2πiwN/d)) is in SLW and generates a
cyclic subgroup of order d as a consequence of the CY condition.
3.2. The Calabi–Yau side. On the Calabi–Yau side the picture is that of
a hypersurface inside the weighted projective stack1
P(w1, . . . , wN) = [(C
N \ {0})/C×],
where C× acts as λ(x1, . . . , xN) = (λw1xN , . . . , λwNxN) and w1, . . . , wN are
the weights satisfying qj = wj/d. By the nondegeneracy condition, the
equation W = 0 defines a smooth hypersurface inside CN \ {0}: the normal
vector
(13) ~n(x) = (∂jW (x))
N
j=1
never vanishes on CN \ {0}. By the quasihomogeneity condition the action
of C× fixes the variety {W = 0}. We write XW for the quotient stack
XW := [{W = 0}CN\{0}/C
×] ⊂ P(w1, . . . , wN).
Remark 9. Note that the CY condition implies that ωXW is trivial, XW has
canonical singularities, and H i(XW ,OXW ) = (0) for i = 1, . . . , n − 1 (see
[CG, Lem. 1.12]). In other words XW is Calabi–Yau (see [Ba94, 4.1.8]). We
point out that well-formedness conditions (see [IF00] and [CG, p.8]) are not
needed here, see Remark 24 in Section 5.
1From now on we will always stress the stack-theoretic nature of the above quotient,
because this point of view is crucial here.
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Consider a group G contained in Aut(W ) and containing JW . The homo-
morphism mapping λ ∈ C× to (λw1 , . . . , λwN ) ∈ (C×)N , is injective because
∩jµwj is trivial (the weights are coprime by definition). It is natural to
identify C× with the image of the above injection: we write λ¯ for the image
of λ ∈ C×, i.e.
(14) λ¯ = (λwj)Nj=1.
Notice that we have
(15) C× ∩G = 〈JW 〉
as a straightforward consequence of the quasihomogeneity of W . The group
G˜ = G/〈JW 〉 acts faithfully on the stack XW . In fact, following Romagny’s
treatment [Ro05] of actions on stacks we may consider the 2-stack [XW/G˜]
which is equivalent to the quotient stack of {W = 0}CN\{0} by the action of
the product
GC× = {g(λw1, . . . , λwN ) | g ∈ G ⊂ (C×)N , λ ∈ C×} ⊆ (C×)N
(this is a consequence of GC×/C× = G˜ and of [Ro05, Rem. 2.4]). In this
way we may exhibit [XW/G˜] as a quotient and indeed a smooth stack of
Deligne–Mumford type:
(16) [XW/G˜] = [{W = 0}CN\{0}/GC
×] (with G˜ = G/〈JW 〉).
Alternatively, one may take the above formula as a definition of the quotient
[XW/G˜].
Remark 10. If G ⊆ SLW , the G-action preserves the canonical form on XW
and the quotient space Y = XW/G˜ is still Calabi–Yau (see Remark 24 in
Section 5). This motivates the hypothesis G ⊆ SLW in [BH93]; however,
Theorem 14 holds for the orbifold [XW/G˜] even beyond SLW . This happens
because the theorem is phrased in terms of Chen–Ruan orbifold cohomology
and applies to an orbifold which — in some sense — is Calabi–Yau (the CY
condition insures that the canonical divisor K of the stack [XW/G] has
vanishing degree). Example 19 exhibits a situation where G = Aut(W )
is not contained in SLW ; there, the quotient space XW/G˜ is not Calabi–
Yau (it is a projective line) but the stack [XW/G˜] has canonical divisor of
degree 0 and in fact there exists a tensor power of the canonical line bundle
which is trivial (we have ω⊗4 ∼= O). This is enough for Theorem 14 on
LG/CY correspondence to hold at a stack-theoretic level even if there is no
scheme-theoretic counterpart to this statement.
The main invariant on the Calabi–Yau side is the Chen–Ruan orbifold
cohomology. For a smooth Deligne–Mumford quotient stack X = [U/G] it
may be regarded essentially as follows. It is a direct sum over the elements
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g of the group G: the summands are ordinary cohomology groups H•(· ;C)
of the so-called sectors Xg = [{u ∈ U | gu = u}/G]. The sectors are alge-
braic stacks of Deligne–Mumford type; since the cohomology with complex
coefficients can be identified with the cohomology of the coarse space, the
summands can be expressed in terms of coarse spaces. We now detail this
description for the quotient stack
[XW/G˜] = [{W = 0}CN\{0}/GC
×].
For any γ ∈ (C×)N , and in particular for γ ∈ GC×, we can define
CNγ = {x ∈ C
N | γx = x};(17)
Nγ = dimC(C
N
γ );(18)
Wγ =W |CNγ .(19)
For γ ∈ GC×, we set the notation
{Wγ = 0}γ := {Wγ = 0}CNγ \{0};
it is easy to show that {Wγ = 0} defines a smooth hypersurface inside
CNγ \ {0}. We illustrate this by distinguishing two cases: γ ∈ G and γ 6∈ G.
If γ belongs to G, by [FJRa, Lem. 3.2.1], the condition ~n(x) = 0 for
x ∈ CNγ implies ~n(x) = 0 for x ∈ C
N ; hence we have x = 0. In other words
the hypersurface {Wγ = 0} inside CNγ \ {0} is smooth.
On the other hand if γ 6∈ G, then γ = (g1λ
w1, . . . , gNλ
wN ) with λ 6∈ µd and
(g1, . . . , gN) ∈ G (see (14) and (15)). In this case Wγ vanishes identically on
CNγ . Indeed suppose by way of contradiction that x1
m1 · · ·x
mq
q is a nonzero
monomial of W involving only γ-fixed variables (i.e. g1λ
w1x1 = x1, . . . ,
gqλ
wqxq = xq). Then λ
d = 1 because we have
(20) xm11 · · ·x
mq
q = (g1λ
w1x1)
m1 · · · (gqλ
wqxq)
mq
= λw1m1+···+wqmq((g1x1)
m1 · · · (gqxq)
mq) = λd(xm11 · · ·x
mq
q ).
A contradiction.
In this way, a sector is attached to each γ ∈ GC× and its coarse space is
always a quotient of a smooth variety
(21)
{
{Wγ = 0}γ/GC× ⊂ (CNγ \ {0})/GC
× if γ ∈ G.
{Wγ = 0}γ/GC× = (CNγ \ {0})/GC
× if γ 6∈ G;
Remark 11. The second case of the above dichotomy corresponds to the
situation where the intersection between XW and a twisted sector of the
ambient space is not transverse. In fact, XW contains the twisted sector.
This is the main difference between the Gorenstein and nonGorenstein cases,
12
see Example 18. For a while, we considered it to be a major obstacle for
the LG/CY correspondence.
The action of γ on a fixed point x ∈ {Wγ = 0}CNγ \{0} on the tangent space
Tx({W = 0}) can be written (in a suitable basis) as a diagonal matrix
Diag(exp(2πiaγ1), . . . , exp(2πia
γ
N−1))
for aγj ∈ [0, 1[. Note that the matrix above is (N − 1) × (N − 1) because
{W = 0} is a smooth hypersurface in CN \{0}. We can read from the above
matrix the so-called age shift
(22) a(γ) = a
(
Diag(exp(2πiaγ1), . . . , exp(2πia
γ
N−1))
)
=
∑N−1
l=1 a
γ
l .
Note that here we regarded γ inside GL(Tx({W = 0}), N − 1), but in our
situation γ naturally operates also on the affine space CN ; we refer to Lemma
22 in Section 5 for a formula expressing the age ax(γ) given above in terms
of the age of γ as an element of GL(CN , N).
We finally define the bigraded Chen–Ruan cohomology as a direct sum of
ordinary cohomology groups of twisted sectors
(23) Hp,qCR([XW/G˜];C) =
⊕
γ∈GC×
Hp−a(γ),q−a(γ)({W = 0}γ/GC
×;C),
where {W = 0}γ denotes the locus {x ∈ {W = 0}CN\{0} | γx = x}, and the
quotients appearing on the right hand side are quotient schemes and will be
referred to as sectors. The total degree degCR of a class α ∈ H
p,q
CR([XW/G˜];C)
is p+ q:
HdCR([XW/G˜];C) =
⊕
p+q=d
Hp,qCR([XW/G˜];C).
We do not discuss the Chen–Ruan orbifold product, because we only regard
HCR as a bigraded vector space.
3.3. The Landau–Ginzburg side. On the Landau–Ginzburg side W is
regarded as a G-invariant function
W : CN → C,
and the fibre over the origin is singular. We associate a nondegenerate
bigraded vector space to this singularity: the Fan–Jarvis–Ruan–Witten state
space. It will be the counterpart on the Landau–Ginzburg side of Chen–
Ruan cohomology on the Calabi–Yau side.
For each γ = (exp(2πiΘγ1), . . . , exp(2πiΘ
γ
N)) ∈ G, with Θ
j
γ ∈ [0, 1[; recall
the notations CNγ , Nγ, and Wγ from (17-19). The only critical point of Wγ
is the origin (see [FJRa, Lem. 3.2.1]). Let Hγ be the G-invariant terms of
the middle-dimensional relative cohomology of CNγ
Hγ = H
Nγ(CNγ ,W
+∞
γ ;C)
G,
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where W+∞ = (ReWγ)
−1 (]M,+∞[) for M ≫ 0. The Fan–Jarvis–Ruan–
Witten state space is
HFJRW(W,G;C) =
⊕
γ∈G
Hγ;
by analogy with Chen–Ruan cohomology, the summands will be often re-
ferred to as sectors. We point out a special sector: for γ = JW the term Hγ
is 1-dimensional; indeed NJW = 0 and the relative cohomology has a single
(G-invariant) generator 1JW . This is a good spot to introduce the so called
Neveu–Schwarz sectors:
Definition 12. A sector Hγ is a Neveu–Schwarz sector as soon as Nγ van-
ishes2. A Neveu–Schwarz sector Hγ has a single canonical generator 1γ.
Following established practice we call the remaining sectors Ramond sec-
tors (see [FJRa]).
Using the Hodge decomposition ofHγ we define a bigraded decomposition
of HFJRW. As in Chen–Ruan cohomology, the age shift (22) plays a role: for
example the total degree dFJRW of the terms Hγ is equal to Nγ − 2 + 2a(γ)
rather than the ordinary relative cohomology degree Nγ . More precisely the
decomposition of Hγ in terms of H
p,q
γ is as follows
Hp,qγ := H
p+1−a(γ),q+1−a(γ)(CNγ ,W
+∞
γ ;C)
G,
Hγ =
⊕
p+q=Nγ−2+2a(γ)
Hp,qγ .
The state space of FJRW theory is then equipped with a bigrading
(24) Hp,qFJRW(W,G;C) =
⊕
γ∈G
Hp,qγ
and the total degree degFJRW of a class in H
p,q
FJRW(W,G;C) is p + q; note
that, by construction, for any α ∈ Hγ and β ∈ Hγ−1 we have
degW (α) + degW (β) = 2N − 4.
Remark 13. We make an observation which may be regarded as the LG
analogue of Remark 9. The CY condition plays a crucial role here: the
FJRW-degree of the canonical generator 1JW of HJW vanishes. We mention
in passing that, when the product is introduced, 1JW may be regarded as a
unit of HFJRW(W,G;C) (see [FJRa] and [Kr]).
Furthermore, in [FJRa] the above structure is defined beyond the case
of the CY condition: it is important to notice that in order to extend the
structure together with the property degFJRW(1J) = 1 the authors involve
2We refer to Example 16 and Step 3 of the Proof of Theorem 14 (Section 5) for a
geometric interpretation of these sectors on the Calabi–Yau side.
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the charges q1, . . . , qN directly in the definition of the age shift (see [FJRa,
Defn. 3.2.3]).
3.4. The isomorphism. The main theorem provides an isomorphism be-
tween the Landau–Ginzburg side and the Calabi–Yau side. As mentioned
in the introduction this goes beyond the expected correspondence for G
satisfying JW ∈ G ⊆ SLW (see Example 28, where G 6⊆ SLW ).
Theorem 14. Let W be a nondegenerate quasihomogeneous polynomial of
degree d in the variables x1, . . . , xN whose charges add up to 1 (CY con-
dition). Then, for any group G of diagonal symmetries containing JW we
have a bidegree-preserving isomorphism of vector spaces
Hp,qCR([XW/G˜];C)
∼= H
p,q
FJRW(W,G;C).
For a scheme-theoretic counterpart of the above theorem we should con-
sider G ⊆ SLW . Then we have the following statement.
Corollary 15. Let G be a subgroup of SLW . Assume that XW/G˜ admits a
crepant resolution Z. Then, we have Hp,q(Z;C) ∼= Hp,qFJRW(W,G;C).
See Section 5 for the proofs; we now discuss some examples.
4. A first approach
The following examples will provide a concrete introduction to CR orb-
ifold cohomology and the FJRW state space. In each case we will establish
by hand the isomorphism of Theorem 14 stated in the introduction. This
illustrates how certain sectors of the FJRW state space on the Landau–
Ginzburg side are interchanged with cohomology classes on the Calabi–Yau
side. The exchange is nontrivial and provides some early motivation for the
introduction of a bookkeeping device: the diagram introduced in Section 5.
All the examples below will be examined in Section 6 using the diagram.
Example 16 (homogeneous polynomials). Theorem 14 is rather straightfor-
ward for a degree-d hypersurface in Pd−1. Here (w1, . . . , wd) is the dtuple
(1, . . . , 1) and the CY condition is automatically satisfied, d =
∑
j wj. This
is the case of a cubic curve in P2, a K3 surface in P3 (degree 4), and a quintic
three-fold in P4. The Lefschetz hyperplane theorem yields N−1 cohomology
classes: 1∩Xd, h∩Xd, . . . h
d−2∩Xd of bidegrees (0, 0), (1, 1), . . . , (d−2, d−2).
The remaining classes, the cokernel of H•(Pd−1;C) → H•(Xd;C), are the
primitive cohomology classes of degree d − 2: the (p, q) primitive cohomol-
ogy classes can be identified with the JW -invariant (p + 1, q + 1)-classes of
Hd(Cd,W+∞;C). For the cubic curve we have (h1,0, h0,1) = (1, 1), for the K3
surface we have (h2,0, h1,1, h0,2) = (1, 20, 1), and for the quintic three-fold we
have (h3,0, h2,1, h1,2, h0,3) = (1, 101, 101, 1). The Hodge “diamond” for the
15
quintic polynomial (W, 〈JW 〉) on the Calabi–Yau side (recall that 〈˜JW 〉 is
the trivial group 〈JW 〉/〈JW 〉) is (7).
If we switch to the Landau–Ginzburg side and we compute the FJRW
state space for (W, 〈JW 〉), we get
HFJRW =
d−1⊕
i=0
HJi .
There are d−1 sectors, HJi with i 6= 0, for which NJi vanishes: these are JW -
invariant relative cohomology classes of bidegree (0, 0) in HNJi (CNJi ,∅;C).
In other words we have d−1 Neveu–Schwarz generators 1J , 1J2, . . . , 1Jd−1 of
FJRW bidegree (0, 0), (1, 1), . . . , (d−2, d−2). The sectorHJ0 is by definition
the JW -invariant part of H
d(Cd,W+∞;C); therefore we get the same Hodge
diamond as on the Calabi–Yau side; i.e. for the quintic three-fold we get
(7).
We can further test Theorem 14 by choosing a larger group G ) 〈JW 〉.
We will detail one of these calculations in Example 19.
There is only one observation that we wish to retain from this exam-
ple: the Neveu–Schwarz sectors on the LG side are interchanged with the
hyperplane sections on the CY side. Note also that their degrees match.
Example 17 (quasihomogeneous polynomials inside a Gorenstein P(w)). Let
us consider W (x1, x2, x3, x4) = x
6
1+x
4
2+x
4
3+x
3
4, which is quasihomogeneous
of degree 12 in four variables of weight 2, 3, 3, 4. On the Calabi–Yau side, we
are interpreting this datum as a K3 surface S inside the Gorenstein weighted
projective stack P(2, 3, 3, 4) (all weights divide the sum of the weights 12).
We point out that the surface S has only two types of stack-theoretic points
with nontrivial stabilizers: the 3 intersections of {W = 0} with {x2 =
x3 = 0}, which have stabilizer µ2, and the 4 intersections of {W = 0}
with {x1 = x4 = 0}, which have stabilizer µ3. These points contribute to
the twisted sectors: on the one hand a point p with stabilizer µ2 yields the
pair (point, automorphism)=(p, 1) in the “untwisted” sector S1 and the pair
(p,−1) in the twisted sector S−1, on the other hand a point p with stabilizer
µ3 yields (p, 1) in the “untwisted” sector S1 and (p, ξ3) in the twisted sector
Sξ3, and (p, ξ
2
3) in the twisted sector Sξ2
3
. In this way the “twisted” sectors
(Sγ with γ 6= 1) consist of 4 + 4 + 3 = 11 points. It is straightforward to
see that all these points have age 1: therefore they contribute to an 11-
dimensional subspace of H1,1 in CR orbifold cohomology. The remaining
CR cohomology generators come from the sector S1, whose Hodge numbers
are (h2,0, h1,1, h0,2) = (1, 9, 1). Putting everything together, we get the K3
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surface Hodge diamond
(25)
1
0 0
1 20 1
0 0
1 .
On the LG side we compute the FJRW state space. There are 12 sectors
JW
h x1 x2 x3 x4 degFJRW (h
p,q | p+ q = degFJRW)
JW
0 0 0 0 0 2 (h2,0, h1,1, h0,2) = (1, 8, 1)
JW
1 2 3 3 4 0 h0,0 = 1
JW
2 4 6 6 8 2 h1,1 = 1
JW
3 6 9 9 0
JW
4 8 0 0 4 2 h1,1 = 3
JW
5 10 3 3 8 2 h1,1 = 1
JW
6 0 6 6 0 2 h1,1 = 2
JW
7 2 9 9 4 2 h1,1 = 1
JW
8 4 0 0 8 2 h1,1 = 3
JW
9 6 3 3 0
JW
10 8 6 6 4 2 h1,1 = 1
JW
11 10 9 9 8 0 h2,2 = 1
,
where the entry m for a coordinate stands for a coordinate exp(2πim) of
the power of JW which we are considering. (We have put no entries where
there is no invariant element.) Putting everything together we recover the
same Hodge diamond (25).
We can test this further with the degree-60 three-fold {x201 + x
6
2 + x
5
3 +
x44+x
3
5 = 0} contained in P(3, 10, 12, 15, 20). We leave to the reader this in-
teresting case, see Figure 9 at the end of the paper. The main point we wish
to observe at this stage is that we find again the correspondence between
Neveu–Schwarz sectors and hyperplane generated cohomology classes. This
is less obvious than in the previous example because hyperplane generated
classes occur also in the twisted sector : for instance the sector S−1 has 3-
dimensional and corresponds to HJ6 for the primitive part and to one of the
Neveu–Schwarz sectors for the nonprimitive part.
Example 18 (a nonGorenstein ambient space P(w)). We now consider the
polynomial W = x41x2+ x
3
2x3+ x
3
3x4+ x
3
4 of degree 27 and weights 5, 7, 6, 9.
On the CY side we have a K3 surface S inside the nonGorenstein weighted
projective stack P(5, 7, 6, 9). The study of the special points whose stabilizer
is nontrivial is rather subtle. The ambient weighted projective stack has a
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point with stabilizer µ9 and a point with stabilizer µ5. These two fixed loci
behave differently with respect to {W = 0} and illustrate the dichotomy
(21): the first one {x2 = x3 = x4 = 0} is intersected transversely (i.e. the
intersection is empty because {x2 = x3 = x4 = 0} is a point), the second
one {x1 = x2 = x3 = 0} is intersected nontransversely (i.e. it is contained
in {W = 0}). In Lemma 22 we show that this happens because the first
stabilizer is an element of 〈JW 〉 whereas the second stabilizer is not. This
phenomenon is the crucial point of this example and may be phrased as
follows.
The stabilizers µ7, µ6, and µ5 arise as subgroups of C
× generated by
ξ7, ξ6, ξ5 acting as λ(x1, . . . , x4) = (λ
5x1, λ
7x2, λ
6x3, λ
9x4). These elements
are not contained in the group generated by JW = (ξ
5
27, ξ
7
27, ξ
6
27, ξ
9
27). These
special group elements should be treated in a special way both on the CY
side and the LG side. This happens whenever the ambient space is not
Gorenstein and will require the study of extra group elements (beyond 〈JW 〉)
(see Example 27 and Figure 4 illustrating the present example).
We continue the computation, which yields the Hodge diagram for K3 sur-
faces (25). Indeed, the untwisted sector has one (0, 0)-class, one (2, 2)-class
and the following decomposition in degree two, (h2,0, h1,1, h0,2) = (1, 3, 1).
On the other hand there are four special points with stabilizers of order
5, 7, 6, and 3: namely {x2 = x3 = x4 = 0} (order 5), {x1 = x3 = x4 = 0} (or-
der 7), {x1 = x2 = x4 = 0} (order 6) and {x1 = x2 = x
3
3+x
2
4 = 0} (order 3).
These contribute to the twisted sectors with (5−1)+(7−1)+(6−1)+(3−1) =
17 points representing (1, 1)-classes due to the age shift (which is again 1).
This matches (25).
On the LG side we only can run a simple check for brevity. The CY
side shows 16 sectors, as many as the elements of µ7 ∪ µ6 ∪ µ3 ∪ µ5, which
contribute with 18 hyperplane sections (because the untwisted sector is two-
dimensional and yields 1, h, h2). We find 20 corresponding Neveu–Schwarz
sectors on the LG side: JW
h for h prime to deg(W ) = 27.
Example 19 (group quotients). We conclude this first study of the claim of
Theorem 14 with an example where G ) 〈JW 〉. As the previous section
already shows, a detailed analysis of the twisted sectors on the CY side
may be very delicate. Fortunately, the theory of elliptic curves provides a
very well known and illuminating example. We mention that this provides
an example where the Landau–Ginzburg/Calabi–Yau correspondence holds
beyond SL(3,C).
Let W (x1, x2, x3) = x
2
1x2 + x
2
2x3 + x
3
3 and set G equal to the maximal
group Aut(W ), which is cyclic of order 12 and is generated by the element
(exp(2πi1/12), exp(2πi10/12), exp(2πi4/12)). The hypersurface defined by
W = 0 is a cubic curve in P2. The group G˜ = G/〈JW 〉 is cyclic of order
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h1,1 = 1
h
3
4
, 3
4 = 2
h
1
2
, 1
2 = 3
h
1
4
, 1
4 = 2
h0,0 = 1
age=0
age=1/4
age=1/2
age=3/4
Figure 1. the sectors of [E/G˜].
4 and the action fixes the point represented by e0 := {x2 = x3 = 0} (over
this coordinate subspace the polynomial W vanishes). We may regard E =
{W = 0} as a genus-1 curve with a marking e0 ∈ E: an elliptic curve (E, e0).
Since there is only one elliptic curve with automorphism group of order 4
(j-invariant 1728), we know that (E, e0) is isomorphic to
(C/(Z+ iZ), [0] ∈ C)
and the automorphism may be regarded as the complex multiplication by
i. There are only three special orbits which do not consist of four distinct
points: the one-point orbit {e0 = [0]} (with stabilizer G˜), the one-point
orbit {1/2 + i/2} (with stabilizer G˜), and the two-point orbit containing
1/2 and i/2 (both with stabilizer of order 2). Therefore the stack-theoretic
quotient [E/G˜] has only three special (i.e. nonrepresentable) points with
stabilizers of order m0 = 4, m1 = 4, andm2 = 2 (the coarse space is actually
a projective line E/G˜ ∼= P1). It is now easy to visualize the sectors: apart
from the “untwisted” sector, we find
∑
i(mi − 1) = 7 “twisted” sectors
corresponding to points paired with their nontrivial automorphism. We
expect a 9-dimensional CR cohomology vector space H•CR([E/G˜];C) with a
2-dimensional contribution from the “untwisted” sector (H•(P1) ∼= 1C⊕hC)
and seven twisted 1-dimensional contributions mentioned above (graded by
twice the age). The picture is illustrated in Figure 1, where the Hodge
numbers are also listed.
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We finally check that the above computation matches the LG side. By γ,
we denote the order-12 generator of G.
γh x1 x2 x3 degFJRW (h
p,q | p+ q = degFJRW)
γ0 0 0 0
γ1 1 10 4 1/2 h1/4,1/4 = 1
γ2 2 8 8 1 h1/2,1/2 = 1
γ3 3 6 0
γ4 4 4 4 0 h0,0 = 1
γ5 5 2 8 1/2 h1/4,1/4 = 1
γ6 6 0 0 1 h1/2,1/2 = 1
γ7 7 10 4 3/2 h3/4,3/4 = 1
γ8 8 8 8 2 h1,1 = 1
γ9 9 6 0
γ10 10 4 4 1 h1/2,1/2 = 1
γ11 11 2 8 1 h3/4,3/4 = 1
Once again we put no entries where there is no invariant element. The
Hodge numbers match those listed in Figure 1.
5. Proof of the main result: a combinatorial model
The proof is structured in five steps as follows. On the Calabi–Yau side,
we further detail the decomposition of the CR cohomology (Step 1). Then,
we do the same for the FJRW state space on the Landau–Ginzburg side
(Step 2). We provide a diagram which schematizes and assembles into one
picture the sectors on the two sides (Step 3). We prove a lemma which allows
us to read off degCR and degFJRW on the diagram (Step 4). We establish an
isomorphism using the combinatorial model (Step 5).
Step 1: Calabi–Yau side. Consider the decomposition (23) of HCR as a sum
over GC×. The complex dimension of HCR is finite although this is not
evident from (23). Indeed, we can decompose GC× modulo C× into M =
|G|/d cosets. Let us choose M distinct cosets g(1)C×, . . . , g(M)C× so that
g(1), . . . , g(M) ∈ G and the set ⊔Mi=1g
(i)C× equals the set GC×. Now, we
describe the direct sum
(26)
⊕
γ∈gC×
H•({Wγ = 0}γ/GC
×;C)
where g is any of the elements {g(1), . . . , g(M)}. By construction HCR is the
direct sum of the expressions above for g ranging over {g(1), . . . , g(M)}.
Now we exhibit a finite number of terms of gC×, outside which the sum-
mand of (26) vanishes. Regard an element g ∈ G as an N -tuple of elements
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of C×,
g = (gj)
N
j=1.
Notice that specifying γ in gC× is equivalent to choosing λ ∈ C× so that γ =
gλ¯ = (gj)
N
j=1(λ
wj)Nj=1. Since gλ¯ acts by multiplication on the coordinates,
the fixed locus is nonempty if and only if λ is contained in the finite set⋃N
j=1{λ | λ
−wj = gj}. In this way (26) can be rewritten as a direct sum of
a finite number of finite dimensional vector spaces
(27)
⊕
λ∈
⋃N
j=1{λ|λ
−wj=gj}
H•({Wgλ¯ = 0}gλ¯/GC
×;C),
where the notation λ¯ of (14) has been used.
The quotient scheme {Wgλ¯ = 0}gλ¯/GC
× may be regarded as the quotient
scheme by GC×/C× = G˜ of the hypersurface {Wgλ¯ = 0} inside the weighted
projective space P(wλ) where wλ is the multi-index
(28) wλ = {wj | λ
−wj = gj}.
In this way we have
H•({Wgλ¯ = 0}gλ¯/GC
×;C) = H•({Wgλ¯ = 0}P(wλ);C)
G˜.
Notice that the number of entries of wλ equals Ngλ¯.
The cohomology H• of a hypersurface S inside a weighted projective
stack splits into two summands. The first summand is generated by the
self-intersections of the hyperplane sections: 1S, h ∩ S, h
2 ∩ S, . . . In the
case of {Wgλ¯ = 0}P(wλ), this summand ofH
•({Wgλ¯ = 0}P(wλ);C) is (Ngλ¯−1)-
dimensional. We point out that all these terms are G˜-invariant. The second
summand is the primitive cohomology and is concentrated in degree δ =
dimC(S) (if dimC(S) is odd this summand is the entire cohomology group
Hδ(· ;C), otherwise the rank of this summand equals the Betti number
bδ = dimH
δ minus 1). By the theory of the Milnor fibre [St77] [Do82]
[Di92] we may express the primitive cohomology as HNγ(CNγ ,W
+∞
γ ;C)
〈JW 〉.
This happens because the JW -action is the monodromy action on the Milnor
fibre of
Wγ : C
Nγ → C.
In this way the G˜-invariant part of the primitive cohomology of the hypersur-
face {Wgλ¯ = 0}P(wλ) is isomorphic to H
Nγ(CNγ ,W
+∞
γ ;C)
G (the isomorphism
identifies (p, q)-classes in HNγ ({Wgλ¯ = 0}gλ¯/GC
×) with (p+1, q+1)-classes
in HNγ (CNγ ,W
+∞
γ ;C)
G). In this way the group H•({Wgλ¯ = 0}gλ¯/GC
×;C)
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can be decomposed as
(29) HNgλ¯
(
CNgλ¯,W
+∞
gλ¯
;C
)G
⊕
Ngλ¯−2⊕
i=0
[
h
i ∩ {Wgλ¯ = 0}P(wλ)
]
C.
Remark 20. The summands on the right hand side contain (i, i)-classes
corresponding to cohomology classes in H2i({Wgλ¯ = 0}gλ¯/GC
×); whereas
the first summand consists of (p + 1, q + 1)-classes (with p, q ≥ 0) of
degree Nγ which represent (p, q)-classes in the primitive cohomology of
{Wgλ¯ = 0}gλ¯/GC
×.
By summing the above expression over all λ ∈
⋃N
j=1 {λ | λ
−wj = gj} we
get the entire finite-dimensional contribution to H•CR coming from the coset
gC×.
Step 2: Landau–Ginzburg side. We analyze the FJRW state space in a sim-
ilar way:
H•FJRW(W,G;C) =
⊕
γ∈G
Hγ.
For J = JW , we decompose G into M = |G|/d distinct cosets g
(1)〈J〉,. . . ,
g(M)〈J〉 (we choose the same g(1), . . . , g(M) as in the previous step). There-
fore the FJRW state space is a direct sum of the terms
d−1⊕
i=0
HNgJi
(
CNgJi ,W
+∞
gJi
;C
)G
for g ranging in {g(1), . . . , g(M)} (we are just making the definition of HgJi
explicit).
Write g = (gj)
N
j=1 as usual. We point out that if ξ
i
d does not belong to⋃N
j=1 {λ | λ
−wj = gj}, then NgJi = 0. In other words HgJi is of Neveu–
Schwarz type. We finally express the entire contribution to H•FJRW coming
from the coset g〈J〉:⊕
λ∈ µd∩
⋃N
j=1{λ|λ
−wj=gj}
HNgλ¯
(
CNgλ¯,W
+∞
gλ¯
;C
)G
⊕
⊕
λ∈ µd\
⋃N
j=1{λ|λ
−wj=gj}
1gλ¯C,
where we used the notation (14), and we identified the terms of 〈J〉 as λ¯ for
λ ∈ µd (e.g. J = ξ¯d).
Step 3: the diagram. In the previous two steps we split the state spaces into
M summands corresponding to a set ofM elements g(1), . . . , g(M) in G. Each
summand is efficiently represented by a diagram, which may be regarded as
a generalization of Boissie`re, Mann, and Perroni’s model [BMP09].
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Again, let us choose one of the above elements g(1), . . . , g(M) and denote it
by g; we describe the corresponding diagram. It consists of halflines (rays)
stemming from the origin in the complex plane and points lying on them
(dots). The dots will correspond to (sets of) generators in CR cohomology,
whereas the rays will represent sectors of the FJRW state space. Draw a
ray
{ρν ∈ C | ρ ∈ R+} ⊂ C
whenever we have
(30) ν ∈ µd ∪
N⋃
j=1
{α ∈ C | αwj = gj} .
Mark a dot
jν ∈ C
whenever νwj = gj for some j; in other words, whenever ν and j satisfy
ν ∈ {α ∈ C | αwj = gj} .
Mark further dots
(N + 1)ν
whenever
ν ∈
(
N⋃
j=1
{α ∈ C | αwj = gj}
)
\ µd.
For a nontrivial but low-dimensional example we refer the reader to Figure
4 where the diagram is drawn for the above-mentioned K3 surface {x41x2 +
x32x3 + x
3
3x4 + x
3
4} ⊂ P(5, 7, 6, 9).
This model can be related to the sectors of the two CR and FJRW spaces.
The coset determined by h with h = 1 ∈ G is the case treated in [BMP09]
and, for the sake of clarity, we discuss it first. This corresponds to assuming
G = 〈J〉 and looking at the hypersurface {W = 0} ⊂ P(w) (if G = 〈J〉,
then G˜ = 1). Since gj = 1 for all j, following (30), we find that the
rays correspond to the elements of µd ∪ µw1 ∪ · · · ∪ µwN . The rays that
carry some dots are in one-to-one correspondence with the sectors associated
to the hypersurface {W = 0} inside P(w1, . . . , wN). If we write a ray as
{ρν | ρ ∈ R+} with |ν| = 1 then the corresponding sector is the hypersurface
{Wλ = 0}P(wλ) for λ = ν
−1. Simply by unraveling the definitions, the
authors of [BMP09] make the following useful observation: a ray carries
as many dots as the quasihomogeneous coordinates of the corresponding
weighted projective subspace P(wλ). Building upon this, one can derive a
combinatorial model for the cohomology of the sector S = {Wλ = 0}P(wλ):
namely, we let the first Nλ − 1 dots represent the hyperplane sections 1S,
h ∩ S, h2 ∩ S, . . . , hNλ−2 ∩ S and the Nλth dots represent the primitive
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cohomology. In this way all the dots are attached to a summand of the CR
cohomology of XW . On the Landau–Ginzburg side, we can use the diagram
as follows: the rays with angular coordinate 2πl/d can be associated to the
summand HJ−l of the FJRW state space of (W,G = 〈J〉). The number of
dots on one of these rays corresponds to the index NJ−l.
The general procedure for a coset represented by h is as follows. Similarly
to the case h = 1, the rays whose angular coordinate is 2πl/d represent the
sector of the FJRW space HhJ−l. We point out that, by construction, a
sector is of Neveu–Schwarz type if and only if it is empty ; i.e. it does not
carry any dot. The dots always lie on some ray by construction: consider
the dot mν (with m ∈ N and µ ∈ {z | |z| = 1}) lying on the ray {ρν |
ρ ∈ R+}. We say that it is an extremal dot if there is no other dot with
higher polar coordinate and is an internal dot otherwise. An extremal dot
mν corresponds to the primitive cohomology of H•({Wgλ¯ = 0}gλ¯/GC
×;C)
for λ = ν−1. The internal dots m1ν,m2ν,m3ν, . . . lying on {ρν | ρ ∈ R} can
be ordered with respect to their polar coordinates and represent hyperplane
sections in Chen–Ruan cohomology of the sector {Wgλ¯ = 0}gλ¯/GC
× for
λ = ν−1: the first dot corresponds to the fundamental class of {Wgλ¯ =
0}gλ¯/GC
×, the next corresponds to the intersection with h, and so on.
We refer to Example 28 for a simple, and nevertheless interesting, demon-
stration of the above procedure (we wrote it in such a way that the reader
can skip directly there for a detailed description of the diagram attached to
a coset).
Now, we define two functions D and R on the union of the sets of rays and
of dots. They essentially count dots and rays and they can be efficiently used
in order to express the quantities degCR and degFJRW for the corresponding
classes. Notice that dots and rays are naturally ordered: the rays can be
arranged according to the angular coordinate ranging over [0, 1[ whereas the
dots can be arranged in lexicographic order 4 (recall that for ϑ, ϑ′ ∈ [0, 1[
we write ρ exp(2πiϑ) 4 ρ′ exp(2πiϑ′) if and only if we have ϑ ≤ ϑ′ or, for
ϑ = ϑ′, we have ρ ≤ ρ′). We can actually order the set given by the union
of dots and rays: for this, we require that a ray precedes all dots lying on
it and on the following rays (to this effect a ray {ρν | ρ ∈ R+} may be
treated as the point (1/2)ν and arranged according to 4). Now we define
the functions R and D. The function R is naturally defined on all rays
and takes values in the natural numbers ranging from 0 to the size of the
set
⋃N
j=1 {α ∈ C | α
wj = gj} minus one. It is defined by simply counting
the rays in the sense of the angular coordinate (i.e. anticlockwise). The
function D is naturally defined on the set of dots and takes values in the
natural numbers ranging from 0 to the number of dots minus 1. It is defined
by counting the dots in lexicographic order. We may naturally extend the
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function D to the set of rays: simply assign to a ray the value D of the first
preceding dot (if the ray precedes all dots we set D = −1). We naturally
extend R to the set of dots: a dot takes the value R assigned to the ray on
which it lies.
Remark 21. The functions R and D range over the same finite set of num-
bers. This happens because the number of rays is clearly d plus the number
of elements of
⋃
j µwj \ µd. On the other hand the number of dots can be
computed as follows. The number of dots jν with |jν| ≤ N is
∑
j wj because
each equation νwj = gj has wj solutions. The remaining dots are precisely
as many as the elements of
⋃
j µwj \ µd by construction. The two counts
match by the CY condition: d =
∑
j wj.
Step 4: the degrees degCR and degFJRW. Let x ∈ C
N be a point in
(CNγ \ {0}) ∩ {W = 0} = {Wγ = 0}γ.
(i.e. γx = x and W (x) = 0). By (21), if γ 6∈ G, then the intersection is not
transversal and CNγ lies inside {W = 0}; otherwise, if γ ∈ G, the intersection
is transversal and the intersection locus is again a smooth variety. Indeed,
one can see directly that if γ ∈ G the normal vector ~n(x) to x ∈ {W = 0}
lies in CNγ : hence the whole line
{y = x + ρ~n(x) ∈ CN | ρ ∈ R}
is fixed (lies inside CNγ ).
The explicit argument is as follows: let us arrange the coordinates so
that x1, . . . , xq are all the γ-fixed coordinates: i.e. if γ = (g1, . . . , gN) we
have g1 = · · · = gq = 1. Then, for any j > q we have gj 6= 1. We
conclude that ∂jW (x) = 0. This happens because x ∈ CNγ is of the form
x = (x1, . . . , xq, 0, . . . , 0) and ∂jW (x) 6= 0 only if there is a monomial of W
of the form xm11 · · ·x
mq
q xj , which contradicts gj 6= 1 because
xm11 · · ·x
mq
q xj = (g1x1)
m1 · · · (gqxq)
mq(gjxj) = gj(x
m1
1 · · ·x
mq
q xj).
In the case γ 6∈ G we know that the normal line passing through x with
vector ~n(x) has only one fixed point: x. The following lemma describes this
action precisely and embodies the previous observation that γ acts trivially
on x for γ ∈ G.
Lemma 22. For any γ = gλ¯ ∈ GC×, let x ∈ CN \ {0} be a point of the
hypersurface {W = 0}, which is fixed by γ; i.e. x belongs to (CN
gλ¯
\ {0}) ∩
{W = 0}. Then gλ¯ acts on the normal line {y = x + ρ~n(x) ∈ CN | ρ ∈ R}
by multiplication by λd as follows
gλ¯ (x + ρ~n(x)) = x + λdρ~n(x).
25
In particular, the age α of gλ¯ in GL(C, N) and the age ax(γ) of gλ¯ act-
ing on the (N − 1)-dimensional tangent space Tx({W = 0}) are related as
follows:
ax(gλ¯) = α− 〈sd〉 if λ = exp(2πis) and s ∈ [0, 1[,
where 〈sd〉 denotes the fractional part of sd ( i.e. sd− ⌊sd⌋).
As a consequence, on the diagram attached to g = (g1, . . . , gN) ∈ G, the
degree degFJRW of a class represented by an empty ray and the degree degCR
of a class represented by an internal dot can be expressed as
2
(
N∑
j=1
sj +D − R
)
,
where gj = exp((2πisj)) with sj ∈ [0, 1[.
Proof. The first part is well known: the normal bundle to the hypersurface
is a C×-linearized line bundle O(d) with character λ 7→ λd. We detail the
argument by choosing a nonvanishing coordinate ∂j0W (x) of ~n(x) and by
proving that multiplying it by gj0λ
wj0 is the same as rescaling it by λd. To
begin with, notice that the fact that ∂j0W (x) does not vanish guarantees
the existence of a monomial ofW with exponents m1, . . . , mN only involving
the j0th coordinate and coordinates for which gjλ
wj = 1. In other words, for
j 6= j0 we have (gjλ
wj)mj = 1, because either mj vanishes or gjλ
wj equals 1.
Then there are two possibilities. First, if gj0λ
wj0 = 1, then λd = 1,
λd = λm1w1+···+mNwN = gm11 λ
m1w1 · · · gmNN λ
mNwN = (gj0λ
wj0 )mj0 = 1.
Otherwise gj0λ
wj0 6= 1 and the xj0 coordinate is not γ-fixed. In this case
∂j0W (x) 6= 0 implies that mj0 is necessarily equal to 1: we have
gj0λ
wj0 = gj0λ
wj0
∏
j 6=j0
(gjλ
wj)mj =
∏
j
g
mj
j
∏
j
λmjwj = λd.
This completes the proof of the first part of the claim.
The formula immediately implies the expression for ax(gλ¯) in terms of α
and λ in the statement. Indeed, we make that expression more explicit by
assuming that g equals (exp((2πisj)))
N
j=1 and by writing λ as exp(−2πit).
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Then we have
ax(gλ¯) =
N∑
j=1
〈sj − twj〉 − 〈−td〉
=
N∑
j=1
(sj − twj)−
N∑
j=1
⌊sj − twj⌋ − (−td)− (−⌊−td⌋)
=
N∑
j=1
sj +
(
−
N∑
j=1
⌊sj − twj⌋
)
− (−⌊−td⌋) ,
where the CY condition has been used in the last equality. The last part of
the statement follows from relating the last two summands to the function
D − R evaluated on an empty ray and internal dots.
The functions D and R introduced above have particularly convenient
properties, which will be evident in the next step; however, in order to match
the above expression we need to define two slightly different functions D˜ and
R˜. The functions D˜ and R˜ only count (and are defined on) a special kind of
dots and rays: the rays are those with angular coordinate within (2π/d)N
and the dots are those whose polar coordinate is (strictly) smaller than N+1
(i.e. |· | ≤ N). The union of these dots and rays is naturally ordered by the
lexicographic order 4 and the prescription that a ray precedes all dots lying
on it and on the following rays. The function R˜ is naturally defined on the
considered rays by the angular coordinate times d/2π and takes values in
{0, 1, . . . , d − 1}. The definition extends immediately to dots lying on the
above-mentioned rays and also to a dot which does not lie on the considered
rays: we assign to it the value R˜ of the next ray (and we assign d if there is
no next ray). On the other hand, the function D˜ is defined by counting in
lexicographic order the dots with |·| ≤ N . Again, we may naturally extend
the function D˜ to the set of rays: simply assign to a ray the value D˜ of
the first preceding dot (if the ray precedes all dots we set the value of the
function here to −1). We point out that D − R coincides with D˜ − R˜ on
internal dots and on empty rays3.
The claim follows. An empty ray necessarily has angular coordinate
(2π)l/d and corresponds to the sector HgJ−l . Since −
∑
j⌊sj − tw⌋ equals
3This is straightforward apart from the case of an internal dot whose angular coordinate
is not in (2pi/d)N, where it holds because, there, R˜ has been defined as the value of the
next ray.
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D˜ + 1, the degree (1/2) degFJRW equals
a(gJ−l)− 1 =
N∑
j=1
sj +
(
−
N∑
j=1
⌊
sj −
l
d
wj
⌋)
−
(
−
⌊
−
l
d
d
⌋)
− 1 =
∑
j
sj + (D˜ + 1)− R˜− 1 =
∑
j
sj +D −R.
On the other hand, for internal dots, the only interesting check concerns
the first dot of one ray {ρ exp(2πit) | ρ ∈ R+}. There, the identities R˜ =
−⌊−td⌋ and D˜ = −
∑
j⌊sj− twj⌋ hold. Therefore the degree (1/2) degCR of
the fundamental class of {Wgλ¯ = 0}/GC
× for λ = exp(−t) equals
a(gλ¯) =
N∑
j=1
sj +
(
−
N∑
j=1
⌊sj − twj⌋
)
− (−⌊−td⌋) =
∑
j
sj + D˜ − R˜ =
∑
j
sj +D −R.

Step 5: The correspondence. We finally establish the bidegree preserving
isomorphism. We will be guided by the above diagram which highlights sets
of generators of HFJRW (the rays) and sets of generators of HCR (the dots).
They correspond to each other in a degree-preserving way.
Let us first remark that the subspaces corresponding to extremal dots in
the CR-cohomology are isomorphic to the subspaces corresponding to the
non-empty rays in the FJRW-state space. First, if the angular coordinate
of the ray is not contained in (2π/d)N, then no sector of HFJRW is attached
to this ray. On the other hand the primitive cohomology corresponding to
the extremal point on this ray is {0} because the sector is the quotient of
a weighted projective stack by a finite group action, see (21). Let us focus
on a ray {ρν | ρ ∈ R+} with ν ∈ µd. In this case, the extremal dot is the
primitive cohomology of the quotient of a hypersurface inside a weighted
projective stack; this has already been expressed in terms of G-invariant
cohomology classes in relative cohomology. Remark 20 yields the required
bidegree-preserving isomorphism.
We finally need to match the internal dots with the empty rays. As
remarked above, these objects correspond to (p, p)-classes in the respective
HCR and HFJRW spaces (hyperplane sections and Neveu–Schwarz sectors).
By Lemma 22, we only need to provide an involution exchanging internal
dots and empty rays and preserving D−R. This is constructed in the next
lemma.
28
Lemma 23. There exists a 1-to-1 correspondence between internal dots and
empty rays that preserves
F = D − R.
Proof. The domain formed by all rays and dots introduced in Step 3 is
totally ordered. The last element is a dot and the first is the real-axis ray
R+. Using this order, for any element n different from the last dot n + 1
will denote the next element, whereas for any element n different from the
real-axis ray R+ we will write n− 1 for the preceding element.
On the one hand, n is a ray if and only if F (n−1) = F (n)+1 or n = R+.
On the other hand, n is a dot if and only if F (n − 1) = F (n) − 1. In
other words F is decreasing when it reaches a marking and is increasing
when it reaches a ray. It never varies by more than 1. Furthermore the CY
condition ensures that F vanishes on the last value of its domain (in other
words the number of dots equals the number of rays). It follows that F
may be regarded as a function defined on a set of elements forming a circuit
where the last dot is followed by the first real-axis ray R+. Now notice that
if F attains a given value at a given number of internal markings (going
down) it must attains the same value at the same number of empty rays
(going up). Notice that extremal dots and nonempty rays are the relative
maxima and minima of F , respectively. 
This completes the proof of Theorem 14. 
Proof of Theorem 2. By Krawitz’s main theorem we have hp,q(W,G;C) =
hN−2−p,q(WT, GT;C) (see [Kr, §2.4] and use the fact that cˆ = N − 2). In
this way Theorem 14 yields the claim. 
Remark 24. For G ⊆ SLW , the action of GC× on {W = 0} ⊂ CN satisfies
the following property. Consider the point x in {W = 0} and any element
γ = gλ¯ of GC× fixing x; then, the (N − 1)-dimensional representation γ
in GL(Tx{W = 0}) has determinant 1. This happens because γ acts on
the line through x orthogonal to Tx{W = 0} as z 7→ λ
dz. Therefore we
have det(γ ∈ GL(Tx{W = 0})λ
d =
∏N
j=1(gjλ
wj); by the CY condition and
G ⊆ SLW , we obtain
det(γ ∈ GL(Tx{W = 0}) = λ
−d
N∏
j=1
(gjλ
wj ) = λ
∑
j wj−d
∏
j
gj = 1.
As a consequence the quotient stack [XW/G˜] has no nontrivial orbifold be-
haviour in codimension 1. Therefore, we can relate the ordinary cohomology
of the coarse space to the Chen–Ruan orbifold cohomology of the stack. Let
us assume that the coarse space of [XW/G˜], the scheme-theoretic quotient
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Figure 2. Diagram of the Fermat quintic in P4.
XW/G˜, admits a crepant resolution Z. Then, there is a bidegree preserv-
ing isomorphism between the cohomology of Z and the orbifold Chen–Ruan
cohomology of XW/G˜. In this way Corollaries 4 and 15 follow.
6. Examples
We now recover the examples treated in Section 4 and see how they fit in
the diagram illustrated in the course of the proof.
Example 25. Let us consider the case of a degree-d hypersurface in Pd−2
(Example 16). In general, the diagram has d − 1 empty rays and d − 1
dots on the real-axis ray. The diagram for the quintic polynomial in five
variables looks as in Figure 2. The four internal points are the hyperplane
sections of the quintic hypersurface whereas the four empty rays are the
Neveu–Schwarz sectors of the FJRW state space. They correspond to each
other and the degrees match (they can be computed following the definition
or evaluating the function D −R as in Lemma 22 using the diagram).
Example 26. Here we illustrate the model in the case of a K3 surface inside
a Gorenstein weighted projective stack. We take the same polynomial as
in Example 17, and we get the diagram found by Boissie`re, Mann and
Perroni without modifications. In fact, in [BMP09], this diagram is used to
describe the sectors of the weighted projective stack P(2, 3, 3, 4); indeed, the
dotted rays correspond to the sectors, and the number of dots lying on one
ray corresponds to the dimension of the cohomology of the corresponding
sector (which, in turn, is a weighted projective stack). If we consider the
hypersurface whereW (x1, . . . , x4) = x
6
1+x
4
2+x
4
3+x
3
4 vanishes we can use the
diagram as described in Step 3 of the proof. The sectors should be regarded
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0 1 2 3
1
1
1
1
2
2
2
2
Figure 3. Diagram of {x61 + x
4
2 + x
4
3 + x
3
4 = 0} inside P(2, 3, 3, 4).
as hypersurfaces lying inside the sectors of the ambient weighted projective
stack. In the surface above we actually have six dotted rays corresponding
to the sectors of the ambient projective stack. When the ray carries a
single dot, the hypersurface is empty. When the ray carries two dots the
hypersurface is 0-dimensional. Hence, in the example there are only four
nonempty sectors corresponding to J0 = 1, J−4, J−6, and J−8. In general n
dots on one ray correspond to an (n−2)-dimensional hypersurface: the first
n− 1 dots counting from the origin are the classes cut out by 1, h, . . . , hn−2,
whereas the extremal dot corresponds to the contribution from primitive
cohomology. Beside each dot we mark the value of D − R; the reader may
check that this coincides with half degCR of the corresponding class in Chen–
Ruan orbifold cohomology (see Example 17).
We leave to the reader the three-fold x201 + x
6
2 + x
5
3 + x
4
4 + x
3
5 inside the
Gorenstein weighted projective stacks; we only provide the combinatorial
diagram (see Figure 9 at the end).
Example 27. We now illustrate by means of the diagram the case where
the hypersurface is embedded in a nonGorenstein weighted projective stack.
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Figure 4. Diagram of {x41x2 + x
3
2x3 + x
3
3x4 + x
3
4 = 0} inside
P(5, 7, 6, 9): 40 rays and 40 dots.
Consider the K3 surface of Example 18. We illustrate the corresponding
diagram (Figure 4).
Two groups should be considered. On the one hand the union of the roots
of unity of order 5, 7, 6, and 9 (the weights): H1 = µ5∪µ7∪µ6∪µ9. On the
other hand the roots of unity of order d = 27 (the degree): H2 = µ27. The
nonGorenstein case is characterized by the following feature: H2 6⊆ H1.
Let us now go through the definition. We draw a ray for every element
of H1 ∪ H2. In this way we have 40 rays (13 of them are special because
they correspond to elements of H2 \H1. We mark dots on the four circles
corresponding to the four coordinates: 5 dots on the first, 7 dots on the
second, 6 on the third, and 9 on the fourth. Following the construction of
Step 3 of the proof, we mark 13 further dots with polar coordinate N + 1.
The presence of rays whose angular coordinate is not in 2πi{0, 1
27
, . . . , 26
27
}
corresponds to the fact that there are sectors that do not intersect trans-
versely {W = 0}. The correspondence still holds because the presence of
extra rays is balanced by the presence of extra dots.
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Example 28. This example is meant to illustrate the setup of the proof in the
more delicate cases where nontrivial 〈J〉-cosets are involved. We consider
the cubic equation already studied in Example 19, i.e. x21x2+x
2
2x3+x
3
3 = 0,
and the order-12 cyclic group G = Aut(W ).
As in the proof, we proceed coset by coset. Note that γ4 = J , there-
fore the natural choices corresponding to g(1), g(2), g(3), g(4) in the proof are
γ0, γ1, γ2, γ3.
We start from the coset attached to g = γ0 = (1, 1, 1) and we apply the
previous construction. The terms (g1, . . . , gN) are the N coordinates of g ∈
(C×)N : in this case they are all equal to 1. We have {α | αwj = gj} = {1}
because the weights are all equal to 1. We have
µd ∪
N⋃
j=1
{α | αwj = gj} = µd,
hence there are three rays (as many as d, which equals 3). Similarly there
are three dots, as many as the solutions (in the variables ν and j) of νwj =
1: (ν, j) is necessarily (1, 1), (1, 2), or (1, 3). Note that the further dots
mentioned in the construction of the model do not occur in this coset because⋃N
j=1{α | α
wj = gj} is contained in µd. The picture is that of Figure 5.
Figure 5. Diagram attached to (1, 1, 1).
We can move on to the coset corresponding to g = γ. This time the three
coordinates differ g1 = exp(2πi1/12): there is a single solution to α
w1 = g1
which is α = exp(2πi1/12). Similarly there is a single solution to αw2 = g2,
i.e. α equal to exp(2πi10/12), and there is a single solution to αw3 = g3,
i.e. α equal to exp(2πi4/12). We have
µd ∪
N⋃
j=1
{α | αwj = gj} = µ3 ∪
{
exp(2πi 1
12
), exp(2πi10
12
)
}
.
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Therefore we draw five rays (whose angular coordinates range among those
of the above set). Following the rules of Section 5 we draw five dots:
1 exp(2πi 1
12
), 2 exp(2πi10
12
), 3 exp(2πi 4
12
), 4 exp(2πi 1
12
), 4 exp(2πi10
12
),
where the last two dots correspond to the set
(⋃N
j=1 {α | α
wj = gj}
)
\ µd
which consists of two elements: exp(2πi1/12) and exp(2πi10/12).
Figure 6. Diagram for exp(2πi(1/12, 10/12, 4/12)).
The analysis of the third and fourth cosets is completely analogous to
that we just carried out and yields Figures 7 and 8.
Figure 7. Diagram for exp(2πi(2/12, 8/12, 8/12)).
This setting allows one to check that there is a degree-preserving isomor-
phism. We can focus on the eight empty rays (on the FJRW side) and
compare them to the eight internal points. Using Lemma 22 we get the
degrees on the four diagrams. On Figure 5 there are two internal dots on
the real axis for which degCR is 0 and 1 (if we read in lexicographic order),
and — correspondingly — two empty rays for which degFJRW is 1 and 0
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Figure 8. Diagram for exp(2πi(3/12, 6/12, 0)).
(reading in the sense of the angular coordinate). It is an interesting exercise
to verify that all the internal dots and empty rays appearing in Figure 6
have degree 1/2 (twice a(h) + D − R), all internal dots on Figure 7 have
degree 1, and, finally, all internal dots on Figure 8 have degree 3/2. This
matches the orbifold curve, Figure 1.
Acknowledgements. Special thanks to Victor Batyrev for helpful con-
versations on classical mirror symmetry conjecture in toric geometry. We
also would like to thank Samuel Boissie`re, Gavin Brown, Alexandru Dimca,
Bashar Dudin, Arthur Greenspoon, Kentaro Hori, Marc Krawitz, Catriona
Maclean, Johannes Nicaise, Jan Nagel, and Matthieu Romagny for useful
discussions.
References
[Ba94] V. V. Batyrev. Dual polyhedra and mirror symmetry for Calabi-Yau hy-
persurfaces in toric varieties. J. Algebraic Geom., (1994), 3(3), 493-535.
[BB97] V. V. Batyrev and L. A. Borisov, Dual Cones and Mirror Symme-
try for Generalized Calabi–Yau Manifolds, Mirror Symmetry II, AMS/IP
Stud. Adv. Math 1, Amer. Math. Soc. Providence, RI (1997), 71–86.
[BH93] P. Berglund and T. Hu¨bsch, A Generalized Construction of Mirror Man-
ifolds, Nuclear Physics B, vol 393, 1993.
[BK97] P. Berglund and Katz, Mirror Symmetry Constructions: A Review, Mir-
ror Symmetry II, AMS/IP Stud. Adv. Math 1, Amer. Math. Soc. Providence,
RI (1997), 71–86, Preprint version: arXiv:hep-th/9406008.
[Bi] G. Bini, Quotients of hypersurfaces in weighted projective space, Preprint:
arXiv:0905.2099.
[BMP09] S. Boissie`re, E´. Mann and F. Perroni, A model for the orbifold Chow
ring of weighted projective spaces, Communications in Algebra, 37 (2009),
503–514.
35
[CDGP91] P. Candelas, X. C. De La Ossa, P. S. Green and L. Parkes, A pair
of Calabi–Yau manifolds as an exactly soluble superconformal theory, Nucl.
Phys. B359 (1991) 21–74.
[CIR] A. Chiodo, H. Iritani, Y. Ruan, in preparation.
[ChiR] A. Chiodo and Y. Ruan, Landau–Ginzburg/Calabi–Yau correspon-
dence for quintic three-folds via symplectic transformations, Preprint:
arXiv:0812.4660.
[CG] A. Corti and V. Golyshev, Hypergeometric Equations and Weighted Pro-
jective Spaces, Preprint: math.AG/0607016.
[Di92] A. Dimca, Singularities and Topology of Hypersurfaces, Universitext,
Springer Verlag, New York, 1992, 263+xvi pp.
[Do82] I. Dolgachev, Weighted projective varieties, Proc. Vancouver 1981, Lec-
ture Notes in Math., Vol. 956, Springer, 1982, pp. 34-71.
[FSZ] C. Faber, S. Shadrin, D. Zvonkine. Tautological relations and the r-spin
Witten conjecture. Preprint: math.AG/0612510.
[FJR08] H. Fan, T. Jarvis and Y. Ruan, Geometry and analysis of spin equations.
Comm. Pure Appl. Math. 61 (2008), no. 6, 745–788.
[FJRa] H. Fan, T. Jarvis and Y. Ruan, The Witten equation, mirror symmetry
and quantum singularity theory. Preprint: arXiv:0712.4021v1.
[FJRb] H. Fan, T. Jarvis and Y. Ruan, The Witten equation and its virtual
fundamental cycle, Preprint: arXiv:0712.4025.
[IF00] A. R. Iano-Fletcher, Working with weighted complete intersections. In
Alessio Corti and Miles Reid, editors, Explicit birational geometry of 3-
folds, volume 281 of London Math. Soc. Lecture Note Ser., CUP (2000),
pages 101173.
[HW04] K. Hori and J. Walcher, D-branes from matrix factorizations. Strings
04. Part I. C. R. Phys. 5 (2004), no. 9-10, 1061–1070.
[IV90] K. Intriligator and C. Vafa, Landau-Ginzburg orbifolds, Nuclear Phys.
B 339 (1990), no. 1, 95-120.
[Ka06] R. M. Kaufmann, Singularities with Symmetries, Orbifold Frobenius alge-
bras and Mirror Symmetry. Contemp. Math., 403 (2006), 67-116. Preprint
version: math.AG/0312417.
[Ko] M. Kontsevich, unpublished.
[Kr] M. Krawitz, FJRW rings and Landau–Ginzburg Mirror Symmetry,
Preprint: arXiv:0906.0796.
[KS92] M. Kreuzer and H. Skarke, On the classification of quasihomogeneous
functions, Comm. Math. Phys. 150 (1992), no. 1, 137-147.
[KS93] M. Kreuzer and H. Skarke, All abelian symmetries of Landau-Ginzburg
potentials, Nucl. Phys. B 405 (1993), no 2-3, 305–325. Preprint version:
hep-th/9211047.
[Ro05] M. Romagny, Group actions on stacks and applications, Michigan Math.
J. 53 (2005), no. 1, 209–236.
[St77] J. Steenbrink, Intersection form for quasi-homogeneous singularities.
Compositio Mathematica, 34 no. 2 (1977), p. 211–223
[VW89] C. Vafa and N. Warner, Catastrophes and the classfication of conformal
field theories, Phys. Lett. 218B (1989) 51.
[Wi93] E. Witten, Phases of N = 2 theories in two dimensions, Nucl. Phys. B
403 (1993), 159–222.
36
Figure 9. The model for the Calabi–Yau three-fold {x201 +
x62 + x
5
3 + x
4
4 + x
3
5 = 0} contained in P(3, 10, 12, 15, 20).
Institut Fourier, UMR du CNRS 5582, Universite´ de Grenoble 1, BP
74, 38402, Saint Martin d’He`res, France
E-mail address: chiodo@ujf-grenoble.fr
Department of Mathematics, University of Michigan, Ann Arbor,
MI 48109-1109, USA and Yangtze Center of Mathematics, Sichuan
University, Chengdu, 610064, P.R. China
E-mail address: ruan@umich.edu
37
