Abstract -The purpose of the present work is to measure the neutron cross sections of samarium accurately. The most significant isotope is 149 
I. INTRODUCTION
For many years, the accuracy of measured cross sections exceeded that of the computer codes used for nuclear reactor calculations. With the increased use of Monte Carlo methods utilizing increased computer memory for more detailed models and greater speed to permit more histories, this situation changed. The accuracy of the crosssection data is now the limiting factor in many of these calculations.
To improve the accuracy of the measured data, the Rensselaer Polytechnic Institute~RPI! Cross-Section Group has been actively involved in upgrading the experimental equipment used in the measurement program at the RPI linear accelerator~LINAC! facility. A highefficiency, 16-segment, multiplicity-type gamma detector has been developed for use in neutron capture measurements. 1, 2 An improved time-of-flight~TOF! analyzer, which is interfaced directly to a data-acquisition computer, has been designed and constructed to achieve high accuracy and handle high count rate measurements. 1 Improved LINAC targets have been developed to provide enhanced neutron production at energies of interest. [3] [4] [5] Special-purpose data reduction software has been written to manipulate the data arrays, and the stateof-the-art SAMMY version M2 analysis program 6 has been obtained from Oak Ridge National Laboratory for neutron resonance parameter determination. The neutron resonance parameters of interest are radiation width G g and neutron width G n .
Samarium is one in a series of materials that have been measured at the RPI LINAC facility. [7] [8] [9] The energy range analyzed in this paper extends from 0.01 to 30 eV. One of the highlights of the present experimental program is the use of dilute samarium in solution with heavy water. These liquid samples maintain a uniform atom density of samarium that cannot be manufactured sufficiently thin and uniform from bulk metal or powder. The heavy water has a very low absorption cross section and causes minimal interference with the Sm cross-section measurement. D 2 O has a smooth cross section over the measured energy range, and corrections can easily be made for its presence. Two such samples were made, and they were used to determine the resonance parameters in the very strong 149 Sm resonance at 8 eV.
II. EXPERIMENTAL CONDITIONS
Neutrons are generated via photoneutron reactions caused by the ;60-MeV pulsed electron beam from the RPI LINAC. The pulse of electrons strikes a watercooled tantalum target, where electron collisions generate bremsstrahlung~gamma radiation!, which in turn produces photoneutrons. The neutrons are moderated and then collimated as they drift down a long flight tube to the sample and detector. 1, 10 The Sm data consist of six measurements~three capture, three transmission! performed from 1997-1999 at the RPI LINAC facility. Table I gives some details of these experiments including target~described below!, pulse width, channel widths in regions of interest, and LINAC pulse repetition rate. A channel width entered in Table I as 0.125 . 23 eV indicates that at neutron energies above 23 eV the channel width was 0.125 ms. The last line in Table I gives a channel width of 0.375 ms for the liquid capture measurement. These data were taken with high resolution~0.125-ms channels! and poor statistics in each channel. They were subsequently analyzed as groups of three data points, giving an effective channel width of 0.375 ms.
Two different LINAC targets were employed in the present series of experiments. Epithermal transmission and capture data and liquid capture data at 8 eV were measured using the bare bounce target 3~B BT!. Here, the tantalum target is mounted off the electron beam axis, and a 2.54-cm-thick polyethylene moderator is mounted adjacent to it on the neutron beam axis. Neutrons slowed in the moderator are allowed to drift down the flight tube to the detector location. Epithermal measurements were made with a 0.8-cm-thick B 4 C overlap filter in-beam to remove any low-energy neutrons from a previous pulse. Transmission and capture measurements in the thermal energy range and the liquid transmission measurement at 8 eV utilized the enhanced thermal target 4,5~E TT!. This target was designed to enhance higher thermal and subthermal neutron flux. The ETT, described in more detail in Refs. 4 and 5, consists of water-cooled tantalum plates with an integral water moderator, a polyethylene moderator on the axis of the neutron beam, and a graphite reflector.
The neutron energy for a detected event is determined using the TOF technique. The time from the LINAC electron burst, which creates the neutrons, to the time of the detected event defines the flight time of the neutron.
Combining this with precise knowledge of the flight path length gives the neutron energy. The TOF analyzer 1 used in these experiments was designed and constructed in-house and incorporates a 32-MHz crystal-controlled oscillator coupled to a high-speed scaler with 22-bit resolution. It operates as a single start0multiple stop device, which means that a single LINAC burst initiates a countdown cycle, during which any number of detected events causes the analyzer to record an event. The TOF analyzer employs a fixed dead time of 0.250 ms to read each event. The overall dead time of the signal processing electronics has been set at 1.125 ms for capture measurements and 0.6 ms for transmission measurements. 1 The entire data-taking process is controlled by a Hewlett-Packard HP-1000 Model A990 computer. During operation of the experiment, data are transferred from the TOF analyzer to the computer memory via direct memory access. The data-taking software is completely menu driven and controls the sample changer, sorts the data into individual spectra, and provides on-line display of the data being accumulated. Descriptions of the TOF analyzer, data-taking computer system, data file structure, and data reduction process are provided in Ref. 1 . Table II lists the samples used in these experiments. The purity of metal samples was 99.9%. The liquid samples were prepared by dissolving 99.999% pure Sm 2 O 3 in D 2 NO 3 , and then diluting in 99.80% pure D 2 O. Capture data from thick samples were useful in weakly scattering resonances where reliance on the multiple-scattering correction in SAMMY was minimized. All metal samples were natural elemental samarium sealed inside aluminum sample cans. The thickness of aluminum on each of the front and rear faces of each sample was 0.51 mm. The influence of these sample cans, as well as all background, was measured by including empty sample cans in the capture measurement. The liquid samples were needed to analyze the strong 8-eV resonance. The thinnest manufacturable metal sample was 0.025 mm thick. At this thickness the 8-eV resonance Table II the equivalent metal thickness of the liquid samples is given in the last two columns. The sample container was a spectroscopic quartz cell with precisely parallel inner walls. A D 2 O blank in an equivalent quartz container was included in the liquid sample measurements as a background measurement. The liquid samples used in the capture measurement of the 8-eV resonance were effective because 8-eV neutrons undergoing D 2 O collisions lose sufficient energy to mask any resonance structure due to multiple scattering. The D 2 O blank gave an estimate of the background, but it was subsequently fitted with SAMMY. Sample characteristics are given in Table III .
II.A. Capture Detector
The capture detector is a multiplicity-type scintillation gamma detector containing 16 sections of NaI~Tl!, formed into a 30.5-cm-diam ϫ 30.5-cm-high~12-ϫ 12-in.! right circular cylinder with an 8.9-cm~3.5-in.! through hole along its axis. 1, 2, 10 The cylinder is split normal to its axis into two rings, and each ring is divided into eight equal pie-shaped segments. Each segment is optically isolated in a hermetically sealed aluminum can and is mounted on an RCA 8575 photomultiplier tube. The total volume of NaI~Tl! is 20 ᐉ. The capture detector used for the present measurements was located at the east beam tube at a flight path 25.56 m from the BBT for epithermal measurements. This flight path length was determined from measurements of precisely known uranium resonance energies. 11 The capture detector is located 25.41 m from the ETT for thermal measurements. This flight path length was calibrated using samarium transmission data. The efficiency of the capture detector is assumed to be the same for all Sm isotopes.
Metal samples 5.08 cm in diameter were precisely positioned at the center of the detector by a computercontrolled sample changer. The sample changer accommodates up to eight samples and moves them into the beam one at a time. The liquid sample was positioned manually. Neutrons that scatter from the sample are absorbed by a hollow cylindrical liner fabricated of boron carbide ceramic to reduce the number of scattered neutrons reaching the detector. The liner uses boron enriched to 99.4 wt% 10 B for maximum neutron absorption. A 15-cm~6-in.!-thick, 7260-kg~16 000-lb! lead shield surrounds the detector to reduce the gamma-ray background. Reference 1 contains a description of the detector and its signal processing electronics.
II.B. Transmission Detectors
In order to obtain total cross sections, neutron transmission measurements were conducted at the 15-and 25-m flight stations. The 15-m station contains a 7.62-cm 3-in.!-diam, 0.3-cm-thick NE 905 6 Li glass scintillation detector~6.6% lithium, enriched to 95% in 6 Li! and is usually used for measurements covering the energy range from 0.001 to 20 eV. The 25-m station contains a 12.70-cm 5-in.!-diam, 1.27-cm-thick NE 905 6 Li glass detector and covers the range from 1 to 500 eV.
Each detector is coupled to a photomultiplier tube, which is in-line with the flight path. The transmission detector used for the epithermal measurements was located at the center beam tube at a flight path of 25.585 m 12 Transmission samples along with empty sample holders, which are used to measure the open-beam count rate, are mounted on an eight-position computer-controlled sample changer. The transmission function, which is the ratio of the count rate with a sample in the beam to the count rate with samples removed, varies with neutron energy. Each run consists of one complete cycle through the samples, with a predetermined number of LINAC bursts for each sample position. The distribution of bursts per sample position is chosen to minimize the counting statistical error in the transmission.
III. DATA REDUCTION

III.A. Capture Data
A capture experiment typically involves taking several kinds of data. Sample data are taken with up to eight samples mounted on the sample changer. These usually include about four samples of different thickness, a sample to be used for flux normalization, and two or three empty sample holders for background evaluation. Usually 32 TOF spectra are measured for each sample, i.e., 16 spectra of capture data and 16 spectra of scattering data, resulting in a data file size of ;8 megabytes0run. A minimum of 100-keV gamma energy is required in a detector segment for the data to be counted. Data are recorded as capture events if the total energy deposited in all 16-detector segments exceeds 1 MeV for epithermal and liquid measurements or 2 MeV for thermal measurements. These discriminator settings have been found to reduce background from 128 I decay. Data are recorded as scattering events if the total gamma energy deposited falls between 360 and 600 keV. In this energy region lies the 478-keV gamma emitted following an~n, a! reaction in the 10 B 4 C annular detector liner.
The LINAC electron burst widths and the channel widths for the Sm experiments are summarized in Table I . The average accelerator current during the epithermal capture experiment was ;37 mA. The average accelerator current during the thermal capture experiment was ;7 mA. The average accelerator current on target during the capture experiment with liquid Sm samples was ;50 mA. Each of these measurements lasted ;72 h. In order to minimize data loss in the event of an equipment malfunction and to average LINAC beam-intensity fluctuations, an individual run duration of ;1 h was used, with multiple runs summed off-line to accumulate the necessary statistical accuracy.
Once accumulated, the TOF data were subjected to a "consistency check" in which data were accepted only when the recorded detector counts and beam monitor counts fell within a range of statistical fluctuations. Any data where malfunctions occurred were eliminated. Next, all data were dead-time corrected, similar data sets were combined into composite data runs, and these were normalized to the neutron beam fluence using fixed monitor detectors on the same or adjacent beam tubes. Background was determined using normalized data measured with an empty sample holder mounted on the sample changer. Background spectra evaluated in this way were subtracted from the normalized, summed spectra. Finally, the 16 individual multiplicity spectra were summed into a single multiplicity-independent total spectrum.
Processed capture data are expressed as yield. Yield is defined as the number of neutron captures per neutron incident on the sample. Therefore, in addition to the sample data, another set of data was needed to determine the energy profile of the neutron flux. This was done by mounting a thick 10 B 4 C sample in the sample changer and adjusting the total energy threshold to record the 478-keV gamma rays from neutron absorption in 10 B. Since the sample used is black at all energies of interest, the boron absorption spectrum provides an accurate representation of the energy profile of the LINAC's neutron beam flux. These flux data give the shape of the neutron beam flux, but not its magnitude. The thermal flux was normalized to the black 0.1-eV predominantly capture resonance in Sm. A small correction~0.8%! was made for the scattering in the 0.1-eV normalizing resonance. The epithermal data could not be directly normalized to this resonance because the boron overlap filter significantly cuts off flux below a few electron-volts. The epithermal flux was normalized indirectly by scaling it so that the background-subtracted area under the yield curve in the 15-eV resonance in 149 Sm for the 0.127-mm~0.005-in.! sample matched the background-subtracted area under the yield curve in the thermal measurement with the same sample in the same resonance. That is, the same sample at the same resonance energy will have the same yield. The epithermal flux normalization determined in this way agreed with SAMMY fits obtained by varying the normalization.
All data were normalized directly~thermal data! or indirectly~epithermal data! to the 0.1-eV resonance. The measured average multiplicity of this resonance is 5.3. Its multiplicity is similar to those observed for other 147 Sm or 149 Sm resonances. This is expected since they are both odd-mass nuclei with similar binding energies. These two isotopes contain most of the resonances analyzed. The resonance-to-resonance variations or J ϭ 3 to J ϭ 4 variations in measured multiplicity are on the order of sample-to-sample variations within a resonance. The eveneven nuclei 150 Sm and 152 Sm have lower measured multiplicities~3.7 and 3.5, respectively!. This is expected to lead to lower detector efficiencies. However, the magnitude of the change in efficiency has not been measured and is difficult to predict analytically. Therefore, as a first-order approximation, the same efficiency~based on the 0.1-eV resonance! has been assumed for the entire analysis.
The flux for the liquid samarium sample measurement was normalized indirectly to the 0.1-eV Sm resonance in a different way. A 0.254-mm-thick Tm foil was attached to the front of the liquid Sm sample, and data were measured at both 250 LINAC pulses per second pps! and 25 pps. The 25-pps data were taken without the boron overlap filter for the purpose of using the 0.1-eV Sm resonance to determine the flux and then using the flux to determine the yield in the predominantly capture 4-eV resonance in Tm. The 250-pps experiment included the same Sm0Tm sample. The flux in the latter experiment was normalized to match the yield in the 4-eV Tm resonance from the 25-pps experiment.
The flux at 250 pps was measured for only a short time, and the counting statistics were poor with only about 230 counts per channel near 8 eV. Since flux is known to be a smooth function of TOF, the flux for the liquid sample capture measurements was smoothed using a cubic spline interpolation. The following method was employed to treat the statistical uncertainty at each channel, i.e., each point in time in the smoothed flux. The statistical uncertainties at each point in time in the raw, unfit flux were known from counting statistics. Various spectra were generated by sampling from the measured flux spectrum within the known errors. Each of these pseudoflux spectra was then spline fit. This procedure was repeated 30 times to obtain 30 observations of the random variable spline fit flux. From the 30 observations a standard deviation was calculated and applied to the original spline fit flux. These uncertainties were propagated into the uncertainties on yield used in subsequent SAMMY calculations. The smoothing process reduced the flux uncertainties by a factor of 7 or 8 from the measured individual TOF channel flux spectrum. The zero time for capture was determined for the capture experiment by measuring an attenuated gamma flash from the target.
Finally, Y i , the capture yield in TOF channel i, was calculated by Separate beam-monitor detectors including a 6 Li glass scintillation detector and a 235 U fission chamber were used to monitor neutron intensity. The capture yield for each sample was produced by dividing its monitornormalized and background-corrected capture spectrum by the normalized neutron flux spectrum. It was this capture yield that provided input to the SAMMY data analysis code 6 that extracted the neutron resonance parameters.
III.B. Transmission Data
The LINAC electron pulse width and the channel widths for the Sm experiments are summarized in Table I . The average accelerator current during the epithermal transmission experiment was ;39 mA. The average accelerator current during the thermal transmission experiment was ;3.4 mA. The average accelerator current on target during the transmission experiment with liquid Sm samples was ;48 mA. Each of these production runs lasted ;72 h.
As with the capture measurements, a transmission measurement consists of many individual runs of ;1 h in duration, which are summed off-line to provide the necessary statistical accuracy. Normally, two sample positions were used to measure the open beam count rate, and these were placed at the beginning and middle of each sample cycle. The time split between the samples and open beam was optimized to minimize the counting statistics error.
The large amount of data collected in each of the experiments was first run through a statistical consistency check, as discussed earlier, to verify the stability of the LINAC, the in-beam detector, and the beam monitors. The data were then corrected for dead time, and runs were normalized and summed.
The time-dependent background was obtained with the one-notch0two-notch method. 14 This method employs blacked-out notch filters of single and double material thickness, and the resulting background determined from each was extrapolated to a zero effective material thickness. The measured background was then fitted to a smooth analytical function of TOF for each sample, including the open beam measurement. The resulting analytical expression was used for the background correction. Finally, T i , the transmission in TOF channel i, was calculated by The normalization factor K o was determined by forcing the smooth analytical background function through a particular notch-extrapolated background point. The Sm sample normalization factor K s was determined by forcing the smooth analytical background function through the saturated resonance at 8 eV.
The zero time for the transmission experiments was determined by performing a "gamma-flash" experiment. The burst of gamma rays accompanying the neutron burst is detected by the 6 Li detector. The centroid of the gammaflash peak, less the travel time for light to travel the length of the flight path, is defined as the zero time of neutron production.
Fourteen transmission data sets were used in the present analysis. Table II lists the experiments and samples used. Table III gives sample thicknesses and their uncertainties. All samples were natural samarium.
IV. RESULTS
Resonance parameters G g and G n were extracted from the capture and transmission data sets using the SAMMY version M2 multilevel R-matrix Bayesian code. 6 The alpha width G a is small~,2 meV for all resonances! 15 and was neglected in the analysis. This was a combined transmission and capture analysis, which employed the multiple-scattering and diluent features recently added to SAMMY. Resolution broadening, self-shielding, and multiple scattering are phenomena modeled by SAMMY using input parameters and are needed to extract resonance parameters from transmission and capture data.
Resolution broadening refers to the combined effects of the LINAC electron burst width, the time delay in the moderator, the TOF channel width, and the effect of the detector system. Burst width and channel width are entered as SAMMY input parameters. All other components of the resolution function are handled collectively as an analytical function of amplitude versus time whose integral over time is unity. The function describing the RPI LINAC experimental configuration is now an explicit option in SAMMY.
Self-shielding correction accounts for the attenuation of the incident beam in the sample. Multiplescattering correction accounts for the increase in observed capture yield due to capture of neutrons scattered from higher energies. Both corrections were applied in SAMMY for all capture analyses. Thick sample data were used only when a resonance had a small scatter-tocapture ratio and has a poor signal-to-background ratio in thinner sample data. Table IV lists Sm evaluations from ENDF0B-VĨ Ref. 16 ! updated through release 3. These are the latest Sm evaluations. Whenever the term ENDF is used in this paper, refer to Table IV for the specific evaluation used for each isotope. As a starting point, SAMMY fits utilized Sm parameters from the evaluations listed in Table IV . In addition, the 24.7-and 28-eV resonances, which do not appear in ENDF, were included. The initial parameters for these resonances were taken from Mughabghab. 15 
Initial fits were made to estimate any background that was not removed during the original data reduction. The function @A ϩ Bt # , where A and B are constants and t is TOF, was found to fit rather well the background for all data sets. Therefore, each data set was fitted individually to estimate the background shape in that sample.
The signal-to-background ratio for thermal transmission is 330-to-1 at 0.1 eV, 200-to-1 at 0.9 eV, and 36-to-1 at 5 eV. The signal-to-background ratio for epithermal transmission is 23-to-1 at 5 eV and 20-to-1 at 20.5 eV. The signal-to-background ratio for thermal capture is 120-to-1 for the saturated 0.1-eV resonance in the 0.127-mm-thick metal Sm sample. For other capture resonances that are not saturated, measuring the signalto-background ratio is more difficult. A good measure is the flux-to-background ratio, which equals 250-to-1 at 0.9 eV, and 500-to-1 at 5 eV for thermal capture. The The potential scattering length used in the present analysis for samarium was 8.30 fm~Ref. 16!. The potential scattering lengths used for deuterium and oxygen in the liquid samples were 5.20 and 5.46 fm, respectively. These latter two radii were calculated from potential scattering cross sections, deuterium s s ϭ 3.4 b and oxygen s s ϭ 3.75 b~Ref. 17!. The effective temperature was 293 K, and no external R-function was employed. Distant resonances were represented by including all of the resonances present in the ENDF file. No p-wave resonances were observed in the energy range currently being reported. The calculations fitted the resonance energy E and the resonance widths G g and G n .
After the analysis for resonance parameters, the potential scattering length was varied with SAMMY to obtain a better fit to the thick~5.08-mm! transmission data. The potential scattering length was found to be 8.1 fm. This adjustment slightly improved fits to the data far in the wings of the resonances with an insignificant effect on the resonance parameters.
The final results of resonance parameter fitting for all resonances up to 30 eV are given in Table V . The results of the present measurements are compared to previous measurements and ENDF. The last column of Table V gives the neutron width as given in the references where g is the statistical weight factor, g ϭ 2J ϩ 1!0@2~2I ϩ 1!# , J is the angular momentum of the resonance, I is the spin of the nucleus, and G n 0 is the reduced neutron width, G n 0 ϭ G n 0ME . Uncertainties are quoted whenever they appear in the references. Statistical uncertainties~1s! propagated by SAMMY are given for the present measurements in brackets in Table V . Estimated uncertainties on the present measurements are given in parentheses in Table V . These uncertainties are not additive. The estimated uncertainties in parentheses are always larger than the Bayesian errors and are considered a more realistic estimate of the uncertainties in the resonance parameters. The uncertainties in resonance energies for the present measurements include uncertainties in flight path lengths and zero-time measurements.
Examples comparing the results of present measurements, ENDF parameters, 16 and measured spectra are shown in Figs. 1 through 5 . The SAMMY curves represent the results combining multiple samples in both transmission and capture. Details of the data sets are given in Tables I, II , and III. The solid line in each figure represents the SAMMY fit, while the dashed line represents the ENDF parameters. Figure 1 shows final fits for the thermal-through-10-eV region. Resonance parameters for the 0.1-, 0.9-, and 3.4-eV resonances were fitted using all samples in thermal capture and transmission. For clarity, only one of every five or ten data points is shown~see caption to Fig. 1!. The statistical uncertainties quoted for G n for the present measurements for the 0.1-and 0.9-eV resonances are quite small~,0.001 meV!. More realistic estimates of the uncertainties on the resonance parameters are given in parentheses for the present measurements in Table V . These uncertainties represent the stability of the resultant parameters to various combinations of data sets. Figure 2 focuses on the 4-to 13-eV region. This region was fitted in three pieces. Parameters for the resonances at 5 and 6.4 eV were determined from selected thermal and epithermal data. Thin-sample~,0.254-mm! transmission data were omitted because the 5-and 6.4-eV resonances were too weak to analyze at those thicknesses. Thick-sample~.1.27-mm! transmission data were omitted because of near saturation of the 5-eV resonance and interference of the strong 8-eV resonance with the 6.4-eV resonance. Six capture data sets, 0.025-, 0.051-, and 0.127-mm-thick samples from both thermal and epithermal, were included in the 5-and 6.4-eV fit. Also, the local capture background was fitted along with the resonance parameters, although it is the global background fit that is shown in Fig. 2 . The present measurements of G n and G g for the 5-and 6.4-eV resonances differ substantially from previous measurements~see Table V!; however, all data sets are in agreement that the quoted present values of G n and G g provide significantly better fits.
Resonance parameters for the 8-and 9-eV resonances were fitted using dilute liquid sample data, not with the data shown in Fig. 2 . The 8-eV resonance is saturated for even the thinnest~0.025-mm! metal sample. The 8-and 9-eV resonances are shown with liquid sample data in Fig. 3 . The energies of the 8-and 9-eV resonances were determined from 0.025-mm thermal transmission data. The resonance parameters were determined from both liquid transmission samples and the 0.0036-mm equivalent thickness liquid sample in capture.
The fit to the 12-and 15-eV resonances, shown in Figs. 2 and 4 , respectively, utilized epithermal data only. Three capture data sets, 0.025-, 0.051-, and 0.127-mmthick samples, were used. The three thinnest epithermal transmission samples, 0.254, 0.508, and 0.889 mm thick, were used. Thicker samples were omitted to avoid saturation. Table V shows that the current fit of the 12-eV resonance energy agrees better with Mizumoto 18 than with ENDF. Figure 4 shows the 13-to 22-eV energy region. A fit including all epithermal samples except 0.254-mm capture gave the results for the 18-and 20-eV resonances shown in Fig. 4 . *Uncertainties given in parentheses are in the least significant digits. Estimated uncertainties in parentheses for present measurements represent the variability of the fitted results. They are on the order of 1s. Purely statistical Bayesian errors for present measurements are given in brackets.
The 16-eV resonance parameters were determined from only the 5.08-mm transmission and 0.127-mm capture data. The resonance parameter uncertainties for the 16-eV resonance, as well as three other weak, predominantly capture resonances at 23, 24.7, and 28 eV, are based on the sensitivity of goodness of fit to variations in the resonance parameters. Evidence of the insensitivity of fits to G g in resonances where G g Ͼ Ͼ G n can be Fig. 1 . Thermal Sm transmission and capture data. Compression of transmission data occurs at 0.5 eV. One in every five transmission data points below 0.5 eV is plotted. One in every ten transmission data points above 0.5 eV is plotted. Compression of capture data occurs at 1.4 eV. One in every five capture data points below 1.4 eV is plotted. One in every ten capture data points above 1.4 eV is plotted. seen in the 16-eV resonance where G g ϭ 85 6 30 meV. Although the present measurement of G g for this resonance is very different from ENDF, the large uncertainty indicates that the ENDF value fits the data nearly as well.
The 17-eV resonance was fit with 0.051-and 0.127-mm capture data and 0.508-, 0.889-, 1.27-, and 2.54-mm transmission data. Table V shows that the present measurement of G n and G g for the 17-eV resonance agrees better with Popov et al. 19 than with ENDF. Figure 5 shows the 22.5-to 30.5-eV region. All epithermal transmission and capture data~except 0.254-mm capture! were used to fit the 25.3-, 26-, 27-, and 29.8-eV resonances. Results are shown in Fig. 5 . Fig. 2 . Epithermal Sm transmission and capture data. All points below 6 eV are plotted. Compression occurs at 6 eV. Above 6 eV, one in every eight capture data points is plotted. From 6 to 11 eV, one in every eight transmission data points is plotted. Above 11 eV, one in every three transmission data points is plotted.
The 23-eV resonance was fit to 0.051-and 0.127-mm capture and 1.27-, 2.54-, and 5.08-mm transmission data. A local background for each capture sample was determined and used while fitting resonance parameters.
The 24.7-eV resonance parameters were determined from only 2.54-and 5.08-mm transmission and 0.127-mm capture data. The local capture background determined in the 23-eV analysis was also used in the 24.7-eV resonance parameter fit. The 28-eV resonance is another weak resonance fitted with only 2.54-and 5.08-mm transmission and 0.127-mm capture data. A local capture background for the 0.127-mm capture sample was determined during the 28-eV resonance parameter fit. However, it is the global background that was used to fit the data that are shown in Fig. 5 . Note that the 24.7-and 28-eV resonances are not present in the ENDF library but are Infinitely dilute capture resonance integrals~RIs! from the present measurements are compared to those of ENDF in Tables VI and VII. The capture RIs in Tables VI  and VII are 
where s C~E ! is the capture cross section in barns and E is energy in electron-volts. For the standard RIs given in Table VI , E min is 0.5 eV. This is the conventional lowerenergy cutoff for RI based on the cadmium cutoff. The NJOY code 21 was used to calculate RIs to integrate the ENDF capture cross section from 0.5 eV to 20 MeV. This is the value presented for total RI in column 3 of Table VI . Second, the contributions to the capture RI from the resonances below 30 eV were calculated from both ENDF values and from the currently fitted values. The net change due to the present measurements was then added to the NJOY0ENDF capture RI to represent the capture RI due to the present measurements. Zeros in the resonance contribution columns in Tables VI, VII, Samarium has a very large capture resonance at 0.1 eV. In order to quantify the RI including this resonance, a second RI is defined. The extended RI given in Table VII estimates an RI defined by E min ϭ 0.05 eV.
In Table VII the capture RI in column 3 is defined as the NJOY capture RI from column 3 of Table VI plus Thermal~2200 m0s! capture cross sections are given in Table VIII . They are calculated using the same method as for the standard capture RI in Table VI . Thermal capture cross sections given in Table VIII are Tables VI, VII , and VIII are propagated from the estimated uncertainties in G n and G g given in parentheses for the present measurements in Table V . The thermal~2200 m0s! capture cross section for elemental samarium is 5583 b. The small increase in thermal capture cross section is within measurement uncertainties of the cross section calculated using ENDF parameters.
V. DISCUSSION
In Table V , estimated uncertainties~on the order of 1s! are given for the present measurements in parentheses next to the data values. The purely statistical Bayesian uncertainties appear in Table V in brackets for the present measurements. These estimates are independent and are not additive. The statistical uncertainties have been propagated from counting statistics in the data by SAMMY for the entire capture0transmission analysis. The estimated uncertainties represent a more realistic estimate of how well we believe the central values. They represent the variability of the fitted results, defined by one of the following two methods.
The scope of these samarium measurements, using multiple sample thicknesses, experiment types~transmis-sion or capture!, and two energy regimes, is such that the final resonance parameters are derived from an overdetermined system. That is, any number of subsets of the overall data taken would be sufficient to specify the resonance parameters. Several subsets should reproduce the resonance parameters within the experimental uncertainty of each subset. Therefore, the variability of the resonance parameters resulting from SAMMY fits to different subsets of the overall data is a method to estimate the uncertainty on the resultant parameters. This was the first method used to determine the estimated uncertainties given in parentheses in Table V 16, 23, 24 .7, and 28 eV, were determined from a different SAMMY sensitivity study. The method described in the previous paragraph is not as appropriate for these weak resonances where the number of viable samples is limited. These resonances are predominantly capture, and the goodness of fit as measured by x 2 was found to be insensitive to G g over a wide range of values. Estimated uncertainties for these resonances were determined with a second method. A series of SAMMY calculations was made to envelop the range of resonance parameters that fit the data with x 2 within ;5% of each other. The uncertainties quoted in parentheses in Table V for the present measurements for these resonances are based on this criterion. This insensitivity was quantified by large uncertainties~up to 50%! in G g~s ee Table V!. For these resonances where G g Ͼ Ͼ G n , and for thin samples, RI is independent of G g . The neutron width G n has a smaller uncertainty~,12%!. The 5% in the x 2 criterion is a qualitative estimate of the degree of deviation from a best fit that still produces a reasonable fit. The estimated uncertainties given in parentheses in Table V represent our best judgment of realistic uncertainties.
Resonance energies for resonances at 0.1, 0.9, and 3.4 eV were determined from a combined fit of all thermal transmission and thermal capture measurements. Resonance energies for the 5-and 6.4-eV resonances were determined from selected samples of both thermal and epithermal, transmission and capture data. The energies of the 8-and 9-eV resonances were determined from 0.025-mm-thick thermal transmission data. Resonance energies for resonances from 12 to 30 eV were fitted using all epithermal transmission and capture samples. Spin assignments for the resonances analyzed were not varied.
The uncertainties on the resonance energies are based on judgment of the accuracy of flight path lengths and corresponding discrepancies between different Systematic errors are those that are common to both capture and transmission measurements. The transmission and capture measurements are independent and complementary methods for determining resonance parameters. Common features to both types of experiments and possible sources of systematic uncertainties include using the same electron accelerator, the same neutronproducing target, the same method for determining flight path length, some of the same Sm samples, and some of the same data-acquisition electronics. Other potential sources of error include capture flux normalization or the analytical descriptions of the resolution functions.
The measurement of the 0.1-eV resonance has not changed the RI or the thermal capture cross section significantly. This is a result of the offsetting effects of smaller G n and slightly lower resonance energy. The neutron width of the 0.1-eV resonance is 4% lower than ENDF~0.507 meV versus 0.529 meV!. However, the contribution to an individual resonance to the RI and to the thermal capture cross section is proportional to E Ϫ2 and E Ϫ502 , respectively. Therefore, the slight shift in resonance energy~from 0.0981 to 0.096 eV! compensates for the smaller G n .
The resonance parameters presented here fit data from multiple sample thicknesses and six independent experiments rather well. The statistical uncertainties in resonance parameters are generally smaller than those of prior measurements~see Table V !. The apparent increases in RIs given in Tables VI and VII are within the uncertainties of the measurements. The measured resonances account for 99% of the extended RI. Similarly, the apparent increase in the thermal capture cross section is within the uncertainty of the measurements. The measured resonances contribute 65% of the thermal capture cross section.
VI. CONCLUSIONS
The measurement and analysis of samarium capture and transmission data at the RPI LINAC have improved the accuracy and understanding of the neutron crosssection parameters. Five samples were measured in capture at the 25-m flight station using a multiplicity-type capture detector. Data were analyzed up to 30 eV. Three transmission experiments, which measure total cross section, were also performed on 11 different Sm samples at either the 15-m or the 25-m flight station and analyzed up to 30 eV.
Resonance parameters were extracted from combined capture and transmission data sets using the multilevel R-matrix Bayesian code SAMMY. The analysis included Doppler broadening, resolution broadening, and multiple scattering correction of capture data. Separate resolution functions for transmission and capture were used.
The present measurements assumed the same spin assignments as ENDF for all resonances analyzed. The RI, expanded to include the 0.1-eV resonance, is statistically unchanged from the ENDF evaluation. The effect on total thermal cross section is also within experimental uncertainties of that obtained from ENDF parameters.
The results of the SAMMY calculations fit our experimental data better than the ENDF parameters~see Figs. 1 through 5!. State-of-the-art detectors, electronics, and analysis tools have allowed us to reliably update the database of elemental samarium resonance parameters. The more accurate knowledge of individual resonance parameters will allow nuclear designers to more accurately evaluate the neutronics effects of samarium in a reactor.
