In this paper new infinite families of linear binary completely transitive codes are presented. They have covering radius ρ = 3 and 4, and are a half part of the binary Hamming and the binary extended Hamming code of length n = 2 m − 1 and 2 m , respectively, where m is even. From these new completely transitive codes, in the usual way, i.e., as coset graphs, new presentations of infinite families of distance transitive coset graphs of diameter three and four, respectively, are constructed.
Introduction
We use the standard notation [n, k, d] for a binary linear code C of length n, dimension k and minimum distance d over the binary field, which will be denoted by F.
The automorphism group Aut(C) of C consists of all n × n binary permutation matrices M, such that cM ∈ C for all c ∈ C. Note that the automorphism group Aut(C) coincides with the subgroup of the symmetric group S n consisting of all n! permutations of the n coordinate positions which send C into itself. Aut(C) acts in a natural way over the set of cosets of C: π(C + v) = C + π(v) for every v ∈ F n and π ∈ Aut(C).
For a code C, with minimum distance d, denote by e = ⌊(d − 1)/2⌋ its packing radius.
For a vector x ∈ F n denote by wt(x) its Hamming weight (i.e., the number of its nonzero positions), and by wt i (x) its weight reduced modulo i, i.e., wt i (x) = wt(x) (mod i), where i ≥ 2. For two vectors x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) from F n denote by d(x, y) the Hamming distance between x and y (i.e., the number of positions i, where x i = y i ).
Given any vector v ∈ F n its distance to the code C is Clearly e ≤ ρ and C is a perfect code if and only if e = ρ.
For a given binary code C with covering radius ρ = ρ(C) define C(i) = {x ∈ F n : d(x, C) = i}, i = 1, 2, . . . , ρ, and C i = {c ∈ C : wt(c) = i}, i = 0, 1, . . . , n Let J = {1, 2, . . . , n} be the set of coordinate positions of vectors from F n . Denote by supp(x) the support of the vector x = (x 1 , . . . , x n ), i.e.
supp(x) = {j ∈ J : x j = 0}.
Say that a vector x covers a vector y if supp(y) ⊆ supp(x). Two vectors x and y are Since two cosets in the same orbit should have the same weight distribution, it is clear that any completely transitive code is completely regular.
We need some facts on distance regular graphs, where we follow [4] . Let Γ be a finite connected simple (i.e. undirected, without loops and multiple edges) graph. Let d(γ, δ) be the distance between two vertices γ and δ (i.e., the number of edges in the minimal path between γ and δ). Denote
Two vertices γ and δ from Γ are neighbors if d(γ, δ) = 1.
An automorphism of a graph Γ is a permutation π of the vertex set of Γ such that, for all γ, δ ∈ Γ we have d(γ, δ) = 1, if and only if d(πγ, πδ) = 1. Let Γ i be a subgraph of Γ with the same vertices, where an edge (γ, δ) is defined when the vertices γ, δ are at distance i in Γ.
The graph Γ, with diameter ρ, is called primitive if it is connected and all Γ i (i = 1, . . . , ρ)
are connected, and imprimitive otherwise. Completely regular and completely transitive codes is a classical subject in algebraic coding theory, which is closely connected with graph theory and algebraic combinatorics.
Existence and enumeration of all such codes are open hard problems (see [4, 5, 10] and references there). Even for the case q n ≤ 48 (suggested by Neumaier [10] ) these problems are quite far to be completed.
Perfect codes and, in particular, Hamming codes, induce many different families of completely regular codes with fixed or growing covering radius (see [1, 2, 3, 12, 13] and references there). In a recent paper [3] we described completely regular codes which are halves of a binary Hamming code, obtained by adding one row to the parity check matrix of a Hamming code. As a result we obtained three new infinite families of linear binary completely regular codes with covering radius ρ = 3 and 4.
The purpose of this paper is to prove that all completely regular codes constructed in [3] are completely transitive. This is proved in Section 2. In the usual way, i.e., as coset graphs, 
(1)
, where:
It is well known [8] 
The group Aut(C) coincides with the symplectic group Sp(m, 2) and its order is:
Proof. In [14, Th. 2.2] it was proved that for any even m, m ≥ 4, the function f i 1 ,i 2 is quadratic for i 1 − i 2 ≡ 1 (mod 2). In these cases we have:
where Q is the all-one upper triangular binary m × m matrix with zeroes in the diagonal, L is the all-one binary vector of length m, ǫ = 1 and x ∈ F m .
Associated to f i 1 ,i 2 there is a symplectic form [8, Ch. 15 . §2] defined by:
where u, v ∈ F m and ǫ = 1 or ǫ = 0 when 0 ∈ {i 1 , i 2 } or 0 / ∈ {i 1 , i 2 }, respectively.
From [8] we know that, Aut(C) = Aut(C ⊥ ) and so, a permutation of the coordinate positions (so, the elements in J) represented by the n × n matrix P is in Aut(C) if and Proof. It is known from [3] that C is a completely regular code with covering radius 3. Now, we have to prove that under action of Aut(C) all cosets of C are partitioned into 4
orbits. Since there is only one coset of weight 3 we have to consider only cosets of weights 1 and 2.
Consider cosets of weight 1. It is clear from the construction of Aut(C) that there exists an automorphism swapping any two columns in H m and so, moving a coset of weight 1 to any other one.
Consider cosets of weight 2, say, D = C + x, where wt(x) = 2. Let supp(x) = {j 1 , j 2 }.
Since x is not covered by codewords from C 3 , we conclude that
and so, B(h j 1 , h j 2 ) = ǫ. But, as Aut(C) is constructed, any pair of columns h j 1 , h j 2 such that B(h j 1 , h j 2 ) = ǫ can be moved to any other pair, with the same property, by some element in Aut(C). Therefore any coset of weight 2 can be moved by the action of Aut(C)
to any other coset of weight 2. ✷ As a consequence, we have the following result, which strengthen the corresponding result in [3] . • If {i 1 , i 2 } = {0, 1} or {0, 3}, then C is a non antipodal completely transitive code with covering radius ρ = 3 and intersection array (n, (n − 3)/2, 1; 1, (n − 3)/2, n).
• If {i 1 , i 2 } = {1, 2} or {2, 3}, then C is an antipodal completely transitive code with covering radius ρ = 3 and intersection array (n, (n + 1)/2, 1; 1, (n + 1)/2, n). 
• {0, 2 m−1 }, when {i 1 , i 2 } = {1, 3}.
Note that it is not the same to extend the code C i 1 ,i 2 or to add a new row v i 1 ,i 2 to the parity check matrix of the extended code C * . The next lemma will show us the difference.
Proof. Adding the row v i 1 ,i 2 given by (1) to matrix H m we obtain a parity check matrix for C i 1 ,i 2 . Extending this code we obtain the same code as the one obtained after adding the row v i 1 +1,i 2 +1 to the parity check matrix H * m (matrix H * m is obtained from H m adding a zero column and, later, the all-one row). The point is that this row v i 1 +1,i 2 +1 is of even weight (Lemma 2.4) and so, has a zero in the parity check position if and only if 1 / ∈ {i 1 + 1, i 2 + 1} or the same, if 0 / ∈ {i 1 , i 2 }. ✷
From [3] we know that the code C * i 1 ,i 2 is completely regular if and only if 0 / ∈ {i 1 , i 2 }.
In this case, since Lemma 2.5, is the same to refer to the extension of C i 1 ,i 2 or to refer to (C * ) i 1 +1,i 2 +1 . Furthermore, the automorphism group of the extension depends on this situation. Theorem 2.6 Let i 1 − i 2 ≡ 1 (mod 2) and 0 / ∈ {i 1 , i 2 }. Let C * be the extended code of
(ii) The order of Aut(C * ) is:
Proof. Let h 1 , · · · , h n ∈ F m be the columns of H m , where n = 2 m − 1, and let h 0 be the zero vector in F m . Vector h i represent the ith coordinate positions of the codewords in C and also in C * (assuming that the parity check position corresponds to vector h 0 ).
We can also think of T v as acting on C * by permuting the coordinates of the codewords in C * .
The ith coordinate goes to the jth coordinate, such that h j = v + h i . As all the codewords in C * have even weight it is clear that T v is in Aut(C * ). Indeed, let a = (a 0 , . . . , a n ) ∈ C * .
This means that
any φ ∈ Aut(C * ) we have that φT v φ −1 is again a translation T w , where w = φ(v). For any element α ∈ Aut(C * ), it is clear that we can find α ′ ∈ Aut(C * ) fixing the extended coordinate and a vector u ∈ F m , such that α = α ′ T u . Therefore, we have Aut(C * )/T m ∼ = Aut(C) and so Aut(C * ) is the semidirect product of F m and Aut(C) (obviously, we can identify T m with , n, n + 1) if and only if 0 / ∈ {i 1 , i 2 }.
Proof.
From [3] we know that the code C * i 1 ,i 2 is completely regular if and only if 0 / ∈ {i 1 , i 2 } and also we know the intersection array for these cases. Therefore, if this condition is not satisfied, the code is not completely regular and neither completely transitive.
Hence, we have to prove that the completely regular code C * = C * i 1 ,i 2 is completely transitive.
To do so, we prove that all the cosets with the same minimum weight are in the same orbit by the action of Aut(C * ).
The number of cosets of C * are twice the cosets of C. Let 0 mean the parity check position, gives a new description, as coset graphs, of some known graphs.
The next theorem was stated in [3] without explaining the property of transitivity of such graphs that we include here. Specifically:
• Γ 0,1 has the intersection array (n, n−3 2 , 1; 1,
, n).
• Γ 1,2 has the intersection array (n, , n).
• Γ * 1,2 has the intersection array (n + 1, n, , n, n + 1).
• The graphs Γ 0,1 and Γ 1,2 are Q-polynomial.
All the graphs Γ 0,1 , Γ 1,2 and Γ * 1,2 are known. The first two graphs provide antipodal distance regular 2-covers (2 m , 2, 2 m−1 − 2) and (2 m , 2, 2 m−1 ) [7] , respectively, of the complete graph K 2 m [4, Sec. 12.5]). The graph Γ 1,2 has been constructed by Thas [17] . His construction involves a nondegenerate quadric in P G(n, 2). The equivalent construction using a nondegenerate symplectic form has been done by Brouwer [4, 7] .
Since any distance regular graph on 2(k+1) vertices with intersection array (k, µ, 1; 1, µ, k)
is a Taylor It is well known [4, Prop. 8.2.3] that an antipodal distance regular graph of diameter ρ = 3 is Q-polynomial if and only if it has an intersection array (k, µ, 1; 1, µ, k).
