Abstract. uego is a general clustering technique capable of accelerating and/or parallelizing existing search methods. uego is an abstraction of gas, a genetic algorithm (ga) with subpopulation support, so the niching (i.e. clustering) technique of gas can be applied along with any kind of optimizers, not only genetic algorithm. The aim of this paper is to analyze the behavior of the algorithm as a function of different parameter settings and types of functions and to examine its reliability with the help of Csendes's method. Comparisons to other methods are also presented.
Introduction
uego stands for Universal Evolutionary Global Optimizer. Though this method is not 'evolutionary' in the usual sense, we have kept the name for historical reasons. The predecessor of uego was gas, a steady-state genetic algorithm with subpopulation support. gas offers a solution to the so-called niche radius problem which is a common problem of many simple niching techniques such as fitness sharing (Deb, 1989) , (Deb and Goldberg, 1989) , simple iteration or the sequential niching (Beasley et al., 1993) . This problem is related to functions with multiple locals that are unevenly spread throughout the search space. The solution of gas involves a 'cooling' technique, which enables the search to focus on the promising regions of the space, starting off with a relatively large radius that decreases as the search proceeds. In multimodal optimization problems where the objective function has multiple local optima and the structure of these optima should be discovered beside the global optimum, it may be useful to ensure that the optimizer does not waste its time exploring the same region multiple times but simultaneously new and promising regions are found. This goal can be achieved by applying a non-overlapping set of clusters which define sub-domains for the applied optimizer. Based on the results of the optimizer, the search process can be directed towards smaller regions by creating a new set of non-overlapping clusters that consists of smaller sub-domains. This process is a kind of cooling method similar to simulated annealing. A particular cluster is not a fixed part of the search domain; it can move through the space as the search proceeds. The non-overlapping property of the set of clusters is maintained however. For more details on gas the reader should consult (Jelasity and Dombi, 1998) .
In (Jelasity, 1998) an introduction to the history, motivation behind developing uego and its evaluation for a combinatorial problem is given. The common part of uego with gas is the cluster-management (or species creation ) mechanism and the cooling method. However, the species creation and cooling mechanism has been logically separated from the actual optimization algorithm, so it is possible to implement any kind of optimizers that work 'inside a species'. This allows the adaptation of the method to a large number of possible search domains using existing domain specific optimizers while enjoying the advantages of the old gas-style subpopulation approach. In this paper, an algorithm called sass, proposed by Solis and Wets (Solis and Wets, 1981) , has been used as the optimizer algorithm.
The paper is organized as follows: Section 2 contains a short description of uego, the optimization algorithm; Section 3 presents the methodology that has been used to analyze the performance of uego with respect to its user-given parameters, and hence, a robust parameter setting can be presented. Section 4 is devoted to testing the reliability of uego using a robust parameter setting. Section 6 shows comparisons to other methods. Finally, in Section 5, the performance of uego is tested using a wide set of known test functions.
Description of uego
In this section the basic concepts, the algorithm, and the setting of the parameters are outlined. In uego, a domain specific optimizer (i.e. sass) has to be implemented. Wherever we refer to 'the optimizer' in the paper we mean this optimizer. 
Basic concepts
A key notion in uego is that of a species. A species would be equivalent to an individual in a usual evolutionary algorithm. A species can be thought of as a window (sphere) on the whole search space (see Figure 1 ). This window is defined by its center and a radius. The center is a solution, and the radius is a positive number. Of course, this definition assumes a distance defined over the search space. The role of this window is to 'localize' the optimizer that is always called by a species and can 'see' only its window, so every new sample is taken from there. This means that any single step made by the optimizer in a given species is no larger than the radius of the given species. If the value of a new solution is better than that of the old center, the new solution becomes the center and the window is moved while it keeps the same radius value.
The radius of a species is not arbitrary; it is taken from a list of decreasing radii, the radius list that follows a cooling schedule (see Figure 2 ), in such a way that given the smallest radius and the largest one (r l and r 1 ) the remaining radii are expressed by the exponential function
The first element of this list is always the diameter of the search space.
If the radius of a species is the ith element of the list, then we say that the level of the species is i. The parameter levels indicates the maximal number of levels in the algorithm, i.e. the number of different 'cooling' stages. Every level i (i.e. for levels from [1,levels]) has a radius value (r i ) and two maxima on the number of function evaluations (f.e.) namely new i (maximum f.e. allowed when creating new species) and n i (maximum f.e. allowed when optimizing individual species). During the optimization process, a list of species is kept by uego. This concept, species-list, would be equivalent to the term population in an evolutionary algorithm. uego is in fact a method for managing this species-list (i.e. creating, deleting and optimizing species). The maximal length of the species list is given by max spec num (maximum population size).
The Algorithm
The uego algorithm has the following structure:
Begin uego init species list optimize species(n 1 ) for i = 2 to levels Determine r i , new i , n i create species(new i /length(species list)) fuse species(r i ) shorten species list(max spec num) optimize species(n i /max spec num) fuse species(r i ) end for End uego Init species list: A new species list consisting of one species with a random center at level 1 is created.
Create species(evals): For every species in the list, random trial points in the 'window' of the species are created, and for every pair of trial points the objective function is evaluated at the middle of the section connecting the pair (see Figure 3) . If the objective function value of the middle is worse than the values of the pair, then the members of the pair are inserted in the species list. Every newly inserted species is assigned the actual level value (i). As a result of this procedure the species list will eventually contain several species with different levels (hence different radii). The motivation behind this method is to create species that are on different 'hills' so ensuring that there is a valley between the new species. The parameter of this procedure (evals) is an upper bound of the number of function evaluations. Note that this algorithm needs a definition of section in the search space. In terms of genetic algorithms, it could be thought that, in this procedure, a single parent (species) is used to generate offspring (new species), and all parents are involved in the procedure of generating offspring. Fuse species(radius): If the centers of any pair of species from the species list are closer to each other than the given radius, the two species are fused (see Figure 4) . The center of the new species will be the one with the better function value while the level will be the center radius to highest point (C1) to largest radius (r2) C1 C1 C2 r2 r2 r1 Figure 4 . Fusion procedure minimum of the levels of the original species (so the radius will be the larger one).
Shorten species list(max spec num): It deletes species to reduce the list length to the given value. Higher level species are deleted first, therefore species with bigger radii are always kept. For this reason one species at level 1 whose radius is equal to the diameter of the search domain always exists, making it possible to escape from local optima. In the implementation used in the paper no special method is applied for selecting the species to delete, except the above constraint.
Optimize species(budget per species): Execute the optimizer (in this paper: sass) for every species with a given number of evaluations (budget per species) (see Figure 1) . At level i the budget per species is n i /max spec num, so this budget depends on the max spec num (maximum species number or maximum population size).
It is clear that if for some level i the species list is shorter than the allowed maximal length, max spec num, the overall number of function evaluations will be smaller than n i . Therefore the number of function evaluations tends to decrease as max spec num increases whenever the number of found species is smaller than this maximal length. Note that the fact that uego may terminate simply because it has executed all of its levels is qualitatively different from genetic algorithms (even from its predecessor gas) which typically run until a maximum number of function evaluations limit.
Parameters of uego
In uego the most important parameters are those defined at each level: the radii (r i ) and the function evaluations numbers for species creation (new i ) and optimization (n i ). These parameters are computed from some user-given parameters that are easier to understand:
The maximal number of function evaluations the user allows for the whole optimization process. It could be called as Whole Budget. Note that the actual number of function evaluations may be less than this value.
The maximum number of levels, i.e. the number of cooling stages.
max spec num (M ): The maximum length of the species list or the maximum allowed population size.
min r (r l ): The radius that is associated with the maximum level, i.e. levels.
Discussing the algorithm for computing the parameters from these user given values in detail are out of the scope of this paper. The reader should consult (Jelasity, 1998) to understand the justification of the following equations. The basic idea is that species move in the space at a given speed (v(r)) (distance per function evaluations) which depends on the applied search algorithm and the level of the given species. The speed in a level i can be computed as:
Using this notion, we make sure that even when the length of the species list is maximal, the species at different levels can explore the same volume of the search space.
In the creation mechanism it must be ensured that even if the length of species list is maximal, there is a chance of creating at least two more species for each old species. It also makes a strong simplification that all the evaluations should be set to the same constant value. Equation 3 shows how new i is computed.
The number of function evaluations in the optimization process n i at every level i can be expressed by Equation 4, where ν is a threshold that directly controls the distance a species is allowed to cover.
Let us define new 1 = 0 for the sake of simplicity since new 1 is never used by uego. The decomposition of N results in the trivial equation From ( 4) and (5) parameters ν and n i can be computed.
Testing Experiment Settings
In this section, experimental results on real functions will be presented. For real functions the optimizer used by uego was the derivative-free and stochastic hill climber suggested in (Solis and Wets, 1981 ) (sass), where the parameter ρ ub , that controls the maximum step size was set to the value of the radius of the species from which the optimizer is called; and the accuracy of the search was set to min(ρ ub /10 3 , 10 −5 ).
No fine-tuning of the parameters of the optimizer was done. Due to the stochastic nature of uego, all the numerical results given in this work are average values of hundred executions.
Our experimental methodology (see Fig. 5 ) can be split into two stages: the first stage of training is intended to determine the values of the free parameters of uego which produce good solutions (Section 3); the second stage of testing has been designed for comparing uego to other methods (Section 6) and for evaluating uego with a set of known test function (Section 5).
Characteristics of Training Test Functions
The first stage of experiments has been carried out on a set of four different test functions (Y1, Y2, Y3, Y4). The main characteristics of these functions (dimension and number of maxima) are described in Table I .
We decided not to use well-known benchmark functions in this stage of experiments. The main reason is that we agree with the ideas disall.tex; 8/04/2004; 20:55; p.8 cussed in (Hooker, 1995) , namely that for doing scientific tests it is more convenient to use functions that differ only in controllable features. This will allow us to analyze the effect of only one separated feature of the test problem: the number of local optima K and the dimension n of the function. Table I . Type and number of maxima of the four test functions.
The construction of these functions starts with a user-given list of local optimum sites (o) and the corresponding function values (f o ), which must be positive values.
In the first step, we define bell shapes for every site to create the local optima The height of a bell is given by the function value f o of its site o, and its radius r is the distance from o to the closest site. The height of the bell at a distance x from o is f o g(x) where
The value of the objective function at any location is the sum of these bells. In the case of our test functions, the coordinates of the maximum sites and function values were randomly taken from [0, 1] using a uniform distribution. We made the random choice of the maximum sites taking in account that the distance among them should be greater than 0.04. Examples of such functions (Y1,Y2) have been drawn in Figure 6 .
The experiments
For the purpose of analyzing the effects of the parameters levels, max spec num and min r, a set of experiments using the four training test functions were made. The values of these parameters are shown in Table II . Experiments were performed for all combinations of these parameter settings. Some results are shown in Tables III, . . . , VI that are average values over 100 runs.
Test Function Y1
Test Function Y2 Figure 6 . The plot of the test functions Y1 and Y2. Tables III and IV go with the experiments with the fixed value of evals (N ) equal to 100, 000. In this table, first column shows the values of the parameter max spec num (M ), and second column shows the values of minimum radius (r l ) for each value of M . First row shows the values of the parameter levels (l). For each combination of M , r l and l, the values of two performance measures are indicated: the average number of function evaluations uego uses when N = 100, 000 (FE), and the average number of maxima (species) uego detects (S). The number of maxima is computed as the number of species existing at the end of uego. If 100% of success in finding the global solution is not reached using a certain combination of parameters, then the corresponding FE value is an * . A success happens whenf ≥ f * − , wheref is the value of the objective function for the found maximum, f * is the maximum value of the objective function and = 10 −6 . Table III shows some results for Y1 test function, which is twodimensional (n = 2) and it only has 5 optima (K = 5). In this table it can be seen that for a fixed value of M and l, the number of detected species (S) increases when the radius (r l ) decreases. This growth in the number of species lies in the fact that the number of fused species decreases when the radii are smaller. Since each species had been assigned a certain maximum number of function evaluations (budget per species) in the optimization processes, the more species there are, the Table III . Results for Y1 (n = 2, K = 5) more function evaluations are consumed. Consequently, the number of function evaluations FE also increases when the radius decreases. For Table III under consideration and for fixed values of l and r l , a tendency to find more species (S) when M increases can be appreciated. This tendency is not too clear due to the fact that Y1 test function only has 5 optima. This increment in the number of found species can be explained by the fact that a larger population size is allowed and hence, it results easier to explore the search space. However, for those fixed parameters, the number of function evaluations (FE) decreases when M increases owing to the decrease in the budget per species (n i /M ) in the optimization processes and to the fact that the number of species remains small for this test function. It is clear that this effect is not a linear function of M , and it can be seen clearer between M = 5 and M = 20. Increasing M further does not show the effect on S since M = 20 is already sufficient due to the small number of local optima.
Results in Table IV for Y2 test function, which is two dimensional (n = 2) and it has 125 optima (K = 125), show that the tendencies in the performance of uego with respect to the parameters M , r l and l are similar to the tendencies analyzed for Y1 test function. Accordingly with the tendencies shown for Y1 in Table III , the number of detected species (S) increases when M and l increase and r l decreases. In the same way, the number of function evaluations (FE) increases when l increases and M and r l decrease.
Y2 is a more difficult test function than Y1, in such a way that for some combinations of the parameters, uego is no able to find the global solution with 100% of success. The symbol * in Table IV indicates that for the corresponding combination of parameters uego does not reach the global optimum with 100% of success. The results in Table IV show that uego did not get trapped in local optima only when the number of levels is high (l = 10), following that the cooling process allows the algorithm to escape from local optima. When the number of levels is small (l = 2), the algorithm can find the global optimum with 100% of success either when M is small and r l is big or when M is big and r l all.tex; 8/04/2004; 20:55; p.12 is small (the large amount of allowed species cover most of the search space, detecting the global attraction area). Function Y3 has only 5 optima (K = 5), but it is defined in a 30-dimensional domain space (n = 30), a characteristic that increases the difficulty of locating the maxima, in such a way that uego could not find the global solution with 100% of success for any combination of parameters. In several cases, the algorithm could find the global maximum attraction region, but it was no able to reach the maximum position with enough precision. For these reasons we tried to run the algorithm with a larger value of the maximum number of function evaluations, i.e. N = 1, 000, 000. Table V shows some results for these new experiments. Nevertheless, it can be seen that 100% of success in finding the global maximum was not reached for large values of M (M = 200), where the number of function evaluations is quite small. This fact happens because when M increases, the budget per species in the optimization process (n i /M ) decreases; and this small number of points the optimizer is allowed to evaluate is not enough in a 30-dimensional space. These difficulties of uego in finding the global maximum with enough precision would be mainly due to the fact that we are using a non very efficient local search procedure that does not converge very well in high dimensions. Therefore better results could be achieved if a faster local search optimizer were used.
It is interesting to point out that, as can be seen in Table V , the average number of detected species (S) and the average number of function evaluations (FE) hardly change with the value of the parameter r l . This result can be put down to the relatively far distance among the locations of the maxima in a 30-dimensional space, allowing the detection of the same number of species using different radii values. In other words, shrinking the radius size the way done in the experiments did not result in decreasing the number of detected species. To achieve this effect the radius should have been decreased much steeper. However for a clearer comparison we used the same values in every experiment.
Another similar effect with respect to the number of consumed function evaluations can be appreciated for different levels values. Taking into account that for Y3 it is quite hard to detect the positions of the maxima, the optimizer consumes the whole budget per species it has been assigned (n i /M ). Test function Y4 (30-dimensional with 125 optima) has both a large number of maxima and high dimensionality. Consequently 100% of success in finding the global optimum was not reached for N ≤ 1, 000, 000. Since Y4 has a large number of optima it seems that to fix a high number of allowed species M can result appropriate, but since Y4 has 30 dimensions, it results that a too large number of species means an extremely high number of function evaluations N . Accordingly, experiments for Y4 test function were run for the parameters M and N fixed to M = 50 and N = 20, 000, 000. From these experiments the effects of the number of levels l and minimum radius r l were analyzed. Results in Table VI show that the number of optima the algorithm is able to find increases when the minimum radius decreases and the number of levels increases. It can be seen that the number of function evaluations also increases with the number of found species; though this increment is not too high as happened for Y3 test function. It is interesting to remark that the largest percentage of success is achieved for higher number of levels and smaller radii, as happened for Y2 test function. In this way, it can be seen that for l = 2, the percentage of success decreases when r l decreases due to the fact that with l = 2 and small radii the algorithm cannot cover the whole search space and hence, it can get trapped in a local optimum. However, when the number of levels is high, due to the cooling mechanism, the algorithm is not trapped in a local optimum, and small final radii allow to obtain more accurate solutions.
As conclusion of the above experiments it could be said that a robust parameter setting consists of a large enough number of levels (l), a small minimum radius (r l ), a sufficient maximum number of species (M ) and a large value of N in order to get a minimum budget per species which is sufficient in the optimization process. An example of robust parameter setting could be: r l = 0.03, l = 10, M = 50, 100 and N = 1, 000, 000. We have to point out that the optimal values depend on the problem domain at hand. Based on the above results, after preliminary experiments, it is possible to fine-tune the parameters. For instance if the number of species found is small then we can use a smaller M, and a smaller N.
Reliability measurement
In (Csendes, 1988) a new global optimization test problem is suggested. This problem can be used for measuring the reliability of a global optimization algorithm and testing the degree of difficulty of global optimization problems that can be solved with it.
The suggested n-dimensional test function to be minimized can be described as:
where for every i = 1, 2, . . . , n:
if x i = 0, and
The function F (x) has a countable infinity of local minima and maxima and all these extrema are in the hypercube:
In (Csendes, 1988) it was proved that the region of attraction of the global minimum is of zero measure. The most important property of F (x) is that the smaller the local minimum, the smaller the measure of the region of attraction relating to this local minimum. This feature can be used to assess the degree of difficulty of global optimization problems that can be solved by the given method. The local minimizers of the one-dimensional version of the test function can be ordered according to the magnitude of the function value. The serial number N x of the local minimizer x can be calculated using the equation
where . denotes the largest integer not greater than the argument, and sgn stands for the signum function. In the one-dimensional case the size of the region of attraction A x of local minimizer x can be well estimated by:
where A x is approximately equal to the distance between the two minima that are adjacent to x.
Results for this test function defined in several dimensions
In order to measure the reliability of uego algorithm, the opposite of the above test function (−F (x); x ∈ [−1, 1] n ), see Equation (6), in several dimensions n, has been maximized. The values of the parameters were: N = 1, 000, 000, M = 20, l = 10 y r l = 0.03. All experiments have been executed 100 times, and results in Table VII are average values (double precision) of the found maximum (f (x * )), the average number of function evaluations (FE), and the average number of detected species (S). In the left hand column dimension of the test problems has been represented. The results in Table VII show that for n = 1 and n = 2 uego reaches the real global maximum equal to 0.0. For the remaining test functions, the differences between the real maxima and the optima reached by uego increase with the dimension of the problem, and hence with the complexity of the test problem. However, the found optima are still quite small. In (Csendes, 1988) , after a reliability test using these test functions, Csendes concludes that his algorithm can be tuned to solve most practical problems with satisfying reliability. Table VIII shows results for Csendes' and uego algorithms for the test functions with n = 1 and n = 4. The magnitude 's.u.t' stands for standard time unit which indicates the consumed time in 1000 evaluations of the Shekel 5 function at x T = (4.0, 4.0, 4.0, 4.0) T . The magnitude s.t.u./eval (s.t.u/number of function evaluations) is a measurement of the speed of the algorithm. Results show that uego reaches the solution with more accuracy thought it needs more function evaluations and therefore more time. However it can be seen that uego is faster than Csendes' algorithm in the sense that the values of 's.t.u./eval' are smaller for uego for both test functions.
Thereby, it can be concluded that the algorithm shows a high degree of reliability even for quite complex test functions.
Testing uego with a set of known Test Functions
Having the reliability of the algorithm tested, the next set of experiments was aimed to prove that a robust parameter setting of uego deduced from previous experiments can be used on other known test functions. To this end, a set of 48 test functions (see Appendix) was chosen; the parameter setting was: N = 100, 000, M = 20, l = 10 y r l = 0.03. The functions identified only by their names can be found in (Törn andŽilinskas, 1989; Dixon and Szegő, 1975; Walster et al., 1984) .
All experiments were run 100 times and results in Table IX shows average values in the number of function evaluations (FE) and average values in the number of detected species (S). Table IX only gives results for the 40 test functions for which 100% of success in finding the global maximum was reached. It can be seen that the number of function evaluations depends on the complexity of the test functions. Recall that the parameter N is only an upper bound, and the actual number of function evaluations depends on the structure of the function. If it is simple, few evaluations will be used. Functions F40 and F42 have been built for several dimensions, i.e. function F40 5 is F40 function defined in a 5-dimensional space.
The rest of test functions did not reach the location of the global optimum with enough precision, so a more robust parameter setting was chosen, where the values of M and N were increased: M = 100, N = 1, 000, 000. For this stage of new experiments a 100% of success was reached for the whole set of test functions. Table X shows the number of optima of the test function (K), the average number of function evaluations (FE) and the average number of found species (S) for every test function. The average number of detected optima (S) is quite close to either the number of optima (K) or the maximum species number allowed (M). Additionally, the average number of function evaluations (FE) depends not only on the number of optima but also in the kind of test function (i.e. the number of dimensions). 
Comparison to other methods
In this set of experiments we wanted to compare uego to methods that have been developed to be used in similar environments. This is the reason why we did not include domain specific clustering methods in the test, only heuristics that have a similar general application area.
The algorithms we chose are: a simple hillclimber (shc), a multistart hillclimber (mhc), gas and a ga with local search (genesis. Another issue was to choose the problem domain for the comparison. According to a general feeling in the field of global optimization which is supported by theoretical results as well (Wolpert and Macready, 1997) , every algorithm has its special area of application, and there is no algorithm that is better than some other algorithm on every task. Therefore a paper that discusses a new algorithm should try to characterize the situations in which the algorithm can be accepted to perform especially well. For this reason we chose a set of functions that can illustrate the adaptive search focusing capabilities of uego. The functions have a relatively large flat area with the interesting part located in a small cluster.
Test function set
The set of test functions consists of the functions Y1-4 on extended domains, [0, n] d where d is 2 (for Y1, Y2) or 30 (for Y3, Y4), and n is such that the volume V of the domain is V = 2 j , where j = 0, 1, 2, 3, 4, 5, 6, 7. The function value outside [0, 1] d is the constant value −0.1 which is lower than the minimum of Y1-4. Therefore the new set of test function consists of the set of the 32 functions: 1, 2, 3, 4, 5, 6, 7 6.2. Parameter setting
In this section comparisons with a simple hill climber (shc), a multistart hill climber (mhc), gas (the ancestor of uego) and genesis (a ga with local search) are shown. All results are average results over 50 runs. The maximum number of function evaluations was set to N = 100, 000 for Y1-2, and N = 1, 000, 000 for Y3-4, for all algorithms. The remaining parameters of the algorithms were set as follows. uego algorithm was run using: l = 10, M = 50 and r l = 0.03. The hill climber (shc) was the optimizer used by uego; it means that shc is uego with l = 1.
In the multistart case, mhc, the number of restarts from a new random point is given by the value of M for uego, i.e. 50. Therefore it consists of 50 runs of uego(l = 1) in such a way that N is an upper bound of the total number of function evaluations.
The parameters for gas are very similar to those of uego, so the minimum radius was set to 0.03, the population size was set to 200 in such a way that the maximum number of species is population size/4 = 50 and the number of levels was set to 8, the maximum allowed by the algorithm.
genesis is a ga with local search (see (Grefenstette, 1984) ). We have introduced local optimizer sass in the algorithm in order to compare similar heuristics. The number of steps of the local optimizer in genesis algorithm was set to 20 according to the suggestion of (Orvosh and Davis, 1993) . The parameters of genesis used in the experiments were: to use gray coding, 30 bit per dimension, mutation 0.01, and ranking elitist selection. The remaining parameters of the algorithm were set to the default values.
Results and discussion
Results of the experiments for Y1-4 and their extensions are shown in Tables XI, XII, XIII and XIV respectively.
In these tables, first column shows the extension of the function, and second column shows the performance magnitudes that have been measured in the experiments. Columns third to eighth show the results for uego, shc, mhc, gas and genesis algorithms.
The shc algorithm performs very poorly which is not surprising given the special structure of our domain.
genesis also presents few success in finding the global solutions. On Y1 defined in large domains genesis does not reach the solution with enough precision using that upper bound in the number of function evaluations. On the remaining test functions genesis only reaches local solutions.
The performance of the other methods is more interesting. On the two dimensional functions the difference between the methods is in the number of function evaluations. gas uses a lot more evaluations than the other two. An interesting effect is worth mentioning: uego is much more adaptive in terms of allocating function evaluations.
The set of functions based on Y1 have simple structure, here uego uses less evaluations than the mhc. On Y2 uego uses more due to the more difficult structure. In higher dimensions where the hillclimber in itself is much less effective the differences between the metaheuristics are more evident. The quality of the solutions of uego is slightly better than the solutions of gas and much better than mhc, especially when the problems become harder (when the volume of the domain increases). uego finds the global optimum in significantly more runs than the other algorithms.
At the same time, due to the species creation mechanism and the evaluation allocation method to existing species (if there are few species, the total amount of evaluations will be small) the number of evaluations is significantly fewer in uego than in the other two algorithms. 
Concluding remarks
In this paper, uego a general evolutionary algorithm has been investigated. Using a set of four training functions, the behavior of the algorithm has been analyzed and the set of robust parameter setting was found. The reliability of uego has been tested using the method proposed by Csendes, and the obtained results showed that uego is able to find accurate solutions for hard test problems. Comparisons to other methods have been carried out, and results show that uego presents a better global performance than the compared algorithms. The evaluation of uego over a set of forty-eight standard test functions has confirmed that it can be successfully used as a global optimization algorithm for finding the global optimum and many local optima for multimodal functions. 
