Abstract: This paper develops finite mixture models with fixed effects for two families of distributions for which the incidental parameter problem has a solution. Analytical results are provided for mixtures of Normals and mixtures of Poisson. We provide algorithms based on the expectations-maximization (EM) approach as well as computationally simpler equivalent estimators that can be used in the case of the mixtures of normals. We design and implement a Monte Carlo study that examines the finite sample performance of the proposed estimator and also compares it with other estimators such the Mundlak-Chamberlain conditionally correlated random effects estimator. The results of Monte Carlo experiments suggest that our proposed estimators of such models have excellent finite sample properties, even in the case of relatively small T and moderately sized N dimensions. The methods are applied to models of healthcare expenditures and counts of utilization using data from the Health and Retirement Study.
Introduction
In analyzing panel data in the framework of linear models, random and fixed effects models provide a central paradigm for data analysis. Finite mixture (or " latent class " ) models (FMM), which are appealing generally because of the additional flexibility they offer within the parametric context, have been used extensively for modeling crosssection data and also, more recently for modeling panel data. The extensions to panel data have been for either pooled or population-averaged (PA) models or the random effects (RE) models; see, for example, Skrondal and RabeHesketh (2004) and Bago d ' Uva (2005) . There appear to have been no attempts to combine finite mixtures and fixed effects (FE) . This paper takes the first step in this direction, motivated by the fact that the fixed effects model has a special place in the microeconometrics panel data literature. The fixed effect framework has considerable appeal because it makes weaker, and, perhaps more plausible, assumptions about the correlation between the unobserved individual specific effects and the observed regressors included in the model. Important advances in analyzing finite mixture models appeared in the statistical literature in the 1960s and 1970s. Path-breaking papers by Dempster, Laird and Rubin (1977) and Aitkin and Rubin (1985) which introduced the expectations-maximization (EM) algorithm made the computation of the finite mixture (latent class) models accessible to applied researchers. The monograph by McLachlan and Peel (2004) documents the enormous popularity of the mixture formulation in many areas of statistics and highlights the importance of the EM algorithm as the estimation method of choice in numerous applications. In cross-section econometrics finite mixture models have proved to be a useful way of modeling discrete unobserved heterogeneity in the population based on the intuitive idea that different "types" may correspond to different latent classes or subpopulations (Heckman and Singer 1984; Trivedi 1997, 2002; Conway and Deb 2005) . Time-series applications of finite mixtures, known as switching models, have also been popular in macro economics and are thoroughly analyzed in Fr ü hwirthSchnatter (2006) from a Bayesian perspective. The key idea is that the unknown population distribution may be empirically approximated by a mixture of distributions with finite, but usually small, number of mixture components. For example, a mixture of normals has been extensively used as an approximating distribution for continuous outcomes. In empirical applications of finite mixtures to panel data using a relatively small number of components, however, some latent classes may still show substantial within-class heterogeneity. Hence adding either fixed or random effects can improve the fit of the model. Adding random effects usually leads to greater computational complexity, whereas the effects of introducing fixed effects have not been previously studied.
In microeconometrics both random effect (RE) and fixed effect (FE) models are widely used to account for unobserved heterogeneity. In a fixed effects model individual-specific effect α i , also called an incidental parameter, is an unobserved random variable that may be correlated with the regressors x it , i = 1, … , N t = 1, … , T . In a random effect model α i are assumed to be uncorrelated with the regressors. The common set-up of a panel model in microeconometric applications, and in this paper, is "large-Nsmall-T ," commonly referred to as a short panel. Within this set-up consistent estimation of the incidental parameters is not possible. The solution of this incidental parameters problem is a classic problem.
In semiparametric linear models the standard way of handling fixed effects is to eliminate them by either first differencing or applying the "within or deviationsfrom-mean" transformations. This step sweeps out both the individual fixed effects (interpreted also as nuisance parameters) as well as all time-invariant variables. The remaining parameters can then be estimated consistently by a conditional moment type estimator. In some semiparametrically-specified nonlinear models a similar approach based on a mean-scaling transformation can be applied also. However, in nonlinear models some standard ways of handling fixed effects do not necessarily work, so the FE model, and by implication the fixed effects finite mixture model (FE-FMM) , is potentially problematic to estimate. This paper studies parametrically specified finite mixture models. In such cases another way to sweep out the incidental parameters and estimate the remaining common parameters is to use the conditional maximum likelihood (CML) approach of Andersen (1970) ; see also Severini (2000) . The application of CML requires that there is a known sufficient statistic for the nuisance parameters; then the likelihood is maximized conditional on the data and this sufficient statistic. This is equivalent to concentrating out of the likelihood the nuisance parameters and working with the concentrated likelihood function. An alternative terminology for this is profile likelihood maximization. Unfortunately, such conditioning is known to be feasible only in a limited number of nonlinear models Lancaster (2000 Lancaster ( , 2002 . How to do this in a finite mixture model appears not to have been investigated. Developing a method to do so for two leading finite mixture models is the objective of this paper. We also consider the related issue of developing computationally efficient algorithms for estimating these models.
Our solution of the FE-FMM estimation problem is based on two insights. The first is that if the incidental parameter problem can be solved for each component of the mixture, then a mixture should be formed after concentrating out the incidental parameters. Second, maximization of the resulting concentrated mixture likelihood can be accomplished in some cases by direct nonlinear optimization of the mixture likelihood, and in other cases by the application of the EM algorithm to the "fulldata" variant of the concentrated mixture likelihood. We develop this approach in the context of Normal and the Poisson two-component mixture models. Numerical illustrations using both Monte Carlo simulation and real data are provided.
The remainder of this paper is organized as follows. Section 2 establishes the notation, the context, and the solutions for the standard one-component model which is used to generate the mixture. Section 3 introduces the extension to finite mixtures. Section 4 develops the EM algorithm. Section 5 reports the results of a Monte Carlo study of several estimators. Section 6 provides two empirical illustrations. Section 7 concludes with discussion and remarks.
Fixed Effects in Panel Data Models
For simplicity and to establish notation we begin with the familiar linear panel data model with the outcome variable denoted as y it , the covariates denoted as a K -component vector of time-varying exogenous regressors x it , and individual specific effects α i , where i = 1, … , N and t = 1, … , T. The regression specification is
Adding time-invariant regressors does not cause any additional complications and hence are omitted for simplicity. As previously mentioned the set-up assumes the large-Nsmall-T setting. Lagged dependent variables and endogenous regressors are excluded. For simplicity we assume a strongly balanced panel, though this restriction can be relaxed with some additional notation. In the RE model the individual-specific effect is uncorrelated with the regressors and the unobserved i.i.d. errors ε it so that E[ | , ]=0,
Incidental Parameters Problem
The most direct approach is to jointly estimate α 1 , … , α N and β . Consistent estimation then relies on large-Nlarge-T asymptotics. But in microeconometric applications a short panel is more plausible, and asymptotic theory assumes only that T is fixed while N → ∞ . This raises the possibility that the joint estimator of ( α 1 , … , α N , β ) will be inconsistent when T is "small." We note, however, that some have argued that the approach may still "work," at least for some nonlinear models, when T ∼ 10. In essence this is an extension of the "least-squares-with-dummyvariables" approach for linear panel models to nonlinear panel models; see Heckman (1981) , Greene (2004a,b) and Allison (2009) . Drawing support from Monte Carlo evidence, Greene argues that for some nonlinear panel models the dummy variable approach produces satisfactory results even for relatively small T. Lancaster (2000) and Severini (2000) survey a number of other approaches for handling the incidental parameter problem, including especially the conditional likelihood approach. Dhaene and Jochmans (2011) provides a further analysis covering a number of nonlinear models which suffer from the incidental parameter problem. Arellano and Hahn (2007) provides an analysis of recent developments dealing with biases in estimation of nonlinear panel models.
More commonly in short panels, transformations are applied to eliminate the individual-specific fixed effect parameters α i after which the main interest lies in estimating identifiable components of β . In linear models with additive fixed effects, first differencing and "within" transformations are leading examples of this approach. In nonlinear models with multiplicative fixed effects, this approach has been extended to moment-based estimators for some nonlinear panels (Chamberlain 1992) . Quasi-differencing analogs of within-and first-difference transformations are available for specific nonlinear panel models (Cameron and Trivedi 2005) . Such semiparametric approaches are difficult to extend to finite mixture models. We, therefore, pursue solutions based on conditional maximum likelihood applied after conditioning on a sufficient statistic for α i . In Normal linear models, this approach is also equivalent applying the within-transformation.
Normal Regression
Given (1) 
The resulting conditional ML estimator CML β β eliminates the fixed effects and solves the first-order conditions
the solution coincides with the first-order conditions from least squares regression of ( ) ( 1) ).
Poisson Regression
We next consider the Poisson panel model under the strong assumption that the regressors are strictly exogenous. In the standard formulation, the mean parameter is λ it and the individual specific effect α i impacts λ it multiplicatively, i.e.,
In this case also the sufficient statistic for α i is ∑ t y it , or . i T y So one can apply conditional maximum likelihood. This is equivalent to concentrating out of the likelihood the parameters α i . The full log-likelihood is ( )
The first order conditions with respect to , ln ( ,
Substituting (7) back into (6) yields the following concentrated likelihood function, ignoring terms not involving β :
Consistent estimates of β for fixed T and N → ∞ can be obtained by maximization of ln L conc ( β ).Specifically
gives the first-order conditions 
Finite Mixture Models with Fixed Effects
The standard definition of a C -component mixture (or C latent classes) of an arbitrary density with f (
where
y it ~ f ( y it | x it ,θ j ) with probability π j .
Throughout the paper we will only consider the case of fixed mixing proportions. Likelihood function based on (10 -11) is referred to as mixture likelihood. As specified, this specification has no individual-specific effects, indicating that this specification is essentially a pooled data mixture model. We wish to extend the CML approach to Normal and Poisson finite mixture models. Before considering details note that the above the conditioning approach "works" for the Normal and the Poisson regression but it will not work for the mixture of Normals or mixture of Poissons because in these cases a sufficient statistic for the α i is not available. However, the approach can work if the mixture components are first purged of fixed effects and we then form a mixture of concentrated marginals. In the following section such an approach will be used.
Let s i be a sufficient statistic for α i . Then the mixture definition (10) is expressed with conditioning on s i as follows:
The estimation objective is to obtain consistent estimates of ( π j ,θ j ), j = 1, … , C . Computing algorithms for estimation based on expectations-maximization (EM) are discussed in McLachlan and Peel (2004) and Fr ü hwirth-Schnatter (2006). Direct estimation based on the mixture likelihood using variants of Newton ' s method is also feasible in some cases.
Normal Mixture
As stated previously, under this formulation we cannot use the concentrated likelihood approach. However, as a sufficient statistic does exist for each component separately, we propose to form the mixture model using the component-wise conditional density. That is, we construct the mixture using the conditional likelihood for each component Normal regression. Thus,
and the mixture distribution is 2 =1 ( , | , )
and
The expression (14) would be convenient to use if the latent class assignment of each observation is given.
As this is not the case, for the purposes of estimation it is more convenient to work with the full-data likelihood . This is obtained by first defining d it to be an indicator variable that identifies individual i ' s latent class at time t and introducing the indicator function 1( d ji = 1). Assume observations are permanently assigned to just one latent class during the panel period, which implies that d it = d i . More precisely,
Of course d ji is not directly observed as classes are latent. Then the full-data likelihood for this model, under the assumption that the observations are conditionally independent across individuals and over time, based on the concentrated density is ( )
The maximization of this likelihood may be based on the expectations-maximization algorithm. Details are given in section (4) below. It will be shown that, in this specific case of linear panel model, it is possible to base estimation on the mixture likelihood and avoid using the EM algorithm altogether. This computational convenience is a consequence of the fact that the sufficient statistic does not depend upon latent class assignment or unknown parameters. Hence estimation can be based on the concentrated likelihood expression derived using (14). Specifically, one can apply the within transformation to the data and then use a standard program for normal mixtures. If this convenient feature is absent, then an EM algorithm based on full-data likelihood will be required as shown below for the case of Poisson mixtures with fixed effects.
Poisson Mixture
For a fixed effect Poisson mixture we again exploit the result that for each component of the mixture distribution a sufficient statistic is available. Therefore, we can derive a finite mixture-based likelihood function based on the conditional (on the sufficient statistic) component distributions.
Specifically, given
Then the full-data concentrated likelihood is derived by combining (18) and (15) which yields
Again this likelihood can be maximized using the EM algorithm. Note that in this case the sufficient statistic depends on model parameters thus the EM algorithm is required.
EM Algorithm
Consider a panel with units i = 1,2, … , N observed at times t = 1,2, … , T . Suppose that an observation y it can be drawn from one of C latent classes, each of which has a density f ( y it ;θ j ). Here f ( y it ;θ j ) is shorthand for the j th component of concentrated likelihood and θ j is generic notation for common parameters in component j . In the Poisson case ( ; ) ( ; ) ( ; )
and the log likelihood function is
Replacing d ji by its expected value, Ê = ,
The M-step of the EM procedure maximizes (22) by solving the first order conditions 1ˆ= 0, = 1,..,
The marginal probability that an observation comes from the class j is the average of all individual observation probabilities of coming from the j th population. The E-step of the EM procedure obtains new values of E[ d ji ] using the (23). The posterior probability that unit i belongs to population j, j = 1,2, … C , denoted z ji is defined as
and is recomputed as new estimates of ( π j , θ j ) become available.
For a given set of parameters, { θ j , π j } j = 1,2, … , C , and the data, the E-step consists of calculating z ji which defines the set of posterior probabilities of classification for each unit, and also the values of { π j } j = 1,2, … , C for the next M-step. Given { π j } j = 1,2, … , C the M-step consists of maximizing the (22). The E-and M-steps are repeated in alternating fashion until the expected log likelihood fails to increase.
Variance Estimation
Unlike Newton-Raphson type gradient based algorithm applied to the mixture likelihood, the EM algorithm does not automatically generate an estimate of the information matrix required for estimating the asymptotic variance of the maximum likelihood estimator Louis (1982) , Oakes (1999) . When the analytical expressions for the information matrix components are available then these can be evaluated at the converged EM estimates and used to generate the variance estimates. However, these expressions are complicated for mixture models and alternative methods need to be considered.
A convenient method of Louis (1982) and Oakes (1999) G θ θ both from the full-data log-likelihood evaluated at the converged value. The Hessian is assumed to be nonsingular positive definite. Then, as shown in Louis (1982) ,
Once the EM estimates of θ are available, the gradients and Hessian can be obtained, either analytically or numerically, and then used to evaluate the expression in (26).
Simplified Computation for the Normal Mixture
Some computational simplifications arise in the case of the Normal mixture because the conditioning statistic does not depend on unknown parameters. Hence, replacing ( y it ,x it ) by ( , ),
it it y x where ~ denotes the within transformation, and then maximizing the mixture likelihood is numerically exactly equivalent to applying the EM algorithm to the full-data likelihood. Estimation of a mixture of Normals with fixed effects can proceed therefore in essentially the same way as for the standard FM model for cross-section data provided that one first applies the within transformation to the data. Moreover, fixed effect models with more than two components can be handled using the same software as models without fixed effects.
A finite mixture likelihood based on first-differenced observations also does not require the EM algorithm. However, these results will not be numerically identical to those from the EM algorithm. First-differencing decreases the number of available time series observations from T to T -1, and it induces residual serial correlation, both of which reduce the efficiency of the standard estimator.
This analysis for individual-specific effects extends to panel data with cluster-or group-specific effects if clusters and groups are directly observable and not latent. Suppose individuals i = 1, … , N are uniquely assigned to G groups, and the data are denoted as
y x denotes the data after a within-group transformation; specifically,
y y y − denotes deviation of y it from group-specific mean ( ) g y . In some instances panel data may have a third dimension in addition to ( i, t ); for example, in trade data that dimension could be country pair. The approach of this paper could be extended to this case also.
A Monte Carlo Study
We next report a Monte Carlo study of Normal and Poisson mixtures with fixed effects whose simulation design is motivated by the following objectives. Our first objective is to examine the finite sample properties of the proposed estimators and the robustness and computational efficiency of the proposed algorithms. Our second objective is to compare the proposed models with other selected models that some practitioners would regard as suitable alternatives to the FE-FMM. These include mixture models that incorporate a "Mundlak correction" factor, mixture models without fixed effects, and a fixed effect model without mixture specification (Mundlak 1978; Chamberlain 1984) . These alternative specifications do not necessarily identify the same parameters as the FE-FMM, but they are potentially interesting.
Normal Mixtures

The Simulation Design
In the case of a two-component Normal mixture, the data generating process is as follows: 
The simulations are based on the following design configurations, T = (4, 8), N = 2500, σ 1 = σ 2 = 1, β 11 = 1, β 12 = 2, and π = 0.5. The covariate x it is drawn from a uniform distribution scaled and translated to have a mean of 1 and a standard deviation of 1.
In one set of experiments the individual-specific effects are assumed to be uncorrelated with x it , i.e., α i 1 and α i 2 are drawn from i.i.d. N(0, 1). This experiment simulates the behavior of the FE estimator when the d.g.p. is a RE model. In general the FE estimator is consistent in this case and the simulation experiments checks this property.
In the second set of experiments, the individualspecific effects are correlated with x it . More precisely, they are correlated with . It was suggested that the results may be sensitive to the choice of π in the Monte Carlo design. Specifically, it could be suggested that small values of π may be computationally problematic. Heuristically, N π and N (1− π ) are the effective numbers of observations for the two components when C = 2; therefore, one might expect that with a small value of π a component may be harder to identify (differentiate). This difficulty is mitigated as N increases. We considered the case of π = 0.80, 1− π = 0.2, C = 2, and N = 2500, both for the Poisson and Normal cases. The pattern of the results generated under this design were very similar to those for cases reported above.
We also considered simulations for samples with N = 2500 but with the baseline parameter configurations. The results were as expected: precision of parameter estimates improved.
The Monte Carlo design we have used implies a direct connection of our FE model with the Mundlak-Chamberlain type conditionally correlated random effects (CCRE) model, which posits a relationship between α i and observable variables z i such as In empirical analysis, there is no a priori reason to believe that the individual effects will be of the MundlakChamberlain type. Therefore, to evaluate the performance of alternative specifications in the case of individual effects which are not of the Mundlak-Chamberlain type, we specify 
Estimator Comparison
We estimate and compare the following estimators: 1. N-FE1: a standard fixed-effects linear regression which ignores the mixture aspect of the d.g.p.; 2. N-FM2: a standard two-component finite mixture of Normal densities which ignores the mechanism generating individual specific effects; 3. N-FM2-M: a standard two-component finite mixture of
Normal densities with Mundlak correction; 4. N-FM2-FE: a two-component fixed-effects finite mixture of Normal densities which accommodates the individual specific effects, using the EM algorithm.
The first two models are misspecified relative to the correctly specified third and fourth models. Each model identifies parameters that may differ from the target parameter. For example, for two component μ σ . That is, the misspecified one-component model identifies weighted functions of the underlying parameters. When the two components are well separated, so that μ 1 > > μ 2 , variance estimator 2 σ is not a weighted sum of the two variances but instead is contaminated by a multiple of the "cross-parameter" factor ( μ 1 -μ 2 ) 2 which will also inflate the estimated variance of μ . In the special case of a scale mixture, where (1 ) . πσ + −π σ
Results
The Monte Carlo results for Normal mixtures, shown in Tables 1 -3 , are based on 1000 replications. Table 1 reports results for the (orthogonal) RE d.g.p., for T = 4 and 8. Under the RE d.g.p., and given that the regression has a single time-varying regressor, N-FE1 yields a consistent estimate of the linear combination Note: N=2500; number of replications=1000.
π β 1 + (1 -π ) β 2 = 1.5. The results for both T = 4 and T = 8 are in line with the theoretical expectation. Variability in the T = 8 case is substantially smaller than that in the under the RE formulation, each component of the two-component mixture has extra variation added to the error, a feature neglected by the N-FM2 model. Yet the estimator of the slope parameter retains its consistency property. However, the residual variance now identifies the sum of variances of the idiosyncratic component and the random effect. The N-FM2-M specification incorporates a Mundlak correction where none is needed, and this also contributes to greater variability of the estimated slopes. The N-FM2-FE estimator shows smaller variability. In the T = 4 case, there appear to be small biases in the estimates of β 1 and β 2 but these disappear when T = 8. Table 2 gives results for the first variant of the correlated FE specification. For the FE d.g.p. specified using the Mundlak-Chamberlain formulation, N-FE1 is a consistent estimator of the linear combination π β 1 + (1 -π ) β 2 . The variance of the distribution falls by a small amount as T goes from 4 to 8. N-FM2, which ignores correlation between the fixed effect and regressors, is not a consistent estimator of β 1 and β 2 . The Monte Carlo results indicate a larger bias for both coefficients of around 0.3 for the T = 4 case and a smaller bias of around 0.25 for the T = 8 case. Perhaps surprisingly, the mixing fraction π shows almost no bias. Note that we currently do not have any theoretical results to support this simulation result. N-FM2-FE should be consistent and the results once again satisfy this expectation. Because the d.g.p. used to generate correlation is exactly of the type that fully validates the " Mundlak correction ," the N-FM2-M estimator is equivalent to N-FM2-FE based on maximizing the full-data likelihood. The standard deviations of the parameter estimates from the N-FM2-FE estimator, however, are much smaller than those of N-FM2-M when T = 8. In Table 3 , we report the results of experiments in which the fixed effects are generated using a non-Mundlak-Chamberlain formulation, N-FE1 is still a consistent estimator of π β 1 + (1 -π ) β 2 . Once again, N-FM2 is not a consistent estimator of β 1 and β 2 . Unlike the results in Table  2 , in this case, N-FM2 is not a consistent estimator for π either. The Monte Carlo results indicate a large bias for both slope coefficients and the mixing probability regardless of whether T = 4 or T = 8. As the simulation scheme used for generating dependence between regressor and fixed effect is not exactly consistent with the " Mundlak correction ," N-FM2-M is also not a consistent estimator. The estimates of β 1 are upward biased by about 0.2 while estimates for β 2 are downward biased by about 0.12. The estimates for π are also substantially upward biased. There is no evidence of the bias decreasing when T goes from 4 to 8. Only N-FM2-FE is a consistent estimator for this d.g.p. Although there is evidence of small bias of 2 -4% in the T = 4 case, the bias disappears when T = 8.
Poisson Mixtures
The d.g.p.
In the case of Poisson mixtures, we specify the d.g.p. as follows: In one set of experiments, reported in Table 4 , the individual effects are random, i.e., τ i are drawn from i.i.d. N(0,0.4). This component generates component-wise overdispersed counts. Ignoring overdispersion in the standard one-component model does not affect the consistency property of the Poisson MLE. However, this property does not extend to a mixture of overdispersed Poissons. Hence, even in the case of random effects, the MLE of Poisson FM2 model will not be consistent.
In a second set of experiments, reported in Table 5 , the individual-specific effects are correlated. More precisely, they are correlated with . 
T x
Finally, τ i are rescaled to have unit standard deviation. Like random effects, fixed effects also generate component-wise overdispersion leading to inconsistency of Poisson FM2. Given the nonlinear conditional mean, the " Mundlak correction " in this context is ad hoc. In fact, neither the existence nor the form of the appropriate correction is known to us. So including the same additional regressor as in the Normal case is speculative, and, in theory, it does not remove the bias due to the correlated random effect. Hence, for this d.g.p., only the Poisson FM2-FE estimator is consistent.
Estimator Comparison
Given these data generating processes, we estimate and compare -P-FE1: a standard fixed-effects one-component Poisson regression without fixed effect adjustment; -P-FM2: a standard two-component mixture of Poisson ignoring individual specific effects; -P-FM2-M: a standard two-component mixture of
Poisson with "Mundlak-type" correction; -P-FM2-FE: a two-component fixed-effects finite mixture of Poisson individual specific effects, using the EM algorithm.
As previously noted, the first three are misspecified models and only the fourth is correctly specified.
In the case of P-FE1 and P-FM2-FE, if every outcome y it for a particular group i is zero, then that group of observations must be dropped from the sample prior to estimation. This occurs with a reasonably substantial frequency in the case where T = 4 but is less probable when T = 8. Note that asymptotically, one does not expect this situation to occur.
The simulation results reported in Tables 4 and 5 are based on 1000 replications. Note: N = 2500; number of replications = 1000.
Results
The results in Table 4 are for the experiments with orthogonal random effects. Although we have reported results for P-FE1, unlike the case of the normal mixtures, one does not expect the estimated coefficient to be a simple mixture-probability weighted combination of the component parameters. Thus is it not possible to comment on the quality of that estimator, except to note that the variance of the estimator is smaller in the T = 8 case as compared to the T = 4 case. As expected, the simulation results confirm that P-FM2 and P-FM2-M are inconsistent estimators. The bias of each of the three model parameters is large and does not decrease as the panel dimension T increases. P-FM2-FE is theoretically consistent under the RE d.g.p. but the simulation results show that there are small biases in the estimates of β 2 and π and somewhat larger biases in the estimates of β 1 . These biases are considerably smaller, however, than those obtained with P-FM2 or P-FM2-M.
The results of the specifications in Table 5 , in which the individual effects are correlated with the regressors, are qualitatively identical to those shown in Table 4 . Once again, P-FM2 and P-FM2-M have large biases. P-FM2-FE performs substantially better, but there remains evidence of finite sample biases for all three model parameters.
Empirical Applications
The empirical question of interest is the effect of turning 65 and becoming Medicare eligible on medical utilization among those who have been uninsured prior to Medicare eligibility, relative to the previously-insured group. Specifically, we model the logarithm of total medical expenditures using the Normal family of models and the number of doctor visits using the Poisson family of models.
The motivation for the investigation is as follows. Medicare eligibility at age 65 results in a large and abrupt decline in the probability of being uninsured in the US. The large decrease in the chance of being uninsured at age 65 should help to reduce disparities in the use of health services after age 65 compared to before. We investigate the effect of universal health insurance coverage on health outcomes and the use of health services by exploiting the natural experiment that exogenously changes the insurance status of most Americans at age 65 -that is, eligibility for the Medicare program.
Since almost all individuals turning 65 become automatically eligible for Medicare, a difference-in-difference or regression discontinuity design could provide estimates of the effect of insurance on the use of health services free of confounding, since the choice of insurance is not endogenous and hence selection effects are absent. However, there remains the issue of unobserved individual-specific heterogeneity. In difference-in-difference studies, the data are often cross-sectional, and hence it is not possible to identify individuals after age 65 who were uninsured before age 65; that is, good controls are harder to find. Instead, a synthetic control group is used consisting of similar individuals before age 65 (see Card, Dobkin, and Maestas 2008) . Because the HRS is a panel of individuals, many of whom turn 65 during the surveys, panel data automatically generates good controls. Moreover, panel data allow us to control for individual-specific unobserved heterogeneity much better than is possible with cross-sectional data.
Though a FM2-FE is the main model of interest, to facilitate comparisons we also estimated models under RE assumptions using pooled cross-sectional methods, including the standard FM2 model.
Data
We apply the models described above to an analysis of medical expenditures and the number of doctor visits using panel data from six waves of the Health and Retirement Survey (HRS) : 1992, 1994, 1996, 1998, 2000 and 2002. The HRS is a population-based sample of US community dwellers aged 51 -61 in 1992 (and their spouses) with follow-up interviews every 2 years. During the past few years, the HRS has become one of the most widely used data sets for analyzing health and the use of health services in the US e.g, Smith and Kington 1997; Smith 1998; Johnson and Crystal 2000) .
We analyze data for age eligible respondents and their spouses, if the spouse is within the 51 -61 year age range in 1992 and if they are in the data in at least four waves. We eliminate any individual who is on Medicaid or Medicare at any time before turning 65. Our final sample size across six waves totals 30,293 person-wave observations, with N = 5860 and 6 ≥ T ≥ 4. There are no missing observations for 33.19% of the sample, and an additional 49.76% of the sample has at most one missing observation. It is assumed that observations are missing at random and there is no attrition bias.
We next consider some a priori arguments that support the finite mixture fixed effects specification.
Approximately 17% of our sample has been uninsured before the age of 65. Table 6 contains descriptive statistics for dependent variables measuring the use of health services and health status both for those who have been uninsured before the age of 65 and for those who were consistently insured. Those who have been uninsured have significantly lower log expenditures (about 17%) and number of doctor visits (12%). These differences are raw differences that do not control for observed and unobserved heterogeneity. The kernel density plot of log-expenditures by insurance status in Figure 1 shows that the distributions have more than one mode. Such a feature is consistent with a finite mixture type unobserved heterogeneity in the two groups. Figure 1 also shows the density plots of OLS fitted values and residuals after a pooled regression of log(expenditures) on the full set of regressors as in column 1 of Table 7 . These plots are only intended to be suggestive and descriptive and not formal tests of multimodality, but they hint at the possibility of mixture components that are not well separated. The summary statistics show that the uninsured are less likely to be married, and more likely to have lower education and income. Older Americans who have experienced uninsurance are, statistically, more likely to be black, Hispanic and female. With so many differences in observed characteristics, one may reasonably conclude that there are substantive differences in unobserved characteristics as well. There are two facts that support this view. First the HRS sample is deficient in measures of health status, which potentially could be worse on average for those previously without insurance. Second, beforeand-after Medicare comparison, using those without and those with Medicare, to estimate the treatment effect of Medicare is potentially flawed because those with Medicare may also purchase supplementary insurance such as Medigap or an employer-sponsored supplementary plan to cover expenses that are not covered by Medicare. That is, those with Medicare are likely to be heterogeneous in terms of their insurance coverage. Medicare beneficiaries data from the Medicare Beneficiaries Surveys of 2003 -05 show that more than 60% have some type of supplementary coverage. Our sample does not control for heterogeneity of coverage under Medicare, and this has motivated a model with individual-specific effects. The purchase of supplementary insurance is likely to be correlated with regressors like income, education, and ethnicity -a consideration that justifies the fixed effects specification. 
Results
In the empirical analysis, we estimate two models that do not explicitly handle individual-specific effects and four that incorporate individual-specific effects in different ways. Four of the six models allow for discrete finitemixture type heterogeneity while and two do not. The key variable of interest in the analysis is the interaction variable (U × M) whose coefficient measures the impact of having Medicare on those with no insurance coverage prior to becoming Medicare eligible. Inference is based on the cluster-robust formulation of the covariance matrix given in equation (26) without further finite sample adjustments.
Expenditure Models
Six estimated models of log expenditure are shown in Tables  7 and 8 . These include the linear standard linear FE model, the standard FM model, and the FE-FM model. The tables provide coefficient estimates and log-likelihood values. The latter value is generated using maximum likelihood estimates and the expression for the marginal log-likelihood -(14) in the Normal case and (18) in the Poisson case. Note, however, that the fixed effect models only include timevarying variables, and the estimated log-likelihood value for these models is log-concentrated likelihood which is not asymptotically χ 2 distributed with 9 degrees of freedom -a result that confirms statistically significant improvement in the fit of the model.
A detailed analysis of the FM2 specification indicated two components. Fitted values were generated for each component; the larger of which shows smaller (mean, standard deviation) -(7.7, 0.95) compared with (9.59,11.0) for the second, confirming that the components are not well separated when we do not allow for individualspecific effects. The estimated mixing proportion for the FM2-FE model is around 0.64, but it is higher for three other specifications based on mixtures. The estimated coefficient on the interaction term in the OLS estimation is positive and significant (0.329), indicating 32.8% higher expenditure. All the mixture specifications indicate that there is a substantial difference in this coefficient between the two components, and the relative magnitude is between two to four times higher for the larger component. Thus, Medicare eligibility for the previously-uninsured group substantially increases expenditures compared to those who have been insured. The size effects are considerably different between the two classes of individuals. For the majority of individuals ( 69%), π= the effect is large and significant (0.452) while for a substantial (31%) minority, the result is small and insignificant. The estimates in the first two columns of Table 8 show that the results do not change much when all the time-invariant covariates are dropped from the model. The introduction of individual fixed effects does, however, make a substantial difference. First, a comparison of OLS with a linear fixed effects model in Table 8 shows that the coefficient on the interaction term increases from 0.329 to 0.475. The results in Table 8 also show that the effects for each of the two components in the FM model with FE are larger than those in the FM model without FE. Indeed, now the coefficient for the smaller group is statistically significant and almost three times larger. This result may seem counterintuitive because in many cases allowing for fixed (correlated) effects would lower this coefficient, not increase it. However, the reader is reminded that the higher estimate could also reflect the effect of supplementary private insurance.
Count Models
As in the case of the standard (one-component) fixed effect Poisson model, the marginal effect of variation in covariate is not identified. This is because the component-wise conditional mean is also not identified; as
only the effect of a time-varying regressor x k is identified as time-invariant regressors are swept out by the fixed effects transformation. The semielasticity is consistently estimated by the coefficient β , and the ratio of marginal effects of x k and x j , defined as (
, is also identified when the index function x ′ β is linear. Analogously, in the FE-FM case ratios of within-component marginal effects may be identified. The relative marginal effects can also be compared across components. If the index function is not linear in all components of x , the ratio of marginal effects of some regressors may also depend upon regressors and estimated coefficients.
Results for the count models of doctor visits are shown in Tables 9 and 10 . Detailed analysis of the FM-2 model showed that the components are better separated. The fitted values from the two components have (mean, std. dev.) of (3.91, 1.58) and (22.5, 199) , respectively. Note that the expenditure analysis pertains to those with positive expenditures, where as the count analysis includes individuals with some zero doctor visits. The estimates from a Poisson regression show that Medicare eligibility for those who have been uninsured increases the number of visits by 23.2% compared to those who have been insured. This estimate decreases to 17% once fixed effects are introduced. Two specifications of the finite mixture models with all covariates reported in Table 9 , and that with only time varying covariates reported in Table 10 , show significant effects across both components, with the larger effect observed for the component with the higher probability of occurrence ( 0.862). π= Once fixed effects are introduced into the FM Poisson regression, the effect for the second component is substantially smaller and statistically insignificant. The coefficient for the first component is a little larger than the corresponding estimate in the model without FE.
Concluding Remarks
This paper has focussed on the fixed effects panel MLE for two-component finite mixtures of Normal and Poisson distributions. We extend the concentrated (conditional) likelihood approach of Andersen (1970) to handle fixed effects in a mixture model. Computation is simpler for the Normal mixture than for the Poisson mixture. Our Monte Carlo results confirm that under correct specification of the d.g.p. this approach works satisfactorily. We also show the connections with the correlated random effects model. The approach can be extended to finite mixtures with more than two components, as well as to other families of distributions that share some properties of the Normal and Poisson models.
We note that the issues about specification, estimation and analysis of finite mixture models remain valid topics for discussion and comment, but the scope of our paper does not extend to dealing with these issues, including: choice of the number of mixture components; identification of "small" components. A common approach in applied work is to choose the number and types of subpopulations on the basis of some sort of a priori information. For a more Robust standard errors in parentheses. **p < 0.01, *p < 0.05.
information criteria based approach, we refer the reader to Lindsay (1995) , Lindsay and Roeder (1992) and McLachlan and Peel (2004) for further discussion. However, they are not intrinsic to this paper and the justification for the current approach does not depend upon how we handle these issues. That is, these are important modeling issues but quite separate from the main theme of our paper. We have not considered empirically important complications like censoring and lagged or endogenous regressors. Those issues are left for future work.
