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Abstract
Influence of Soil Characteristics on Structural Soil Crust Development
Seungcheol Yeom
Kurt J. Sjoblom, Ph.D.
Sustainability plays a pivotal role in the successful long-term performance of geotechnical
applications. Recently, green infrastructure (GI) programs have been used in the manage-
ment of surface water runoff in many metropolitan areas. In addition, GI has been shown
to provide a local cooling effect, as well as being aesthetically pleasing to neighborhoods.
However, challenges remain in sustaining soil properties after post-installation of GI be-
cause it requires long-term hydraulic sustainability. Soil properties are subject to change as
a result of the mechanical energy imparted by raindrops that impact soil surface. This, in
turn, leads to soil crusting over time. The soil crust is defined as a relatively thin and dense
layer formed at or near the soil surface. This crustal development influences hydraulic
sustainability, and thus the long-term performance of GI. In addition to the problems en-
countered in this application of GI, the problem has arisen in the fields of agriculture (i.e.,
seedling emergence) and sediments (i.e., soil erosion).
The goal of this work is to provide a mechanical model of soil crust development caused
by raindrop impact. Since soil crust formation is attributed to a series of complex interac-
tions between rain and soil, a numerical simulation is thus utilized to take into account the
mechanism by which the crust develops as a result of raindrop impact. Understanding the
mechanism explains how soil characteristics influence crustal development.
This research model simulates the crustal development using a two-dimensional (2D) dis-
crete element model (DEM). The calibration of the numerical model was essential for fur-
xvii
ther study and showed good agreement with the experimental results obtained when micro
computerized tomography techniques were used. The simulation results revealed that the
amount of kinetic energy transferred from the raindrop to the soil particles was less domi-
nant in the development of soil crust, than was the transfer from the soil to the soil particles.
The primary reason for crustal formation was the translocation of fines in the upper soil as
a result of raindrop.
Using the calibrated model, the effect of soil properties on the crustal development, such
as initial porosity, grain size distribution (GSD), and matric suction, was evaluated. The
results firstly revealed that the initial porosity had a great influence on the crustal develop-
ment, regardless of GSDs. Secondly, the results were combined by considering only the
coefficient of uniformity (Cu ) and the matric suction level to provide a hypothesis about
when or if a material would develop a crust. At zero suction values (dry soils), all Cu ’s
underwent crust development. However, as the Cu increased, the thickness of the crust de-
creased. When suction was added, low Cu soils no longer developed crusts, and only the
higher Cu ’s retained susceptibility. With the transition to higher suctions, only the highest
Cu soils continued to develop crusts, but at a thinner level. Finally, with high suctions, no
soils underwent crust development, as the high tensions suppressed development.
Finally, an attempt was made to predict the change in the seepage property of a numerically
simulated profile of pre- and post-raindrop. To suggest a solution to the matter, the Lattice
and Boltzmann method (LBM) was utilized. The results revealed that the LBM was a
good technique to model the fluid flow in a particulate porous media, but the application
of the 2D LBM in this study did not appear to be appropriate for estimating the change
in the seepage property. As a preliminary study, 3D LBM simulations were conducted
using the micro CT images and showed the effect of soil crust formation with respect to
the permeability. Although 3D simulations showed a discrepancy between the numerical
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and experimental result, it appeared only one order of magnitude difference whereas two
orders of magnitude by the 2D simulations.

1CHAPTER 1:INTRODUCTION
1.1 Soil Crust Formation
Soil crust, which is defined as a thin layer of low porosity formed at or near the soil surface,
is associated with many factors in nature. In general, soil crust develops as a result of the
physical, biological, or chemical process [10]. With respect to the physical process, the
mechanical energy induced by rainfall contributes to form a soil crust. Also, the other
types of external forces due to drying or moisture can influence the soil crust formation.
The newly placed soil or soil after tillage is subject to develop the crust by the physical
process. Regarding the biological process, it forms as a result of a living community of
lichen, cyanobacteria, algae, and moss growing on the soil surface that bind soil together.
Finally, the chemical process is normally occurred in the soil with high salt content after
the precipitation.
Each process is interactively related to form a soil crust. The inherent behavior of soil
crust formation thus becomes very complex to understand and may be impossible to study
the contribution of these processes with the simple approach. It is essential to isolate the
effects of the biological and chemical process in order to study the physical mechanism.
This provides an insight into the soil crust formation as a result of raindrop impacts at
the geotechnical point of view. Especially, the soil characteristics including grain size,
moisture, and porosity were evaluated while the effect of raindrop was not considered in
this study.
Great attention to the physical process of soil crustal development has been made and
believed it plays an important role in many fields of studies such as green infrastructure
2(GI), agriculture, soil science, and environment.
GI is a cost-effective and eco-friendly geo-environmental application to manage urban
stormwater. It can also provide many community benefits, such as a local cooling effect,
as well as an esthetically pleasing environment. GI provides a managed collection system
to route surface water directly into the groundwater. In other words, GI reduces and treats
stormwater that may contain pollutants at its source. In contrast, conventional infrastruc-
tures, such as drainage pipes and water treatment systems, are only designed to transport
urban stormwater away from the built environment. Thus, the stormwater is unable to infil-
trate the ground, which leads to stormwater runoff that is a major cause of water pollution
in urban areas. Therefore, a great deal of attention has been paid to GI programs and they
are currently being utilized in many metropolitan areas (e.g., the Green Streets projects in
New York City as displayed in Figure 1.1).
Figure 1.1: Types of Green Infrastructures utilized in NYC sites
The successful application of GI is accomplished by allowing the collected water to seep
into the soil naturally through the exposed ground of GI. The long-term success of GI is
3contingent upon the seepage properties of the exposed soils. Over time, the exposed soils
may develop a soil crust. Once developed, a significant change in the soil’s physical state
can occur, such as greater bulk density, lower hydraulic conductivity, lower infiltration rate,
and stiff penetration resistance [9, 10, 16, 23, 40, 55, 72, 77, 80, 82, 95]. These features
tend to increase the surface water runoff and decrease the infiltration and recharge of the
groundwater. As a result, water management in urban settings can be extensively affected.
In addition to the GI project, soil crusts play a major role in the field of agriculture. To
lead to successful crop production, the desired density of surface soil must be uniformly
established because soil crusts influence the emergence of seedlings and crop-stand estab-
lishment, as shown in Figure 1.2 [81, 14]. This issue has arisen nationally and been given
considerable attention. In many arid and semi-arid regions, soil crusting is subject to de-
velop on sandy and loamy soils. The presence of crust hinders the emergence of seedlings
and causes replanting. Eventually, the crust formation can reduce the crop-stand establish-
ment, and thus lead to a decline in crop production.
4Figure 1.2: A photo of the example for the emergence hindered by surface crust [81]
Indeed, soil crust has been of interest in the environmental field for some time because soil
crust is believed to play a major role in controlling water/wind erosion. This is especially
true as wind becomes a dominant erosive force in arid regions where there is little soil
surface protection from organic matter or vegetative cover. When the force of wind is suffi-
cient to detach particles from the soil surface, dust deposition occurs and often exceeds that
of fluvial deposition in these regions. However, aggregating soil particles as a consequence
of soil crust formation can enhance the strength of the soil surface, thereby reducing wind
or water erosion [103, 104]. It is therefore important to understand the role of soil surface
disturbances (i.e., soil crust) in preventing erosion. Figure 1.3 is a map showing vulnera-
bility to wind erosion, which has become a major concern in the western United States and
world wide.
5Figure 1.3: Vulnerability to wind erosion map (Soil map and soil climate map, USDA-
NRCS, Soil Science Division, World Soil Resources, Washington D.C)
Given the importance of crust formation, many studies on crustal development have been
experimentally performed, and these studies have contributed to a broad understanding of
crusting processes in terms of materials and mechanisms. However, the relative contribu-
tion to structural crust formation attributed to each remains unknown because the develop-
ment of soil crust may be the result of a series of complex interactions (i.e., compaction,
detachment, erosion, and deposition) between water and soils. This fact has led to a ten-
dency to focus more on design elements in facilities construction, crop production, erosion
control, and so on, than on the mechanism of crust. Only a few numerical investigations
have been conducted on crust development using a stochastic approach [69] and only a
single study using a three-dimensional discrete element model has been published recently
[106].
61.2 Goals and Scope of Research
Soil crust development is associated with many environmental facts including precipitation,
communities of living organisms, temperature, soil properties, chemical concentration, and
so on. In nature, these facts interactively influence to form a soil crust and understanding
for the sequence of the process cannot be feasible. Therefore, it is essential to focus on
the single fact that contributes the soil crust formation while isolating the other facts. In
this study, only physical process as a result of raindrop impact was chosen to provide an
understanding of soil crust development.
Many mechanisms are involved leading to soil crust formation. These mechanisms in-
clude raindrop splash, percolation, changes in matric suction, water ponding, surface water
runoff, soil deposition, and likely others. The complex interactions between each of these
mechanisms can be difficult to discern not only in the field, but also in the laboratory and
most relevant to this thesis, to simulate with modeling methods. In addition, the mech-
anisms may occur in different temporal and spatial spaces. Therefore a simplification of
the overall process is required to begin to understand these complex relations. The ap-
proach taken in this research is to consider only a structural soil crust that arises due to
remobilization of soil particles. The movement of particles is considered due to raindrop
impacts imparting kinetic energy to the system. With this approach, specific geotechnical
soil properties can be identified that may influence the resulting crust. Additionally, com-
puter simulations may be carried out using a particulate model that considers only the soil
particles with added kinetic energy, i.e., water interactions need not be considered for this
part of the problem.
Soil crust development has been believed to be a function of raindrop or soil characteristics.
The raindrop is thought to be an active parameter (i.e., kinetic energy), while the soil is a
7passive parameter that resists against the kinetic energy imparted by the raindrop. However,
this approach has not made a possible understanding of how the two factors act on one
another in the development of soil crust. This mechanism is the key to understanding soil
crust formation as a result of raindrop impact.
The primary goal of this study is thus to provide an understanding of the mechanical nature
of soil crust formation as a result of raindrop impacts and investigate the effect of soil char-
acteristics on the crustal development. To accomplish the goal, both the laboratory and the
numerical model are considered. In other words, the numerical model, such as the discrete
element method, is utilized to mimic the physical behavior of the natural phenomenon,
and then a laboratory experimental program is developed to test the numerical model. To
achieve this goal successfully, several tasks have been identified, as outlined below:
• Experimental simulation of the crustal development on soils being widely used in the
active sites. This process enables us to take an insight into the mechanical nature of
soil crust formation.
• Measurement of the experimentally simulated soil crust formation in the laboratory.
As an indication of the presence of crust formation, the penetration resistance is
normally measured. Also, micro computed tomography is utilized to visualize and
analyze.
• Modeling a mechanical nature of soil crust formation as a result of raindrop impacts
using the discrete element method. A calibration with the experimental results is
needed to find out the appropriate artificial parameters for simulating a soil crust.
• Investigation of susceptibility to crusting depending upon the soil properties using
the validated model. Available manipulation for the soil properties include grain size
distribution, initial porosity, and initial moisture content.
8• Extension of the model to estimate the changes in the seepage property as a con-
sequence of the crust formation. Combining the discrete element method and the
Lattice Boltzmann method enable us to model a fluid flow in a particulate porous
media.
Accomplishing all tasks mentioned above abridges the goal as well as the scope of this
study. It is believed that this contributes to the better understanding of mechanical nature
of soil crust formation as a result of raindrop impact.
1.3 Thesis Organization
In this thesis, the experimental results and the validation of the numerical model on the
crust formation for the given materials (Chapter 3 and Chapter 4) and the effect of soil
characteristics on the development of crusts (Chapter 5) are discussed. Furthermore, in
Chapter 6, the change in the seepage property as a result of the soil crust formation is
investigated using the Lattice and Boltzmann method. Chapter 7 interprets the findings and
provides several conclusions and recommendations. Chapter 8 described the future work
to be carried out. Several Appendices have been included to supplement the thesis with
information on the experimental measurements, simulation code, and data analysis code.
9CHAPTER 2:LITERATURE REVIEW
2.1 Structural Soil Crust Formation
A crust is a relatively thin and dense soil layer formed at the near surface from physical
and/or biological processes. Figure 2.1 shows both types of crusts generally occur in nature.
Crusting/sealing occurs when the soil is dry/wet, respectively, after the events of rainfall
[80].
Figure 2.1: Biological soil crusts of Colorado Plateau (left) and Physical soil crusts (right)
[17]
Biological soil crust is formed as a result of an intimate association between soil particles
and cyanobacteria, algae, microfungi, lichens, and bryophytes (in different proportions)
which live within, or immediately on top of, the uppermost millimeters of soil [17]. Physi-
cal processes consist of structural and depositional crust. Depositional crust is the result of
the dispersion of clay particles by the flow of surface water runoff [42, 80, 93]. Structural
crust results from the impact of raindrops that mechanically rearrange the soil particles in
this upper region [72, 82, 85]. With respect to structural crust, the properties of rainfall
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and initial soil surface conditions are the key parameters and play an important role in the
progress of crusting, as shown in Figure 2.2. In this study, among those types of mecha-
nisms, structural crust development was focused on, but the effect of rainfall characteristics
were not considered.
Before rainfall During rainfall After rainfall
Potential soil crust 
Raindrop 
kinetic 
energy
• Intensity
• Rain rate
• Raindrop terminal 
velocity
• Raindrop size
Soil
• Stability of aggregate
• Texture
• Grain size distribution
• Size of aggregate
• Moisture content
• Slope
Figure 2.2: Two main factors can develop structural soil crusts in nature
2.2 The effect of initial soil surface conditions
Isolating the effect of rainfall characteristics and initial soil surface conditions prior to
raindrop reveals their important role in the process of structural surface crust formation.
The conditions include initial moisture content, aggregate size, bulk density, slope of the
soil, texture, and stability of the aggregate. These characteristics are relevant to the energy
transfer that occurs after the collision between the materials. The degree of energy transfer
is dependent on the condition of initial soil placement. This implies that the degree or rate
of soil crustal development is strongly influenced by the degree of kinetic energy transfer
of rain to soil and soil to soil.
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2.2.1 Stability of aggregate
As a result of raindrop impact, two types of complementary mechanism for sealing/crusting
on soils occurred as follows [2]: (i) a mechanical breakage of the soil aggregates and their
compaction and (ii) a chemical dispersion of the clay particles and their movement into a
region of decreased porosity [72]. The governing parameters of the first mechanism is the
kinetic energy of raindrops and the stability of soil aggregates [76] while the concentration
and composition of the cations in the soil and applied water are dominant [2].
The stability of the aggregate is defined as the ability of soil aggregates to resist disruption
by an external force. For instance, the addition of water leads to the failure of stability.
This mechanism is called a breakdown of the aggregate and is generally classified into
four types: (i) slaking (i.e., breakdown caused by the compression of entrapped air during
wetting, (ii) breakdown by differential swelling, (iii) breakdown by raindrop impact, and
(iv) physicochemical dispersion due to osmotic stress [21].
Besides the mechanical breakdown by raindrop impact, the main soil properties affecting
stability were found to be soil texture, clay mineralogy, organic matter content, type and
concentration of cations, sesquioxide content, and calcium carbonate content, with multiple
interactions between these properties modifying their individual influence [1, 21]. Slaking
is caused by (i) swelling of soils, (ii) clay dispersion and subsequent plugging of conducting
pores by the dispersed clay, and (iii) failure of soil aggregates [92]. Although the question
governing the mechanism of slaking still remained, it was not considered in this study,
since the numerical simulation is limited on this issue.
With respect to the mechanical breakdown, raindrop impact plays an important and signif-
icant role on wet soils because the aggregates are weaker when the soil is wetter. When
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raindrops impact soil surface, the kinetic energy imparted from the raindrops transforms
the lateral shear stress, which causes the fragment to detach and project [5]. Therefore,
raindrop impact interactively contributes not only to soil detachment but also to the dis-
placement of previously detached fragments. This mechanism is called the splash effect
[44]. Figure 2.3 illustrates the relationships between aggregate breakdown, crusting, and
erosion as result of raindrop impact.
Figure 2.3: Diagram of the relationships between aggregate breakdown, crusting, and ero-
sion [21]
Al-Durrah and Bradford [3] investigated the mechanism of raindrop splash on soil surface
using a high-speed photography technique. On the basis of their findings, a schematic
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diagram of the splash mechanism upon the level of shear strength was provided. Figure
2.4 shows the splash angle, which was determined by the depth of the cavity and the size
of the bulge surrounding it, was dependent of the shear strength of soil. This indicated
that raindrops do not compact or densify the soil surface by the compressive forces of the
drop. The dense surface crust is formed a result of the breakdown of soil aggregates and
the packing of the splashed soil particles.
Figure 2.4: Schematic diagram of the splash mechanism at (A) high- and (B) low-shear
strength levels [3]
Many studies on the aspect of soil detachment have been conducted by focusing on the
raindrop characteristics and only a few have investigated the effect of soil properties [4].
Al-Durrah and Bradford [4] proposed a simple linear relationship between soil detachment
and soil shear strength, as measured by a fall-cone penetrometer while the constant kinetic
energy of raindrops was applied using a single raindrop. They described this relationship
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using a term of splash weight that is a linear function of the ratio of raindrop kinetic energy
to soil resistance, expressed as the undrained shear strength. They found that the percentage
of clay, organic matter, surface area, exchangeable sodium, and the amount of soluble salts
were highly related to the splash weight.
Another study was performed to understand the mechanism of soil detachment using the
effect of energy transfer between raindrop and different materials [79]. They measured the
vertical pressure of waterdrop impact on the soil surfaces, as well as on a rigid material and
found that the peak vertical stress on the soil surfaces were nearly two orders of magnitude
less than those observed on rigid surfaces. In addition, the measured impact pressure on
the soil was influenced by soil bulk density as well as matric potential. Sharma et al.
[101] evaluated the effect of soil strength on soil detachability and threshold kinetic energy.
They measured soil detachment by single raindrop with varying kinetic energy on samples
taken from a site containing loamy sand to clay. The soil strength was measured by a fall
cone penetrometer. Overall, similar to the findings Nearing et al. [79], soil detachability
decreased with an increase in soil strength, while the threshold of kinetic energy increased
with an increase in soil strength.
2.2.2 Soil texture
As illustrated in Figure 2.5, the mechanical energy induced by raindrops causes slaking or
sieving while structural crust forms. This process depends on the soil texture.
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Figure 2.5: Diagrammatic representation of the time-sequence soil crusts in loamy and
sandy soils[112]
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On the basis of common morphological features and physical properties of loamy and sandy
soils from the literature reviews, Valentin and Bresson [112] attempted to organize the
information about soil crusting processes; to group soil crusts; and to divide soil crusts
into three classes as a result of raindrop impact. Loamy soils were subjected to slaking,
which caused crusting that was due primarily to aggregate breakdown. The breakdown, in
turn, was probably induced by entrapped air compression or micro cracking from shrink-
swell phenomena that occurs when soils are dry prior to rainfall. In addition, when soil
is wet, slaking crust also occurred due to clay lattice expansion that fills the void between
clods. On the other hand, sandy soils were susceptible to sieving crust. Structural crust
forms micro-craters, the walls of which present a clear, vertical sorting of particles. This
textural difference within structural crusts mainly results from mechanical sieving, so that
the finer the particles, the deeper they are deposited. The percolating water can enhance
the downward translocation of clay through the coarse-grained top layer.
Onofiok and Singer [85] also investigated similar types of soils (i.e., fine sandy loam, clay
loam, silt loam) under simulated rainfall. They measured an apparent porosity at different
crust stages, using a scanning electron microscope and observed a significant decrease in
porosity with clay loam and silt loam occurred, while sandy loam showed minor changes.
This implies that a fine-grained soil is subject to the development of a structural crust, as
compared to a coarse-grained one. The existence of fine-grained soil led to an increase in
the compactibility and ability to form crust. It also resulted in an increase in the degree
of soil crust development. Tanaka et al. [110] also observed similar findings. They in-
vestigated the morphological characteristics of three different in-situ soils under simulated
rainfall and found that soils containing more fines, such as silt or clay, are susceptible to
crusting. Castilho et al. [24] studied the influence of crust formation on three different soils
under natural rain and found a similar behavior. However, they observed that excessive
clay (i.e., 50 % clay in clayey soil) can increase hydraulic conductivity. When fine parti-
17
cles form aggregates, structural pores between aggregates develop. As a result, the overall
porosity is increased, promoting soil drainage and hydraulic conductivity.
2.2.3 Grain size distribution (GSD)
Many studies have been performed on the structural crusts with fine-grained soil or coarse
grain with fines. However, little attention has been paid to the mechanism if crusting in
mainly coarse-grained soils, even though such soils are widespread in nature and are also
prone to crusting [55, 30, 20, 112]. Bielders and Baveye [19], however, studied the mech-
anism of structural crust formation on coarse-textured soils. They used mixtures of 92.5%
sand and 7.5% kaolinite to simulate rainfall in experiments involving a range of sand par-
ticles sizes, drop diameters, and drop kinetic energies. Figure 2.6 shows the results of
crusting on the multiple fractions of coarse-grained soil.
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Figure 2.6: Vertically-oriented thin sections of samples exposed to 4.43 mm drops falling
from a height of 1.08 m: (a) 150-246 µm, (b) 264-355 µm, (c) 500-710 µm, and (d) 1000-
1400 µm sand fraction respectively, Bar=5mm [19]
Depending upon the clay fraction undergoing rainfall simulation, three different layers were
observed. The wash-out layer was generated as a result of raindrop impact and showed that
the thickness of layers generally increased with an increase in drop kinetic energy. The clay
band under the wash-out layer was found with various thicknesses, and showed no relation
to the thickness of the washed-out layer. Lastly, the accumulation of clay micro-aggregates
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below the clay band was observed, but the reason for this remains unclear. They concluded
that the main process during crust formation on the coarse-textured materials appears to
be the translocation of clay. Although they studied the effect of poorly coarse-grain tex-
ture on the crustal development by varying sizes, the sand fraction was relatively constant.
This indicated a similar distribution of sand (i.e., a similar coefficient of uniformity in the
geotechnical stand point). Thus, no change in the degree of crusting over different sand
size is expected when the same external force is applied.
Grain size distribution (GSD) is a key parameter in determining the compressibility of soil,
and indicates the degree of settlement due to an external force. In general, the compress-
ibility of poorly graded soil is lower than well-graded when the same ranges of loading are
applied. This implies that the maximum degree of crustal development can be found using
well-graded soil. However, no investigation has been performed that takes into account the
effect of GSD on the crustal development as a result of raindrop impact.
Minh and Cheng [75] investigated the effect of particle-size distribution on one-dimensional
compression using a discrete element model (DEM), as illustrated in Figure 2.7. This study
was useful and relevant to the current research in anticipating the degree of crustal develop-
ment. They found that the compressibility was a linear inverse proportion to the coefficient
of uniformity which indicates the distribution of particles. This implies that the degree of
soil crust development could be dependent upon GSD.
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Figure 2.7: DEM samples used to investigate the effect of GSD on the compressibility [75]
2.2.4 Aggregate size
In terms of collision between rain and soil, the size of drops is a dominant factor in de-
termining the kinetic energy of rainfall, as a driving force, but the size of the aggregate
also becomes important as a resistant force. For instance, if the size of the aggregate is
bigger and stronger than the size of the raindrop, no breakdown of aggregation occurs. As
a result, the rate or degree of crustal development is expected to decrease, as compared to
the smaller aggregate. In addition, the final thickness of the crusts is influenced.
Farres [43] investigated the role of time and aggregate size in the crusting process exper-
imentally. They found that the thickness of the soil crust was dependent on the aggregate
size. For example, the larger size aggregate produced a thicker crust layer. In addition, they
observed that the crusting was first and rapidly developed in a sequence of small, medium,
and large aggregates. They concluded that this behavior might be because 1) the smaller
size of the aggregate produced the weaker the internal forces holding the aggregate. or 2)
the ratio between the volume of material released from the breakdown of aggregates, to that
between the aggregate void volumes, was larger for smaller aggregates. Finally, although
the rate of crusting showed a discrepancy between the aggregate size, the final thickness of
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the crust appeared same.
2.2.5 Moisture content
It is generally known that drier initial moisture content is susceptible to the development of
a soil crust because of slaking and dispersion of fines on the surface.
Cousen and Farres [31] studied the role of moisture content in the stability of soil ag-
gregates from a temperate silty soil to raindrop impact. They measured the time it took
to breakdown the aggregate as a function of specific moisture content and showed a non-
linear relationship. Nishimura et al. [82] investigated the changes in hydraulic properties of
sandy loam, due to surface crust formation under the simulated rainfall. On the basis of the
measurement of tensiometer pressure, they found three distinct layers, as did Valentin and
Bresson [112].These are a surface layer, second clogged layer, and a third, non-disturbed
layer. All three were formed as a result of rainfall. This caused a significant change in
hydraulic conductivity of the second layer as well as the first layer.
Le Bissonnais et al. [65] investigated the relative effect of initial moisture conditions and
specific soil characteristics, such as texture and organic-matter content on aggregate stabil-
ity, crust formation, runoff and interrill erosion. They found that the initial moisture greatly
influenced detachment and transport of particles. Also, the mechanism of crust formation
was dependent on the initial moisture content. For example, crusting with a dry aggregate
may form relatively quickly under high rainfall intensity due to slaking [64], while the de-
lay of crusting with the wet soil prior to rainfall was observed because of the absence of
slaking and the strengthening of the aggregate. Asgedom and Hasegawa [9] investigated
the effect of raindrop impact and initial soil conditions on surface crust formation, using
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two types of soils taken in-situ . They observed that wetter initial moisture of soils took a
longer time to runoff, as compared to air-dried soils. This implies that the rate of soil crust
development is dependent upon the initial moisture in the soil placement. However, the
hydraulic conductivity measurements of two soils indicated somewhat different behavior
between wet and air-dried treatment, although both soils were classified as clay loam. The
only difference was 8 % of clay content.
2.2.6 Slope of soil
Many studies on structural crust development have been experimentally conducted, yet the
effect of slope gradient on the lateral uniformity of soil surface crusting has not been in-
vestigated to date. Ribolzi et al. [94] studied this to gain more insight into the interaction
among slope gradient, rainfall, surface features, infiltration and soil detachment. In addi-
tion, they developed a model of infiltration on steep slopes. They found that the soil crust
rapidly developed when high intensity rainfall was applied to the steep bare soil (i.e., 75
degree of slope), as compared to a gentle slope (i.e., 30 degree of slope). At a steep slope,
micro-steps occurred that were less erodible than the ripple-like roughness formed on gen-
tler slopes, as displayed in Figure 2.8. However, the effect of the slope of the initial soil
placement was not considered.
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Figure 2.8: Bulk density X-ray images from three samples collected (a) Protected (non-
disturbed) stripe of the Plot 75 for the initial stage, (b) Plot 75, and (c) Plot30 [94]
2.3 Soil water characteristic curves
The soil-water characteristic curve (SWCC) has been widely used to predict a relationship
between matric suction and water content for a particular soil in the field of unsaturated soil
behavior. The matric suction is a key parameter in solving the engineering problems associ-
ated with unsaturated soil mechanics (i.e., fluid flow, compressibility, and shear strength).
In the case of modeling unsaturated fluid flow in the granular media, the hydraulic con-
ductivity of the media as a function of water content must be known. Alternatively, this
can be achieved by SWCC, since unsaturated hydraulic conductivity is difficult to measure
experimentally. However, the determination of SWCC is not a user-friendly test because it
requires specialized unsaturated soil testing equipment, testing experience, and a lengthy
testing program. Thus, Perera et al. [90] proposed a simple and inexpensive method to
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derive SWCCs, based on grain-size distribution and the simple index properties, as shown
in Equation 2.1.
S = C(h)×
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(2.1)
S is volumetric water content, h is matric suction in kPa, af , is fitting parameter, which
is primary a function of the air entry value of the soil, bf is fitting parameter, which is
primarily a function of the rate of water extraction from the soil, once the air entry value
has been exceeded, cf is fitting parameter, which is primarily a function of the residual
water content, and hrf is fitting parameter, which is primarily a function of the suction at
which residual water content occurs and C(h) is the correction factor, which is a function
of matric suction. The details were well described in their paper [90].
In this study, to explore the effect of initial moisture content on the development of the soil
crust, the matric suction was incorporated into the DEM simulations. The values of matric
suction were chosen to illustrate two states of moisture that would be within the typical
range during a soil placement. To estimate the SWCC, the method of Perera et al. [90] was
chosen, as it was derived from soils with similar GSD.
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2.4 Micro computed tomography
Computed tomography (CT) was first developed for clinical purposes in nuclear medicine.
The rapid growth in all forms of CT can be attributed mainly to more sophisticated com-
puters capable of acquiring and storing large amounts of data and providing a simple and
straightforward means of analysis of the data. Micro CT is a non-destructive imaging
technique for evaluating the internal structure and composition of a specimen based on
the X-ray absorption differences. This technique has been increasingly used to measure
the soil solid constituents, physical properties, hydro-physical characteristics, as well as
biota [109]. Among those applications, the physical soil properties, such as a porosity, is
necessary to quantify in order to understand the changes in soil structure as a result of an-
thropogenic or natural processes (e.g., soil ploughing, soil compactions, soil sealing, and
soil crust) [48, 83, 96, 70, 13, 22]. Two types of quantifying method, the Hounsfield unit
and image analysis, have been introduced.
2.4.1 Hounsfield unit
The Hounsfield unit (HU), a parameter generated from standard computed tomography
(CT), are related to the structure of interest. CT images are made up of pixels, each of
which has a gray scale value from 1 (black) to 28 (white). This value corresponds to the
amount of X-ray that passes through the structure, and can be measured and expressed
in HUs. The HU is a linear transformation of the original linear attenuation coefficient
measurement, in which the radiodensity of distilled water at the standard pressure and
temperature is defined as zero HU, while the radiodensity of air is defined as -1000 HU.
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Pedrotti et al. [89] evaluated the bulk density of in-site soil, using the CT technique. On the
basis of the calibration of the linear attenuation coefficient, as a function of tomographic
units (TU) for the various materials, they were able to determine the linear attenuation of
the soil. As a result, they were finally able to develop an empirical relationship between
the density, TU, and moisture content. They concluded that the CT method provided a
more detailed and precise soil bulk density determination, thus allowing more accurate
identification of soil compacted layers. Like Pedrotti et al. [89], Pires et al. [91] also used
this technique to assess the structural changes along depth for a Brazilian soil and observed
soil crust in the sample. They found that the CT was a valuable non-destructive inspection
technique that allows detailed analysis of soil porosity profiles and the detection of very
thin compacted layers of soils with structural crusts. In addition, using two-dimensional
tomographic images, it was possible to confirm the occurrence of soil surface sealing, to
analyze soil structure changes with depth, and to evaluate the thickness of the sealed layer
for the given soil sample.
2.4.2 Image analysis
In order to quantify the porosity in the soil sample, image segmentation is required. The
most common method for obtaining binary images is histogram thresholding [86]. This
method uses an intensity range to characterize the particles and composition of pixels with
grey-level values. Depending upon the value of the threshold in the histogram, all pixels
less than the threshold are classified as background and the rest of the pixels are classified
as foreground. Many studies have been conducted to discover an appropriate threshold to
separate the objects from the background. A comparison of the methods was done by Jeong
et al. [58]. Based on their comparison, Otsu [86]’s method, which is based on selecting the
threshold that maximizes the severability classes in the grey level, appeared to be the best
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at determining tumor cells. This implies that this technique is still a valid method for
quantifying the pore space in a soil sample undergoing rainfall simulation. This image
analysis is natively available in MATLAB.
2.5 Discrete Element Method (DEM)
Many studies on the aspects resulting in crust development as a results of raindrop impacts
have been experimentally performed [9, 10, 45, 46, 55, 72, 80, 82, 85, 93, 95]. However,
few investigations have been conducted on crust development using a numerical modeling
[69] and only a single study using three-dimensional (3D) DEM has been recently pub-
lished [106]. Ma et al. [69] developed a new model using a stochastic approach to simulate
splash erosion due to raindrop impacts on the local soil surfaces. The model showed a
good agreement with the experimental data when all input parameters, such as the rainfall
intensity, the raindrop size distribution, average splashed distant, and original soil prop-
erties including initial bulk density, water content, median grain size, and some empirical
constants related to the soil surface shear strength, were given. However, this model is
limited to apply for the field because it is only based on the median grain size of soil which
is unrealistic. The heterogeneity of soil size, which is not concerned in this model, indeed
plays an important role in crust formation.
The DEM is an efficient numerical method for solving many scientific and technological
problems. It has been widely used in various engineering fields. It uses discrete elements
to form a material. Each element interacts with neighboring ones through contact forces
that can be built up and broken at any time. The DEM was initially developed to investigate
the dynamic behavior of a granular material [32]. Although the DEM has been primarily
used to study the deformation of fabric and structure of granular media during loading, it
has been also applied for the development of constitutive model of soil [15, 84]. Since the
DEM provides model dynamic stress propagation within discrete element, it can be used
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to access both dynamic and soil behaviors. Once implemented, the DEM can be applied
to any particulate materials, such as soil and ceramic powder by using appropriate particle
properties, size, shape, and gradation [111]. In the geotechnical field, the DEM has been
used to examine the soil behavior such as granular mechanics, creep, anisotropy of clay,
particle crushing, strain localization, and dynamic behavior of liquefaction of sands [59].
This DEM can be also used to model the behavior of the granular material after the collision
[6]. They modeled the impact-rebound events such as those that occur when a rock bounces
down a slope.
In the YADE environment, an open source discrete element program [107], both linear elas-
tic and nonlinear elastic contact models are natively available. The linear elastic contact
model. Cundall and Strack [32] assumes that the force is linearly related to the displace-
ment. Inaccurate predictions of soil behavior can arise in this case as it is somewhat simpli-
fying the nature of soil-soil interactions. For the nonlinear contact model [54] as illustrated
in Figure 2.9, the normal force is represented by a spring-dashpot and the tangential or
rolling friction force is represented by a second spring-dashpot. In addition, there is a
Coulomb friction coefficient for the shear interactions between the two spring-dashpots.
Figure 2.9: Schematic diagram for Hertz-Mindlin contact model [97]
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This model provides the better insight into the interaction between the soil particles even
though it can be computationally expensive to implement. However, the viscous damping
ratio of soil is difficult measure and estimate.
Alternatively, the coefficient of restitution (COR), which is expressed as the ratio of a par-
ticle’s speed before and after impact with another particle, is used to represent the viscous
element [7]. It is natively converted in YADE using Eq. 2.2.
βn = − log(en)√
pi2 + (log(en))2
βs = − log(es)√
pi2 + (log(es))2
(2.2)
where βn is the normal viscous damping ratio; en is the normal COR; βs is the shear viscous
damping ratio; and es is the shear COR.
2.5.1 Application to raindrop simulation
To simulate the mechanical nature of raindrops impacting a soil layer, there two types of
collisions occurring in series: 1) the kinetic energy transference from raindrop to soil and
2) soil to surrounding soil. Thus, two types of COR for rain-soil and soil-soil as input
parameters are necessary in order to simulate the non-linear behavior of crust formation.
The previous works to evaluate the COR of geologic materials has been in the application
of rockfall hazard analysis [12, 26, 41, 50, 57]. It was found that the COR for the rock was
independent of the drop height as well as the impact speed [41, 57]. As a result, the value
was found to be approximately 0.8 in both investigations. However, the COR for the rock
was dependent of the slope angle [26] and the range was found to be from 0.2 to 0.8. Few
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studies for the COR of sands have been accomplished at present.
Wang et al. [114] investigated the sand grain/bed collision process using a high-speed dig-
ital camera. They found that the kinetic energy restitution coefficient is dependent of the
collision angle. With an increase of the collision angle, the distribution of the kinetic energy
restitution gradually reduced from a broad to a narrow range with low values. In addition,
the range of the coefficient of sand found to be 0.2 to 0.8 at various collision angles. Mat-
sushima et al. [71] evaluated the effect of COR for sands on the slope angles using discrete
element method. They found that the slope angle was unaffected by COR and the range of
the value from 0.2 to 0.9 were simulated. However, both papers neglected the COR for the
soils at a 0deg angle (horizontal surface).
2.5.2 Application to penetration resistance
Use of the DEM can be also extended to the study of the penetration resistance (PR).
Numerical simulation of penetration tests by the DEM has been reported by several re-
searchers.
Jiang et al. [60, 61] showed 2D DEM simulations in order to study the plane-strain pen-
etration mechanism in granular material with the focus on the effect of soil-penetrometer
interface friction. Since the DEM is unable to simulate an actual sample of millions of par-
ticle with the current PC, they only intended to understand the mechanism of axisymmetric
cone penetration test (CPT), and thus the numerical results cannot be related to field CPT
measurement directly. The changes in displacement and velocity fields and stresses caused
by penetration were well captured and the soil-penetrometer friction has clear effects on
the PR.
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Lobo-Guerrero and Vallejo [67] investigated the effect of the pile shape on the PR of driven
pile in crushable granular materials using 2D DEM simulations. They found that the tip
geometry of pile was a significant impact on the PR. It was seen that a flat ended pile gave
rise to the highest PR and the largest mount of particle crushing, while the triangular tip
showed the lowest value. However, the influence of the triangular angle was not considered.
Chung and Ooi [29] studied the behavior of compression and penetration on a densely
packed granular medium using DEM technique as well as experiments. They found that
DEM can be a good tool to predict the behavior of both compression and penetration on
the granular material. Also, they observed that the use of the correction particle stiffness
parameter was a key to predict the deformation response of a granular assembly.
Arroyo et al. [8] utilized 3D DEM in order to calibrate the model of the CPT with the ex-
perimental results. The 3D model showed a good agreement with the experimental results
whereas the 2D model was not efficient because it cannot be represented to the nature. As a
result, 2D model cannot be used to predict the behavior in quantitative matter. However, the
problem with 3D simulation of a penetration test is that only a limited number of particles
can be modeled, which leads to boundary effects on the numerical results.
Lin and Wu [66] investigated the effect of the penetrometer diameter and the tip geometry
on the penetration pressure using the 3D DEM. The results showed that the sleeve friction
keep increasing during the penetration process, the slope of increase is higher for a larger
penetrometer diameter. Due to the complexity of the penetration process, if miniature
penetrometers are used, both experiments and DEM simulations give fluctuated results.
However, the influence of the penetrometer diameter and cone half angle on penetration
pressure can be fairly well modeled with the 3D DEM model.
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2.6 Lattice and Boltzmann Method (LBM)
Hydraulic conductivity is a key parameter in designing a hydrological application, such as
a seepage or drainage model. The determination of hydraulic conductivity can be done in
the laboratory or in-situ. It can also be estimated using an empirical relation that is de-
pendent upon the inherent properties of soil. However, the prediction may not guarantee a
good agreement with the experimental measurement. Also, the soil seal or crust character-
istics cannot be distinguished by eye, microscope, or SEM observation because these mean
cannot detect minor differences in soil structure which may result in significant decrease
in hydraulic conductivity 78. To overcome the drawback of prediction, many studies have
been continuously conducted in order to provide a better estimation of hydraulic conduc-
tivity. The hydraulic conductivity of granular soils is influenced by soil structure, fluid
properties, the degree of saturation and so on. The effect of soil structure has been studied
over decades using experimental approaches or simple analytical models. However, ques-
tions still remain because those approaches cannot model the complexity of flow in porous
media unless they simplify the shape of the particles. Thus, Lattice’s and Boltzmann’s
method (LBM) for numerically simulating fluid flow in complicated geometries, such as
flow through particulate media, has been alternatively utilized and Figure 2.10 shows an
example of a typical two-dimension (2D) LBM for simulating fluid flow in a complex ge-
ometry.
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Figure 2.10: Typical flow field calculated based on the two-dimensional LBM [53]
The first use of LBM for simulating fluid flow in porous media was achieved by Succi
et al. [108]. The fundamental idea of the LBM is to construct simplified kinetic models
that incorporate the essential physics of microscopic or mesoscopic processes so that the
macroscopic averaged properties obey the desired macroscopic equations. Of course, this
approach was based on the assumption that the macroscopic dynamic as a result of the
collective microscopic behavior is only minimally different as compared to the microscopic
behavior of many particles [27].
Succi et al. [108] demonstrated the adherence of LBM to Darcy’s law for a three-dimensional
flow through a complex medium. The results indicated that LBM may become a useful
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computational tool for gaining insight into rock physics and other related fields, although
the results by LBM simulation were not verified with laboratory experiments. Chen and
Doolen [27] reviewed the possible applications of LBM in fluid mechanics and found that
LBM can be widely utilized in many fields of study. They confirmed that simulation re-
sults from LBM methods are in good quantitative agreement with experimental and other
numerical results. Thus, LBM can be a useful approach to modeling fluid dynamics in the
complicated geometry of materials.
Pan et al. [87] conducted a three-dimensional pore-scale modeling of saturated permeabil-
ities in random spheres packings using LBM and pore-network modeling. They found that
LBM modeling of laminar duct flow in the simulated sphere packing that reflected experi-
mental sphere packing showed good agreement with the analytical solution. This indicated
that the LBM approach faithfully describes the flow process. Pan et al. [88]performed a
further study to evaluate the capability and accuracy of LBM using two different govern-
ing equations in order to provide a better prediction for modeling flow through a porous
medium in three-dimensions. They found that relaxing the parameters has a significant
effect on the flow simulations as well as on the computational effort. However, most LBM
studies have been performed based on the 3D flow, which is not applicable to this research.
Ghassemi and Pak [49] recently investigated the effects of permeability and tortuosity on
flow through saturated particulate media using LBM in two-dimensions (2D). In addition,
they identified the relationship between permeability and tortuosity with other parameters,
such as particle diameter, grain specific surface, and porosity. On the basis of the results
of the LBM simulations, they found that porosity and specific surface were the most in-
fluential parameters in determining the intrinsic permeability of granular media. They also
confirmed that a 2D approach using LBM is a promising numerical method that can be
used in engineering applications, such as fluid flow through particulate media. This im-
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plies that 2D LBM simulation for predicting change in hydrological property as a result of
the formation of soil crust is valid. However, their work has been accomplished on a loose
packing as opposed to this research.
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CHAPTER 3:EXPERIMENTAL RAINFALL SIMULATION
3.1 Introduction
To validate a numerical model for simulating soil crust formation as a result of raindrop
impact, an experimental study is necessary. Rainfall simulations were performed using soil
that is being utilized in an application of green infrastructure in a New York City (NYC)
project. Source soil was taken directly from this site and characterized by the laboratory
experiments.
The source soil was exposed to the experimental rainfall simulator. Additionally, the ex-
tra source soil underwent wetting and drying cyclically in order to isolate the effect of
swelling/shrinkage from the crustal development. After the designated number of rainfall
events were conducted, penetration resistance (PR) was recorded as an indication of the
crust formation. For the measurement, both a pocket and a fall cone penetrometer were
utilized. This testing method is being widely used due to the convenience, but it leads
to a destructed sample. In contrast, micro computed tomography (micro CT), which is a
non-destructive test, was also used to visualize and analyze the soil crust formation.
This chapter focuses on the experimental test methods to evaluate the structural crust forma-
tion due to the raindrop impacts on the given soils. Section 3.2 provides the characteristics
of the source soil being used in this study, while Section 3.3 describes the experimental
rainfall simulator and test plan. Section 3.4 explains the test method for cyclic wetting and
drying on the source soil. PR measurements using a pocket and fall-cone penetrometer are
presented and discussed in Section 3.5. Finally, Section 3.6 describes the test methods and
the results performed by micro CT.
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3.2 Soil characteristics
Figure 3.1 shows the grain size distribution (GSD) of the source soil. The test was con-
ducted in accordance with ASTM D422 [35]. The soil was classified as a poorly graded
sand (SP) according to the Unified Soil Classification System (USCS) ASTM D2487 [34].
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Figure 3.1: Grain size distribution of the source soil taken directly from NYC project site
The test for Atterberg limits was followed by ASTM D4318 [36]. Liquid and plastic limit
were found to be 22% and a nonplastic respectively (see. Appendices A.1).
The specific gravity was determined in accordance with ASTM D854 [38] and found to be
2.65 (see Appendices A.5).
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The standard compaction test was performed according to ASTM D698 [37]. Using Figure
3.2, the maximum dry unit weight and the optimum moisture content were found to be
95pcf and 14%, respectively. At the maximum dry unit weight, the estimated porosity
became 0.43.
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Figure 3.2: The test result of the standard compaction
Both constant and fall head tests were conducted at Villanova University in order to mea-
sure the hydraulic conductivity. Figure 3.3 shows the sample that prepared at the maxi-
mum dry unit weight (i.e., 95pcf corresponding to the porosity of 0.43) and the test setup
for both types of measurement. This instruments are designed and built by German in-
strument maker UMS by complying German Standard (DIN 19683-9 and DIN 18130-1).
The hydraulic conductivity found to be 2.0× 10−5m/s approximately throughout the both
methods.
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Figure 3.3: The test setup for measuring the permeability using the UMS Ksat System
available at Villanova University
According to ASTM D2434-68 [33], the constant head test was performed at Drexel Uni-
versity using the permeameter cell manufactured by HUMBOLDT and the test setup is
shown in Figure 3.4. The initial porosity in the cell was 0.50 and the hydraulic conductiv-
ity appeared to be 5.5× 10−5m/s.
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Soil sample preparation Permeability measurement setup
Figure 3.4: The test setup for measuring the permeability using the constant head method
available at Drexel University
Table 3.1 provides a summary of the characteristics for the source soil measured by the
experiments.
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Table 3.1: The source soil characteristics
Unified Soil Classification System SP
Specific gravity, Gs 2.65
Liquid limit, LL 22%
Plastic limit, PL NP
Maximum dry unit weight, (ρd)max 95pcf
Optimum moisture content, wopt 14%
Hydraulic conductivity, k (Villanova) 2.0× 10−5m/s (n = 0.43)
Hydraulic conductivity, k (Drexel) 5.5× 10−5m/s (n = 0.50)
3.3 Rainfall experiments
Unlike natural rainfall, an experimental rainfall simulator allows a constant rain rate and/or
intensity to be maintained, and was used to isolate the effects of raindrop impacts on soil.
Figure 3.5 shows the simulator used in this study. It was built by Alizadehtazi and Montalto
[5] and based on the design of the Norton Ladder Rainfall Simulator (2002 by L. Darrell
Norton, Soil Scientist at USDA-ARS National Soil Erosion Research Laboratory at Purdue
University). A modification, the height of fall was adjusted to 2.8m, was necessary due to
the limited space available in the laboratory. The kinetic energy of simulated raindrops was
275kJ/ha−mm, which equates to a natural rainfall intensity of 25mm/hr or greater.
42
Figure 3.5: A photo of experimental rainfall simulator used in this study
A 15.25(L) by 12.5(W ) by 7.8125(H) inches plastic box was used to hold the soil under
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the rainfall simulator, as seen in Figure 3.5. All boxes were perforated on the bottom so that
the water would not collect (see Figure 3.7). To reduce soil loss (piping) due to the seepage
induced by the rainfall, a geotextile was placed on the bottom of the box, as described in
Figure 3.7. Six soil boxes were prepared to evaluate the effect of the number of rainfall
events on the development of soil crust. Four duplicate samples underwent a series of
rainfall events being removed from the simulator at various times and Table 3.2 provided
an experimental test matrix performed in this study. The duration of each rainfall event
was an hour. Another hour between the rainfall events was allowed to let the water drained
prior to the next event. The soil box D was intended to undergo the twelve rainfall events
continuously but the test was ceased after the tenth event because the water ponding was
occurred relatively quickly in the beginning of the event. It was denoted that R represents
the rainfall event whereas D indicates the drying event in the Table 3.2.
Table 3.2: Test matrix simulated in this study
Soil sample box Number of rainfall events exposed
A 3 (R-D-R-D-R)
B 6 (R-D-R-D-R-D-R-D-R-D-R)
C 9 (Same as above)
D 10 (Same as above)
E 0 (Wetting/drying cyclically)
F 0 (Reference)
During these experiments, a number of small samples using a hollow Lexan tube with an
inside diameter of 1.905mm (0.75 ′′) and the wall thickness of 0.318mm (0.125 ′′) were
taken for micro computed tomography (micro CT) analysis, as shown in Figure 3.6. Using
belt sander available in the department of mechanical engineering at Drexel, the penetrating
tube edge was sharpened to minimize sample disturbance while being pushed into the soil.
44
Tube samples were then sealed with paraffin wax and stored in air-tight containers before
the micro CT imaging.
Figure 3.6: A photo of soil sample captured in the hollow tube
PR using both a pocket and a fall cone penetrometer was also measured after the designated
rainfall events.
3.4 Wetting/drying cycle experiments
Considering the facts that cause the volume changes in soil mechanics, the raindrop as an
external force as described previously and the shrinkage and swelling as an internal force
play an important role. The effects of shrinkage and swelling of fine-grained soils have
been significantly considered from an engineering point of view. In general, shrinkage and
swelling occur during surface evaporation in a dry climate, or because of the lowering of the
ground water table. Both factors can cause surface cracks. The volume of soil is subject
to change with water, and the change as a result of the cyclic shrinkage and swelling of
fine-grained soils leads to serious damage on the applications. To take into account for the
behavior of shrinkage/swelling on the soil crust formation, the cyclic wetting and drying
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were additionally performed.
Although the source soil used in this study contained only a few fines according to the GSD
(see Figure 3.1), an attempt was made to take into account the effect of the shrinkage and
swelling on crustal development. Using the same plastic box (15.25 ′′(L) by 12.5 ′′(W ) by
7.8125 ′′(H)) utilized in the rainfall simulation, one sample underwent no rainfall and was
cyclically soaked from the surface by gently introducing water from a hose. Figure 3.7
illustrates the test setup for the cyclic wetting and drying.
Soil
Geotextile
Top view of setup
Bottom of the box
Schematic sketch of setup
Figure 3.7: Illustration of cyclic wetting and drying test setup
Another geotextile was placed on the top of the soil while the water was introduced to
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minimize the disturbance to the surface. Once the soil sample was fully saturated, the
geotextile was removed. This water was then allowed to soak into the soil and drain from
the bottom while the surface dried. Once all moisture was visibly removed from the surface,
and no water continued to drain, another cycle of wetting was introduced.
Using the same sampling manner described in Section 3.3, the soil sample was taken for
micro CT to investigate the effect of the cyclic wetting and drying on the crustal develop-
ment.
3.5 Penetration resistance measurement
3.5.1 Test methods
Penetrometer is widely used due to the convenience for assessing soil strength either in the
laboratory or in-situ. PR indicates the strength of soil placement and is strongly dependent
on the properties (i.e., shear strength, compressibility, and soil/metal friction). Pocket pen-
etrometer (Figure 3.8(a)) provides PR by just pressing the foot into the flat surface. The
foot is advanced in a smooth motion until the indicator line meets the soil surface. A slip
ring retains the maximum reading. The penetrometer creates an undrained bearing capac-
ity failure in the soil, and the scale is calibrated to provide the compressive strength of the
material. The scale of the pocket penetrometer reads in pounds/ft2(psf), tons/ft2(tsf),
or kg/cm2(ksc) and has a scale of 1, 000 to 9, 000psf when using the end of the rod,
which has a diameter of 6.35mm(0.25 ′′). When the larger adapter foot is used which has
a diameter of 25.4mm(1 ′′), the results on the scale must be divided by 16.
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(a) (b)
Figure 3.8: Penetration resistance measurement tools used in this study: (a) Pocket pen-
etrometer (H4195, HUMBOLDT) (b) Fall-cone penetrometer (S165, MATEST)
Fall cone test is a simple testing method in which a cone penetrates into a soil specimen
by its self-weight and the penetration depth is measured. Figure 3.8(b) shows a typical
fall cone device used in this study. This method is typically utilized for clay samples to
measure Atterberg limits, undrained shear strength, and sensitivity.
In this study, the fall cone penetrometer was employed to measure an undrained shear
strength of poorly graded sand. However, an issue arose when the tip of the fall cone was
positioned on the surface of the soil in the box. To prevent soil loss due to the raindrop
impact, the soil was not completely filled in the box. As a result, the depth of soil sample
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was lower than the height of the box, as seen in Figure 3.9(b). A freedom of vertical
movement of the fall cone was therefore limited and the assembly of the standard fall cone
had to be modified. Figure 3.9(a) shows the modified setup used in this study and the
schematic sketch was also presented.
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Figure 3.9: (a) A photo of modified standard fall-cone penetrometer set-up and (b) a
schematic diagram of modified fall cone penetrometer set up
It was noted that the positioning of fall cone on the coarse grain soil was critical. For
instance, there was a significant discrepancy of measurement observed when the tip was
located on very fine gravel and sand. Thus, the tip of the cone was carefully positioned
on the sand and measured by releasing for 5 seconds with the surcharges. The depth of
penetration, which is correlated with the strength based on cone geometry, cone mass, and
roughness of the cone surface, was recorded. The undrained strength using the fall cone
test is obtained by Equation 3.1.
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su = Kc × Mc × g
d2
(3.1)
where su is undrained strength (Pa), Kc is the cone factor, Mc is the mass of the fall cone
(g), g is the gravity acceleration (m/s2), and d is the penetration depth (m).
The cone factor is primarily dependent on the cone angle and surface texture. Using the
cone angle of 30◦ and smooth surface texture in this study, the cone factor was set to 2.0.
The mass of the fall cone and surcharge were 80grams and 100grams, respectively. It was
therefore Mc become 180grams. The gravity acceleration set to 9.8m/s2.
3.5.2 Results
Figure 3.10 shows PR measurements with the number of rainfall events. For the measure-
ment, the PR was recorded at nine different locations in the soil box, as shown in Figure
3.9(b). Each point was far enough from the previous penetration measurements not to be in-
fluenced by the disturbance. Also, the represented value shown in Figure 3.10 was adopted
as the average values of seven measured ones, omitting the maximum and minimum values
to reduce the standard deviation. The remarkable increase in the PR was observed within
a few number of rainfall events in both methods. However, a large discrepancy between
fall cone and pocket penetrometer was observed. The PRs measured by the fall cone were
at least two to three time stronger than the pocket method. However, the variances of the
fall cone measurement were much greater than the pocket method. Regardless of the ap-
proaches, the PR results indicated that the soil crust developed on the SP source material
and formed relatively quickly.
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Figure 3.10: Penetration resistance measurement using a fall cone and a pocket penetrom-
eter with the number of rainfall events
3.6 Micro Computed Tomography
3.6.1 Test methods
As a verification purpose of micro CT method, 3/32 inches diameter of spheres, which
made of Polytetrafluoroethylene (PTFE), were randomly packed into polycarbonate tubing
with an inside diameter of 3/4 inches. Both the top and bottom of the tube were then
sealed with 3/4 inches diameter of Flush Mount Black Plastic Body and Sheet Metal Hole
Plug. Using SkyScan 1172 device with a source voltage and current of 80 kV and 124 µA,
respectively, the sample was scanned by rotating 0.2◦ with Aluminum filter of 1mm.
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Soil samples exposed to the rainfall simulator were examined using the same manner above.
Also, a virgin bare soil sample subjected to no rainfall or wetting cycles, but compacted in
the same manner as simulated samples was scanned as a reference. The resolution of each
scanned image was 4000 by 4000 pixels in the width and length, respectively. The pixel size
of the sample filled with PTFE spheres was 8.6 µm whereas the soil sample was 4.0 µm.
To examine the structure of materials in the sample, a quantification of porosity or den-
sity along the depth was conducted using two approaches including Hounsfield Unit (HU)
method and image analysis.
3.6.1.1 Hounsfield unit method
HU, or called as CT numbers, is a quantity to describe the inability of X-rays to pass
through a particular material. The HU is proportional to the linear attenuation coefficient
of material, as written in Equation 3.2.
HU = 1000× µ− µwater
µwater − µair (3.2)
where µwater and µair are the linear attenuation coefficients of water and air respectively.
The HU is assigned to each pixel to display the image that represents the density of the
material. To visualize the density of the objective, the conversion from HU to gray scale is
required, and the HU is linearly proportional to the gray scale. The empirical relation be-
tween HU and gray scale was normally provided by the micro CT manufacturer. Equation
3.3 and 3.4 show the conversion for PTFE spheres and simulated soil samples, respectively.
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HU = 7.796× Gray scale− 1196 (3.3)
HU = 35.412× Gray scale− 3379 (3.4)
Using the HU values, a linear attenuation coefficient of PTFE spheres and soils can be
obtained by Equation 3.2 and 3.5 [89, 91], respectively.
µsoil = µwater +
µwater ×HU
1000
(3.5)
where µsoil is a linear attenuation coefficient of soils.
Finally, the dry density of soil can be determined based on the linear attenuation coefficient
of material using an empirical relation, as expressed in Equation 3.6 proposed by Pedrotti
et al. [89].
ρsoil =
µsoil
0.297
(3.6)
The density can be converted to porosity in order to study the pore structure in the material.
In this case, specific gravity of soil is necessary and found to be 2.65 in accordance with
ASTM D854 [38].
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3.6.1.2 2D Image analysis with X-Y plane images
Another method to investigate the pore structure in the material is based on the image
analysis. Figure 3.11 describes the general process of the image analysis. Figure 3.11(1)
shows one of the pictures scanned by micro CT for PTFE spheres in the X-Y plane (i.e.,
the top view). The horizontal number of pixels was 4000 by 4000, and the vertical number
of pixels was 2096. The size of the pixel was 8.6 µm. Thus, the depth of scanned PTFE
spheres was approximately 17mm.
To isolate the region of interest (ROI), all images were necessarily trimmed as shown in
Figure 3.11(2) to exclude the background of image and tube. The ROI was then modified
by adjusting intensity values or colormap and filtering two-dimensional adaptive noise re-
moval prior to the conversion to the binary image, as displayed in Figure 3.11(3). In the
end, the adjusted image was converted to the binary image, which consists of the value 1
(white) and the value 0 (black), based on the threshold, as shown in Figure 3.11(4). The to-
tal area in the tube was obtained by calculating the area of the circle and the area of objects
was calculated by counting the value 1. The void area was then calculated by subtracting
the area of objects from the total area.
54
1. Original image obtained by micro CT 2. Casing tube and background trimmed
3. Adjusting image 4. Converting to binary image
Tube
y
x
Figure 3.11: Image analysis process
3.6.1.3 2D Image analysis with a Y-Z plane image
Since the images from the micro CT only provides the top view of the sample along with
the depth, it is necessary to reconstruct in a side view of the sample so as to determine the
location of crust formation, as displayed in Figure 3.12.
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Figure 3.12: Reconstructed image in the Y-Z plane (i.e., side view of the soil sample)
ImageJ [98], an open source program for the image processing and analysis in Java, enables
the display of multiple spatially or temporally related images in a single window, using a
function of ”Stacks.” The images that make up a stack are called slices, if all the slices in a
stack are the same size and bit depth. In stacks, a pixel, which represents 2D image data in
a bitmap image, becomes a voxel, which is a volumetric pixel (i.e., an intensity value on a
regular grid in a three-dimensional space). However, stacks could not be used in this study
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because it relies on the capacity of the computer’s memory (RAM) and the a RAM of 32
GB in the desktop was insufficient in order to stack all images obtained by micro CT.
Alternatively, the name of plugin in the program, which was virtual stacks, were utilized.
They open images as virtual stacks (i.e., disk resident), as opposed to RAM resident and are
the only way to load image sequences that do not fit in RAM. However, the virtual stacks
are read-only and access time is slower, so changes made to the pixel data are lost when a
different slice is needed.
Once the virtual stacks were completed, a volume of soil image (3D) was produced. One or
more orthogonal slices through the image volume represented by the current stack could be
reconstructed using ”Reslice,” and Figure 3.12 describes the process of ”Reslice” briefly.
The ROI can be selected by the straight line or rectangular selection. Using this approach,
the simulated soil sample was reconstructed in the Y-Z plane, as shown in the bottom of
Figure 3.12. The dense layer was visually observed and it was assumed this layer could
be a soil crust as a result of raindrop impact. The Image segmentation technique used to
analyze pore structure and soil sample is illustrated in Figure 3.13.
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Figure 3.13: The procedure of image analysis on the reconstructed soil sample image using
ImageJ
Unlike the PTFE sample, the soil is a heterogeneous material which contains various com-
ponents and thus leads to a different level of x-ray absorption. As a result, the digital images
of soil sample are prone to a variety of types of noise, as opposed to homogeneous material.
The noise occurs during the image acquisition process that results in pixel values that do
not reflect the true intensities of the real scene. Thus, an additional image processing step,
noise removal, was introduced, as displayed in Figure 3.13.
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3.6.2 3D image construction
Besides the plugin of ”Reslice,” ImageJ is also able to process and analyze the 3D image
that is reconstructed using 2D images. This is called a ”3D Viewer”. This plugin offers
hardware-accelerated visualization possibilities for image stacks, using the Java 3D library.
An example of the 2D to 3D reconstruction is given in Figure 3.14.
Micro CT images (X-Y plane)
3D image constructuion
ImageJ
(a)
(b)
Figure 3.14: (a) Diagram of the virtual 3D image reconstruction and (b) example of 3D
image construction using PTFE spheres used n this study
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Once the 3D image is constructed, the plugin, ”3D object counter”, can count the number
of objects in a stack and displays the volume, the surface, the center of mass and the center
of intensity for each object. Results are presented in both a table and new stacks where
either the full volume, the edges of each particle, the center of mass or center of intensity
is displayed. On this stack, each structure appears under a different color. A tick box
allows logging a summary of the overall measurement. As a result, the 3D porosity, which
represents a real pore structure in the material, can be provided. A preliminary study is
recommended in order to assess the 3D pore structure with the simulated source soil.
3.6.3 Results
3.6.3.1 Verification of HU method using PTFE spheres
Figure 3.15 shows the results of the measured linear attenuation coefficient of PTFE spheres
along the tube by micro CT imaging technique. It seemed that the coefficient, which is
related to the density of material, reflected the random sphere packing in the tube. The
mean of linear attenuation of PTFE spheres was 0.345 per cm from Figure 3.15. The
typical density of the commercial PTFE (as known as Teflon) was 2.20g/cm3. Therefore,
the mass attenuation coefficient of PTFE used in this study became 1.568 × 10−1cm2/g.
Hubbell and Seltzer [56] provided a mass attenuation coefficient of PTFE as a function of
source energy. At the source energy of 80kV , which was a same source energy used in this
study, they found a mass attenuation coefficient of 1.632× 10−1cm2/g and showed a good
agreement with the measurement conducted by Drexel. This confirmed that the quantifying
method by the HU was valid to analyze the pore structure of a material.
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Figure 3.15: Coefficient of linear attenuation of PTFE along with the depth of tube
3.6.3.2 Porosity of cyclically wetted/dried soil by HU method
To evaluate the effect of the cyclic wetting and drying in terms of the densification in the
source soil, micro CT results were presented using the term of porosity difference (PD) and
calculated by Equation 3.7.
PD =
ni − nf
ni
× 100 (3.7)
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where ni is porosity of the virgin bare soil, and nf is porosity of the simulated soil.
Three wetting and drying cycles were conducted to take into account for the contribution
of the shrinkage and swelling on the crustal development on the source soil. To maximize
the volume change of the soil, the period of drying set to long enough so that the soil was
allowed to approach the residual moisture content. Using micro CT images in the X-Y
plane, the porosity was calculated by HU method, and Figure 3.16 shows the results of
PD for samples that exposed to the cyclic wetting and drying. It seemed that a minimal
change was found over the cyclic wetting and drying on the given soil, as compared to the
reference soil.
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Figure 3.16: Changes in porosity along depth determined from micro CT analysis for the
number of cyclic wetting and drying
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3.6.3.3 Porosity of simulated soils by HU method
Using micro CT images in the X-Y plane for the samples that underwent the experimental
rainfall simulation, the porosity was calculated by HU method, and Figure 3.17 shows the
results of PD. The results of the cyclic wetting and drying were also added to compare
the effect of raindrop impact on the degree of densification, as seen in the Figure 3.17.
Overall, a significant decrease in porosity (i.e., the soil became denser) along with the
depth due to raindrop impacts was observed. In addition, there was a possible thick dense
layer observed. It was therefore assumed that a thick crust formation was developed on
these soils. Of important note, the cyclic wetting and drying had a negligible contribution
to crust development for this soil.
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Figure 3.17: Changes in porosity along depth determined from micro CT analysis: i) EXP
raindrop – experimentally simulated rainfall and ii) 1st, 2nd, and 3rd wetting – number of
cyclic wetting and drying
3.6.3.4 Porosity of PTFE spheres by image analysis based on X-Y plane images
Using the image segmentation and analysis technique with the X-Y plane images, the
porosities of PTFE spheres packed in the tube were obtained, and Figure 3.18 shows the
results along with the tube elevation. The porosities by this method reflected the dense
packing that was same as the HU method. The mean porosity in the tube found to be 0.22
approximately. Theoretically, the density of the maximum dense packing with mono-sized
sphere by Kepler conjecture, as expressed in Equation 3.8, showed 0.74. Therefore, the
porosity became 0.26 and showed a good agreement with the image analysis method.
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Figure 3.18: Porosity of PTFE spheres by image analysis
pi√
18
≈ 0.74048 (3.8)
3.6.4 Porosity of PTFE spheres with a Y-Z plane
Using the reconstructed image (i.e., the Y-Z plane view) obtained by ImageJ, the same
image segmentation and analysis techniques were applied in order to assess and compare
the porosity of the X-Y and Y-Z planes of the image. Figure 3.19 shows the porosities of
PTFE spheres along the depth. The image was divided into the five sub-layers to calculate
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the porosity along the depth. It was shown that the porosity was inconsistent. The mean
porosity appeared to be 0.45 approximately, which was about two times the porosity, based
on the image in the X-Y plane.
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Figure 3.19: Reconstructed image in Z direction (left) and porosity over the depth by image
analysis (right)
3.6.4.1 Porosity of simulated soils by image analysis based on X-Y plane images
The horizontal number of pixels for the simulated soils was 4000 by 4000, and the vertical
number of pixels was 2096 as same as PTFE spheres. However, the size of the pixel was
3.97µm instead. Thus, the depth of scanned simulated soils was approximately 8.3mm
and assumed that the crust formation was fully covered. Figure 3.20 shows one of soil
images scanned by micro CT. A post-processing of the image analysis was conducted, as
previously described in Figure 3.11.
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Figure 3.20: Image of soil sample scanned by micro CT
Figure 3.21 shows the porosities of the reference soils (i.e., no treatment) captured in the
tube obtained by the image analysis. The porosities along the depth appeared relatively
consistent, but the values were much farther off as compared to the experimental result
(i.e., the porosity of 0.43 at the maximum dry unit weight of 95pcf , see Section 3.2). Thus,
a further image analysis for the simulated soils was not considered.
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Figure 3.21: Porosity of the simulated soils by image analysis based on X-Y plane images
3.6.4.2 Porosity of simulated soils by image analysis based on Y-Z plane image
Figure 3.22 shows the porosities of the simulated soil analyzed by image analysis on the
reconstructed image (i.e., the Y-Z plane view). Similar to the image analysis using the X-Y
plane, the porosities were farther off, and thus this method was not considered either.
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Figure 3.22: Porosity of the simulated soils by image analysis based on Y-Z plane image
3.7 Discussion
As an indicator of the presence of soil crust, a PR has been extensively measured in the
laboratory and in-situ. Especially, a pocket penetrometer, which is a handy and convenient,
is preferred over a fall cone penetrometer. In general, the fall cone is utilized in the lab-
oratory to measure the undrained shear strength of fine-grained soil. In this study, both
methods were employed to measure the PR before and after the rainfall event. The PR re-
sults showed a significant discrepancy between two methods. Overall, the PR increased as
compared to the pre-raindrop soil. However, the PR by the pocket penetrometer gradually
increased with the number of rainfall events and led to level off. In contrast, the PR by
the fall cone penetrometer rapidly increased with the first few rainfall events and tended
to remain constant. Also, the magnitude of the PR measured by the pocket penetrometer
seemed two to three times greater than the pocket penetrometer. This might be due to the
different soil-tool contact area. For instance, the contact area of the pocket penetrometer
is a relatively large enough circle that compensates the presence of the gravel on the sur-
69
face while the fall cone is only a point that could be critical when the tip of cone locates
on the gravel. As a result, it leads to a significantly large deviation. However, a further
investigation is necessary to validate this discrepancy.
Micro CT was additionally utilized to present the soil crust formation. Imaging analysis
was conducted based on the two different methods. For PTFE spheres, the HU analy-
sis showed a very good agreement between the measured data and the commercial value.
Also, this approach provided informative results of the simulated soil. Regarding the image
analysis, the porosity of PTFE spheres measured at Drexel showed a good agreement with
the theoretical porosity for the spheres depending on the degree of packing. However, there
was a large difference between the porosity of the actual soil versus the theoretical value.
This may be due to the fact the soil that contains heterogeneous components. As a result,
a global threshold, which converts an intensity image to a binary image, is significantly in-
fluenced and leads to the misleading value. Eventually, the porosity by the image analysis
became invalid and could not be utilized in this study.
3.8 Conclusion
In this study, the source soil, USCS SP, being actively used in the GI application under-
went experimental rainfall simulations. The presence of soil crust formation was examined
by measuring PR. Also, the simulated soils were captured and scanned by micro CT to
investigate the crust formation. The main conclusions are:
• Soils without the fines can develop the crust although it has been commonly believed
that fines, such as silt or clay, were necessary and played a major role in forming a
crust.
• The kinetic energy used in this study was enough to develop the structural crust.
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• The crusting on the given source soil developed relatively quickly according to the
PR results.
• The PR values were inconsistent between the pocket and the fall cone penetrometer.
• For the homogeneous material, both the HU and image analysis methods were valid
to evaluate the material’s structure.
• For the heterogeneous material, the HU approach revealed an efficient method to
present a change in pore structure as compared to the image analysis. However,
ImageJ provided an image in the Y-Z plane successfully so as to take an insight into
the structure of the simulated soil visually.
• The effect of cyclic wetting and drying on the given material was minimal.
• The thick crust formation was found as a result of the raindrop impact on these soil.
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CHAPTER 4:NUMERICAL MODELING
4.1 Introduction
To date, the mechanism of structural crust formation has been broadly understood through-
out an experimental approach. The mechanism contains a series of complex interactions
(i.e., compaction, detachment, erosion, and deposition) between water and soil. Therefore,
the analytical approach for modeling of crusting is hardly achieved, and only a few numer-
ical methods have been studied. The first attempt using a three-dimensional (3D) discrete
element method (DEM) was made by Sjoblom [106]. In the attempt, using 25, 000, the
soil particle assemblage was set to the width of 10mm, the length of 10mm, and height of
15mm, approximately. This size of assemblage ensured to maintain dimensions that were
at least ten times the largest particle diameter. Throughout this study, it was observed that
a soil crust forms in the near surface as a result of the remobilization of the smallest sized
particles (i.e., fines) that moved to downward from the upper portions of the soil column.
As the fines move downward, they tend to clog the larger pore space that causes an ac-
cumulation of fines. This downward migration is susceptible when the particle diameter
decreases. However, some movement of the largest diameter particles was still observed.
This could be a fact that the size of assemblage simulated in the study was not large enough
so that the kinetic energy could not be dissipated. It was, therefore, recommended that the
size of assemblage needed to be enlarged but the computation time would be increased
tremendously. For instance, the time for simulating 100 raindrops in the 3D simulation
took seven days using 25, 000 spheres.
On the basis of the findings by Sjoblom [105], this study focused on modeling using the
two-dimensional (2D) DEM to reduce the computational effort. Also, it enabled to enlarge
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the size of soil packing as compared to the 3D DEM. This chapter has therefore discussed
the validation of the 2D DEM modeling on the structural soil crust development as a result
of raindrop impacts.
Figure 4.1 briefly describes the framework of the 2D DEM simulation used in this study. A
discrete element packing was created based on the characteristics of the source soil found
in Chapter 2. To mimic the source soil in the DEM simulation, the GSD obtained by the
experiment was utilized. Concerning the contact model between the particles, two types
including linear and nonlinear elastic contact law were investigated. In the case of the non-
linear model, the artificial damping parameters were required so the experimental results
could be verified. Finally, the validated DEM simulation was determined.
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Figure 4.1: The process of simulation framework
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4.2 Materials and modeling of the soil crust
4.2.1 Modeling of the soil crust
YADE [107], the open-source discrete element method software, was selected and utilized
for all simulations. One of the attractions of YADE is an ease of use because of the stan-
dard Python code bindings. The interactive communication between YADE and Python
interpreter enables us to access to all needed parameters of the DEM simulations in real
time. As a result, debugging of the input scripts was easily and quickly completed. Also,
YADE provides a built-in functions to produce a polydisperse packing system by following
a predefined the GSD based on mass.
All simulations were performed within Ubuntu 14.04 Linux operating system on a desktop
machine with the components listed in Table 4.1.
Table 4.1: Machine specifications
Component Manufacturer Specifications Size/Speed
Motherboard Asus H87M-E -
Processor Intel Core i7-4770 3.4 GHz
Memory HyperX DDR3-1600MHz 32 GB
A distribution of spheres for the DEM simulation was created based on the material studied
in Chapter 2. The grain size analysis of this material was shown in Figure 4.2(a). To reduce
the computational cost in the simulation, a subset of the range of particle sizes was chosen
(Figure 4.2(a)) and used for the generation of particles package in the DEM, as shown in
Figure 4.2(b). This filtering essentially truncated the larger particles from the simulation as
75
these particles were considered to have limited mobility within the soil column. Regardless
of filtering, both samples were classified as SP according to the USCS ASTM D2487 [34].
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Figure 4.2: Grain size distribution: (a) soil used for the experiment and (b) particles used
for the simulation
The particles were modeled as spheres to simplify the soil system for the simulation. A
packing was produced by one-dimensionally consolidating the assemblage of spheres to a
prescribed vertical stress within fixed wall boundary conditions. After consolidating the
assemblage, the load was removed in the vertical direction, and the assemblage of spheres
was allowed to settle into equilibrium, as shown in Figure 4.3. A series of consolidated
soils were generated within this two-dimensional system and stored for the subsequent rain
simulations. This allowed for easy retrieval of the systems of various consolidation loads
and/or width-depth dimensions to be repeatedly utilized without the need to reproduce an
assemblage to the required specifications.
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Figure 4.3: Consolidation of the assemblage of particles
Figure 4.4 illustrates the process of the raindrop simulation. To produce a loose packing,
particles were randomly placed within the domain. Gravity was then applied, and the par-
ticles were allowed to settle. Once the particles reached equilibrium, a temporary ‘plate’
at the top surface was inserted, and a small force applied. This step ensured that the as-
semblage of particles had a flat surface before starting the raindrop phase. Finally, the
temporary plate was removed, and the raindrop simulation was activated, as displayed in
Figure 4.4(a).
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after a soil profile produced
(b) Activate raindrops (c) Terminate simulation
Figure 4.4: The process of raindrop simulation
Within the width of the soil profile, a raindrop was randomly inserted with a height that
was well above the surface as to not interfere with any unsettled particles from a previous
raindrop. The terminal velocity of the raindrop was set [10] and was allowed to impact the
soil surface while monitoring its velocity, as shown in Figure 4.4(a) and (b). As the rain-
drop velocity became zero (or less) after impacting the soil surface, it was removed from
the simulation. At this point, the assumption was made that the raindrop had imparted its
energy to the soil and could be removed without loss of any future meaningful (raindrop/-
soil) interactions. The particles were then allowed to re-mobilize to their new locations and
settle before another raindrop was inserted into the simulation. Some of the finest particles
remained in ‘suspension’ while the next raindrop was added, but the drop-suspended soil
interactions were negligible and had no influence on results [106]. When the designated
number of raindrops was achieved, the particles were then allowed to settle to reach quasi-
equilibrium. After the stabilization of particles, the simulation was terminated with a final
profile, as displayed in Figure 4.4(c).
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4.2.2 Simulated soil characteristics
The soil classification of the analog soil was a USCS SP. Depending on the size of soil
phase, the packing was created using from 10, 000 to 40, 000 particles with a uniformly
generated GSD, as shown in Figure 4.2(b). The minimum diameter of the particle in the
packing was set to 5.0 × 10−5m and maximum diameter of the particle was set to 1.0 ×
10−3m. The properties of the individual soil particles were set to the values listed in Table
4.2.
Table 4.2: Soil and raindrop properties
Name of Units Soil values Raindrop values
properties (1) (2) (3) (4)
Young’s Modulus Pascal 1.0× 106 1.0× 105
Friction angle Degrees 30 0
Poisson’s ratio - 0.4 0.5
Density kg/m3 2650 1000
Matric suction Pascal 103 and 1003 -
As illustrated in Figure 4.5, all assemblages were confined to a two-dimensional plane (i.e.,
centers of all spheres remain on a plane for the duration of the simulation) and created based
on the results of the previous work by Sjoblom [106].
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Figure 4.5: Schematic drawing of soil phase for the two dimensional configuration
4.2.3 Simulated raindrop characteristics
The raindrop diameter and height of fall was set to 1mm and 10mm respectively. The
properties of raindrops are listed in Table 4.2. The terminal velocity was set to 4.5m/s and
was based on values in Assouline and Mualem [10]. It should be noted that although the
material properties are inconsistent with the physical nature of a real raindrop, the goal of
this study was to reproduce the momentum of the raindrop as the transfer of the kinetic
energy occurred from the raindrop to the soil. Although this provides the benefit of a
significant reduction in computational cost it comes with a loss of more realistic physics.
With respect to rain intensity, a rate of 100drops/s was utilized for all simulations. This
rate was determined to be optimal in the development of a stable crust while still achiev-
ing reasonable computation times [106]. Additionally, it was determined that placing a
raindrop too close to a rigid boundary would influence the resulting simulated crust. As
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illustrated in Figure 4.5, keeping the raindrop zone at least nine times the mean particle
radius of the assemblage away from the boundaries was found to be sufficient to negate
any influence on the results.
4.2.4 Simulated soil contact model
A non-linear model, Hertz-Mindlin model (natively available in YADE), was chosen as the
contact model as this implementation. It was allowed for the control of energy transfer
between particles as a single COR parameters (in normal and shear contacts). From these
parameters, the viscous damping for the contacts can be calculated by Equation 2.2.
The COR values for a soil-soil contact are difficult to determine experimentally but values
in the literature range from 0.2 to 0.8 depending upon the slope angle. Therefore, simulated
macro responses of the soil were calibrated to experimental results to estimate the COR for
soil-soil. To investigate the effect of COR on the development of a stable crust, simulations
were conducted varying the COR of the soil-soil contact while monitoring crustal develop-
ment. Similarly, as the investigation into the effect of the COR for the rain-soil contact was
conducted as well.
4.2.5 Determination of the packing size
Although DEM enables the simulation of the dynamic behavior of granular material and
tracking of all dynamic parameters (i.e., position, velocity, contact forces, and so on), lim-
ited computational capabilities caused by a small time step required for time integration
equations of motion, as well as a limited number of particles involved in simulation, were
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drawbacks. Therefore, most of the CPU time is spent on finding the contacts between the
particles. Finding the optimal size of packing is a key to modeling a physical behavior us-
ing DEM technique and is necessary to achieve a good balance between the computational
effort and the accuracy.
To obtain an optimal packing size for simulating raindrop impact, the depths and widths
were varied by adjusting the number of particles. The height of packing was fixed to vary
the width, while the opposite strategy was applied. The dimension of packing and number
of particles were tabulated in Table 4.3. The same process of consolidation and raindrop
was applied, as described previously.
Table 4.3: Dimensions of packing with the number of particles
Number of particles Width, W (mm) Height, H (mm) H/W
25,000 16.8 20.3 (fixed) 1.21
35,000 23.5 20.3 (fixed) 0.86
10,000 20.0 (fixed) 6.9 0.35
20,000 20.0 (fixed) 13.7 0.69
30,000 20.0 (fixed) 20.4 1.02
40,000 20.0 (fixed) 27.3 1.37
4.3 Modeling of penetration resistance
Penetration tests have been widely utilized in geotechnical engineering for the measure-
ment of soil properties. The penetration test is conducted by measuring the resistance
while driving the penetrometer into the soil at a constant speed. The device usually con-
sists of a cylindrical rod (i.e., pocket penetrometer) or a cone-shaped tip (i.e., fall cone
penetrometer). A standard pocket penetrometer has the diameter of 1/4in(6.35mm). For
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Figure 4.6: Snapshot of PR simulation
fine grained soils with the mean grain diameter less than 1mm, the standard penetrometers
are large enough so that the penetration pressure, i.e., the penetration force divided by the
cross section area of penetrometer, does not show dependence on the grain size.
According to the experimental results (see, Figure 3.10), a discrepancy was observed be-
tween the pocket and fall cone penetrometer. To provide a better understanding of this
phenomenon, an attempt was made using the DEM technique. Figure 4.6 shows a snapshot
of PR simulation using the 2D DEM.
In the numerical simulations, a rectangular body with the width of 5mmwas used to mimic
a pocket penetrometer was used. To assess the PR as a function of the number of raindrops,
the soil phase during the raindrop simulation was periodically exported. The rod was then
driven into the assemblage while measuring the displacement of the rod, as well as resistant
force on the rod. The effect of the driving speed on PR was also evaluated, since the rate of
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testing is critical to the measurement. The friction angle of the rod was set to 0◦, in order
to remove the interaction between the particles and rod.
4.4 Results
4.4.1 The effect of the depth of raindrop disturbance
To obtain the optimal dimension of packing for the raindrop simulation, the various packing
sizes were preliminarily simulated and analyzed using the term of porosity difference (PD)
based on the Equation 3.7. Also, to investigate how much of the depth of packing was
influenced by the raindrop impact, the packing was divided into ten sub-regions, and for
each subregion, the porosity was determined as the ratio of the area of the pores over the
total area. To calculate the area of the pores, the area of particles consisting of either a
circle or a circular segment was summed and compared to the total area of the sub-region.
A negative value of the PD indicates a densification of the assemblage.
Figure 4.7 shows PD as a function of height and width as a result of raindrop impact. It
was observed that the kinetic energy imparted by raindrop influenced the soil particles and
allowed them to re-mobilize. As a result, the porosity was changed, as compared to the
packing prior to the raindrop. In addition, most particles in small size packing, which
required less computational effort, was not only re-mobilized but also bounced back from
the boundary of packing. In other words, the simulation results using the small size packing
may contain an artifact that were not helpful to understanding the mechanical behavior of
crustal development. In contrast, the large size packing was only influenced in the upper
region, although it required significant computational cost. It was, therefore, necessary to
find an optimal point where that provided a good balance between the computational cost
and the stability of simulation.
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Figure 4.7: Porosity difference as a function of height (left) and width (right)
Figure 4.8 illustrates the results of the model depth with the varying dimensions of the soil
phase based on the results, as shown in Figure 4.7.
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Figure 4.8: Percentage effective depth as a function of the ratio of the height to the width
of soil phase
As the soil phase becomes wide and shallow (i.e., H/W < 1.0), most of the soil particles
are influenced by the raindrop impact. On the other hand, when the soil phase becomes
taller (i.e., H/W > 1.0), upper positioned particles are re-mobilized due to the raindrop
impact, but the lower elevation particles are minimally influenced, as shown in Figure 4.9.
This is thought to be a result of the change in kinetic energy as it is transferred from the
raindrop impact to the soil and is dissipated along the depth of assemblage. Also, shallow
depths may not be able to absorb the kinetic energy (see Figure 4.9 top) in the same way as
the deeper depths (see Figure 4.9 bottom). As a result, the kinetic energy can be reflected
at the bottom of the rigid wall.
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Figure 4.9: Particle movement tracking after raindrops in the case of the shallow depth
(top) and the deep depth (bottom)
Therefore, a packing using 20, 000 spheres and a width set to 20mm, the resulting height
(H) after one dimensional consolidation of 10, 000Pa was 13.6mm yielding an H/W ratio
of 0.68 was utilized for the following simulations.
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4.4.2 The effect of COR for rain-soil
To indicate the presence of crustal development by DEM simulation, Equation 3.7 was also
used. The same analysis was applied, as descried in Chapter 4.4.1. The dense layer, as
shown in Figure 4.10, was assumed to be the presence of the soil crust.
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Figure 4.10: Porosity difference as a function of the COR for rain-soil
To simulate the model using Hertz-Mindlin (HM) contact law, both the COR for soil-rain
and soil-soil were required as input parameters. To evaluate the effect of the COR for soil-
rain, the COR for soil-rain was varied with the COR for soil-soil fixed. A similar process
was applied to investigate the effect of the COR for soil-soil.
Figure 4.10 shows the effect of the COR for soil-rain. A similar increase in PD at the
surface was found for the entire ranges. Moreover, it was observed that the influence of the
COR for soil-rain on the crustal development was minimal within the ranges. However, the
computational time for 100 raindrops was exponentially increased with increasing the COR
for soil-rain, as shown in Figure 4.11. Considering the cost of the computation, a lower
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value was efficient to simulate the model since the COR for soil-rain was independent on
the simulation results.
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Figure 4.11: Simulation running time as a function of COR for rain-soil
4.4.3 The effect of COR for soil-soil
To evaluate the effect of the COR for soil-soil, a value of 0.3 was fixed for the COR for
soil-rain. This reduced the computational effort and had minimal effect on the crustal
development (see Figure 4.10).
Figure 4.12 shows the influence of the COR for soil-soil on crustal development. It was
found that the particle assemblage below the surface became approximately 15% to 20%
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denser than the initial assemblage (pre-raindrop) using either 0.4 or 0.5. In contrast, with
the COR for soil-soil ≤ 0.3, no clear crust development was observed. In addition, it was
found that minimal re-mobilization of the particles was observed near the bottom of the
assemblage using 0.4 or 0.5, while a significant remobilization of the particles was found
near the bottom using either 0.2 or 0.3. To take into account for this behavior, a further
investigation was performed regarding a ratio of unbalanced forces.
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Figure 4.12: PD as a function of the COR for soil-soil
A ratio of unbalanced force, which is typically used as a criterion for the termination of
the simulation within YADE, was monitored to determine when a quasi-equilibrium state
was reached. The ratio of unbalanced force was defined as the ratio of mean force on
bodies to the mean force on interactions. It was assumed that the simulation reached a
quasi-equilibrium state when the ratio of the unbalanced force was lower than 0.01. This
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value is commonly used as a cutoff for quasi-equilibrium in DEM simulations [74]. For
the current work, it was verified that when the unbalanced force reached 0.01, negligible
particle movement was observed.
Figure 4.13 shows the unbalanced forces with the various COR for soil-soil. It was ob-
served that the ratio of unbalanced force was exponentially decreased with an increase of
the COR for soil-soil. It was also found that the simulation using 0.2, 0.3, or 0.4 of the COR
for soil-soil was not able to reach a state of quasi-equilibrium, whereas only 0.5 was able
to reach this criterion. Thus, it seemed that a value less than 0.5 for the COR for soil-soil
does not approach a state of quasi-equilibrium. In other words, the greater damping ratio
between the particles might cause the inconsistent simulation results. This finding may be
the evidence as to why the porosity changes along with the depth of the soil, as observed
in Figure 4.12.
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Figure 4.13: Ratio of unbalanced force as a function of the COR for soil-soil
4.4.4 The effect of global damping coefficient
Although a linear elastic model (Cundall-Strack, CS) may not be appropriate to simulate
the dynamic model within YADE, it was deemed worthwhile to simulate due to its sim-
plicity and low computational cost. Thus, simulations using the linear elastic model were
conducted for comparative purposes.
In this model, the global damping coefficient was the only parameter input to control the
energy dissipation throughout a simulation. To evaluate the effect of this coefficient on the
crustal development, a value range from 0.1 to 0.4 was arbitrarily used, and the results are
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shown in Figure 4.14.
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Figure 4.14: Porosity difference as a function of the global damping coefficients using CS
constitutive law
Figure 4.14 shows that the lowest global damping led the greatest porosity changes be-
low the surface level. This might be due to the minimum rate of the energy dissipation.
Moreover, it was found that most particles were rearranged as a result of the raindrop im-
pact along with the depth into the soil profile regardless of the global damping coefficients.
However, no relation between the porosity changes and the coefficients was found. Within
YADE, this coefficient (also known as non-viscous damping coefficient) may not be appro-
priate to control the rate of the energy dissipation for this study that applies to a dynamic
simulation.
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4.4.5 The effect of contact law
To compare the DEM simulations using the two contact models with that of the rainfall
experiments, two simulation results were selected based on the previous discussions. For
the HM model, the COR for soil-soil of 0.5 was chosen and for the CS model a global
damping of 0.4 was selected. The experimental rainfall experiment result obtained in this
study was similar to that of other studies [28, 85]. Figure 4.15 illustrates the comparison
between the two models and experimental results. This basis was chosen for comparison
of a 2D simulation to a 3D analog required a normalization of changes from the respective
initial states. It was seen that the assemblage of particles below the surface level became
denser as a result of the raindrop impact in both models. However, the behavior of the
crustal development between the two models was somewhat different. For instance, two
separate dense layers below the surface level were observed using CS. In contrast, a single
dense layer below the surface level was found using HM. Also, the depth affected by the
raindrop impact using CS was deeper than HM.
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Figure 4.15: Comparison of results between the experimental rainfall simulator and DEM
simulations using both linear (Cundall-Strack) and non-linear (Hertz-Mindlin) elastic con-
tact models
Although the overall behavior between the experimental and numerical method was not
exactly matched, as displayed in Figure 4.15, it is a significant finding that the magnitude
of the porosity change for the HM model was very similar to the experimental result. Fur-
thermore, using 0.5 of COR for soil-soil as an input parameter to simulate the nonlinear
behavior of crust formation produced a reliable and quasi-static result.
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4.4.6 Penetration stiffness as a result of raindrop impact
Figure 4.16 shows the PR with the different speeds of insertion of the rod into the as-
semblage. The speed was varied from 0.05m/s to 2m/s. The results indicated that the
penetration force was dependent on the rate of rod’s insertion. A rate faster than 1m/s
behaved differently, as compared to the slower rate. At the faster rate, the force was rapidly
increased at the beginning of the rod’s insertion and then remained at the steady state.
However, the excessive speed of the insertion generated simulation artifacts in which the
particles were escaped out of the boundary. As a result, the force was drastically increased
after the steady state. In contrast, the slower rate provided a good stability in the simulations
and the rate of 0.1m/s was chosen instead of 0.05m/s for the following PR simulation in
order to save on computational effort.
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Figure 4.16: Penetration force versus displacement with the various of speeds
Figure 4.17 shows the penetration force with the number of raindrops. The results indicate
that the ultimate penetration forces were similar to each other and there was no relationship
between the ultimate force and the number of raindrops found. However, the initial rate of
penetration force appeared somewhat related to the number of raindrops. Thus, penetration
stiffness was obtained by calculating the initial tangent line.
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Figure 4.17: Penetration force versus displacement for the number of raindrops
Figure 4.18 shows the penetration stiffness as a function of the number of raindrops. The
overall stiffness was increased, as compared to the initial assemblage which had never been
exposed to the raindrops. However, an interesting behavior was observed as a function
of the number of raindrops. The stiffness was sharply increased with the first raindrop,
but dropped rapidly. After the twenty raindrops, the value remained constant. It seemed
that this pattern was similar to the experimental result with the fall cone penetrometer, as
seen in Figure 3.10. Although the considerable variance of the PR measured by the fall
cone penetrometer was observed, it seemed that the overall PR was significantly increased
within a few rainfall events and then tended to decrease.
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Figure 4.18: The change in penetration stiffness as a function of the number of raindrops
4.5 Discussion
Most soils that are recently tilled or placed without cover are susceptible to structural crust
formation, especially soils with an appreciable amount of fines such as a silt or clay. In this
study, micro CT techniques were used to verify the numerical simulations of the structural
crust development. The model soil used in both the experimental program and the numeri-
cal simulations was taken from a site soil in New York City. This soil had few fines yet the
development of structural crust was observed under the rainfall simulator. This crust was
verified by micro CT imaging. Although the size of sample for scanning using micro CT
was quite small, the findings are still valid because the crust is generally found a few mil-
limeters thick near the surface of the soil. Of course, the size of the sample can be enlarged
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but the resolution of the image will decrease.
Ponding of water on the surface of soil can contribute to the development of a crust. There-
fore, to evaluate this phenomenon, the effect of cyclic wetting and drying was also consid-
ered and showed minimal crust development, as opposed to the findings by Fohrer et al.
[45]. This is likely due to a number of fines included in the soil. The soil used in this study
was a poorly graded sand, whereas Fohrer et al. [45] used a silty clay loam (i.e., 7.2% of
sand, 69.3% of silt, and 29.5% of clay). Thus, the numerical modeling method presented in
this work appears to be adequate to simulate the crust development in the model soil. How-
ever, should the effect of wetting and drying in the presence of fines need to be considered,
the presented DEM model may not be sufficient.
The numerical model using 2D for the crustal development as a result of the raindrop
impact was performed as an extension of previous work [106]. Figure 4.19 shows porosity
difference as a function of rain event duration conducted by the 3D simulations [105].
Comparing these 3D results with the 2D ones, as shown in Figure 4.10 and 4.12, a similar
behavior as a result of raindrop impact was observed. It was, therefore, the 2D model would
be helpful to predict the crustal development, while enlarging the packing size and saving
a computational effort.
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Figure 4.19: Porosity difference as a function of rain event duration [105]
This study focused on the effect of the model’s coefficients for the crustal development. In
addition, the effect of two different contact models was evaluated. It was found that the
COR for soil-rain, which is relates to the amount of kinetic energy transferred from the
raindrop to the soil particles, is a negligible parameter input in simulating crustal devel-
opment. It is presumed that the COR for soil-rain is a less dominant factor on the crustal
development since the raindrop was removed from the simulation domain after the first
impact on the soil particles. However, it is assumed that this COR for soil-rain plays a role
in the rate of the crustal development. Therefore, a further examination with the various
CORs for soil-rain is necessary to determine when the crust is developed and stabilized.
The COR for soil-soil was the dominant simulation input parameter for crustal develop-
ment. A low value of the COR, such as 0.2 or 0.3, caused excessive energy dissipation
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between the particles. As a result, it was not a good model for simulation of the crustal
development, as it never reached a state of quasi-equilibrium, based on the ratio of an un-
balanced force.
Although the simulation for crustal development as a result of raindrop impact is a dynamic
simulation, an elastic contact model was evaluated. This model, which is suitable for a
quasi-static simulation, was used to compare results to that of the nonlinear elastic model
because of the low computational cost. The crustal development below the surface in both
models was observed, and a discrepancy was found. Since the behavior of crust formation
observed in the experimental program does not seem to be in good agreement with the CS
numerical model, the HW model is preferred. Potentially, the CS model could be used to
screen various soils as to their susceptibility to crusting. Screening could then be refined
with the higher computational cost of the HM model.
The basic framework of this Chapter for predicting and evaluating the soil crust develop-
ment on the virgin bare soil as a result of raindrop impacts was developed. This framework
will be utilized in the further studies to assess the potential of various soils’ susceptibil-
ity to crusting development. It is envisioned that this framework could be used to aid in
construction and maintenance of GI installations, agricultural erosion control, and for soil
amendment purposes.
As a preliminary study to investigate the discrepancy of PR measurement as a result of the
type of equipment, the 2D DEM technique was also utilized to simulate the penetration test
when the assemblage underwent the raindrop simulation. The DEM results showed a the
significant increase in the stiffness of penetration within a few raindrops; similar behavior
was seen with the fall cone penetrometer after some rainfall events, although the simulation
scale ranged from 20mm(unitlength) in the width of DEM assemblage to 1, 231cm2 in the
102
area of the source soil sample for the experimental simulations. It was therefore assumed
that the kinetic energy of a few raindrops was sufficient to reach the maximum densification
of soil phase because the size of 2D DEM soil phase was relatively small. Additional
raindrops disturbed the densified soil phase and led to the weaker stiffness. A similar
assumption was made regarding the experimental results. However, this remains unclear
and requires a further study.
4.6 Conclusion
The primary goal of this study was to evaluate the effectiveness of 2D DEM simulations
to replicate the formation of a soil crust as a result of raindrop impacts. To that end, an
experimental rainfall simulator was utilized to produce a surface crust on a SP soil type.
Soil samples were then scanned using micro CT techniques to quantify the changes in pore
structure. Finally, a numerical model using DEM for simulating on crust formation for this
soil was utilized and calibrated with the experimental results. The main conclusions of the
study are:
• A coarse-grained soil showed a development of a crust despite a relative lack of fines.
Micro CT imaging and analysis confirmed the crust formation. This soil (USCS
SP) was taken from an active green infrastructure site in New York City with the
assumption that the soil’s GSD would minimize crust development.
• A 2D DEM simulation was calibrated to simulate the experimental results. The simu-
lations showed a very good agreement with the experimental data when a HM contact
model was used. The linear contact model was found to be less representative of the
experimental results.
• The HM model was calibrated to the experimental results by optimizing the COR for
the soil-soil interactions. A value of 0.5 was found to be optimal. The COR for the
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rain-soil was not relevant in reproducing crust development, but did have an impact
on computational times.
• The DEM simulation results showed that the mechanical energy imparted from a
raindrop impact was enough to create a crust. The re-mobilization of smaller parti-
cles in the upper soil to a region at depth was the primary mechanism that creates
a crust in soils with few fines. While not evaluated in this study, a soil with an ap-
preciable amount of fines would exacerbate crust development due to detachment of
fines accumulating in this dense region.
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CHAPTER 5:THE EFFECT OF SOIL PROPERTIES ON STRUCTURAL CRUST
5.1 Introduction
Using the validated DEM simulation described in Chapter 4, this chapter focuses on evalu-
ating the effects of particle sizes in terms of the GSD and initial placement moisture content
on the development of a structural soil crust. Minh and Cheng [75] investigated the effect
of the different GSD on the one-dimensional compression behavior of soil using a DEM
approach. They showed that the compression index was inversely proportional to the coef-
ficient of uniformity Cu (the ratio of D60 to D10) of the GSD. Soils that contained a broader
range of particle sizes were able to attain a denser state than soils with a narrow band of
particle sizes. This finding may aid in understanding how the GSD can influence structural
crust development. Therefore, the primary objective of this work was to evaluate the ef-
fect of GSD on crust development using the same methodology from Yeom and Sjoblom
[116, 117]. To investigate the effect of different GSD’s, Cu was varied for typical ranges
of materials used in green infrastructure projects. Additionally, the authors investigated the
effect of the initial moisture condition on different GSD’s to simulate the field conditions
during placement of materials. To apply the appropriate moisture content or matric suction
on each GSD of soil in the simulation, the soil water characteristics curves (SWCC) for
each soil type was utilized. SWCC’s were determined using the method of Perera et al.
[90].
5.2 Simulation preparation
Prior to the investigation into the effect of the soil’s properties on the crustal develop-
ment as a result of raindrop impact, a few preliminary studies were conducted in order
to verify the features that would be utilized in the simulation. First, compressibility as a
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function of Cu was examined to estimate the maximum potential change in volume using
one-dimensional consolidation. This could provide a rough estimation of the degree of
crusting. Second, the module for simulating matric suction in the assemblages was verified
with the analytical method using two mono-size spheres. Last, the effect of initial porosity
of assemblages was assessed on the crustal development.
5.2.1 The effect of grain size distribution on one-dimensional compression
Grain size distribution (GSD) is generally a dominant property in determining the behavior
of the granular material. Compressibility, in particular, is strongly influenced by the GSD
and provides a maximum potential change in volume. It is, therefore, the maximum value
allowed to estimate an approximate densification as a result of raindrop impact, if it is
assumed the compression strength is much greater than the raindrop.
To assess the maximum change in porosity on each GSD, one-dimensional (1D) compres-
sion simulations were conducted on the two-dimensional package with various GSDs. Nu-
merical particles were generated within a rectangular space bounded by rigid walls. The
box size was set to the width of 20mm and a height of 50mm. To maintain the same size
of assemblage, the number of particles of each GSD was necessarily adjusted. In general,
poorly graded assemblages require the smallest number of particles to fill the box, whereas
well-graded ones need the largest number of particles. Figure 5.1 shows the various GSDs
simulated for the 1D compression. As Cu increases, the range of particle size became wider
and required numerous particles to maintain the same size of assemblage. In addition, to re-
ducing the computational effort, the truncation of particle size, from 4.3 to 6.9, was needed
in the case of Cu .
106
The strain rate was set to 0.01m/s, and the change in porosity was monitored during the
1D compression. The simulation was then terminated when the consolidation of 10, 000Pa
was achieved.
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Figure 5.1: Various grain size distributions for the one-dimensional compression
5.2.2 Application of matric suction
For granular materials such as soils, macroscopic properties are generally determined by
particle interactions. In the case of soils with no moisture, the interactions between particles
are only dependent on the applied external loads. However, when water is added to the
soils, capillary pressure (or matric suction) is consequently produced between particles.
This new feature must be accounted for in order to understand their behavior properly. The
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menisci between neighboring particles form as a result of the occurrence and thus generate
a capillary force. The amount of this force is a function of the degree of saturation of the
material.
To take into account for the capillary effects between each pair of spherical elements in
the DEM, Scholte`s et al. [99] utilized the resolution of the Laplace-Young equation and
developed the module for the capillary engine in YADE. The capillary pressure is defined
as the difference between gas and liquid pressure. Liquid bridge properties, such as the
capillary force and the volume of the pendular ring, computed as a result of the prescribed
capillary pressure and the interacting geometry (i.e., spheres spacing and radii).
Figure 5.2 illustrates the possible geometry that can be produced by the DEM simulation
with the presence of the pendular ring between the particles. Prior to the application of
matric suction in the simulation, it is necessary to validate whether the numerical results
are similar to the analytical one using a simplified geometry.
R
r
d
α
Figure 5.2: Geometric relations for spheres of equal radii with spacing, d [105]
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Based on the geometry illustrated in Figure 5.2 assuming two spheres of equal radii were
separated by a distance, d, the matric suction, um, and the volume of the pendular ring, Vm,
can be analytically expressed by Equation 5.1 and 5.2, respectively [105].
um = −2 σ cos(β){2R[sin(β) + 2(cos(β)− 1)] + d[sin(β)− 2]}{2R[cos(β)− 1]− d}{2R[sin(β) + cos(β)− 1] + d[sin(β)− 1]} (5.1)
Vm =
1
8
pi(2R + d)[2R + d− 2 cos(β)R]2[2 cos(β)− sin(β)pi + sin(β)2β]
cos2(β)
(5.2)
where σ is the surface tension and β is equal to α
2
.
Using a prescribed matric suction and geometry of two spheres, β can be iteratively ob-
tained using Equation 5.1, and then the volume of the pendular ring can be calculated by
Equation 5.2. Finally, the value obtained by the analytical method compared with the nu-
merical value.
5.2.3 Preparation of various Cu for simulating on the crustal development
In Figure 5.3, the black asterisks represent the material, and the solid colored lines are
the created GSD’s for the DEM simulations using parameters as listed in Table 5.1. To
consider the effect of the coefficient of uniformity on the development of soil crust, four
assemblages were created with Cu ranging from 1.6 to 4.3.
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Table 5.1: The input parameters to generate the virtual particle size distribution for DEM
simulations
Cu
Number of Minimum Maximum D10 D30 D60
Cc
particles diameter (mm) diameter (mm) (mm) (mm) (mm)
1.6 20,000 0.08 0.2 0.100 0.126 0.164 0.97
2.4 24,000 0.06 0.3 0.088 0.138 0.214 1.02
3.3 30,000 0.05 0.5 0.095 0.185 0.317 1.14
4.3 24,000 0.05 1.0 0.152 0.352 0.654 1.25
*3.3 (Exp.) - - - 0.20 0.35 0.66 0.93
*Grain size analysis of the actual material
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Figure 5.3: Grain size distribution of the source soil and virtual grain size distribution
To explore the effect of matric suction, initial porosity, and Cu , the same methodology of
DEM simulation was applied as described in the Section 4.2.1. With respect to the study
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of the capillary pressure’s effect, however, a little modification was necessary. To prevent
creating menisci between particles and the temporary plate during the compression, the
capillary pressure was introduced after removing the temporary plate.
5.2.4 Simulated soil characteristics
The classification of the experimental soil was a USCS SP [34] with the Cu of 3.3. Target
GSD of the virtual soils was produced using the parameters in Table 5.1 with resulting
GSDs, as shown in Figure 5.3. Different minimum and maximum sizes of diameters of
particles were chosen to spread the Cu over the range simulated evenly. To produce similar
dimensions of the final packing with each of the simulated soils, the number of particles
were varied. All the assemblages were confined to a two-dimensional plane by blocking
translational and rotational degrees of freedom in the third dimension. The simulation
domain had widths (W) set to 20 mm, and the resulting height (H) after one-dimensional
compression of either 500 or 5000 Pascal was approximately 14 mm yielding an H/W ratio
of 0.7. Yeom and Sjoblom [116] found using this H/W ratio, and raindrops would influence
approximately 60 % of the depth into the profile (i.e., deepest particle displacement due
to the impact). The influence of the raindrop impact into the profile depth exponentially
decreased with an increase in the H/W ratio. Throughout the simulations, the ratio of 0.7
provided a good balance between the cost of computation and the stability of resulting
crust.
The properties of the individual soil particles, as well as a raindrop, were set to the values
listed in Table 4.2. To explore the effect of the initial moisture content on the development
of the soil crust, the matric suction was incorporated into the DEM simulations. The values
of matric suction were chosen to illustrate two states of moisture that would be a typical
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range during a soil placement. To estimate the SWCC, the method of Perera et al. [90] was
chosen as it was derived from soils with similar GSDs. Figure 5.4 illustrates the estimated
SWCC’s for four different GSDs and showed a similar results found by Assouline and
Rouault [11]. Besides the soil with a Cu of 4.3, it was assumed that the matric suction of 10
kPa approximated the air entry values. The matric suction at 100 kPa was relatively close
to the residual saturation except for the soil with Cu 1.6.
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Figure 5.4: Estimated Soil Water Characteristic Curves for each assemblage
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5.3 Results
5.3.1 Changes of porosity as a function of the vertical stress
To estimate how much of the 2D assemblage deforms as a function of the vertical stress,
each GSD material underwent the 1D consolidation, and Figure 5.5 shows the change in
porosity for each GSD material. The results showed that the poorly graded materials (i.e.,
lower Cu ) were less compressible while the well-graded one was susceptible to deform and
led to the greater change in porosity.
10
−2
10
−1
10
0
10
1
10
2
0.04
0.06
0.08
 0.10
0.12
0.14
0.16
0.18
 0.20
0.22
Vertical stress (kPa)
P
o
ro
si
ty
, 
n
 
 
Cu=1.6
Cu=2.4
Cu=4.3
Cu=4.8
Cu=5.9
Cu=6.9
Figure 5.5: Changes of porosity as a function of the vertical stress for the various GSDs
materials
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Compression characteristic is a fundamental mechanical property of the material that re-
lates the effect of compressive stress on a material volumetric parameter. To investigate the
compression characteristic, Compression index (Cc), which is the modulus of the slope of
the virgin compression curve at a higher stress, was calculated.
Figure 5.6 shows the results of Cc as a function of Cu . It was found that Cc was linearly
increased with an increase of the Cu . This relationship is similar that the Cc is generally
greater for soils with high clay content. Therefore, it was assumed the higher Cu material
would be more susceptible to develop the soil crust.
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114
5.3.2 Verification of matric suction
To verify the matric suction used in the DEM simulation, the volume of pendular ring cal-
culated by the numerical method was compared with the analytical value. The spacing
distance of spheres and the radius of both spheres were set to 0.001mm and 1mm, respec-
tively. Figure 5.7 shows the volume of pendular ring as a function of the prescribed matric
suction obtained by the numerical and analytical method. Both methods showed a good
agreement until the matric suction was greater than 10kPa. However, a discrepancy was
observed when the matric suction was lower than 10kPa. This is due to the fact that the
numerical method was unable to calculate the overlapped was only valid at the low degree
of saturation.
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5.3.3 The effect of coefficient of uniformity with no capillary
To investigate the effect of grain size on crustal development, simulated soils were created
with Cu in the range of 1.6 to 4.3. This range was considered common to soils used in GI
projects where the property of soils can be appropriately manipulated to meet the criterion
for the placement in the application. However, some materials may have Cu in excess of
this. Attempts were made at creating simulated soils with larger Cu , but due to the ex-
cessive computational time required to simulate these soils, only the above were analyzed.
It should be noted that with simulations of materials with Cu greater than 4, the range of
particle diameters span several orders of magnitude causing enormous computational costs
associated with neighbor-list building and contact detection. In addition, no capillary forces
were imparted on the soils to allow an analysis of particle size distribution only.
Figure 5.8 plots the results of the simulations using a change in porosity along the depth as
a function of Cu . Particle assemblages became approximately 10-15% denser than initial
assemblages (pre-raindrop) over all ranges of Cu . However, slightly different behaviors
as a function of Cu were observed. Assemblages with Cu less than 4.3 indicated that the
depth was influenced by the impacts of raindrops to a greater depth. The soil with Cu of
3.3 produced the thickest dense layer. In contrast, a significantly thinner dense layer was
observed with the Cu 4.3 soil.
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Figure 5.8: Percentage difference porosity as a function of the coefficient of uniformity
5.3.4 The effect of initial porosity
To assess the impact of initial porosity on crust development, two compression stresses
were applied to the assemblages prior to rain simulations. Each soil was compressed to
500 and 5000 Pa and then subjected to rain impacts previously described. Figure 5.9 plots
the PD with the two initial porosities for all assemblages. In the Figure, the solid line
represents a low initial porosity from the compression stress of 5000 Pa while the dashed
line plots the high initial porosity from 500 Pa. Initial porosities are listed in Table 5.2.
It was observed that the initial porosity influenced the degree of crustal development. By
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Table 5.2: Initial porosities with two different compression stresses
Soil Stress applied (Pa)
Cu 500 5000
1.6 0.20 0.19
2.4 0.19 0.18
3.3 0.17 0.16
4.3 0.15 0.13
lowering initial porosities, a reduction of PD was found with all Cu values. This reduction
was fairly uniform over the depth of the profiles.
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Figure 5.9: PD with different initial porosities: solid lines represents low porosity whereas
dashed lines represented high initial porosities.
5.3.5 The effect of coefficient of uniformity with capillary
To simulate various levels of a moisture content of the soil during a typical placement,
matric suction was applied prior to the raindrop simulation phase. The suctions chosen
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10 and 100 kPa for all soils with the Cu 4.3 soil also having 5 kPa of suction applied.
These levels covered a broad range of degree of saturations as to evaluate the impact of
initial suction. The relation between suction and degree of saturation was determined from
Figure 5.4 and is tabulated in Table 5.3.
Figures 5.10a and 5.10b shows the results of the simulations with matric suctions applied to
the Cu 1.6 and 2.4 soils. For comparison, the results with no suction applied are included in
the figures. Regardless of the magnitude of matric suction, the development of a soil crust
was minimized as illustrated in the figures. With respect to high matric suction (i.e., low
saturation), the mechanical energy imparted from the raindrop impacts was smaller than
the energy required to allow smaller particles to remobilize significantly. As a result, crust
development is suppressed. At low matric suction (i.e., high saturation) crust development
is still suppressed, indicating that for these materials a transition suction lower than 10 kPa
exists where the impact energy exceeds the attraction energy.
Figure 5.10c presents the results for the Cu of 3.3 material. Like the Cu 1.6 and 2.4 materi-
als, minimal change in porosity was found with the high matric suction applied. However,
for the low matric suction tests, a significant PD throughout the depth was observed. This
indicates that the smaller sized particles were able to re-mobilize to new locations at this
suction level. Finally, the Cu 4.3 material results are presented in Figure 5.10d. Results
indicate that a matric suction of 100 kPa was enough to prevent a soil crust from forming.
However, a dense layer was observed with a matric suction of 10 kPa and changes along
the entire depth was found with a matric suction of 5 kPa. A transition point as a function
of matric suction where a soil crust forms was identified.
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Table 5.3: The estimated saturation depending upon the matric suction
Coefficient of Matric Estimated
Uniformity Suction (kPa) Saturation (%)
1.6 10 and 100 90 and 3
2.4 10 and 100 85 and 10
3.3 10 and 100 80 and 13
4.3 5, 10, and 100 90, 45, and 10
-20 -10 0 10 20 30 40 50 60
PD
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
E
le
v
a
ti
o
n
 (
m
)
n=0.21   & ψ=100 kPa
ψ=10 kPa
ψ=0 kPa
n=0.21   &
n=0.20   &
(a) Cu 1.6
-20 -10 0 10 20 30 40 50 60
PD
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
E
le
v
a
ti
o
n
 (
m
)
ψ=100 kPa
ψ=10 kPa
ψ=0 kPa
n=0.19   &
n=0.19   &
n=0.19   &
(b) Cu 2.4
-20 -10 0 10 20 30 40 50 60
PD
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
0.016
E
le
v
a
ti
o
n
 (
m
)
ψ=100 kPa
ψ=10 kPa
ψ=0 kPa
n=0.17   &
n=0.17   &
n=0.17   &
(c) Cu 3.3
-20 -10 0 10 20 30 40 50 60
PD
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
0.016
E
le
v
a
ti
o
n
 (
m
)
ψ=100 kPa
ψ=10 kPa
ψ=5 kPa
ψ=0 kPa
n=0.15   &
n=0.15   &
n=0.15   &
n=0.15   &
(d) Cu 4.3
Figure 5.10: PD for all Cu materials with imposed matric suctions
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5.4 Discussion
Through the verification process using two mono-sized spheres, it seemed that the numer-
ical method slightly over-predicted, as compared to the analytical method. This is due to
the artifact that the numerical simulation only limited to the high matric suction (i.e., low
degree of saturation). This numerical simulation was unable to take into account for the
overlapping menisci due to the high degree of saturation. As a result, it was recommended
to use this module for simulating the low degree of saturation.
The results of this work indicate that soil crusts may develop in soils with a broad range of
GSDs. There are however several important aspects to this observation. The simulations
presented take into account three important soil variables considered when placing soils for
GI projects, namely GSD, porosity (or density) and initial moisture conditions.
With respect to GSD, with variability measured through Cu , all of the materials simulated
developed a crust. There was, however, a somewhat thinner crust development in the Cu 4.3
material as opposed to the others. This is most likely due to the increased presence of finer
particles distributed throughout the soil matrix. Surface impacts remobilize the smallest
particles readily and clogging of pores occurs quickly. The materials with more uniform
GSD’s developed crusts that were thicker in nature (i.e., penetrated deeper into the soil).
This behavior can be related to the compressibility of the assemblage. Minh and Cheng [75]
found that the soil stiffness is inversely proportional to Cu . Thus, lower Cu materials tend
to be less compressive leading to a higher chance of remobilization of particles throughout
the entire assemblage. In other words, the assemblages with lower Cu ’s are more likely to
be affected by the impacts of raindrop over a greater depth. This observation is consistent
with the experimental data presented by authors in Yeom and Sjoblom [117].
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It was observed that the initial porosity had a measurable influence on crustal development.
A reduction of PD was found with all Cu values simulated. This also can be attributed to
the compressibility of assemblage as described above. Since initial porosities of all the
assemblages were relatively low to begin with, it should be expected that minimal changes
in PD would arise. While several strategies were employed to create assemblages in a 2D
domain with high initial porosities, no assemblages were stable enough to be considered a
realistic starting point. As such, the authors can only conjecture that the observed trends
hold and higher starting porosities would result in thicker crust development.
Matric suction was evaluated by applying forces between particles where admissible cap-
illary bridges could develop [100]. This force represented the initial moisture conditions
during placement of the material and does not update during the simulations. This means
that a constant matric suction is applied throughout the simulation. This of course, is not
consistent with the reality of the simulated process. As a rain event occurs, more water
is introduced into the soil pores and as a result, matric suction is reduced. Attempts were
made to follow this process, but the native YADE implementation of the capillary forces
would not allow for changes to be imposed. Therefore the decision was made to keep the
matric suction constant and evaluate the effects.
For the relatively low matric suctions applied, the Cu 1.6 and 2.4 materials showed no crust
development. For these materials the added attractive forces from the capillary bridges was
enough to prohibit any remobilization of particles from the raindrop impacts. However, the
Cu of 3.3 and 4.3 materials, a soil crust formed with low matric suction albeit less than that
of a case of no capillarity. The existence of capillary forces between particles behaved as an
energy damper, but the reduced mechanical energy was still able to compact the materials.
Regarding the high matric suction simulations, all crustal development was suppressed
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including that of the Cu 4.3 material. This indicates that soils placed with a large amount of
initial suction will resist crustal development, as will soils that have dried to a high suction
value. This, of course, has to be considered within the context of the above constant suction
discussion point. It is presumed that once suctions decrease due to introduced water, and
crusts will develop.
In light of this, it is useful to conceptually combine this information into a ’map’ of crustal
development. Considering only the Cu and level of matric suction applied, Figure 5.11 was
created to illustrate where and/or when a material will develop a crust. The figure neglects
initial porosity since this variable was not fully evaluated due to the previously discussed
reasons, but a third axis could be added based on that variable. The figure breaks the types
of crusts out into ’thin’ and ’thick’ and one value of ’thick/thin’. This nomenclature is
relative and has no absolute value, but helps in understanding where soils are susceptible
to crusts. To aid in verifying this nomenclature, data from Yeom and Sjoblom [117] was
evaluated for thickness and found to be consistent with this terminology. As can be seen
in the figure, at zero suction values (dry soils) all Cu ’s undergo crust development. How-
ever, as the Cu increases, the thickness of the crust decreases. When suction is added, low
Cu soils no longer develop crusts, and only the higher Cu ’s retain the susceptibility. As the
transition to higher suctions, only the highest Cu soils continue to develop crusts, but at a
thinner level. Finally, with high suctions, no soils undergo crust development as the high
tensions suppress its development.
123
Coefficient of Uniformity, Cu
D
eg
re
e 
o
f 
S
a
tu
ra
ti
o
n
, 
S
 
Zero
1 2 3 4
Thick Thick Thick
Thin
High
Low
No crust No crust No crust No crust
Thin
No crust No crust Thick
Thick/
Thin
Surface level
Figure 5.11: A soil crust development map as a function of coefficient of uniformity and
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5.5 Conclusions
The primary goal of this study was to evaluate the effect of various soil characteristics
on crustal development as a result of raindrop impacts using 2D DEM simulations. The
DEM simulation employed in this study was previously evaluated and calibrated with the
experimental results. Using the same modeling technique, the effect of different GSD
assemblages, initial porosity, and matric suction were assessed. Summary points are as
follows:
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• For dry materials, a soil crust formed regardless of Cu value. However, the thickness
of the crust varied and was dependent upon the Cu of the assemblage. Thicker crusts
developed for lowerCu materials and theCu 4.3 material developed the thinnest crust.
• Low initial porosity led to greater reductions in crustal development, and the most
reduction was found with Cu 4.3.
• For low matric suction simulations, no crust was formed with the Cu 1.6 and 2.4
materials. However, a thick crust layer was found with the Cu of 3.3 whereas a thin
layer was observed with the Cu of 4.3.
• The high matric suction simulations inhibited the development of soil crust regardless
of Cu .
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CHAPTER 6:LATTICE BOLTZMANN METHOD
6.1 Introduction
In Computational Fluid Dynamics (CFD), fluid flow is generally modeled either as mesh-
based or particle-based, as illustrated in Figure 6.1.
Computational Fluid 
Dynamics (CFD)
Mesh-based Particle-based
ח FVM
ח FEM
ח FDM
Molecular Mesocopic Macroscopic
DSMC LBM
ח SPH
ח VPM
Boltzmann Navier-StokesNavier-Stokes
Figure 6.1: Types of the CFD methods and the governing equations
The governing equation for the mesh-based method is the Navier-Stokes equation. To ap-
proximate the differential equations, a discretization method such as the Finite Volume
Method (FVM), the Finite Element Method (FEM), and the Finite Difference Method
(FDM) is utilized. However, the application of the mesh-based method is limited to a sin-
gle phase flow and a simple geometry. In addition to the mesh-based model, the CFD
can be simulated based on the particle-based model, which enables us to model com-
plex physical phenomena, multiphase flows, and chemical interactions between the fluid
and the surroundings. Depending on the scale, it can be classified on a molecular, meso-
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copic, or macroscopic level. The molecular model is based on the Direct Simulation Monte
Carlo (DSMC) while the macroscopic level relies on the Smoothed-Particle Hydrodynam-
ics (SPH) or Vortex Particle Method (VPM).
At the mesoscopic level, the Lattice Boltzmann Method (LBM) can be used. The LBM
is advantageous in three respects; i) its relative ease of implementation, ii) its flexibility
in discretizing complex geometries by means of a simple structured lattice on which the
fluid and solid phases can be encoded in a Boolean manner, and iii) the inherent locality
of its scheme, which makes it straightforwardly suitable for parallelization on distributed
computers [113]. Thus, the LBM has become a popular tool for simulating complex fluid
flows in the last two decades.
The governing equation for the LBM is Boltzmann’s gas kinetic theory. Boltzmann intro-
duced a binary collision operator to describe the time and spatial evolution of a distribution
function of particles. By adopting the Navier-Stokes equations to Boltzmann equation later
[25], it enabled the modeling of multiple collisions using a more complex collision op-
erator. [18] introduced a simplified collision operator, called as BGK, that is based on
a time relaxation of the distribution function of particles toward an equilibrium function
in order to describe particle collision. Hardy et al. [52, 51] firstly introduced the Lattice
Gas Cellular Automata (LGCA) model to simulate the macroscopic behavior of a fluid
flow with a very simplified model of the microscopic interactions between particles, where
time, space, and particle velocities are discretized. In their model, the principle consists of
two sequential steps: collision and propagation. The collision step makes the direction fo
particle velocities change, whereas the propagation step lets particles move to the nearest
node in the direction of its velocity. Combining LGCA with the Boltzmann equation was
accomplished [115, 47] and lead to the introduction of the LBM [73].
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In the LBM, the whole domain (solid and fluid) is discretized using a regular lattice either
in 3D (i.e., cubic lattice) or 2D (i.e., square lattice). In this study, a D2Q9 model, which
is widely used, was utilized, since all simulated DEM results in Chapter 4 were completed
in 2D. In D2Q9, D represents the number of dimensions and Q indicates the number of
velocity vectors as illustrated in Figure 6.2. The lattices assigned as the fluid particles are
allowed to move only in eight directions, toward their height-nearest neighbors.
0
6 2 5
3 1
7 4 8
e2
e1e3
e4
e5
e6
e7 e8
h
h
h h
Figure 6.2: Discrete velocity directions in the D2Q9 model
Figure 6.2 illustrates how the movement of lattices can occur at the eight different dis-
crete velocities ei with i = 1, 2, ..., 8, where the case i = 0 corresponds to still particles.
According to i, the velocity vectors in the D2Q9 model are given by :
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~ei = (0, 0) if i = 0
= C
(
cos
(pi(i− 1)
2
), sin
(pi(i− 1)
2
)) for i = 1, ..., 4
= C
(
cos
(pi(2i− 9)
4
), sin
(pi(2i− 9)
4
)) for i = 5, ..., 8
(6.1)
where C = h/dt is the lattice velocity, with dt as the time step and h as the lattice spacing.
For each direction of every node of the lattice, a particle distribution function or density
function fi is associated. fi(~x, t) defines the proportion of particles, moving with velocity
~ei, along the ith direction of the node located at position ~x at time t.
Figure 6.3 describes a brief algorithm of the 2D LBM. It is an iterative process over time
and each time step can be divided into two essential steps, namely, collision and propaga-
tion. During each discrete time step of the simulation, the two successive phases permit the
particle distribution functions, fi, to evolve toward equilibrium functions, f
eq
i , before they
are propagated along each direction. Then, the new values of the equilibrium functions are
calculated with respect to the new velocity and density at each node, and a new time step
begins. Initially, every particle distribution functions fi is set equal to its equilibrium func-
tions with the fluid at rest for all nodes. For a Newtonian fluid, the equilibrium functions
are given by:
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Collisions Propagation
Figure 6.3: An algorithm of LBM
f eqi = wiρ
(
1 +
3
C2
~ei~v +
9
2C4
(~ei~v)
2 − 3
2C2
~v~v
)
i = 0, ..., 8 (6.2)
where w0 = 4/9, w1,2,3,4 = 1/9, and w5,6,7,8 = 1/36. ~v and ρ are the macroscopic fluid
velocity and density of the considered node, respectively.
Using a single-relaxation model, the propagation and collision of fluid particles in the LBM
can be mathematically expressed by Equation 6.3.
fi(~x+ ~eidt, t+ dt)︸ ︷︷ ︸
Propagation term
−fi(x, t) = −1
τ
[fi(~x, t)− f eqi (~x, t)]︸ ︷︷ ︸
Collision term
(6.3)
where τ is a dimensionless relaxation time. τ is related to the kinetic viscosity of fluid νm
the lattice velocity C, and the lattice spacing h, through the following relation:
ν =
1
3
(τ − 1
2
)Ch (6.4)
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Theoretically, dt is defined according to the chosen lattice spacing for the given values of
fluid viscosity and parameters, as below:
dt =
1
3ν
(τ − 1
2
)h2 (6.5)
Macroscopic fluid properties like density ρ and velocity ~v can be retrieved by at each node
by
ρ = Σfi (6.6)
~x =
1
ρ
Σfi~ei (6.7)
To determine the fluid pressure p, the fluid is assumed to be slightly compressible.
p = c2sρ (6.8)
where cs is the sound celerity and is defined in the D2Q9 model as cs = C√3 .
Regarding the precision of the simulation results, a Mach number, which is a ratio of the
maximum fluid velocity to the lattice speed, is utilized.
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M =
vmax
C
(6.9)
To ensure a good solution accuracy and assume incompressible flow, a value of M ≤ 1 is
required [68, 49].
6.2 Application to 2D flow in the simulated DEM
To investigate the effect of crust formation simulated by the 2D DEM, with respect to the
hydrological property, the 2D LBM was utilized in this study. The LBM module engine
was originally developed and made available on YADE Lomine´ et al. [68], Sibille et al.
[102]. The module was to couple with the DEM to model the interaction between fluid
and solid when applied to piping erosion. They also wrote a script to simulate a granular
assembly with a DEM-LBM coupling approach.
However, in this study, only the LBM approach was used, instead of the coupling approach
to explore the effect of crust formation from a hydrological standpoint. Coupling LBM-
DEM causes the translocation of particles because of the pressure gradient of flow, and
thus the soil crust formation simulated by the DEM no longer exists. Figure 6.4 shows
a series of snapshots from a 2D flow simulation using the LBM in the particulate porous
media created by the DEM. Each simulated DEM configuration completed in Chapter 4
is introduced to the LBM code as an input. The circular solid particles are mapped on to
a lattice with the same dimensions. Locations that are occupied by solids are specified in
the code as 1 and other locations that include fluid are specified by 0. During fluid flow
analyses, solid areas were considered immovable and they interacted with fluid particles by
the bounce-back boundary rule.
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Figure 6.4: Series of snapshot from a simulation demos of 2D flow in the particulate porous
media. Color gradient is proportional to fluid velocity
The lattice spacing is related to the resolution and must be fine enough in order to ade-
quately simulate the fluid flow in the numerous small pores created by the finest solid par-
ticles. Table 6.1 shows the various lattice spacing for the different GSDs materials. It was
shown that the spacing was sufficiently smaller than the finest particles in the simulations.
In the LBM method, the dynamic viscosity and the density of water were set to 1 ×
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Table 6.1: The number of lattice and the size of lattice spacing used in this study
Cu
Minimum Maximum Number of Size of
diameter (µm) diameter (µm) lattice (W × H) lattice (µm)
1.6 80 200 2893 × 2004 6.92
2.4 60 300 2819 × 2004 7.10
3.3 50 500 2413 × 2004 8.30
4.3 50 1000 2388 × 2003 8.39
10−6m2/s and 1000kg/m3, respectively. The single relaxation time was set to 0.5, by
the following equation [62]:
ν =
1
3
(
τ − 1
2
)
(6.10)
It was noted that all packing simulated by the DEM for raindrops became dense, as com-
pared to the initial packing. As a result, no flow path existed and simulation of the flow
using the LBM was not possible. Thus, reduction of the diameter of all particles was nec-
essary to allow flow. In this study, the reduction factor was set to 0.9. To initiate fluid flow
throughout the simulated packing, a pressure gradient was imposed between the inlet and
the outlet of the system and set to 10 for all simulations. All simulations started from a zero
velocity field. Convergence to the steady-state solution was examined, using the following
criterion:
δ =
Σ(| V t+1i − V ti |)
Σ(| V ti |)
≤ 10−3 (6.11)
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6.3 Application of 3D flow using micro CT images
Palabos [63], an open source software for CFD using LBM, was utilized in this study.
Degruyter et al. [39] developed a script to simulate a single phase gas flow in 3D using
the 3D images reconstructed by imageJ. In this simulation, the standard BGK collision
operator was also applied with a D3Q19 (i.e., three-dimensional nineteen velocities) lattice,
as illustrated in Figure 6.5.
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Figure 6.5: Schematic diagram of D3Q19 model
Initially, the fluid velocity was set to zero and fluid movement was induced by holding
a fixed pressure gradient between the inlet and outlet. Steady state is reached when the
standard deviation of the average energy, as measured by a fixed number of time steps,
falls below a given threshold (the authors chose 1, 000 time steps, and a threshold value
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of 10−4). To ensure the flow was in the laminar regime (Re  1), it was checked if the
permeability stayed constant when the applied pressure gradient was varied over several
orders of magnitude. Furthermore, the channels through which the fluid flows must be
sufficiently resolved to avoid non-hydrodynamic effects. This was verified by refining the
grid of parts of the analyzed volumes and checking that permeability stayed constant for
these refinements. The code is available at the Palabos website with a tutorial [39].
In the tutorial, three major steps were processed in order to compute the permeability of
a given porous media. Firstly, information of geometry obtained by a stack of binary im-
ages using ImageJ was loaded and provided as shown in Figure 6.6. During this step, the
flow channels were determined. Secondly, a stationary, pressure-driven flow through this
provided media by imposing a constant pressure at the inlet, and a lower constant pressure
at the outlet was simulated (e.g., z direction of flow in Figure 6.6). All physical quantities
(i.e., velocity, pressure, and viscosity) are for convenience, expressed in a system of lattice
units. The final quantity of interest, the permeability, has dimensions of length squared.
Therefore, the actual permeability is the lattice permeability times the spatial resolution
squared. Finally, the permeability based on Darcy’s law, which is proportional to the ratio
between the flow rate through the media and the applied pressure gradient was computed.
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z
z: direction of flow
Direction of flow
ny
nx
nz
Figure 6.6: Schematic diagram of the 3D flow simulation by Palabos
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To run a simulation, three input parameters: the number of lattice, pressure, and relaxation
time, were required and two output parameters: lattice viscosity and velocity along the
direction of flow, were provided. Finally, the lattice permeability can be calculated using
Equation 6.12.
Klatt =
µlatt × (Ulatt)avg)
∆P
(nx−1)2
(6.12)
where Klatt is the lattice permeability in the unit of lu2, µlatt is lattice viscosity and can be
obtained by µlatt = 13(τ − 12), (Ulatt)avg) is the average lattice velocity in the flow direction,
∆P is the pressure difference between inlet and outlet, nz is the number of lattice in the
flow direction.
6.4 Results
6.4.1 2D flow in the simulated DEM
To investigate the change in the hydrological property as a result of the crust formation,
the LBM velocity (i.e., velocity of fluid) was utilized to compare between pre- and post-
raindrop. The LBM velocity can normally be converted to the intrinsic permeability or
hydraulic conductivity using Equation 6.13.
K =
uLBM × ν × δl
δh
k =
K × ρwater × g
ν
(6.13)
where K is the intrinsic permeability, uLBM is the LBM velocity, ν is the dynamic vis-
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cosity of water, δl is the length of sample, δh is the pressure gradient, k is the hydraulic
conductivity, ρwater is the density of water, and g is the gravity acceleration.
For instance, the overall average LBM velocity for the material of Cu 1.6 with no matric
suction was 3.43× 10−6m/s and the hydraulic conductivity appeared to be 4.7× 10−3m/s
which is a typical value for the poorly graded soil. However, this calculated value was two
order of magnitude lower than the experimental values that was approximately∼ 10−5m/s.
Figure 6.7 shows the change in the LBM velocity for all simulated Cu with degree of matric
suctions. Each data point represents the averaged LBM velocity at every 1 mm depth
approximately. The dimension of the LBM velocity is m (Width) × n (Height), with
the matrix the same dimension as the lattice. To obtain the averaged LBM velocity, the
row matrix, m, firstly averaged, and every 1000µm/the size of lattice of column matrix
was then averaged. Overall, a decrease in the LBM velocity was observed over the entire
Cu regardless of the degree of matric suction. However, a minor reduction was found with
no initial moisture, while most densification as a result of raindrop impact was occurred as
shown in Figure 5.8.
Figure 6.8 shows the change in the LBM velocity for all Cu materials with no imposed
matric suction. Overall, the LBM velocity was slightly reduced due to the densification
by raindrop impact. With no matric suction, it seems that Cu 4.3 had a greatest influence,
while there were minimal changes on the rest of Cu . However, no relationship between the
change in the LBM velocity and Cu was found, although the similar behavior, as illustrated
in Figure 5.8, was expected.
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Figure 6.7: Change in LBM velocity for all Cu materials with imposed matric suctions
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Figure 6.8: Change in LBM velocity for all Cu materials with no imposed matric suction
Figure 6.9 shows the change in the LBM velocity for all Cu materials with 10 kPa of im-
posed matric suction. Similar to 0 kPa of matric sution, the LBM velocity for all ranges of
Cu was mostly decreased, as compared to the initial assemblage. Also, the largest reduc-
tion was found with Cu 4.3, while reduction of Cu 1.6 appeared minimal. It seems that the
change in the LBM velocity with 10kPa of matric suction is a function of Cu .
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Figure 6.9: Change in LBM velocity for all Cu materials with imposed matric suction of 10
kPa
Figure 6.10 shows a change in the LBM velocity for all Cu materials, with 100 kPa of
imposed matric suction. Again, no remarkable relationship was found.
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Figure 6.10: Change in LBM velocity for all Cu materials with imposed matric suction of
100 kPa
6.4.2 3D flow in the 3D image
As a preliminary study for simulating 3D flow by Palabos, soil sample with the crust for-
mation as well as no treatment were utilized. Images obtained by micro CT were converted
to a binary image in ”bmp” format as the input and then an input file was created by read-
ing the geometry from the images. This conversion process was completed using a Matlab
script provided. Using the data file, the 3D flow was simulated. For the simulation, all the
required input parameters were tabulated in Table 6.2.
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Table 6.2: Input and output parameters for simulating 3D flow by Palabos
τ nx, ny, nz ∆P (Ulatt)ave µlatt 5P Klatt(lu2) Soil type
1.0 300 1.0× 10−5 4.67× 10−8 0.167 3.34× 10−8 2.33× 10−1 Crust
1.0 400 1.0× 10−5 3.63× 10−8 0.167 2.51× 10−8 2.41× 10−1 Crust
1.0 500 1.0× 10−5 2.96× 10−8 0.167 2.00× 10−8 2.47× 10−1 Crust
1.0 300 1.0× 10−5 6.53× 10−8 0.167 3.34× 10−8 3.26× 10−1 Reference
To take into account into the effect of the lattice size on the simulation, the number of lat-
tices were ranged from 300 to 500 for the crustal soil sample. Figure 6.11 shows the lattice
velocity distribution with the number of lattices applied for the simulation. It was found
that the fine resolution (i.e., 500 lattices) provided not only a better distinction between the
pores and the particles but also a reasonable velocity distribution. Regardless of the reso-
lution, the lattice permeability appeared relatively similar each others. It is however noted
that the computational cost was drastically increased with an increase in the number of lat-
tices. Thus, 300 lattices were chosen to simulate the permeability of the reference sample
(i.e., no treatment). Comparing the permeability of crustal soil sample with the reference,
no significant magnitude of change was observed but showed a minor decrease as a result
of the soil crust formation.
300 Lattices 400 Lattices 500 Lattices
Figure 6.11: Photos of the lattice velocity distribution with different number of lattices in
the sample
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The final physical permeability, kphys, was calculated using Equation 6.14 and tabulated in
Table 6.3.
kphys(m/s) =
Klatt × F 2 × g
νphys
(6.14)
where Klatt is the lattice permeability, F is the length conversion which is equal to Hnz , H
is the depth of the sample scanned by micro CT, g is the gravity acceleration, and νphys is
the physical kinematic viscosity of water (m2/s).
It was found that the physical hydraulic conductivity calculated by Palabos became one
order of magnitude lower than the experimental values (∼ 10−5m/s) but the soil crust for-
mation still influenced the hydraulic conductivity.
Table 6.3: Conversion from the lattice permeability to the physical hydraulic conductivity
Klatt(lu
2) Soil type Length conversion (lu to m) Physical hydraulic conductivity (m/s)
2.33× 10−1 Crust 1.67× 10−5 6.31× 10−4
2.41× 10−1 Crust 1.25× 10−5 3.68× 10−4
2.47× 10−1 Crust 1.00× 10−5 2.41× 10−4
3.26× 10−1 Reference 1.67× 10−5 8.84× 10−4
6.5 Discussion
The results of this work indicated that the presence of soil crusts may change the hydro-
logical property, while it has been commonly known that the hydraulic conductivity or the
infiltration is decreased as a result of the crustal development. The simulations presented
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take into account an estimation of changes in terms of hydraulic conductivity, depending on
the degree of matric suction. Unlike the results of PD found in Chapter 5, no relationship
was found in terms of the changes in the 2D LBM velocity even though the LBM simula-
tions relied completely on the same configuration used in Chapter 5. It is commonly known
that hydraulic conductivity is a dependent on the porosity of soil (e.g., Kozeny–Carman’s
equation). Thus, it was expected that the behavior of the LBM simulations would be a
similar to the behavior found in Chapter 5. However, the results of the LBM showed the
LBM velocity to be inconsistent with the results of PD. This is probably due to the reduc-
tion factor for the particles that was required to initiate the flow. Unlike the 3D model, the
pores in a 2D dense packing model may not connect to each other. In other words, the
flow path in 2D packing may not exist and thus the flow simulation is no longer available.
Attempts were made to simulate the flow with no reduction factor, but the particles in the
simulation were blown out of the box by the pressure gradient. Therefore, the decision was
made to use a reduction factor set to 0.9 and to evaluate the changes in the LBM velocity.
Reducing the diameter of the particles may have weakened the effect of soil crust formation
and led to inaccurate predictions about the changes of hydraulic conductivity. For a better
understanding of fluid flow simulation, a 3D assemblage is recommended.
It was therefore 3D flow simulation conducted using ImageJ as a preliminary study. It
seemed that the estimation of the hydraulic conductivity from the 3D simulations provided
a better results then 2D simulations but there was one order of magnitude difference be-
tween the 3D LBM simulations and the experiments. This might be due to the image
resolution which was not fine enough to distinguish between the pores and particles or the
inaccurate threshold value. However, the effect of the crust formation seemed still exist in
3D simulation, as compared to 2D simulations.
145
6.6 Conclusion
The primary goal of this study was to predict the change in hydraulic conductivity as a
result of crustal development using the 2D DEM simulations. Using the previous simulated
configurations for modeling crustal development, the changes in hydraulic conductivity, as
a result of different GSD assemblages and matric suction, were evaluated. A summary of
the results is as follows:
• Regardless of matric scution, the hydrological conductivity decreased, as compared
to the initial assemblage because of crustal development.
• The changes in the LBM velocity was inconsistent with the results for PD studied in
Chapter 5, even though the hydraulic property is a function of the porosity of soil.
• The greatest reduction was found with a Cu of 4.3, in spite of the degree of matric
suction. The smallest reduction was observed with a Cu of 1.6.
• A higher matric suction seemed to prohibit the development of soil crust (see Chapter
5) when the porosity of pre- and post-raindrop was compared, but the changes in the
LBM velocity showed that soil crust may exist for material with a Cu of Cu 4.3.
• 3D LBM seemed a better tool for estimating the seepage property, as compared to
2D LBM. However, the fine resolution was required and the imaging segmentation
skill should be carefully reviewed.
• 3D LBM simulations based on the real soil images showed the effect of crustal for-
mation with respect to the seepage property, as compared to the reference source
soil.
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CHAPTER 7:SUMMARY AND CONCLUSION
The goal of this research was to model the mechanical nature of soil crust development as
a result of raindrop impact. First, an experimental study was performed using soils taken
from the active GI project site. To achieve the goal of this study, 2D DEM was utilized and
compared with the experimental results in order to calibrate the model. After validating the
2D DEM model, additional simulations were conducted to assess the influence of the soil
characteristics on the structural crust development. Finally, an attempt by coupling LBM
with DEM was made to predict the change in the seepage properties such as hydraulic
conductivity. A comprehensive discussion of this research is presented as follows:
7.1 Experimental rainfall simulation
The experimental rainfall simulations were conducted using USCS SP soils that were be-
ing used regularly in the GI applications from New York City. The presence of the crust
formation was examined by measuring PR and imaging soil samples.
Although a significant discrepancy of PR between a pocket and fall cone measurement
was observed, both PRs increased with the number of rainfall events. In addition, this
source soil developed a soil crust relatively quickly (i.e., within only a few rainfall events).
This indicated that there was a soil crust formation due to raindrop impact. However, the
discrepancy remains unclear. It is hypothesized to be the result of contact between the soil
and tools used.
Alternatively, crust formation was analyzed using micro CT. In addition, both HU and the
image analysis were employed to quantify the pores in the soil sample. Both methods were
compared with a commercial material (i.e., PTFE spheres) in order to validate the findings
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and the results showed agreement between the measured data and the commercial value.
However, image analysis for the soil sample was not an appropriate method for quantifying
the pores, due to the influence of mineral components on the determination of a global
threshold. This value is critical when an intensity image is being converted to a binary
image. The HU method confirmed that the source soil developed its crust as a result of
raindrop impact, just as it did when measured by PR. In addition, the effect of the cyclic
wetting and drying was minimal. This findings was also utilized to calibrate the numerical
simulation to find the artificial damping parameters.
7.2 Modeling soil crust formation using 2D DEM
The study of soil crustal development has been typically accomplished by analyzing the
effect of raindrops or soil characteristics. However, this experimental method limits un-
derstanding of the effects of the complex interactions of water and soil on structural crust
formation. To overcome this limitation and simulate the mechanical nature of crust forma-
tion as a result of raindrop impact, a numerical approach was considered in this study.
The first numerical attempt was made to model the crust development as a result of the rain-
drop impact in 3D, using a linear elastic contact mode [106]. In this study, a 2D approach
was attempted to reduce the computational effort and to enlarge particle assemblage. To
simulate the crustal development, the contact model was required and two different laws,
both linear and non-linear, were considered. The simulation results showed that a non-
linear contact force model provided a better agreement with the experimental results, while
the computational cost was greater than that when the linear model was used. However, the
linear model can still be utilized as a preliminary tool to screen various soils with respect
to susceptibility to crusting.
The viscous elements in the non-linear model were necessary as input parameters. Since
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the viscous characteristics between rain-soil and soil-soil are hardly determined by the ex-
periments, they were alternatively found by calibrating with the experimental results. The
results showed that the COR for soil-rain is a negligible parameter input to simulate the
crustal development, while the COR for soil-soil was dominant. After the determination of
the appropriate COR for rain-soil and soil-soil as compared to the experimental results, the
simulation was utilized in further studies to assess the potential of various soils’ suscepti-
bility to crust development.
7.3 The effect of soil characteristics on the structural
Using the developed 2D DEM simulation, the investigation for the potential of various
soil’s susceptibility to crusting was accomplished. The results of this work indicated that
soil crusts may develop in soils with a broad range of GSDs (i.e., Cu of 1.6 to 4.3). The
simulations also considered another aspects of the soil properties, such as porosity (or
density) and initial moisture conditions, that could influence the crustal development at the
GI project site.
The simulated results showed that the thickness of crust formation was dependent upon
the GSD (i.e., a somewhat thinner crust development in the Cu 4.3 material as opposed to
the others). This suggests that the mobility of finer/finest particles distributed throughout
the soil matrix is increased with an increase of Cu . As a result, the finer/finest easily clog
the pores quickly after the surface impacting. Also, lowering initial porosity reduced the
PD in all Cu values simulated. To take into account the effect of the initial moisture in the
soil placement on the crustal development, the two different magnitude of matric suction
was considered. Using a SWCC, the initial moisture corresponding to matric suction was
estimated. For the relatively low matric suctions applied, the Cu of 1.6 and 2.4 materials
showed no crust development. However, for the Cu of 3.3 and 4.3 materials, a soil crust
formed with low matric suction albeit less than that of a case of no capillarity. Regarding
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the high matric suction simulations, all crustal development was suppressed including that
of the Cu of 4.3 material. This indicated that soils placed with a large amount of initial
suction will resist crustal development, as will soils that have dried to a high suction value.
This, of course, has to be considered within the context of the above constant suction dis-
cussion point. It is presumed that once suctions decrease due to introduced water, crusts
will develop.
7.4 The prediction of the change in seepage property
An attempt was made to evaluate the effect of crust formation on the seepage property,
which was the LBM velocity in this study, by combining the 2D DEM simulation with
the LBM. After simulating raindrops, DEM configurations were utilized as the LBM input
code. During the LBM simulation, the freedom of the solid areas were confined and they
only interacted with fluid particles by the bounce-back boundary rule.
It has been widely known that the consequence of the crust formation causes a decrease
of the infiltration rate or the permeability. However, the simulation results showed that
the presence of soil crust formation may not influence the LBM velocity. Although the
hydraulic conductivity, which is one of the seepage properties, is a function of the porosity
(e.g., Kozeny–Carman’s equation), the LBM results did not provide a good agreement with
the theoretical or empirical relation. It was anticipated that the LBM results should be
similar to the results of PD found in Chapter 5. It was noted that the reduction factor for
the particles was required to initiate the flow, and this may cause a simulation artifact. Since
the 2D model was utilized for the raindrop simulation, the pore connectivity also became
2D, and it was not the same as 3D which may closer to the natural flow paths. In addition,
the 2D dense packing as a result of raindrop impact may not produce the pore connectivity.
Attempts were made to simulate the flow with no reduction factor, but the particles were
blown out of the simulation box by the pressure gradient. As a result, the reduction factor
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was essential to simulate 2D flow. It was assumed that reducing the diameter of the particles
may have diminished the effect of soil crust formation and led to inaccurate predictions
about the changes of the LBM velocity. Ultimately, a 3D assemblage is recommended for
a better understanding of fluid flow simulation.
Additionally, the 3D flow simulation (i.e., D3Q19 model) was conducted using Palabos
which is an open-source program utilizing the micro CT images. This simulation results
showed that a soil crust formation influenced the hydraulic conductivity but a minor change
was observed. This could be due to the resolution of images that is critical to the threshold
value that converts the images to the binary images. These binary images are essential to
simulate the 3D flow using Palabos.
7.5 Conclusions
The main conclusions derived from this study are presented below:
• Coarse-grained soil exhibited a development of a crust as a result of raindrop impact
despite a relative lack of fines. The measurement of penetration resistance and micro
CT imaging/analysis confirmed the crust formation.
• 2D DEM simulation based on the given physical material’s property successfully
modeled the structural soil crust development, since the simulation results showed
very good agreement with the experimental data.
• Using the validated DEM model, the effect of the several soil characteristics was
investigated on the crustal development. When no moisture presented in the initial
soil placement, a soil crust formed regardless of Cu values. However, the thickness
of crust varied and was dependent upon the Cu of the assemblage. Thicker crusts
developed for lower Cu materials, while the Cu 4.3 material developed the thin crust.
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• Lowering initial porosity led to the greater reductions in the crustal development, and
the amount of reduction was a function of Cu .
• When the initial soil placement contained a relatively large amount of moisture cor-
responding to the low matric suction, a different behavior was found as a function of
Cu . No crust was formed with the Cu 1.6 and 2.4 materials. However, a thick crust
layer was found with the Cu of 3.3 whereas a thin layer was observed with the Cu of
4.3.
• Unlike a bare soil or low matric suction, the high matric suction inhibited the devel-
opment of soil crust regardless of Cu .
• To estimate the change in the seepage property as a result of the presence of soil
crust formation, 2D LBM was utilized and simulated based on the simulated DEM
assemblages. The simulation results revealed that 2D LBM, which is a computational
cost effective, may be not appropriate.
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CHAPTER 8:FUTURE WORK
• A flow path plays an important role to predict a permeability in a porous media. In
general, the flow path can be described by a term of tortuosity. It is defined as a ratio
of the actual length of the flow path to the straight length or thickness of the sample
along the macroscopic pressure gradient direction. This parameter is significantly
utilized in the field of flow, diffusion, and conductance. In a particulate porous me-
dia, the presence of solid particles behave as obstacles and lead to winding paths that
deviate significantly from the straight lines. Although the hydraulic conductivity or
permeability of a porous media is governed by the arrangement and geometry of its
pores and solids, these actual paths are very difficult to determine. Therefore, 2D
LBM approach was utilized to reflect the complex flow paths in the porous media in
this study. This method enables the simulation not only of 2D fluid flow in the partic-
ulate porous media which is applicable to this study but also 3D fluid flow. However,
the different pore connectivity between 2D and 3D is expected. For instance, twisted
and crooked pores in 2D consist of a dead and open (i.e., pores are connected to
other pores) end. However, in 3D media, those dead ends can be an open end pore
connectivity and leads to a considerable change in hydraulic conductivity. While
a 2D model has the advantage of being widely accessible in addition to providing
rapid information, it cannot directly provide information about the realistic network
connectivity. As a result, to predict the change in hydraulic conductivity due to the
crustal development, 3D LBM approach is recommended.
• One of the unique features of soils in nature is their irregular shape while the sphere
was utilized to mimic soils in this study because of the simplicity. The irregularity
of particle shape has significant influence on the granular assembly. It is therefore
expected that the degree of crustal development is significantly affected by the parti-
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cle shape. The popular approach in DEM to consider the effect of particle shape is
to simulate real particles as the clump by filling the particulate geometric space with
basic spheres. It is however noted that there are mainly two factors to be considered,
i.e., the precision of the clump compared with real particle, and the computing cost.
Generally, when more spheres are used in a clump, the precision will be higher while
the computing cost will also become more expensive. Therefore, it is necessary to
balance the clump precision with computing cost.
• The potential crustal development as a function of soil characteristics such as GSD,
initial porosity, and initial moisture content was investigated. Although this study
was conducted based on the mono-sized raindrop, the findings still provides an in-
formative design recommendation. However, if raindrop characteristics reflects a
natural raindrop (i.e., mono-sized to diverse drop size or intensity), the precision of
the simulation increases and leads to better insight into the design recommendation.
However, it is required to have a good balance between the reflection of nature and
the computational effort, similar to what was mentioned regarding the clump.
• PR was measured using both the pocket and the fall cone penetrometer to indicate
the crustal development on SP soil as a result of raindrop impact. Both methods
indicated that the overall PR was increased with the number of raindfall events but
a significant discrepancy was also observed, as shown in Figure 8.1. It is necessary
to verify whether the discrepancy is due to the precision of the equipment or the
appropriateness of the equipment’s application.
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Appendix A:APPENDICES
A.1 Experimental test data
Table A.1: Test data of GSD for trial A
Sieve Size of Weight Cumulative Percent Percent
number opening retained retained retained passing
(-) (mm) (g) (g) (%) (%)
4 4.76 84.84 84.84 8.5 91.5
10 2.00 106.97 191.81 19.2 80.8
20 0.841 114.82 306.63 30.7 69.3
30 0.595 82.40 389.03 39.0 61.0
40 0.420 145.60 534.63 53.6 46.4
60 0.250 245.75 780.38 78.2 21.8
100 0.149 127.37 907.75 91.0 9.0
200 0.074 49.16 956.91 95.9 4.1
pan - 41.10 998.01 100.0 0.0
Table A.2: Test data of GSD for trial B
Sieve Size of Weight Cumulative Percent Percent
number opening retained retained retained passing
(-) (mm) (g) (g) (%) (%)
4 4.76 69.90 69.90 7.0 93.0
10 2.00 110.07 186.97 18.7 81.3
20 0.841 127.29 314.26 31.4 68.6
30 0.595 104.84 419.10 41.9 58.1
40 0.420 147.33 566.43 56.7 43.3
60 0.250 235.94 802.37 80.3 19.7
100 0.149 112.46 914.83 91.5 8.5
200 0.074 45.48 960.31 96.1 3.9
pan - 38.99 999.30 100.0 0.0
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Table A.3: Test data of GSD for trial C
Sieve Size of Weight Cumulative Percent Percent
number opening retained retained retained passing
(-) (mm) (g) (g) (%) (%)
4 4.76 69.31 69.31 6.9 93.1
10 2.00 107.57 176.88 17.7 82.3
20 0.841 132.37 309.25 30.9 69.1
30 0.595 99.24 408.49 40.9 59.1
40 0.420 152.72 561.21 56.2 43.8
60 0.250 240.37 801.58 80.2 19.8
100 0.149 115.38 916.96 91.8 8.2
200 0.074 44.72 961.68 96.2 3.8
pan - 37.59 999.27 100.0 0.0
Table A.4: Test data of liquid limit
Sample 1 2 3 4
Number of blows 8 12 18 28
Weight of can (g) 15.89 15.34 15.25 14.96
Weight of wet soil + can (g) 21.67 24.65 23.63 24.11
Weight of dry soil + can (g) 20.45 22.76 22.03 22.49
Moisture content (%) 26.8 25.5 23.6 21.5
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Figure A.1: The test data of liquid limit
Table A.5: Test data of specific gravity
Sample 1 2 3
Weight of water (g) 421.09 418.47 417.04
Weight of soil (g) 50.03 50.06 50.01
Weight of water + soil (g) 452.24 449.65 447.21
Specific gravity 2.65 2.65 2.52
Table A.6: Test data of the standard compaction
Sample 1 2 3 4 5
Weight of can (g) 15.00 15.00 15.30 15.07 14.94
Weight of wet soil + can (g) 47.85 47.02 40.60 43.51 52.27
Weight of dry soil + can (g) 46.30 44.59 38.00 39.95 46.32
Moisture content (%) 4.96 8.22 11.31 14.31 18.96
Weight of mold + soil (lbs) 12.48 13.17 13.35 13.65 13.59
Wet unit weight (pcf) 72.3 93.0 98.3 107.3 105.5
Dry unit weight (pcf) 68.9 85.9 88.4 93.9 88.7
167
Table A.7: Test data of penetration resistance using fall cone penetrometer
Location
Number of rainfall
3 6 9 10
NE 0.32 0.29 0.22 0.17
N 0.39 0.16 0.45 0.22
NW 0.45 0.37 0.52 0.16
E 0.11 0.17 0.22 0.32
C 0.42 0.32 1.38 0.10
W 0.42 0.73 0.56 0.37
SE 0.52 0.56 0.39 0.26
S 0.34 0.34 0.26 0.22
SW 0.24 0.26 0.24 0.42
Table A.8: Test data of penetration resistance using pocket penetrometer
Location
Number of rainfall
3 6 9 10
NE 0.12 0.13 0.15 0.12
N 0.12 0.09 0.11 0.12
NW 0.14 0.12 0.07 0.05
E 0.09 0.15 0.12 0.12
C 0.12 0.12 0.10 0.10
W 0.09 0.13 0.12 0.05
SE 0.07 0.12 0.12 0.12
S 0.10 0.12 0.16 0.16
SW 0.05 0.12 0.10 0.12
A.2 Matlab scripts
A.2.1 The script for calculating porosity based on image analysis
1 c l e a r
2 c l c
3 c l o s e a l l
4 %% t r i m image
5 r a d = 1975 ; % r a d i u s o f sample i n t h e t u b e
6 x c e n t e r = 2000 ; % c e n t e r o f image i n x−c o o r d i n a t e s
7 y c e n t e r = 2000 ; % c e n t e r o f image i n y−c o o r d i n a t e s
8 t h e t a = 0 : 0 . 1 : 2 ∗ p i + 0 . 1 ; % c r e a t e segment o f a c i r c l e
9 x = ( r a d ∗ cos ( t h e t a ) + x c e n t e r ) ’ ; % f i n d a x−c o o r d i n a t e s on a
c i r c u m f e r e n c e
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10 y = ( r a d ∗ s i n ( t h e t a ) + y c e n t e r ) ’ ; % f i n d a y−c o o r d i n a t e s on a
c i r c u m f e r e n c e
11 X= 1 : 4 0 0 0 ; % c r e a t e a same d imens ion o f X m a t r i x as t h e image
r e s o l u t i o n
12 Y=X; % c r e a t e a same d imens ion o f Y m a t r i x as t h e image
r e s o l u t i o n
13 [XX, YY]= meshgr id (X,Y) ; % make 2D g r i d c o o r d i n a t e s based on t h e
c o t a i n e d i n v e c t o r s x and y
14 IN = i n p o l y ( [XX ( : ) YY ( : ) ] , [ x y ] ) ; % f i n d p o i n t s i n s i d e p o l y g o n a l
r e g i o n
15 IN = r e s h a p e ( IN , 4 0 0 0 , 4 0 0 0 ) ; % r e s h a p e s IN m a t r i x u s i n g t h e s i z e
v e c t o r (4000 by 4000)
16 IN = u i n t 8 ( IN ) ; % c o n v e r t t o 8− b i t u n s i g n e d i n t e g e r
17 %% s e l e c t t h e d i r e c t o r y
18 f o l d e r n a m e = u i g e t d i r ( ’ / media / s e u n g c h e o l / s t o r a g e / Micro CT ’ , ’
Choose a d i r e c t o r y which i n c l u d e s images ’ ) ;
19 %% l o a d a l l f i l e s names
20 e x t e n s i o n = ’bmp ’ ; % t y p e of image
21 l i s t i n g = d i r ( [ f o l d e r n a m e , ’ / ∗ . ’ , e x t e n s i o n ] ) ; % l i s t a l l images
i n t h e f o l d e r
22 %% c a l c u l a t e p o r o s i t y p e r image
23 p o r o s i t y = [ ] ; % save a l l c a l c u l a t e d v a l u e s from t h e loop
24 f o r i = 1 : 1 : s i z e ( l i s t i n g , 1 ) % number o f image f i l e s t o be l oo ped
25 f i l e n a m e = d i r ( [ f o l d e r n a m e , ’ /∗ ’ , s p r i n t f ( ’%04d ’ , i ) , ’ . ’ ,
e x t e n s i o n ] ) ; % f i l e name l o a d i n g
26 i f ˜ i s e m p t y ( f i l e n a m e ) % d e t e r m i n e i f a r r a y i s n o t empty
27 I1 = imread ( [ f o l d e r n a m e , ’ / ’ , f i l e n a m e ( 1 ) . name ] ) ; % l o a d
image
28 % image a n a l y s i s
29 I2 = I1 .∗ IN ; % t r i m t h e image as pre−d e f i n e d ( i . e . ,
r e g i o n of i n t e r e s t )
30 I3 = i m a d j u s t ( I2 ) ; % a d j u s t image i n t e n s i t y v a l u e s i n
g r a y s c a l e
31 I4 = wiene r2 ( I3 , [ 5 5 ] ) ; % a p p l y t h e 2D a d a p t i v e n o i s e−
remova l f i l t e r i n g
32 h = f s p e c i a l ( ’ g a u s s i a n ’ , 1 1 , 1 1 ) ; % c r e a t e p r e d e f i n e d 2D
f i l t e r
33 I5 = i m f i l t e r ( I4 , h ) ; % f i l t e r s t h e m u l t i d i m e n s i o n a l
a r r r a y wi th t h e m u l t i d i m e n s i o n a l f i l t e r h
34 l e v e l = g r a y t h r e s h ( I5 ) ; % computes a g l o b a l t h r e s h o l d
based on Otsu ’ s method
35 bw = im2bw ( I5 , l e v e l ) ; % c o n v e r t t h e g r a y s c a l e image t o a
b i n a r y image ( i . e . , w h i t e =1 and b l a c k =0)
36 bw = bwareaopen ( bw , 10) ; % remove s m a l l o b j e c t s from
b i n a r y image
37 % c a l c u l a t e p o r o s i t y
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38 c rop = p i ∗ r a d ∗ r a d ; % t o t a l a r e a o f t h e r e g i o n of
i n t e r e s t
39 pore = c rop − bwarea ( bw ) ; % c a l c u l a t e t h e a r e a o f p o r e s
40 c a l p o r o s i t y = pore / c rop ; % c a l c u l a t e p o r o s i t y
41 p o r o s i t y = [ p o r o s i t y , c a l p o r o s i t y ] ; % save p o r o s i t y
42 d i s p ( [ ’ C a l c u l a t i n g : ’ , num2s t r ( i ) , ’ / ’ , num2s t r ( s i z e (
l i s t i n g , 1 ) ) , ’ f rame ’ ] ) ; % show t h e c u r r e n t i t e r a t i o n
s t e p
43 end
44 end
A.2.2 The script for calculating density based on HU method
1 c l e a r
2 c l c
3 c l o s e a l l
4 %% t r i m image
5 r a d = 1975 ; % r a d i u s o f sample i n t h e t u b e
6 x c e n t e r = 2000 ; % c e n t e r o f image i n x−c o o r d i n a t e s
7 y c e n t e r = 2000 ; % c e n t e r o f image i n y−c o o r d i n a t e s
8 t h e t a = 0 : 0 . 1 : 2 ∗ p i + 0 . 1 ; % c r e a t e segment o f a c i r c l e
9 x = ( r a d ∗ cos ( t h e t a ) + x c e n t e r ) ’ ; % f i n d a x−c o o r d i n a t e s on a
c i r c u m f e r e n c e
10 y = ( r a d ∗ s i n ( t h e t a ) + y c e n t e r ) ’ ; % f i n d a y−c o o r d i n a t e s on a
c i r c u m f e r e n c e
11 X= 1 : 4 0 0 0 ; % c r e a t e a same d imens ion o f X m a t r i x as t h e image
r e s o l u t i o n
12 Y=X; % c r e a t e a same d imens ion o f Y m a t r i x as t h e image
r e s o l u t i o n
13 [XX, YY]= meshgr id (X,Y) ; % make 2D g r i d c o o r d i n a t e s based on t h e
c o t a i n e d i n v e c t o r s x and y
14 IN = i n p o l y ( [XX ( : ) YY ( : ) ] , [ x y ] ) ; % f i n d p o i n t s i n s i d e p o l y g o n a l
r e g i o n
15 IN = r e s h a p e ( IN , 4 0 0 0 , 4 0 0 0 ) ; % r e s h a p e s IN m a t r i x u s i n g t h e s i z e
v e c t o r (4000 by 4000)
16 IN = u i n t 8 ( IN ) ; % c o n v e r t t o 8− b i t u n s i g n e d i n t e g e r
17 %% s e l e c t t h e d i r e c t o r y
18 f o l d e r n a m e = u i g e t d i r ( ’ / media / s e u n g c h e o l / s t o r a g e / Micro CT ’ , ’
Choose a d i r e c t o r y which i n c l u d e s images ’ ) ;
19 %% l o a d a l l f i l e s names
20 e x t e n s i o n = ’bmp ’ ; % t y p e of image
21 l i s t i n g = d i r ( [ f o l d e r n a m e , ’ / ∗ . ’ , e x t e n s i o n ] ) ; % l i s t a l l images
i n t h e f o l d e r
22 %% c a l c u l a t e d e n s i t y based on HU method
23 d e n s i t y s o i l = [ ] ; % save a l l c a l c u l a t e d v a l u e s from t h e loop
24 f o r i = 1 : 1 : s i z e ( l i s t i n g , 1 ) % number o f image f i l e s t o be l oo ped
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25 f i l e n a m e = d i r ( [ f o l d e r n a m e , ’ /∗ ’ , s p r i n t f ( ’%04d ’ , i ) , ’ . ’ ,
e x t e n s i o n ] ) ; % f i l e name l o a d i n g
26 i f ˜ i s e m p t y ( f i l e n a m e ) % d e t e r m i n e i f a r r a y i s n o t empty
27 I1 = imread ( [ f o l d e r n a m e , ’ / ’ , f i l e n a m e ( 1 ) . name ] ) ; % l o a d
image
28 I2 = I1 .∗ IN ; % t r i m t h e image as pre−d e f i n e d ( i . e . ,
r e g i o n of i n t e r e s t )
29 I3 = im2double ( I2 ) ; % c o n v e r t image t o d ou b l e p r e c i s i o n
30 I4 = I3 ∗ 255 ; % c o n v e r t d oub l e p r e c i s i o n t o g ray s c a l e
31 % HU = mean2 ( abs ( I4 .∗ 7 . 7 9 6 − 1 1 9 6 . 0 ) ) ; % HU c o n v e r s i o n
f o r s p h e r e s o b t a i n e d by Skyscan 1172
32 HU = mean2 ( abs ( I4 . ∗ 35 .412 − 3379) ) ; % HU c o n v e r s i o n f o r
s o i l s o b t a i n e d by Skyscan 1172
33 c o e f f w a t e r = 0 . 1 8 4 ; % l i n e a r a t t e n u a t i o n c o e f f i c i e n t o f
w a t e r
34 c o e f f s o i l = ( c o e f f w a t e r + ( c o e f f w a t e r ∗ HU) / 1 0 0 0 ) ; %
l i n e a r a t t e n u a t i o n c o e f f i c i e n t o f s o i l
35 [ c a l d e n s i t y s o i l ] = c o e f f s o i l / 0 . 2 9 7 ; % d e n s i t y f o r
d ry s o i l
36 d e n s i t y s o i l = [ d e n s i t y s o i l , c a l d e n s i t y s o i l ] ; % save
t h e c a l c u l a t e d v a l u e s
37 d i s p ( [ ’ C a l c u l a t i n g : ’ , num2s t r ( i ) , ’ / ’ , num2s t r ( s i z e (
l i s t i n g , 1 ) ) , ’ f rame ’ ] ) ; % show t h e c u r r e n t i t e r a t i o n
s t e p
38 end
39 end
A.2.3 The script for analyzing the change in porosity after the DEM simulations
1 c l e a r
2 c l c
3 c l o s e a l l
4
5 %% i m p o r t t h e d a t a
6 % i m p o r t t h e c o n s o l i d a t i o n f i l e ( pre−r a i n )
7 [ f i l e 1 p a t h 1 ]= u i g e t f i l e ( ’ ∗ . sph ’ , ’ S e l e c t Pre r a i n d r o p f i l e ’ , . . .
8 ’ / media / s e u n g c h e o l / s t o r a g e 1 / yade ’ ) ;
9 f i l e n a m e = [ p a t h 1 f i l e 1 ] ;
10 i m p o r t f i l e ( f i l e n a m e ) ;
11 con = d a t a ;
12
13 % i m p o r t t h e r a i n d r o p f i l e ( pos t−r a i n )
14 [ f i l e 2 p a t h 2 ]= u i g e t f i l e ( ’ ∗ . sph ’ , ’ S e l e c t P o s t r a i n d r o p f i l e ’ , . . .
15 ’ / media / s e u n g c h e o l / s t o r a g e 1 / yade ’ ) ;
16 f i l e n a m e 2 = [ p a t h 2 f i l e 2 ] ;
17 i m p o r t f i l e ( f i l e n a m e 2 ) ;
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18 r a i n = d a t a ;
19
20 %% f i n d t h e d i m e n s i o n s o f t h e s i m u l a t i o n
21 p r e ( : , 2 ) = con ( : , 2 ) ;
22 p r e ( : , 3 ) = con ( : , 3 ) − min ( con ( : , 3 )−con ( : , 4 ) ) ; % a d j u s t t h e
e l e v a t i o n
23 p r e ( : , 4 ) = con ( : , 4 ) ;
24
25 p o s t ( : , 2 ) = r a i n ( : , 2 ) ;
26 p o s t ( : , 3 ) = r a i n ( : , 3 ) − min ( r a i n ( : , 3 )− r a i n ( : , 4 ) ) ; % a d j u s t t h e
e l e v a t i o n
27 p o s t ( : , 4 ) = r a i n ( : , 4 ) ;
28
29 wid th = max ( p r e ( : , 2 ) + p r e ( : , 4 ) ) − min ( p r e ( : , 2 )−p r e ( : , 4 ) ) ; % f i n d
wid th o f p r o f i l e
30 l e n g t h = max ( p r e ( : , 1 ) + p r e ( : , 4 ) ) − min ( p r e ( : , 1 )−p r e ( : , 4 ) ) ; % f i n d
l e g n t h o f p r o f i l e
31 bot tom = min ( p r e ( : , 3 ) ) ; % f i n d bot tom of p r o f i l e
32 t o p = max ( p r e ( : , 3 ) ) ; % f i n d t o p of p r o f i l e
33 h e i g h t = t o p − bot tom ; % f i n d t h e h e i g h t o f p r o f i l e
34
35 % same as above t o f i n d a d imens ion
36 p o s t w i d t h = max ( p o s t ( : , 2 ) + p o s t ( : , 4 ) ) − min ( p o s t ( : , 2 )−p o s t ( : , 4 ) ) ;
37 p o s t l e n g t h = max ( p o s t ( : , 1 ) + p o s t ( : , 4 ) ) − min ( p o s t ( : , 1 )−p o s t ( : , 4 ) )
;
38 p o s t b o t t o m = min ( p o s t ( : , 3 ) ) ;
39 p o s t t o p = max ( p o s t ( : , 3 ) ) ;
40 p o s t h e i g h t = t o p − bot tom ;
41
42 %% a n a l s y s o f p o r o s i t y compar ing pre− and pos t−r a i n d r o p
43 s e c t i o n s = l i n s p a c e ( bottom , top , 1 1 ) ; %d i v i d e t h e s i m u l a t i o n i n t o
s e c t i o n s − t h i s c a s e 1 1 .
44
45 % run t h r o u g h a l l s e c t i o n s and d e t e r m i n e t h e p o r o s i t y and s t o r e
i t , a l o n g wi th t h e e l e v a t i o n s
46 f o r j =1 : s i z e ( s e c t i o n s , 2 )−1
47 e l e s ( j ) = mean ( [ s e c t i o n s ( j ) ; s e c t i o n s ( j +1) ] ) ;
48 p r e p o r o s i t y ( j ) = s e c t i o n p o r o s i t y ( p r e ( : , 1 : 3 ) , p r e ( : , 4 ) , l e n g t h
, width , s e c t i o n s ( j ) , s e c t i o n s ( j +1) ) ;
49 p o s t p o r o s i t y ( j ) = s e c t i o n p o r o s i t y ( p o s t ( : , 1 : 3 ) , p o s t ( : , 4 ) ,
l e n g t h , width , s e c t i o n s ( j ) , s e c t i o n s ( j +1) ) ;
50 end
51
52 % p l o t up t h e r e s u l t s i n a p r e t t y f i g u r e
53 n e w e l e s = e l e s ( 1 : end ) − bot tom ;
54 p o r o s i t y d i f f p l o t ( p r e p o r o s i t y ( : , 1 : end ) , p o s t p o r o s i t y ( : , 1 : end ) ,
n e w e l e s ) ;
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1 f u n c t i o n [ p o r o s i t y ] = s e c t i o n p o r o s i t y ( XYZ, R , s e c t l e n g t h ,
s e c t w i d t h , b o t e l e , t o p e l e )
2 % D e t a i l e d e x p l a n a t i o n goes h e r e
3
4 %f i r s t f i n d a l l e l e m e n t s between b o t and t o p
5 l g v b o t = (XYZ( : , 3 ) − R) > b o t e l e ; %a l l e l e m e n t s above
b o t e l e
6 l g v t o p = (XYZ( : , 3 ) + R) < t o p e l e ; %a l l e l e m e n t s below
t o p e l e
7 l g v b o t x = l g v b o t & (XYZ( : , 3 ) − R) < b o t e l e ; %a l l e l e m e n t s
c r o s s i n g b o t e l e
8 l g v b o t x a b o v e = l g v b o t x & XYZ( : , 3 ) > b o t e l e ; %a l l c r o s s i n g
from above
9 l g v b o t x b e l o w = l g v b o t x & XYZ( : , 3 ) <= b o t e l e ; %a l l c r o x x i n g
from below or a t b o t e l e
10
11 l g v t o p x = l g v t o p & (XYZ( : , 3 ) + R) > t o p e l e ; %a l l e l e m e n t s
c r o s s i n g t o p e l e
12 l g v t o p x a b o v e = l g v t o p x & XYZ( : , 3 ) > t o p e l e ;
13 l g v t o p x b e l o w = l g v t o p x & XYZ( : , 3 ) <= t o p e l e ;
14
15 l g v b t = l g v b o t & l g v t o p ; %a l l e l e m e n t s between t o p and b o t
16 l g v b t ( l g v b o t x ) = f a l s e ;
17 l g v b t ( l g v t o p x ) = f a l s e ;
18
19 t o p v o l s p h e r e s a b o v e = sum ( s p h e r e c a p v o l u m e (R( lg v t opx ab ov e
, 1 ) , . . .
20 ( t o p e l e − (XYZ( lg v t op xab ov e , 3 ) + R( l gv t op xa bov e , 1 ) ) ) ) ) ;
21 t o p v o l s p h e r e s b e l o w = sum ( s p h e r e c a p v o l u m e (R( lgv topxbe low
, 1 ) , . . .
22 ( (XYZ( lgv topxbe low , 3 ) + R( lgv topxbe low , 1 ) ) − t o p e l e ) ) ) ;
23 b o t v o l s p h e r e s a b o v e = sum ( s p h e r e c a p v o l u m e (R( lg vb o tx ab ov e
, 1 ) , . . .
24 ( b o t e l e − (XYZ( lg vb o t xab ov e , 3 ) − R( lg vb o t xab ov e , 1 ) ) ) ) ) ;
25 b o t v o l s p h e r e s b e l o w = sum ( s p h e r e c a p v o l u m e (R( lgvbo txbe low
, 1 ) , . . .
26 ( (XYZ( lgvbo txbe low , 3 ) + R( lgvbo txbe low , 1 ) ) − b o t e l e ) ) ) ;
27 m i d v o l s p h e r e s = sum ( sphe revo lume (R( l g v b t , 1 ) ) ) ;
28 t o t v o l s p h e r e s = r e a l ( sum ( [ t o p v o l s p h e r e s a b o v e
t o p v o l s p h e r e s b e l o w . . .
29 b o t v o l s p h e r e s a b o v e b o t v o l s p h e r e s b e l o w
m i d v o l s p h e r e s ] ) ) ;
30
31 % t o t v o l s p h e r e s = r e a l ( sum ( [ m i d v o l s p h e r e s ] ) )
32 b o x v o l = s e c t w i d t h ∗ ( t o p e l e − b o t e l e ) ; %∗ s e c t l e n g t h
33 p o r e v o l = r e a l ( b o x v o l − t o t v o l s p h e r e s ) ;
34 p o r o s i t y = r e a l ( p o r e v o l / b o x v o l ) ;
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35 n u m p a r t i c l e s = sum ( s i z e (R( l g v b t , 1 ) ) ) ;
36 end
1 f u n c t i o n p o r o s i t y d i f f p l o t ( i n i t , f i n a l , y v a l s )
2
3 p = b sx fu n ( @minus , f i n a l , i n i t ) ;
4
5 marke r s = { ’+ ’ , ’ o ’ , ’∗ ’ , ’ . ’ , ’ x ’ , ’ s ’ , ’ d ’ , ’ ˆ ’ , ’ v ’ , ’> ’ , ’< ’ , ’ p ’ , ’ h
’ } ;
6 c o l o r c e l l = { ’ k ’ , ’ b ’ , ’ g ’ , ’ r ’ , ’m’ , ’ c ’ } ;
7 %p l o t ( p , y v a l s )
8
9 f i g u r e ;
10 f o r i =1 : s i z e ( p , 1 )
11 p l o t ( p ( i , : ) , y v a l s , s t r c a t ( marke r s {mod ( i , numel ( marke r s ) )
+ 1 } , . . .
12 ’− ’ , c o l o r c e l l {mod ( i , numel ( c o l o r c e l l ) ) +1} ) , ’
MarkerFaceColo r ’ , ’w’ ) ;
13 ho ld on
14 end
15 %hold o f f
16 xLim = xl im ;
17 yLim = yl im ;
18 ho ld on
19 ax = a x i s ;
20 ha = p l o t ( 0 ∗ [ 1 , 1 ] , ax ( 3 : 4 ) , ’−k ’ ) ; % , ’ I c o n D i s p l a y S t y l e ’ , ’ o f f ’ )
21 s e t ( g e t ( g e t ( ha , ’ A n n o t a t i o n ’ ) , ’ L e g e n d I n f o r m a t i o n ’ ) , . . .
22 ’ I c o n D i s p l a y S t y l e ’ , ’ o f f ’ ) ; % Exc lude l i n e from l e g e n d
23 % xl im ( xLim ) ;
24 % yl im ( yLim ) ;
25 xl im ([−0.06 0 . 1 6 ] ) ;
26 yl im ( yLim ) ;
27 x l a b e l ( ’ P o r o s i t y D i f f e r e n c e ’ )
28 y l a b e l ( ’ E l e v a t i o n (m) ’ )
29 s e t ( gca , ’ YTickLabel ’ , num2s t r ( g e t ( gca , ’ YTick ’ ) . ’ ) )
30 g r i d on
31
32 indexmin = f i n d ( min ( p ) == p ) ;
33 xmin = p ( indexmin ) ;
34 ymin = y v a l s ( indexmin ) ;
35 s t r m i n = [ ’Minimum = ’ , num2s t r ( xmin ) ] ;
36 t e x t ( xmin , ymin , s t r m i n , ’ H o r i z o n t a l A l i g n m e n t ’ , ’ l e f t ’ ) ;
37
38
39 end
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A.2.4 The script for analyzing the LBM simulations
1 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 %Author s : Luc S i b i l l e l u c . s i b i l l e @ 3 s r−g r e n o b l e . f r
3 % Franck Lomine f r a n c k . lomine@insa−r e n n e s . f r
4 %
5 % S c r i p t t o v i s u a l i z e t h e f l u i d f low s i m u l a t e d wi th LBM w r i t t e n
f o r a p r a c t i c a l work i n t h e OZ ALERT s c h o o l i n Grenob le 2011 .
6 % S c r i p t u p d a t e d i n 2014
7 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
8
9 c l e a r a l l
10 c l o s e a l l
11
12 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
13 %%%% The on ly t h i n g you have t o do i s choose below t h e i t e r a t i o n
number f o r
14 %%%% which you want t o p l o t t h e f l u i d f low . Th i s i t e r a t i o n number
s h o u l d
15 %%%% c o r r e s p o n d t o one t h e s a v i n g i t e r a t i o n app36 e a r i n g i n t h e
same of t h e
16 %%%% f i l e s saved i n . / dem−b o d i e s o r . / lbm−nodes
17
18 I t e rNumber =315000;
19
20 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
21 %
22 %
23 v x f i l e = s p r i n t f ( ’ lbm−nodes / Vx %.10d ’ , I t e rNumber ) ;
24 v y f i l e = s p r i n t f ( ’ lbm−nodes / Vy %.10d ’ , I t e rNumber ) ;
25 ux = i m p o r t d a t a ( v x f i l e ) ;
26 uy = i m p o r t d a t a ( v y f i l e ) ;
27 %ux=ux ’ ;
28 %uy=uy ’ ;
29 u = s q r t ( ux . ∗ ux+uy . ∗ uy ) ;
30 dx = 6 .92278 e−06;
31 row u = mean ( u ’ ) ;
32 n = 200 ;
33 s1 = s i z e ( row u , 2 ) ;
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34 M = s1 − mod ( s1 , n ) ;
35 y = r e s h a p e ( row u ( 1 :M) , n , [ ] ) ;
36
37 a v g u n = ( sum ( y , 1 ) / n ) ;
38
39 bot tom = dx ;
40 t o p = dx∗ s i z e ( u , 2 ) ;
41 s e c t i o n s = l i n s p a c e ( bottom , top , s i z e ( avg u n , 2 ) +1) ;
42 f o r j =1 : s i z e ( s e c t i o n s , 2 )−1
43 e l e s ( j ) = mean ( [ s e c t i o n s ( j ) ; s e c t i o n s ( j +1) ] ) ;
44 end
45 y ax = e l e s ( 1 : end ) − bot tom ;
46
47 avg u1 = mean2 ( u ) ;
48 avg u2 = mean ( u ( u ˜ = 0 ) ) ;
49
50 p l o t ( avg u n , y ax , ’ ro−’ )
51 xl im ([10ˆ−6 10ˆ−5])
52 s ave ( ’ row avg u . mat ’ , ’ a v g u n ’ , ’ y ax ’ )
53
54
55 r h o f i l e = s p r i n t f ( ’ lbm−nodes / Rho %.10d ’ , I t e rNumber ) ;
56 rho = i m p o r t d a t a ( r h o f i l e ) ;
57
58
59 n o d e b d f i l e = s p r i n t f ( ’ lbm−nodes / NodeBoundary %.10d ’ , I t e rNumber ) ;
60 nodeBD = i m p o r t d a t a ( n o d e b d f i l e ) ;
61 nodeBD=nodeBD ’ ;
62
63
64 s p h e r e f i l e = s p r i n t f ( ’dem−b o d i e s / s p h e r e s %.10d ’ , I t e rNumber ) ;
65
66 tmpMat = i m p o r t d a t a ( s p h e r e f i l e ) ;
67 Sid =tmpMat ( : , 1 ) ;
68 Sx=tmpMat ( : , 2 ) ;
69 Sy=tmpMat ( : , 3 ) ;
70 Sz=tmpMat ( : , 4 ) ;
71 Sr=tmpMat ( : , 5 ) ;
72 c l e a r tmpMat
73
74
75
76 %−−−−− r e a d i n g o f LBM. l o g f i l e
77 l o g f i l e = ’LBM. l o g ’ ;
78 f i d = fopen ( l o g f i l e ) ;
79 t l i n e = f g e t l ( f i d ) ;
80 f s c a n f ( f i d , ’%s %s %s ’ , [ 3 , 1 ] ) ;
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81 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; Lx0= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
82 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; Ly0= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
83 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; d e p t h = f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
84 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; t h i c k n e s s = f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
85 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; NbBodies= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
86 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; dP= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
87 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; Nu= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
88 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; Rho= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
89 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; dx= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
90 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; Nx= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
91 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; Ny= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
92 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; Nz= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
93 t l i n e = f g e t l ( f i d ) ;
94 t l i n e = f g e t l ( f i d ) ;
95 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; t a u = f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
96 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; omega= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
97 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; I t e rMax = f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
98 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; SaveMode= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
99 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; I t e r S a v e = f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
100 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; S a v e G r i d R a t i o = f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
101 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; In te rva lLBM = f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
102 f s c a n f ( f i d , ’%s ’ , [ 1 , 1 ] ) ; LBMConvergenceCr i t e r ion = f s c a n f ( f i d , ’%
f ’ , [ 1 , 1 ] ) ;
103 t l i n e = f g e t l ( f i d ) ;
104 t l i n e = f g e t l ( f i d ) ;
105 f s c a n f ( f i d , ’%s %s ’ , [ 2 , 1 ] ) ; LBMdt= f s c a n f ( f i d , ’%f ’ , [ 1 , 1 ] ) ;
106 f c l o s e ( f i d ) ;
107 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
108
109
110 f i g 1 = f i g u r e ( 1 )
111 s e t ( gcf , ’ c o l o r ’ , ’ w h i t e ’ ) ;
112 c l f
113 nodeBD= f l i p d i m ( nodeBD ’ , 1 ) ;
114 imagesc ( nodeBD ) ;
115 t i t l e ( ’ O b s t a c l e B o u n d a r i e s ’ ) ;
116 a x i s e q u a l ;
117
118 a x i s o f f
119
120
121 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
122 % VELOCITIES ( co lormap )
123 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
124 f i g 2 = f i g u r e ( 2 )
125 s e t ( gcf , ’ c o l o r ’ , ’ w h i t e ’ ) ;
126 %s e t ( gca , ’ ZDir ’ , ’ r e v e r s e ’ )
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127 c l f ;
128 ho ld on
129
130 imagesc ( u ) ;
131 t i t l e ( ’ V e l o c i t y co lormap ’ ) ;
132
133 u m a x c u r r e n t =max ( max ( u ) ) ;
134 i f ( u m a x c u r r e n t = = 0 . ) u m a x c u r r e n t = u m a x c u r r e n t +1 . e−9; end ;
135 c a x i s ( [ 0 . u m a x c u r r e n t ] ) ;
136 c o l o r b a r ( ’ l o c a t i o n ’ , ’ s o u t h o u t s i d e ’ ) ;
137
138 t h e t a = −p i : 2∗ p i / 4 0 : p i ;
139 f o r aa =1: l e n g t h ( Sx )
140
141 f i l l ( c e i l ( Sx ( aa ) / dx ) +Sr ( aa ) / dx∗ cos ( t h e t a ) , c e i l ( Sy ( aa ) / dx ) +Sr (
aa ) / dx∗ s i n ( t h e t a ) , [ 1 1 1 ] ) ;
142 end
143
144 ho ld o f f ;
145 a x i s e q u a l ;
146 a x i s o f f ;
147
148
149
150 f i g 3 = f i g u r e ( 3 )
151 r h o m a x c u r r e n t =max ( max ( rho ) ) ;
152 r h o m i n c u r r e n t =min ( min ( rho ) ) ;
153 s e t ( gcf , ’ c o l o r ’ , ’ w h i t e ’ ) ;
154 %s e t ( gca , ’ ZDir ’ , ’ r e v e r s e ’ )
155 c l f ;
156 ho ld on
157
158 %rho = f l i p d i m ( rho , 1 )
159 imagesc ( rho ) ;
160 t i t l e ( ’Rho ’ ) ;
161 i f ( r h o m a x c u r r e n t == r h o m i n c u r r e n t ) r h o m a x c u r r e n t = r h o m a x c u r r e n t
+1 . e−9; end ;
162 c a x i s ( [ r h o m i n c u r r e n t r h o m a x c u r r e n t ] ) ;
163 c o l o r b a r ;
164
165 t h e t a = −p i : 2∗ p i / 4 0 : p i ;
166 f o r aa =1: l e n g t h ( Sx )
167
168 % f i l l ( c e i l ( Sx ( aa ) / dx ) +Sr ( aa ) / dx∗ cos ( t h e t a ) , c e i l ( Sy ( aa ) / dx ) +Sr
( aa ) / dx∗ s i n ( t h e t a ) , [ 1 1 1 ] ) ;
169 f i l l ( ( Sx ( aa ) / dx ) +1+ c e i l ( Sr ( aa ) / dx ) ∗ cos ( t h e t a ) , ( Sy ( aa ) / dx ) +1+
c e i l ( Sr ( aa ) / dx ) ∗ s i n ( t h e t a ) , [ 1 1 1 ] ) ;
178
170 end
171
172 ho ld o f f ;
173 a x i s e q u a l ;
174 a x i s o f f ;
A.3 YADE scripts
A.3.1 The script for simulating raindrops with no capillary
1 # #######################
2 ### IMPORT PACKAGE ###
3 # #######################
4 from yade i m p o r t pack , p l o t , geom , e x p o r t , ymport , q t
5 i m p o r t math , random , numpy , os
6 from c o l l e c t i o n s i m p o r t deque
7
8 # #######################
9 ### SAVING FILES ###
10 # #######################
11 t a g = O. t a g s [ ’ d . i d ’ ] # c r e a t e t h e u n iq ue name of f o l d e r
12 os . mkdir ( t a g ) # c r e a t e t h e f o l d e r unde r t h e c u r r e n t s i m u l a t i o n
d i r e c t o r y
13
14 # #######################
15 ### BATCH MODE ###
16 # #######################
17 u t i l s . r eadParamsFromTable ( Cu = 4 . 3 0 , n p a r t s = 24000 , min diams =
0 . 0 5 e−3, max diams = 1 . e−3, m a x s t r e s s = 500 , Rdrops = 200) #
e n a b l e s t o run a ba tch−mode
18 from yade . params . t a b l e i m p o r t ∗ # c a l l t h e package t o run t h e
ba tch−mode
19
20 # ###############################
21 ### CONSOLIDATION PARAMETERS ###
22 # ###############################
23 # need t o d e t e r m i n e t h e p a r a m e t e r s depend ing on t h e u s e r ’ s
i n t e n t i o n
24 m a x s t r e s s = m a x s t r e s s
25 m i n s t r e s s = 1
26 i h o l d S t r e s s = 0
27 diams = ( min diams , max diams ) # r a n g e of p a r t i c l e d i a m e t e r
28 f f = ( 0 . 0 , 0 . 7 ) # cummula t ive f r a c t i o n s o f p a r t i c l e s i z e s g i v e n by
p s d S i z e s
29 g l o b a l l i s t = deque ( [ 0 . , 0 . , 0 . , 0 . , 0 . ] )
30 s t r e s s T o l = 1 . e−1
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31 young = 1 . e6 # young ’ s modulus
32
33 # ##########################
34 ### RAINDROP PARAMETERS ###
35 # ##########################
36 # need t o d e t e r m i n e t h e p a r a m e t e r s depend ing on t h e u s e r ’ s
i n t e n t i o n
37 r = [ ]
38 dropdiam = 1e−3 # d i a m e t e r o f r a i n d r o p , 1mm
39 d r o p h e i g h t = 10∗ dropdiam # h e i g h t o f r a i n d r o p
40 maxdrops = Rdrops # number o f r a i n d r o p s
41 i d r o p s = maxdrops
42 r a i n S t a r t = F a l s e
43 vnorm = 0 . 0
44 t h i c k = 0 .001 # t h i c k n e s s o f t h e p l a t e s
45 rm = 4 .7620 e−05 # mean of p a r t i c l e r a d i u s o b t a i n e d a f t e r
c o n s o l i d a t i o n
46 v i r t p e r i o d = 0 . 0 1
47 s o i l r a i n R e s t c o e f = 0 . 3
48 s o i l s o i l N o r m c o e f = 0 . 5
49 s o i l s o i l S h r c o e f = 0 . 5
50
51 # ###########################
52 ### MATERIALS PROPERTIES ###
53 # ###########################
54 # need t o d e t e r m i n e t h e p a r a m e t e r s depend ing on t h e u s e r ’ s
i n t e n t i o n
55 s o i l I d = O. m a t e r i a l s . append ( F r i c t M a t ( young=young , p o i s s o n = . 4 ,
f r i c t i o n A n g l e = r a d i a n s ( 3 0 ) , d e n s i t y =2650 .0 , l a b e l = ’ s o i l ’ ) )
56 r a i n I d = O. m a t e r i a l s . append ( F r i c t M a t ( young =0.1∗ young , p o i s s o n = 0 . 5 ,
f r i c t i o n A n g l e = r a d i a n s ( 3 0 ) , d e n s i t y =1000 .0 , l a b e l = ’ w a t e r ’ ) )
57 w a l l I d = O. m a t e r i a l s . append ( F r i c t M a t ( young=young , p o i s s o n = . 4 ,
f r i c t i o n A n g l e = r a d i a n s ( 3 0 ) , d e n s i t y =2650 .0 , l a b e l = ’ w a l l ’ ) )
58
59 # #######################
60 ### CREATING PACKING ###
61 # #######################
62 p r i n t ” C r e a t i n g p a c k i n g . . . ”
63 pk wid = 20∗ dropdiam # make wid th o f package u s i n g a maximum s i z e
o f p a r t i c l e
64 p k h e t = 20∗ dropdiam # make i n i t i a l h e i g h t o f package . Th i s w i l l
make t h e r a t i o o f H/W i s t o a round 1 . 5
65 mn , mx = Vec to r3 ( 0 , 0 , 0 ) , Vec to r3 ( 0 , pk wid , p k h e t ) # make 2D package
by s e t t i n g x1=x2 and d e f i n e t h e i n i t i a l s i z e o f p a c k i n g
66 sp = pack . SpherePack ( ) # adds s p h e r e s
67 sp . makeCloud (mn , mx , p s d S i z e s =diams , psdCumm= f f , d i s t r i b u t e M a s s =True ,
num= n p a r t s , s eed =1000) # c r e a t e random package based on t h e
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i n p u t s
68 sp . t o S i m u l a t i o n ( ) # add s p h e r e s d i r e c t l y t o t h e s i m u l a t i o n
69
70 # e n b l e t o make a 2D s i m u l a t i o n by c o n f i n i n g x−a x i s o f a l l
p a r t i c l e s
71 f o r b i n O. b o d i e s :
72 b . s t a t e . blockedDOFs = ’xYZ ’
73
74 # make a l a r g e enough box w i t h o u t t o p s u r r o u n d i n g package
75 O. b o d i e s . append ( geom . f a c e t B o x ( ( 0 . , 0 . 5 ∗ pk wid , 1 0∗ p k h e t ) , ( 2∗
dropdiam , 0 . 5 ∗ pk wid , 1 0∗ p k h e t ) , wallMask =31) )
76
77 # ###########################
78 ### DEFINING ENGINES ###
79 # ###########################
80 newton = N e w t o n I n t e g r a t o r ( damping = 0 . 4 , g r a v i t y =(0 ,0 , −10 . ) ) #
d e f i n e Newton ’ s damping
81
82 O. e n g i n e s =[
83 F o r c e R e s e t t e r ( ) ,
84 I n s e r t i o n S o r t C o l l i d e r ( [ Bo1 Sphere Aabb ( ) , Bo1 Box Aabb ( ) ,
Bo1 Face t Aabb ( ) , Bo1 Wall Aabb ( ) ] ) ,
85 I n t e r a c t i o n L o o p (
86 [ Ig2 Sphere Sphere ScGeom ( ) , Ig2 Box Sphere ScGeom ( ) ,
Ig2 Wal l Sphere ScGeom ( ) , I g2 Face t Sphe re ScGeom ( ) ] ,
87 [ I p 2 F r i c t M a t F r i c t M a t F r i c t P h y s ( ) ] ,
88 [ L a w 2 S c G e o m F r i c t P h y s C u n d a l l S t r a c k ( ) ]
89 ) ,
90 G l o b a l S t i f f n e s s T i m e S t e p p e r ( a c t i v e =1 , t i m e S t e p U p d a t e I n t e r v a l =1 ,
t i m e s t e p S a f e t y C o e f f i c i e n t = 0 . 7 ) , # t h e t ime s t e p as a f r a c t i o n
o f t h e minimum eigen−p e r i o d i n t h e problem
91 PyRunner ( i t e r P e r i o d =100 , command= ’ g r a v i t y d e p o ( ) ’ , l a b e l = ’
c o n s o l i d a t i o n ’ ) , # c a l l t h e s t a g e o f c o n s o l i d a t i o n e v e r y 100
s t e p s
92 PyRunner ( v i r t P e r i o d = v i r t p e r i o d , command= ’ g r a v i t y d e p o ( ) ’ , l a b e l = ’
r a i n d r o p ’ ) , # c a l l t h e s t a g e o f r a i n d r o p
93 newton
94 ]
95
96 O. t r a c k E n e r g y = True # e n a b l e t o t r a c k i n f o r m a t i v e v a l u e s such as
u n b a l a n c e d f o r c e
97
98 # Allow g r a v i t y d e p o s i t i o n
99 d e f g r a v i t y d e p o ( ) :
100 r a i n d r o p . dead = True
101 p r i n t ” g r a v i t y ” ,O. i t e r , u n b a l a n c e d F o r c e ( )
102 i f O. i t e r < 50000 : r e t u r n
181
103 # a t t h e ve ry s t a r t , u n b a l a n c e d f o r c e can be low as t h e r e i s on ly
few c o n t a c t s , b u t i t does n o t mean t h e p a c k i n g i s s t a b l e
104 i f u n b a l a n c e d F o r c e ( ) < 0 . 0 1 :
105 c o n s o l i d a t i o n . command = ’ l o a d i n g ( ) ’
106
107 # Swi tch t o l o a d i n g
108 d e f l o a d i n g ( ) :
109 g l o b a l p l a t e
110 tmpWall = O. b o d i e s . append ( w a l l ( max ( [ b . s t a t e . pos [ 2 ] + b . shape . r a d i u s
f o r b i n O. b o d i e s i f i s i n s t a n c e ( b . shape , Sphere ) ] ) , a x i s =2 ,
s e n s e =−1, m a t e r i a l = w a l l I d ) ) # i n s e r t t e m p o r a r y w a l l t o
c o n s o l i d a t e
111 p l a t e = O. b o d i e s [−1] # t h e l a s t p a r t i c l e s i s t h e p l a t e
112 p l a t e . s t a t e . v e l = ( 0 , 0 , − . 1 ) # l o a d i n g r a t e
113 pos tmpWal l = p l a t e . s t a t e . pos [ 2 ]
114 c o n s o l i d a t i o n . command = ’ u n l o a d i n g ( ) ’
115
116 # Swi tch t o u n l o a d i n g
117 d e f u n l o a d i n g ( ) :
118 g l o b a l Xmin , Xmax , Ymin , Ymax , Zmin , Zmax , mn , mx , v e r t f o r c e ,
newAreaTota l , newPoros i t y , v e r t s t r e s s
119 mn , mx = u t i l s . aabbExt rema ( )
120 Xmin = mn [ 0 ]
121 Ymin = mn [ 1 ]
122 Zmin = mn [ 2 ]
123 Xmax = mx [ 0 ]
124 Ymax = mx [ 1 ]
125 Zmax = mx [ 2 ]
126 v e r t f o r c e = abs (O. f o r c e s . f ( p l a t e . i d ) [ 2 ] ) # f o r c e on t h e w a l l i n
z d i r e c t i o n
127 v e r t s t r e s s = abs ( v e r t f o r c e / ( ( Ymax−Ymin ) ∗ (Xmax−Xmin ) ) )
128 n e w A r e a P a r t i c l e s = sum ( [m. shape . r a d i u s ∗∗2 f o r m i n O. b o d i e s i f
i s i n s t a n c e (m. shape , Sphere ) ] ) ∗math . p i # c a l c u l a t e t h e a r e a o f
p a r t i c l e s
129 newAreaTota l =( p l a t e . s t a t e . pos [ 2 ] − Zmin ) ∗ (Ymax − Ymin ) #
c a l c u l a t e t h e t o t a l a r e a ( s q u a r e )
130 n e w P o r o s i t y = 1 − ( n e w A r e a P a r t i c l e s / newAreaTota l ) # c a l c u l a t e
p o r o s i t y
131 vo id = n e w P o r o s i t y / (1 − n e w P o r o s i t y ) # c a l c u l a t e vo id r a t i o
132 p r i n t ” l o a d i n g ” , O. i t e r , v e r t s t r e s s , n e w P o r o s i t y
133 i f v e r t s t r e s s >= m a x s t r e s s : # l o a d i n g u n t i l t a r g e t p o r o s i t y
r e a c h e d
134 p l a t e . s t a t e . v e l = ( 0 , 0 , . 1 ) # u n l o a d i n g r a t e
135 c o n s o l i d a t i o n . command = ’ s t o p U n l o a d i n g ( ) ’
136
137 # Chage e n g i n e s t o s i m u l a t e r a i n d r o p
138 d e f s t o p U n l o a d i n g ( ) :
182
139 g l o b a l v e r t s t r e s s
140 v e r t f o r c e = abs (O. f o r c e s . f ( p l a t e . i d ) [ 2 ] ) # f o r c e on t h e w a l l i n
z d i r e c t i o n
141 v e r t s t r e s s = abs ( v e r t f o r c e / ( ( Ymax−Ymin ) ∗ (Xmax−Xmin ) ) )
142 p r i n t ” u n l o a d i n g ” , O. i t e r , v e r t s t r e s s
143 i f v e r t s t r e s s <= m i n s t r e s s : # u n l o a d i n g u n t i l t h i s h e i g h t
144 O. b o d i e s . e r a s e ( p l a t e . i d ) # remove t h e t e m p o r a r y w a l l t o move
r a i n d r o p s i m u l a t i o n
145 e x p o r t . t e x t E x t ( t a g + ’ / ’ + s t r ( m a x s t r e s s ) + ’ c o n s o l i d a t i o n . sph ’ )
# e x p o r t xyz c o o r d i n a t e s o f p a r t i c e l s a s w e l l a s r a d i u s
146 O. save ( t a g + ’ / ’ + s t r ( m a x s t r e s s ) + ’ c o n s o l i d a t i o n . yade . gz ’ ) #
save s i m u l a t i o n a f t e r c o n s o l i d a t i o n
147 p r i n t ’ C o n s o l i d a t i o n saved and e x p o r t e d . . . ’
148 c o n s o l i d a t i o n . dead = True
149 r a i n d r o p . dead = F a l s e
150 # s w i t c h t h e e n g i n e f o r r a i n d r o p s i m u l a t i o n
151 I n t e r a c t i o n = O. e n g i n e s [ 2 ]
152 I n t e r a c t i o n = I n t e r a c t i o n L o o p (
153 [ Ig2 Sphere Sphere ScGeom ( ) , Ig2 Box Sphere ScGeom ( ) ,
Ig2 Wal l Sphere ScGeom ( ) , I g2 Face t Sphe re ScGeom ( ) ] ,
154 [ I p 2 F r i c t M a t F r i c t M a t M i n d l i n C a p i l l a r y P h y s (
155 en=MatchMaker ( matches = ( ( r a i n I d , r a i n I d , 0 . 0 1 ) , ( r a i n I d , s o i l I d ,
s o i l r a i n R e s t c o e f ) , ( r a i n I d , w a l l I d , 0 . 0 1 ) , ( s o i l I d , s o i l I d ,
s o i l s o i l N o r m c o e f ) , ( s o i l I d , w a l l I d , 0 . 0 1 ) , ( w a l l I d , w a l l I d , 0 . 0 1 ) ) ) ,
156 es =MatchMaker ( matches = ( ( r a i n I d , r a i n I d , 0 . 0 1 ) , ( r a i n I d , s o i l I d ,
s o i l r a i n R e s t c o e f ) , ( r a i n I d , w a l l I d , 0 . 0 1 ) , ( s o i l I d , s o i l I d ,
s o i l s o i l S h r c o e f ) , ( s o i l I d , w a l l I d , 0 . 0 1 ) , ( w a l l I d , w a l l I d , 0 . 0 1 ) ) ) )
] ,
157 [ Law2 ScGeom Mindl inPhys Mindl in ( ) ] )
158 r a i n d r o p . command = ’ addRain ( ) ’
159
160 # Add r a i n d r o p
161 d e f addRain ( ) :
162 g l o b a l i d r o p s , maxdrops , r , dropdiam , d r o p h e i g h t , r a i n S t a r t , v e l r a i n ,
bid , r a i n d r o p
163 i f r a i n S t a r t == F a l s e :
164 r a i n S t a r t = True
165 i f i d r o p s <1:
166 r e t u r n
167 e l s e :
168 x = 0 # s e t t h e r a i n d r o p wid th
169 y = random . un i fo rm ( Ymin+9∗rm , Ymax−9∗rm ) # s e t t h e r a i n d r o p l e n g t h
170 z = Zmax + d r o p h e i g h t # s e t t h e r a i n d r o p h e i g h t
171 b i d =O. b o d i e s . append ( u t i l s . s p h e r e ( [ 0 , y , z ] , r a d i u s =dropdiam / 2 ,
m a t e r i a l = ’ w a t e r ’ ) ) # s e t t h e r a i n d r o p p r o p e r t i e s
172 O. b o d i e s [ b i d ] . s t a t e . v e l = (0 ,0 , −4 .5 ) # t e r m i n a l v e l o c i t y from t h e
p a p e r by Mualem a t a l .
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173 O. b o d i e s [ b i d ] . shape . c o l o r = ( 0 , 0 , 1 ) # c o l o r o f r a i n d r o p
174 O. b o d i e s [ b i d ] . s t a t e . blockedDOFs = ’xYZ ’ # c o n f i n e t h e d e g r e e o f
f reedom of r a i n d r o p i n x d i r e c t i o n
175 r . append ( b i d ) # add r a i n d r o p
176 i d r o p s = i d r o p s −1
177 p r i n t ” Added drop ” + s t r ( maxdrops−i d r o p s ) , O. i t e r
178 r a i n d r o p . command = ’ rmvRain ( ) ’
179 # i f i d r o p s == 9 9 :
180 # e x p o r t . t e x t E x t ( t a g + ’ / ’ + ’0
d r o p p o s t r a i n c o n f i g . sph ’ )
181 # p r i n t ”0 drop c o n f i g u r a t i o n e x p o r t e d . . . ”
182
183 # Remove r a i n d r o p
184 d e f rmvRain ( ) :
185 g l o b a l r , r a i n d r o p
186 i f l e n ( r ) <1: r e t u r n
187 f o r i i n r :
188 i f O. b o d i e s [ i ] . s t a t e . v e l [ 2 ] > −1.0 o r (O. b o d i e s [ i ] . s t a t e . pos [ 2 ] −
dropdiam / 2 ) < mn [ 2 ] :
189 O. b o d i e s . e r a s e ( i )
190 r . remove ( i )
191 p r i n t ” removed drop ” , O. i t e r
192 d r o p s = maxdrops − i d r o p s
193 i f d r o p s % 1 == 0 :
194 e x p o r t . t e x t E x t ( t a g + ’ / d r o p ’ + s t r ( d r o p s ) + ’ r a i n d r o p . sph ’ )
195 i f d r o p s % 10 ==0:
196 O. save ( t a g + ’ / d r o p ’ + s t r ( d r o p s ) + ’ r a i n d r o p . yade . gz ’ )
197 i f i d r o p s > 0 :
198 r a i n d r o p . command = ’ addRain ( ) ’
199 e l i f i d r o p s == 0 :
200 r a i n d r o p . command = ’ checkKEnergy ( ) ’
201
202 d e f checkKEnergy ( ) :
203 p r i n t ” chkE ” , O. i t e r
204 i f u n b a l a n c e d F o r c e ( ) < 1 . e−4:
205 p r i n t ” s i m u l a t i o n paused . . . ”
206 p r i n t ” r e s u l t s e x p o r t e d . . . ”
207 e x p o r t . t e x t E x t ( t a g + ’ / ’ + s t r ( m a x s t r e s s ) + ’ c o n s o l i d a t i o n ’ +
s t r ( maxdrops ) + ’ r a i n d r o p s . sph ’ )
208 O. save ( t a g + ’ / ’ + s t r ( m a x s t r e s s ) + ’ p o s t r a i n d r o p s . yade . gz ’ )
209 O. pause ( )
210
211
212 O. run ( )
213 u t i l s . w a i t I f B a t c h ( )
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A.3.2 The script for simulating raindrops with capillary
1 # #######################
2 ### IMPORT PACKAGE ###
3 # #######################
4 from yade i m p o r t pack , p l o t , geom , e x p o r t , ymport # , q t
5 i m p o r t math , random , numpy , os
6 from c o l l e c t i o n s i m p o r t deque
7
8 # #######################
9 ### SAVING FILES ###
10 # #######################
11 t a g = O. t a g s [ ’ d . i d ’ ]
12 os . mkdir ( t a g )
13
14 # #######################
15 ### BATCH MODE ###
16 # #######################
17 u t i l s . r eadParamsFromTable ( Cu = 4 . 3 0 , n p a r t s = 24000 , min diams =
0 . 0 5 e−3, max diams = 1 . e−3 , m a x s t r e s s = 5000 , Rdrops = 100 ,
c a p P r e s s u r e = 1 0 . e3 )
18 from yade . params . t a b l e i m p o r t ∗
19
20 # ###############################
21 ### CONSOLIDATION PARAMETERS ###
22 # ###############################
23 m a x s t r e s s = m a x s t r e s s
24 m i n s t r e s s = 1
25 i h o l d S t r e s s = 0
26 diams = ( min diams , max diams ) # r a n g e of p a r t i c l e d i a m e t e r
27 f f = ( 0 . 0 , 0 . 7 ) # cummula t ive f r a c t i o n s o f p a r t i c l e s i z e s g i v e n by
p s d S i z e s
28 g l o b a l l i s t = deque ( [ 0 . , 0 . , 0 . , 0 . , 0 . ] )
29 s t r e s s T o l = 1 . e−1
30 young = 1 . e6 # young ’ s modulus
31
32 # ##########################
33 ### RAINDROP PARAMETERS ###
34 # ##########################
35 r = [ ]
36 dropdiam = 1e−3 # d i a m e t e r o f r a i n d r o p , 1mm
37 d r o p h e i g h t = 10∗ dropdiam # h e i g h t o f r a i n d r o p
38 maxdrops = Rdrops # number o f r a i n d r o p s
39 i d r o p s = maxdrops
40 r a i n S t a r t = F a l s e
41 vnorm = 0 . 0
42 t h i c k = 0 .001 # t h i c k n e s s o f t h e p l a t e s
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43 rm = 4 .7620 e−05 # mean of p a r t i c l e r a d i u s o b t a i n e d a f t e r
c o n s o l i d a t i o n
44 v i r t p e r i o d = 0 . 0 1
45 s o i l r a i n R e s t c o e f = 0 . 3
46 s o i l s o i l N o r m c o e f = 0 . 5
47 s o i l s o i l S h r c o e f = 0 . 5
48
49 # ###########################
50 ### MATERIALS PROPERTIES ###
51 # ###########################
52 s o i l I d = O. m a t e r i a l s . append ( F r i c t M a t ( young=young , p o i s s o n = . 4 ,
f r i c t i o n A n g l e = r a d i a n s ( 3 0 ) , d e n s i t y =2650 .0 , l a b e l = ’ s o i l ’ ) )
53 r a i n I d = O. m a t e r i a l s . append ( F r i c t M a t ( young =0.1∗ young , p o i s s o n = 0 . 5 ,
f r i c t i o n A n g l e = r a d i a n s ( 3 0 ) , d e n s i t y =1000 .0 , l a b e l = ’ w a t e r ’ ) )
54 w a l l I d = O. m a t e r i a l s . append ( F r i c t M a t ( young=young , p o i s s o n = . 4 ,
f r i c t i o n A n g l e = r a d i a n s ( 3 0 ) , d e n s i t y =2650 .0 , l a b e l = ’ w a l l ’ ) )
55
56 # #######################
57 ### CREATING PACKING ###
58 # #######################
59 p r i n t ” C r e a t i n g p a c k i n g . . . ”
60 pk wid = 20∗ dropdiam # make wid th o f package u s i n g a maximum s i z e
o f p a r t i c l e
61 p k h e t = 20∗ dropdiam # make i n i t i a l h e i g h t o f package . Th i s w i l l
make t h e r a t i o o f H/W i s t o a round 1 . 5
62 mn , mx = Vec to r3 ( 0 , 0 , 0 ) , Vec to r3 ( 0 , pk wid , p k h e t ) # make 2D package
by s e t t i n g x1=x2 and d e f i n e t h e i n i t i a l s i z e o f p a c k i n g
63 sp = pack . SpherePack ( )
64 sp . makeCloud (mn , mx , p s d S i z e s =diams , psdCumm= f f , d i s t r i b u t e M a s s =True ,
num= n p a r t s , s eed =1000) # c r e a t e package based on GSD
65 sp . t o S i m u l a t i o n ( )
66
67 # make 2D s i m u l a t i o n by c o n f i n i n g x−a x i s
68 f o r b i n O. b o d i e s :
69 b . s t a t e . blockedDOFs = ’xYZ ’
70
71 # make l a r g e enough box w i t h o u t t o p s u r r o u n d i n g package
72 O. b o d i e s . append ( geom . f a c e t B o x ( ( 0 . , 0 . 5 ∗ pk wid , 1 0∗ p k h e t ) , ( 2∗
dropdiam , 0 . 5 ∗ pk wid , 1 0∗ p k h e t ) , wallMask =31) )
73
74 # ###########################
75 ### DEFINING ENGINES ###
76 # ###########################
77 newton = N e w t o n I n t e g r a t o r ( damping = 0 . 4 , g r a v i t y =(0 ,0 , −10 . ) )
78
79 O. e n g i n e s =[
80 F o r c e R e s e t t e r ( ) ,
186
81 I n s e r t i o n S o r t C o l l i d e r ( [ Bo1 Sphere Aabb ( ) , Bo1 Box Aabb ( ) ,
Bo1 Face t Aabb ( ) , Bo1 Wall Aabb ( ) ] ) ,
82 I n t e r a c t i o n L o o p (
83 [ Ig2 Sphere Sphere ScGeom ( ) , Ig2 Box Sphere ScGeom ( ) ,
Ig2 Wal l Sphere ScGeom ( ) , I g2 Face t Sphe re ScGeom ( ) ] ,
84 [ I p 2 F r i c t M a t F r i c t M a t C a p i l l a r y P h y s ( ) ] ,
85 [ L a w 2 S c G e o m F r i c t P h y s C u n d a l l S t r a c k ( ) ]
86 ) ,
87 L a w 2 S c G e o m C a p i l l a r y P h y s C a p i l l a r i t y ( c a p i l l a r y P r e s s u r e =
c a p P r e s s u r e , c r e a t e D i s t a n t M e n i s c i i = F a l s e , l a b e l = ’ c a p i l l a r y ’ ,
f u s i o n D e t e c t i o n =True , b i n a r y F u s i o n =True ) , #4
88 G l o b a l S t i f f n e s s T i m e S t e p p e r ( a c t i v e =1 , t i m e S t e p U p d a t e I n t e r v a l =1 ,
t i m e s t e p S a f e t y C o e f f i c i e n t = 0 . 7 ) ,
89 PyRunner ( i t e r P e r i o d =100 , command= ’ g r a v i t y d e p o ( ) ’ , l a b e l = ’
c o n s o l i d a t i o n ’ ) ,
90 PyRunner ( v i r t P e r i o d = v i r t p e r i o d , command= ’ g r a v i t y d e p o ( ) ’ , l a b e l = ’
r a i n d r o p ’ ) ,
91 newton
92 ]
93
94 O. t r a c k E n e r g y = True
95
96 # Allow g r a v i t y d e p o s i t i o n
97 d e f g r a v i t y d e p o ( ) :
98 r a i n d r o p . dead = True
99 c a p i l l a r y . dead = True
100 p r i n t ” g r a v i t y ” , O. i t e r , u n b a l a n c e d F o r c e ( )
101 i f O. i t e r < 50000 : r e t u r n
102 # a t t h e ve ry s t a r t , u n b a l a n c e d f o r c e can be low as t h e r e i s on ly
few c o n t a c t s , b u t i t does n o t mean t h e p a c k i n g i s s t a b l e
103 i f u n b a l a n c e d F o r c e ( ) < 0 . 0 1 :
104 c a p i l l a r y . dead = F a l s e
105 # s w i t c h t h e e n g i n e f o r r a i n d r o p s i m u l a t i o n
106 I n t e r a c t i o n = O. e n g i n e s [ 2 ]
107 I n t e r a c t i o n = I n t e r a c t i o n L o o p (
108 [ Ig2 Sphere Sphere ScGeom ( ) , Ig2 Box Sphere ScGeom ( ) ,
Ig2 Wal l Sphere ScGeom ( ) , I g2 Face t Sphe re ScGeom ( ) ] ,
109 [ I p 2 F r i c t M a t F r i c t M a t M i n d l i n C a p i l l a r y P h y s (
110 en=MatchMaker ( matches = ( ( r a i n I d , r a i n I d , 0 . 0 1 ) , ( r a i n I d , s o i l I d ,
s o i l r a i n R e s t c o e f ) , ( r a i n I d , w a l l I d , 0 . 0 1 ) , ( s o i l I d , s o i l I d ,
s o i l s o i l N o r m c o e f ) , ( s o i l I d , w a l l I d , 0 . 0 1 ) , ( w a l l I d , w a l l I d , 0 . 0 1 ) ) ) ,
111 es =MatchMaker ( matches = ( ( r a i n I d , r a i n I d , 0 . 0 1 ) , ( r a i n I d , s o i l I d ,
s o i l r a i n R e s t c o e f ) , ( r a i n I d , w a l l I d , 0 . 0 1 ) , ( s o i l I d , s o i l I d ,
s o i l s o i l S h r c o e f ) , ( s o i l I d , w a l l I d , 0 . 0 1 ) , ( w a l l I d , w a l l I d , 0 . 0 1 ) ) ) )
] ,
112 [ Law2 ScGeom Mindl inPhys Mindl in ( n e v e r E r a s e =True ) ] )
187
113 chk Num fus ion = sum ( [ j . phys . fus ionNumber f o r j i n O. i n t e r a c t i o n s
] ) #3D volume of men i scus fus ionNumber
114 c h k V o l m e n i s c u s = sum ( [ j . phys . vMeniscus f o r j i n O. i n t e r a c t i o n s
] ) # t o t a l volume of men i scus
115 p r i n t ’ c a p i l l a r y = ’+ s t r ( c a p i l l a r y . c a p i l l a r y P r e s s u r e ) , ’ f u s i o n = ’+
s t r ( chk Num fus ion ) , ’ volume m= ’+ s t r ( c h k V o l m e n i s c u s )
116 c o n s o l i d a t i o n . command = ’ l o a d i n g ( ) ’
117
118 # Swi tch t o l o a d i n g
119 d e f l o a d i n g ( ) :
120 g l o b a l p l a t e
121 tmpWall = O. b o d i e s . append ( w a l l ( max ( [ b . s t a t e . pos [ 2 ] + b . shape . r a d i u s
f o r b i n O. b o d i e s i f i s i n s t a n c e ( b . shape , Sphere ) ] ) , a x i s =2 ,
s e n s e =−1, m a t e r i a l = w a l l I d ) ) # i n s e r t t e m p o r a r y w a l l t o
c o n s o l i d a t e
122 p l a t e = O. b o d i e s [−1] # t h e l a s t p a r t i c l e s i s t h e p l a t e
123 p l a t e . s t a t e . v e l = ( 0 , 0 , − . 1 ) # l o a d i n g r a t e
124 pos tmpWal l = p l a t e . s t a t e . pos [ 2 ]
125 c o n s o l i d a t i o n . command = ’ u n l o a d i n g ( ) ’
126
127 # Swi tch t o u n l o a d i n g
128 d e f u n l o a d i n g ( ) :
129 g l o b a l Xmin , Xmax , Ymin , Ymax , Zmin , Zmax , mn , mx , v e r t f o r c e ,
newAreaTota l , newPoros i t y , v e r t s t r e s s
130 mn , mx = u t i l s . aabbExt rema ( )
131 Xmin = mn [ 0 ]
132 Ymin = mn [ 1 ]
133 Zmin = mn [ 2 ]
134 Xmax = mx [ 0 ]
135 Ymax = mx [ 1 ]
136 Zmax = mx [ 2 ]
137 v e r t f o r c e = abs (O. f o r c e s . f ( p l a t e . i d ) [ 2 ] ) # f o r c e on t h e w a l l i n
z d i r e c t i o n
138 v e r t s t r e s s = abs ( v e r t f o r c e / ( ( Ymax−Ymin ) ∗ (Xmax−Xmin ) ) )
139 n e w A r e a P a r t i c l e s = sum ( [m. shape . r a d i u s ∗∗2 f o r m i n O. b o d i e s i f
i s i n s t a n c e (m. shape , Sphere ) ] ) ∗math . p i # c a l c u l a t e t h e a r e a o f
p a r t i c l e s
140 newAreaTota l =( p l a t e . s t a t e . pos [ 2 ] − Zmin ) ∗ (Ymax − Ymin ) #
c a l c u l a t e t h e t o t a l a r e a ( s q u a r e )
141 n e w P o r o s i t y = 1 − ( n e w A r e a P a r t i c l e s / newAreaTota l ) # c a l c u l a t e
p o r o s i t y
142 vo id = n e w P o r o s i t y / (1 − n e w P o r o s i t y ) # c a l c u l a t e vo id r a t i o
143 chk Num fus ion = sum ( [ j . phys . fus ionNumber f o r j i n O. i n t e r a c t i o n s
] ) #3D volume of men i scus fus ionNumber
144 c h k V o l m e n i s c u s = sum ( [ j . phys . vMeniscus f o r j i n O. i n t e r a c t i o n s
] ) # t o t a l volume of men i scus
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145 p r i n t ” l o a d i n g ” , O. i t e r , v e r t s t r e s s , newPoros i t y , ’ f u s i o n = ’+ s t r (
chk Num fus ion ) , ’ volume m= ’+ s t r ( c h k V o l m e n i s c u s )
146 i f v e r t s t r e s s >= m a x s t r e s s : # l o a d i n g u n t i l t a r g e t p o r o s i t y
r e a c h e d
147 p l a t e . s t a t e . v e l = ( 0 , 0 , . 1 ) # u n l o a d i n g r a t e
148 c o n s o l i d a t i o n . command = ’ s t o p U n l o a d i n g ( ) ’
149
150 # Chage e n g i n e s t o s i m u l a t e r a i n d r o p
151 d e f s t o p U n l o a d i n g ( ) :
152 g l o b a l v e r t s t r e s s
153 v e r t f o r c e = abs (O. f o r c e s . f ( p l a t e . i d ) [ 2 ] ) # f o r c e on t h e w a l l i n
z d i r e c t i o n
154 v e r t s t r e s s = abs ( v e r t f o r c e / ( ( Ymax−Ymin ) ∗ (Xmax−Xmin ) ) )
155 chk Num fus ion = sum ( [ j . phys . fus ionNumber f o r j i n O. i n t e r a c t i o n s
] ) #3D volume of men i scus fus ionNumber
156 c h k V o l m e n i s c u s = sum ( [ j . phys . vMeniscus f o r j i n O. i n t e r a c t i o n s
] ) # t o t a l volume of men i scus
157 p r i n t ” u n l o a d i n g ” , O. i t e r , v e r t s t r e s s , ’ f u s i o n = ’+ s t r (
chk Num fus ion ) , ’ volume m= ’+ s t r ( c h k V o l m e n i s c u s )
158 i f v e r t s t r e s s <= m i n s t r e s s : # u n l o a d i n g u n t i l t h i s h e i g h t
159 O. b o d i e s . e r a s e ( p l a t e . i d ) # remove t h e t e m p o r a r y w a l l t o move
r a i n d r o p s i m u l a t i o n
160 e x p o r t . t e x t E x t ( t a g + ’ / ’ + s t r ( m a x s t r e s s ) + ’ c o n s o l i d a t i o n . sph ’ )
# e x p o r t xyz c o o r d i n a t e s o f p a r t i c e l s a s w e l l a s r a d i u s
161 O. save ( t a g + ’ / ’ + s t r ( m a x s t r e s s ) + ’ c o n s o l i d a t i o n . yade . gz ’ ) #
save s i m u l a t i o n a f t e r c o n s o l i d a t i o n
162 p r i n t ’ C o n s o l i d a t i o n saved and e x p o r t e d . . . ’
163 c o n s o l i d a t i o n . dead = True
164 r a i n d r o p . dead = F a l s e
165 r a i n d r o p . command = ’ addRain ( ) ’
166
167 # Add r a i n d r o p
168 d e f addRain ( ) :
169 g l o b a l i d r o p s , maxdrops , r , dropdiam , d r o p h e i g h t , r a i n S t a r t , v e l r a i n ,
bid , r a i n d r o p
170 i f r a i n S t a r t == F a l s e :
171 r a i n S t a r t = True
172 i f i d r o p s <1:
173 r e t u r n
174 e l s e :
175 x = 0 # s e t t h e r a i n d r o p wid th
176 y = random . un i fo rm ( Ymin+9∗rm , Ymax−9∗rm ) # s e t t h e r a i n d r o p l e n g t h
177 z = Zmax + d r o p h e i g h t # s e t t h e r a i n d r o p h e i g h t
178 b i d =O. b o d i e s . append ( u t i l s . s p h e r e ( [ 0 , y , z ] , r a d i u s =dropdiam / 2 ,
m a t e r i a l = ’ w a t e r ’ ) ) # s e t t h e r a i n d r o p p r o p e r t i e s
179 O. b o d i e s [ b i d ] . s t a t e . v e l = (0 ,0 , −4 .5 ) # t e r m i n a l v e l o c i t y from t h e
p a p e r by Mualem a t a l .
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180 O. b o d i e s [ b i d ] . shape . c o l o r = ( 0 , 0 , 1 ) # c o l o r o f r a i n d r o p
181 O. b o d i e s [ b i d ] . s t a t e . blockedDOFs = ’xYZ ’ # c o n f i n e t h e d e g r e e o f
f reedom of r a i n d r o p i n x d i r e c t i o n
182 r . append ( b i d ) # add r a i n d r o p
183 i d r o p s = i d r o p s −1
184 p r i n t ” Added drop ” + s t r ( maxdrops−i d r o p s )
185 r a i n d r o p . command = ’ rmvRain ( ) ’
186 # i f i d r o p s == 9 9 :
187 # e x p o r t . t e x t E x t ( t a g + ’ / ’ + ’0
d r o p p o s t r a i n c o n f i g . sph ’ )
188 # p r i n t ”0 drop c o n f i g u r a t i o n e x p o r t e d . . . ”
189
190 # Remove r a i n d r o p
191 d e f rmvRain ( ) :
192 g l o b a l r , r a i n d r o p
193 i f l e n ( r ) <1: r e t u r n
194 f o r i i n r :
195 i f O. b o d i e s [ i ] . s t a t e . v e l [ 2 ] > −1.0 o r (O. b o d i e s [ i ] . s t a t e . pos [ 2 ] −
dropdiam / 2 ) < mn [ 2 ] :
196 O. b o d i e s . e r a s e ( i )
197 r . remove ( i )
198 p r i n t ” removed drop ” , O. i t e r
199 d r o p s = maxdrops − i d r o p s
200 i f d r o p s % 1 == 0 :
201 e x p o r t . t e x t E x t ( t a g + ’ / d r o p ’ + s t r ( d r o p s ) + ’ r a i n d r o p . sph ’ )
202 i f d r o p s % 10 ==0:
203 O. save ( t a g + ’ / d r o p ’ + s t r ( d r o p s ) + ’ r a i n d r o p . yade . gz ’ )
204 i f i d r o p s > 0 :
205 r a i n d r o p . command = ’ addRain ( ) ’
206 e l i f i d r o p s == 0 :
207 r a i n d r o p . command = ’ checkKEnergy ( ) ’
208
209 d e f checkKEnergy ( ) :
210 chk Num fus ion = sum ( [ j . phys . fus ionNumber f o r j i n O. i n t e r a c t i o n s
] ) #3D volume of men i scus fus ionNumber
211 c h k V o l m e n i s c u s = sum ( [ j . phys . vMeniscus f o r j i n O. i n t e r a c t i o n s
] ) # t o t a l volume of men i scus
212 p r i n t ” chkE ” , O. i t e r , u n b a l a n c e d F o r c e ( ) , ’ f u s i o n = ’+ s t r (
chk Num fus ion ) , ’ volume m= ’+ s t r ( c h k V o l m e n i s c u s )
213 i f u n b a l a n c e d F o r c e ( ) < 1 . e−3:
214 p r i n t ” s i m u l a t i o n paused . . . ”
215 p r i n t ” r e s u l t s e x p o r t e d . . . ”
216 e x p o r t . t e x t E x t ( t a g + ’ / ’ + s t r ( c a p i l l a r y . c a p i l l a r y P r e s s u r e ) + ’
c a p i l l a r y ’ + s t r ( m a x s t r e s s ) + ’ c o n s o l i d a t i o n ’ + s t r (
maxdrops ) + ’ r a i n d r o p s . sph ’ )
217 O. save ( t a g + ’ / ’ + s t r ( c a p i l l a r y . c a p i l l a r y P r e s s u r e ) + ’ c a p i l l a r y
’ + s t r ( m a x s t r e s s ) + ’ c o n s o l i d a t i o n ’ + s t r ( maxdrops ) + ’
190
r a i n d r o p s . yade . gz ’ )
218 O. pause ( )
219
220 O. run ( )
221 u t i l s . w a i t I f B a t c h ( )
191
A.3.3 The script for the simulation of fluid flow
1 #
#############################################################################################################################
2 # Autho r s : Luc S i b i l l e l u c . s i b i l l e @ 3 s r−g r e n o b l e . f r
3 # Franck Lomine f r a n c k . lomine@insa−r e n n e s . f r
4 #
5 # S c r i p t t o s i m u l a t e buoyancy i n a g r a n u l a r a s sembly wi th t h e
DEM−LBM c o u p l i n g .
6 # Th i s s c r i p t was w r i t t e n f o r a p r a c t i c a l work i n t h e OZ ALERT
s c h o o l i n Grenob le 2011 .
7 # S c r i p t u p d a t e d i n 2014
8 #
#############################################################################################################################
9 from yade i m p o r t pack , t im ing , u t i l s , ymport
10
11 young = 1 e6 # young ’ s modulus
12 dropdiam = 1e−3 # d i a m e t e r o f r a i n d r o p , 1mm
13
14 p r i n t ’ done ’
15 s o i l s = O. m a t e r i a l s . append ( F r i c t M a t ( young=young , p o i s s o n = 0 . 4 ,
f r i c t i o n A n g l e = r a d i a n s ( 3 0 ) , d e n s i t y =2650 .0 , l a b e l = ’ s o i l ’ ) )
16
17 p r i n t ’ i m p o r t i n g s p h e r e s . . . ’
18 # i m p o r t t h e s p h e r e s h e r e
19 sp = ymport . t e x t E x t ( ’ sample . sph ’ )
20 f o r i i n sp :
21 s o i l s =O. b o d i e s . append ( i )
22 i . s t a t e . blockedDOFs = ’xyzXYZ ’
23
24 mn , mx = u t i l s . aabbExt rema ( )
25 Xmin = mn [ 0 ]
26 Ymin = mn [ 1 ]
27 Zmin = mn [ 2 ]
28 Xmax = mx [ 0 ]
29 Ymax = mx [ 1 ]
30 Zmax = mx [ 2 ]
31
32 lowerCornerW = ( Xmin , Ymin ,−0.5∗ dropdiam )
33 upperCornerW = ( 1 . 0 ∗Xmax , Ymax , 0 . 5 ∗ dropdiam )
34
35 num sphe re s = l e n (O. b o d i e s )
36
37 ## B u i l d o f t h e e n g i n e v e c t o r
38 O. e n g i n e s =[
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39
40 F o r c e R e s e t t e r ( ) ,
41 I n s e r t i o n S o r t C o l l i d e r ( [ Bo1 Sphere Aabb ( ) , Bo1 Box Aabb ( ) ] ) ,
42 I n t e r a c t i o n L o o p (
43 [ Ig2 Sphere Sphere ScGeom ( ) , Ig2 Box Sphere ScGeom ( ) ] ,
44 [ I p 2 F r i c t M a t F r i c t M a t F r i c t P h y s ( ) ] ,
45 [ L a w 2 S c G e o m F r i c t P h y s C u n d a l l S t r a c k ( ) ]
46 ) ,
47 HydrodynamicsLawLBM ( E n g i n e I s A c t i v a t e d = F a l s e ,
48 WallYm id= num sphe re s +0 , # l e f t
49 WallYp id = num sphe re s +1 , # r i g h t
50 WallXm id= num sphe re s +2 , # back
51 WallXp id = num sphe re s +3 , # f r
52 WallZm id= num sphe re s +4 , # bot tom
53 Wal lZp id = num sphe re s +5 , # t o p
54 # useWallYm =0 ,
55 # useWallYp =0 ,
56 # YmBCType=2 ,
57 # YpBCType=2 ,
58
59 useWallXm =0 ,
60 useWallXp =0 ,
61 XmBCType=1 ,
62 XpBCType=1 ,
63 LBMSavedData= ’ s p h e r e s , velXY , rho , nodeBD ’ ,
64 t a u = 0 . 5 ,
65 dP = ( 0 , 0 , 0 ) ,
66 I t e r S a v e =200 ,
67 I t e r P r i n t =100 ,
68 RadFac to r = 1 . 0 , # The r a d i u s o f p a r t i c l e s s een by t h e LBM e n g i n e
i s r e d u c e d h e r e by a f a c t o r RadFac to r =0 .6 t o a l l o w f low
between p a r t i c l e s i n t h i s 2D c a s e .
69 Nx=500 ,
70 Rho =1000 ,
71 Nu=1.0 e−6,
72 p e r i o d i c i t y = ’ ’ ,
73 bc= ’ ’ ,
74 VbCutOff = 0 . 0 ,
75 app lyForcesAndTorques = F a l s e ,
76 l a b e l =”Elbm”
77 ) ,
78
79 N e w t o n I n t e g r a t o r ( damping = 0 . 2 , g r a v i t y = ( 0 . , 0 . , 0 . ) , l a b e l =” ENewton ” ) ,
80 ]
81
82 # lowerCornerW = (5 e−05 ,4.3 e−05 ,−0.000461295)
83 # upperCornerW = ( 0 . 0 0 8∗1 . 2 , 0 . 0 0 5 1 , 0 . 0 0 0 4 6 1 2 9 5 )
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84
85 # d e f i n t i i o n o f t h e m a t e r i a l f o r w a l l s
86 O. m a t e r i a l s . append ( F r i c t M a t ( young=young , p o i s s o n = . 4 , f r i c t i o n A n g l e =
r a d i a n s ( 3 0 ) , d e n s i t y =2650 , l a b e l = ’ w a l l s ’ ) )
87
88 #
##############################################################################################################
89 # C r e a t i o n o f 6 w a l l s a t t h e l i m i t o f t h e s i m u l a t i o n domain
90
91 ## c r e a t e w a l l s a round t h e p a c k i n g
92 w a l l O v e r s i z e F a c t o r =1 .000
93 t h i c k n e s s = 0 . 0 0 0 0 0 1 ;
94
95 # l e f t box
96 c e n t e r = ( ( lowerCornerW [ 0 ] + upperCornerW [ 0 ] ) / 2 , lowerCornerW [1]−
t h i c k n e s s / 2 . 0 , ( lowerCornerW [ 2 ] + upperCornerW [ 2 ] ) / 2 )
97 h a l f S i z e = ( w a l l O v e r s i z e F a c t o r ∗ f a b s ( lowerCornerW [0]− upperCornerW
[ 0 ] ) /2+ t h i c k n e s s , t h i c k n e s s / 2 . 0 , w a l l O v e r s i z e F a c t o r ∗ f a b s (
lowerCornerW [2]− upperCornerW [ 2 ] ) /2+ t h i c k n e s s )
98 b1= u t i l s . box ( c e n t e r =[ c e n t e r [ 0 ] , c e n t e r [ 1 ] , c e n t e r [ 2 ] ] , e x t e n t s =[
h a l f S i z e [ 0 ] , h a l f S i z e [ 1 ] , h a l f S i z e [ 2 ] ] , c o l o r = [ 1 , 0 , 0 ] , f i x e d =True ,
w i r e =True , m a t e r i a l = ’ w a l l s ’ )
99 O. b o d i e s . append ( b1 )
100
101 # r i g h t box
102 c e n t e r = ( ( lowerCornerW [ 0 ] + upperCornerW [ 0 ] ) / 2 , upperCornerW [ 1 ] +
t h i c k n e s s / 2 . 0 , ( lowerCornerW [ 2 ] + upperCornerW [ 2 ] ) / 2 )
103 h a l f S i z e =( w a l l O v e r s i z e F a c t o r ∗ f a b s ( lowerCornerW [0]− upperCornerW
[ 0 ] ) /2+ t h i c k n e s s , t h i c k n e s s / 2 . 0 , w a l l O v e r s i z e F a c t o r ∗ f a b s (
lowerCornerW [2]− upperCornerW [ 2 ] ) /2+ t h i c k n e s s )
104 b2= u t i l s . box ( c e n t e r =[ c e n t e r [ 0 ] , c e n t e r [ 1 ] , c e n t e r [ 2 ] ] , e x t e n t s =[
h a l f S i z e [ 0 ] , h a l f S i z e [ 1 ] , h a l f S i z e [ 2 ] ] , c o l o r = [ 0 , 1 , 0 ] , f i x e d =True ,
w i r e =True , m a t e r i a l = ’ w a l l s ’ )
105 O. b o d i e s . append ( b2 )
106
107 # back box
108 c e n t e r =( lowerCornerW [0]− t h i c k n e s s / 2 . 0 , ( lowerCornerW [ 1 ] +
upperCornerW [ 1 ] ) / 2 , ( lowerCornerW [ 2 ] + upperCornerW [ 2 ] ) / 2 )
109 h a l f S i z e =( t h i c k n e s s / 2 . 0 , w a l l O v e r s i z e F a c t o r ∗ f a b s ( lowerCornerW [1]−
upperCornerW [ 1 ] ) /2+ t h i c k n e s s , w a l l O v e r s i z e F a c t o r ∗ f a b s (
lowerCornerW [2]− upperCornerW [ 2 ] ) /2+ t h i c k n e s s )
110 b3= u t i l s . box ( c e n t e r =[ c e n t e r [ 0 ] , c e n t e r [ 1 ] , c e n t e r [ 2 ] ] , e x t e n t s =[
h a l f S i z e [ 0 ] , h a l f S i z e [ 1 ] , h a l f S i z e [ 2 ] ] , c o l o r = [ 0 , 0 , 1 ] , f i x e d =True ,
w i r e =True , m a t e r i a l = ’ w a l l s ’ )
111 O. b o d i e s . append ( b3 )
112
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113 # f r o n t box
114 c e n t e r =( upperCornerW [ 0 ] + t h i c k n e s s / 2 . 0 , ( lowerCornerW [ 1 ] +
upperCornerW [ 1 ] ) / 2 , ( lowerCornerW [ 2 ] + upperCornerW [ 2 ] ) / 2 )
115 h a l f S i z e =( t h i c k n e s s / 2 . 0 , w a l l O v e r s i z e F a c t o r ∗ f a b s ( lowerCornerW [1]−
upperCornerW [ 1 ] ) /2+ t h i c k n e s s , w a l l O v e r s i z e F a c t o r ∗ f a b s (
lowerCornerW [2]− upperCornerW [ 2 ] ) /2+ t h i c k n e s s )
116 b4= u t i l s . box ( c e n t e r =[ c e n t e r [ 0 ] , c e n t e r [ 1 ] , c e n t e r [ 2 ] ] , e x t e n t s =[
h a l f S i z e [ 0 ] , h a l f S i z e [ 1 ] , h a l f S i z e [ 2 ] ] , c o l o r = [ 1 , 1 , 0 ] , f i x e d =True ,
w i r e =True , m a t e r i a l = ’ w a l l s ’ )
117 O. b o d i e s . append ( b4 )
118
119 # bot tom box
120 c e n t e r = ( ( lowerCornerW [ 0 ] + upperCornerW [ 0 ] ) / 2 , ( lowerCornerW [ 1 ] +
upperCornerW [ 1 ] ) / 2 , lowerCornerW [2]− t h i c k n e s s / 2 . 0 )
121 h a l f S i z e =( w a l l O v e r s i z e F a c t o r ∗ f a b s ( lowerCornerW [0]− upperCornerW
[ 0 ] ) /2+ t h i c k n e s s , w a l l O v e r s i z e F a c t o r ∗ f a b s ( lowerCornerW [1]−
upperCornerW [ 1 ] ) /2+ t h i c k n e s s , t h i c k n e s s / 2 . 0 )
122 b5= u t i l s . box ( c e n t e r =[ c e n t e r [ 0 ] , c e n t e r [ 1 ] , c e n t e r [ 2 ] ] , e x t e n t s =[
h a l f S i z e [ 0 ] , h a l f S i z e [ 1 ] , h a l f S i z e [ 2 ] ] , c o l o r = [ 0 , 1 , 1 ] , f i x e d =True ,
w i r e =True , m a t e r i a l = ’ w a l l s ’ )
123 O. b o d i e s . append ( b5 )
124
125 # t o p box
126 c e n t e r = ( ( lowerCornerW [ 0 ] + upperCornerW [ 0 ] ) / 2 , ( lowerCornerW [ 1 ] +
upperCornerW [ 1 ] ) / 2 , upperCornerW [ 2 ] + t h i c k n e s s / 2 . 0 )
127 h a l f S i z e =( w a l l O v e r s i z e F a c t o r ∗ f a b s ( lowerCornerW [0]− upperCornerW
[ 0 ] ) /2+ t h i c k n e s s , w a l l O v e r s i z e F a c t o r ∗ f a b s ( lowerCornerW [1]−
upperCornerW [ 1 ] ) /2+ t h i c k n e s s , t h i c k n e s s / 2 . 0 ) ;
128 b6= u t i l s . box ( c e n t e r =[ c e n t e r [ 0 ] , c e n t e r [ 1 ] , c e n t e r [ 2 ] ] , e x t e n t s =[
h a l f S i z e [ 0 ] , h a l f S i z e [ 1 ] , h a l f S i z e [ 2 ] ] , c o l o r = [ 1 , 0 , 1 ] , f i x e d =True ,
w i r e =True , m a t e r i a l = ’ w a l l s ’ )
129 O. b o d i e s . append ( b6 )
130
131 # loop ove r b o d i e s t o change t h e i r 3D i n e r t i a i n t o 2D i n e r t i a ( by
d e f a u l t i n YADE p a r t i c l e s a r e 3D s p h e r e s , h e r e we want t o
c y l i n d e r wi th a l e n g t h =1) .
132 f o r s i n O. b o d i e s :
133 i f i s i n s t a n c e ( s . shape , Box ) : c o n t i n u e
134 r =s . shape . r a d i u s
135 oldm=s . s t a t e . mass
136 o l d I =s . s t a t e . i n e r t i a
137
138 m=oldm ∗ 3 . / 4 . / r
139 s . s t a t e . mass=m
140
141 s . s t a t e . i n e r t i a [ 0 ] = 1 5 . / 1 6 . / r ∗ o l d I [ 0 ] # i n e r t i a w i th r e s p e c t t o
x and y axes a r e n o t used and t h e c o m p u t a t i o n h e r e i s wrong
195
142 s . s t a t e . i n e r t i a [ 1 ] = 1 5 . / 1 6 . / r ∗ o l d I [ 1 ] # i n e r t i a w i th r e s p e c t t o
x and y axes a r e n o t used and t h e c o m p u t a t i o n h e r e i s wrong
143 s . s t a t e . i n e r t i a [ 2 ] = 1 5 . / 1 6 . / r ∗ o l d I [ 2 ] # on ly i n e r t i a w i th
r e s p e c t t o z a x i s i s u s e f u l l
144
145 O. d t =1e−7 # use a f i x v a l u e o f t ime s t e p , i t i s b e t t e r t o n o t use
a t ime s t e p p e r comput ing a new s t e p a t each i t e r a t i o n s i n c e
DEM t ime s t e p i s e v e n t u a l l y f i x e d by t h e LBM e n g i n e .
146
147 yade . q t . View ( ) # t o s e e what i s happen ing
148
149 p r i n t ” ”
150 p r i n t ”PHASE 1 ”
151 p r i n t ” S e t t l e m e n t o f p a r t i c l e unde r g r a v i t y only , f l u i d f low i s
n o t a c t i v a t e d a t t h e p r e s e n t t ime . . . p l e a s e w a i t ”
152 p r i n t ” ”
153
154 O. run ( 1 , 1 ) # s e t t l e m e n t o f p a r t i c l e unde r g r a v i t y only , no a c t i o n
o f t h e f l u i d f low .
155
156 # d e f i n i t i o n o f a r u n n a b l e py thon f u n c t i o n t o i n c r e a s e
p r o g r e s s i v e l y t h e f l u i d p r e s s u r e g r a d i e n t .
157 d e f IncrDP ( ) :
158 c u r r e n t D P =Elbm . dP
159 Elbm . dP = ( 1 0 . , 0 , 0 )
160 i f O. i t e r > 2 . 5 e7 :
161 O. pause ( )
162 p r i n t ” S i m u l a t i o n paused . . . ”
163 # Elbm . dP =( c u r r e n t D P [ 0 ] + 1 . 0 / 1 . e10 , 0 , 0 )
164 # O. e n g i n e s [ 6 ] . dP= c u r r e n t D P + 1 . 0 / 1 0 0 . 0
165 # i f n o t (O. i t e r %10) :
166 # p r i n t ” dP =” , Elbm . dP [ 0 ]
167
168 O. e n g i n e s =O. e n g i n e s +[ PyRunner ( i t e r P e r i o d =1 , command= ’ IncrDP ( ) ’ ) ]
169
170 # N e c e s s a r y t o i n i t i a t e c o r r e c t l y t h e LBM e n g i n e
171 O. r e s e t T i m e ( )
172
173 # A c t i v a t i o n o f t h e LBM e n g i n e
174 Elbm . E n g i n e I s A c t i v a t e d =True
175
176 # C u n d a l l damping f o r s o l i d p a r t i c l e s removed ( t h e f l u i d v i s c o s i t y
s h o u l d be enough t o damp t h e s o l i d p a r t i c l e s . . . i n g e n e r a l ,
n o t a lways . . . )
177 ENewton . damping =0 .0
178
196
179 # Now you j u s t need t o run t h e s i m u l a t i o n as long as you want t o
. . . n o t e t h a t i f you w a i t t o long t h e p r e s s u r e g r a d i e n t w i l l
become ve ry l a r g e i n d u c i n g g r e a t f l u i d v e l o c i t i e s , and t h e
f l u i d s i m u l a t i o n may become c r a z y ! ! Look a t t h e Mach number (M
) p r i n t e d i n t h e c o n s o l e , i t s h o u l d n o t be t o o h igh . . .
180
181 p r i n t ” ”
182 p r i n t ”PHASE 2 ”
183 p r i n t ” F l u i d f low has been a c t i v a t e d now wi th a g r a d u a l i n c r e a s e
o f t h e p r e s s u r e g r a d i e n t . ”
184 p r i n t ”Run t h e s i m u l a t i o n , u n t i l t h e p r e s s u r e g r a d i e n t i s s t r o n g
enough t o compensa te t h e g r a v i t y f o r c e s , t h e n p a r t i c l e s w i l l
mouve t o t h e r i g h t . ”
185 p r i n t ” . . . ”
186 p r i n t ” . . . ”
187 p r i n t ” V e l o c i t y and p r e s s u r e f i e l d o f t h e f l u i d can be p l o t t e d
wi th t h e m a t l ab s c r i p t yadeLBMvisu .m”
188 p r i n t ” T e r z a g h i c r i t i c a l h y d r a u l i c g r a d i e n t can be compared wi th
t h e one deduced from t h e s i m u l a t i o n wi th t h e m a t l ab s c r i p t
B u o y a n c y G r a d i e n t .m”
189 p r i n t ” ”
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