Abstract. In [5] the authors gave a general sufficient numerical condition for the T-smoothness (smoothness and expected dimension) of equisingular families of plane curves. This condition involves a new invariant γ * for plane curve singularities, and it is conjectured to be asymptotically proper. In [9] , similar sufficient numerical conditions are obtained for the T-smoothness of equisingular families on various classes surfaces. These conditions involve a series of invariants γ * α , 0 ≤ α ≤ 1, with γ * 1 = γ * . In the present paper we compute (respectively give bounds for) these invariants for semiquasihomogeneous singularities.
When studying numerical conditions for the T-smoothness of equisingular families of curves, new invariants of plane curve singularities V ( f ) ⊂ (C 2 , 0) turn up. These invariants are defined as the maximum of a function depending on the codimension of complete intersection ideals containing the Tjurina ideal, respectively the equisingularity ideal, of f , and on the intersection multiplicity of f with elements of the complete intersection ideals. In Section 1 we will define these invariants, and we will calculate them for several classes of singularities, the main results being Proposition 1, Proposition 2 and Proposition 3. It is the upper bound in Lemma 3 which ensures that the conditions for T-smoothness with these new conditions (see [4] , [5] , [9] ) improve the previously known ones (see [3] ). In the remaining sections we introduce some notation and we gather some necessary, though mainly well-known technical results used in the proofs of Section 1.
We should like to point out that the definition of the invariant γ * 1 below is a modification of the invariant "γ * " defined in [5] , and it is always bound from above by the latter. Moreover, the latter can be replaced by it in the conditions of [5] Proposition 2.2. NOTATION 1. Throughout this paper, R = C{x, y} will be the ring of convergent power series in the variables x and y, and m = x, y R will be its maximal ideal.
The γ * α -invariants
For the definition of the γ * α -invariants the Tjurina ideal, respectively the equisingularity ideal in the sense of [12] , play an essential role. For the convenience of the reader we recall their definitions. 
T. Keilen -C. Lossen is defined as
and the equisingularity ideal of f is defined as
Their codimensions
are analytical, respectively topological, invariants of the singularity type defined by f . Note that τ es ( f ) is the codimension of the µ-constant stratum in the equisingular deformation of the plane curve singularity defined by f . It can be computed in terms of multiplicities of the strict transform of f at essential infinitely near points in the resolution tree of V ( f ), 0 (cf. [10] ). 
DEFINITION 2. Let f ∈ m be a reduced power series, and let 0 ≤ α ≤ 1 be a rational number. If I is a zero-dimensional ideal in R with I ea ( f )
LEMMA 1. Let f ∈ m 2 be reduced, and let I be an ideal such that I ea ( f ) ⊆ I ⊆ m. Then, for any g ∈ I , we have
Proof. Cf. [11] Lemma 4.1; the idea is mainly to show that not both derivatives of f can belong to f, g .
Up to embedded isomorphism the Tjurina ideal only depends on the analytical type of the singularity. More precisely, if f ∈ R is any power series, u ∈ R a unit and
Thus the following definition makes sense. DEFINITION 3. Let S be an analytical, respectively topological, singularity type, and let f ∈ R be a representative of S. We then define 
in the above situation, we deduce the following lemma.
In particular, for any analytical, respectively topological singularity type
For reasons of comparison let us also recall the definition of τ ea ci , τ es ci , κ and δ.
Again, for analytically equivalent singularities the values coincide, so that for an analytical singularity type S, choosing some representative f ∈ R, we may define
For a topological singularity type we set
Note that obviously
where τ (S) is the Tjurina number of S and τ es (S) is as defined in Definition 1.
where O ⊂ O is the normalisation of O, and the κ-invariant
where (α : β) ∈ P 1 C is generic. δ and κ are topological (thus also analytical) invariants of the singularity defined by f so that for the topological, respectively analytical, singularity type S given by f we can set
Throughout this article we will sometimes treat topological and analytical singularities at the same time. Whenever we do so, we will write
, and analogously we will use the notation γ * α , τ * ci and τ * .
The following lemma is again obvious from the definition of γ α ( f ; I ), once we take into account that κ( f ) = i ( f, g) for a generic element g ∈ I ea ( f ) of f and that for a fixed value of d = dim C (R/I ) the function i → LEMMA 3. Let f ∈ m 2 be reduced, and let I be an ideal in R such that
In particular, for any analytical, respectively topological, singularity type S
.
In order to make the conditions for T-smoothness in [9] as sharp as possible, it is useful to know under which circumstances the term (1 + α) 2 
If we consider the right-hand side as a function in κ(S), it is strictly decreasing on the interval 0, 2 · τ * ci (S) and takes its minimum thus at 2 · τ * ci (S). By the assumption on κ(S) we, therefore, get
On the other hand, we have κ(S) ≤ 2 · δ(S) (see [6] ). Therefore, κ(S) < 2 · τ * ci (S).
LEMMA 5. If S = A 1 is any analytical or topological singularity type, then δ(S) < τ es (S).
Proof. If (C, z) is a representative of S and if T * (C, z) is the essential subtree of the complete embedded resolution tree of (C, z), then
where mult p (C) denotes the multiplicity of the strict transform of C at p (see [6] ). Setting ε p = 0 if p is satellite, ε p = 1 if p = z is free, and ε z = 2, then mult p (C) ≥ ε p and therefore
Moreover, we have equality if and only if mult z (C) = 2, mult p (C) = 1 for all p = z and there is no satellite point, but this implies that S = A 1 .
For some classes of singularities we can calculate the γ * α -invariant concretely, and for some others we can at least give an upper bound, which in general is much better than the one derived from Lemma 3. We restrict our attention to singularities having a convenient semi-quasihomogeneous representative f ∈ R (see Definition 8) . Throughout the following proofs we will frequently make use of monomial orderings, see Section 2. 
PROPOSITION 1 (SIMPLE SINGULARITIES
Proof. Let S k be one of the simple singularity types A k , D k or E k , and let f ∈ R be a representative of S k . Note that the Tjurina ideal I ea ( f ) and the equisingularity ideal I es ( f ) coincide, and hence so do the γ * α -invariants, i. e.
Moreover, in the considered cases the Tjurina ideal is indeed a complete intersection ideal with dim C R/I ea ( f ) = k, so that in particular the given values are upper bounds for (1+α) 2 ·dim C (R/I ) for any complete intersection ideal I containing the Tjurina ideal. By Lemma 3 we know
If we fix a complete intersection ideal I with I ea ( f ) ⊆ I , then
It therefore remains to consider the case where
for some I and some g ∈ I , and to maximise the possible dim C (R/I ).
, and thus I = x, y k−2 and g = x are suitable with
which is greater than (k+2α) 2 2 if and only
In the first case there is a power series g ∈ I such that g ≡ y k−3 + ax + bx 2 (mod I ), and hence I yg ≡ y k−2 (mod I ), i. e. y k−2 ∈ I . But then x 2 ∈ I and x 2 ∈ L < ls (I ), in contradiction to the assumption. In the second case, similarly, there is a g ∈ I such that g ≡ x 2 (mod I ), and hence x 2 ∈ I which in turn implies that y k−2 ∈ I . Thus I = x 2 , x y, y k−2 , and dim C (I /mI ) = 3 which by Remark 8 contradicts the fact that I is a complete intersection.
The cases of the exceptional singularities E 6 , E 7 and E 8 are treated similarly.
PROPOSITION 2 (ORDINARY MULTIPLE POINTS).
Let α be a rational number with 0 ≤ α ≤ 1, and let M k denote the topological singularity type of an ordinary kfold point with k ≥ 3. Then
In particular γ
Proof. Note that for any representative f of M k we have
where f k is the homogeneous part of degree k of f , so that we may assume f to be homogeneous of degree k. If I is a complete intersection ideal with m k ⊂ I es ( f ) ⊆ I , then by Lemma 9
We note moreover that for any
and that for a fixed I we may attain an upper bound for λ α ( f ; I, g) by replacing i ( f, g) by a lower bound for i ( f, g). Hence, if mult(I ) ≥ 2, we have
while dim C (R/I ) ≤ k −1 for mult(I ) = 1 and the above inequality (2) is still satisfied.
This together with Lemma 9 shows
On the other hand, considering the representative f = x k − y k , we have
The in particular part then follows right away from Corollary 1.
Since a convenient semi-quasihomogeneous power series of multiplicity 2 defines an A k -singularity and one with a homogeneous leading form defines an ordinary multiple point, the following proposition together with the previous two gives upper bounds for all singularities defined by a convenient semi-quasihomogeneous representative.
PROPOSITION 3 (SEMIQUASIHOMOGENEOUS SINGULARITIES). Let S p,q be a singularity type with a convenient semi-quasihomogeneous representative f
and we obtain the following upper bound for γ es α ( f ):
Proof. To see the claimed lower bound for γ es α (S p,q ) recall that (see [6] )
In particular,
Let now I be a complete intersection ideal with I es ( f ) ⊆ I . Applying Lemma 9 and d(I ) ≤ q, we first of all note that
Moreover, if
by (3). It therefore suffices to show
R/I ) .
Fixing I and considering λ α ( f ; I, g) as a function in i ( f, g), where due to (11) the latter takes values between dim C (R/I )+1 and 2·dim C (R/I ), we note that the function is monotonically decreasing. In order to calculate an upper bound for λ α ( f ; I, g) we may therefore replace i ( f, g) by some lower bound, which still exceeds dim C (R/I )+1. Having done this we may then replace dim C (R/I ) by an upper bound in order to find an upper bound for λ( f ; I, g). Note that for q ≥ 39 we have
Fix I and g, and let L ( p,q) (g) = x A y B be the leading term of g w. r. t. the weighted ordering < ( p,q) (see Definition 6) . By Remark 5 we know
Working with this lower bound for i ( f, g) we reduce the problem to find suitable upper bounds for dim C (R/I ). For this purpose we may assume that L ( p,q) (g) is minimal, and thus, in particular, B ≤ mult(I ).
If A = 0, in view of Remark 4 we therefore have
and thus by Lemma 9 then
Moreover, for A = 0 Lemma 11 applies with h = g and we get
Since x α y β ∈ I for αp + βq ≥ pq, we may assume Ap + Bq ≤ pq. But then, Finally note that by Lemma 1
Let us now use the inequalities (5)- (11) (8) and (11) we have λ α ( f ; I, g)
We may thus assume that B ≥ 2. By (6) and (7)
If, moreover, q p ≥ 3, then we may apply (8) to find
Taking (5) into account, this proves (4) in the case A = 0 and B ≥ 1.
From (9) we deduce
Once more we are done, since Note that r ≥ r − 1 for any rational number r , and set s = 
where
For the last inequality we just note again that
s , while for the second inequality a number of different cases has to be considered. We postpone this for a moment.
In order to show (4) in the case A ≥ 2 and B ≥ 1 it now suffices to show .
Once more elementary calculus shows that the function B → ϕ(2, B) is monotonically decreasing on [4, ∞). Thus
Applying elementary calculus again, we find that the function ψ 2 is monotonically decreasing on [1, ∞), so that we are done since ψ 2 (1) = Let us now come back to proving the missing inequality above. We have to show For this
Applying (9) and (10) we get
2s
with ν = 2 for s ∈ (1, 2] and ν = 3 for s ∈ (2, ∞).
In particular, due to the first two inequalities we may thus assume that
This gives (4) . We want to apply Lemma 9. For this we note first that by Lemma 13 in our situation
and thus,
This finishes the proof. REMARK 1. In the proof of the previous proposition we achieved for almost all cases λ α (
The following example shows that indeed in this case we cannot, in general, expect any better coefficient than 3. More precisely, the example shows that the bound
is sharp for the family of singularities given by x q − y q−1 , q ≥ 39. A closer investigation should allow to lower the bound on q, but we cannot get this for all q ≥ 4, as the example of E 6 and E 8 show.
Moreover, we give series of examples for which the bound (q −1+α) 2 is sharp, respectively for which 2 · (q − 1 + α) 2 is a lower bound. EXAMPLE 1. Throughout these examples q > p ≥ 3 are integers.
In particular, for q ≥ 39,
2. Let q p < 2 and f = x q − y p , then
3. Let f ∈ R be convenient, semi-quasihomogeneous of ord ( p,q) ( f ) = pq, and suppose that in f no monomial
4. Let f = y 3 − 3x 8 y + 3x 12 , then f does not satisfy the assumptions of (c), but still γ es
5. Let f = 7y 3 + 15x 7 − 21x 5 y, then f is semi-quasihomogeneous with weights ( p, q) = (3, 7) and convenient, but γ es 0 ( f ) ≤ 25 < 36 = (q − 1) 2 . This shows that (q − 1) 2 is not a general lower bound for γ es 0 (S p,q ).
Local monomial orderings
Throughout the proofs of the auxilary statements in Section 4 we make use of some results from computer algebra concerning properties of local monomial orderings. In this section we recall the relevant definitions and results.
DEFINITION 6.
A monomial ordering is a total ordering < on the set of monomials x α y β α, β ≥ 0 such that for all α, β, γ , δ, µ, ν ≥ 0
, and it is a local degree ordering if
Finally, if < is any local monomial ordering, then we define the leading monomial L < ( f ) with respect to < of a non-zero power series f ∈ R to be the maximal monomial
We will give now some examples of local monomial orderings which are used in the proofs. 2. The negative degree reverse lexicographical ordering < ds is defined by the relation
3. If positive integers p and q are given, then we define the local weighted degree ordering < ( p,q) with weights ( p, q) by the relation
We note that < ds is a local degree ordering, while < ls is not and < ( p,q) is if and only if p = q.
Let us finally recall some useful properties of local orderings (see e. g. [7] Corollary 7.5.6 and Proposition 5.5.7).
PROPOSITION 4. Let < be any local monomial ordering and I a zero-dimensional ideal in R.

The monomials of R/L < (I ) form a C-basis of R/I . In particular
dim C (R/I ) = dim C R/L < (I ) .
If < is a degree ordering, then the Hilbert Samuel functions of R/I and of R/L < (I ) coincide (see Definition 7, and see also Remark 2).
The Hilbert Samuel function
A useful tool in the study of the degree of zero-dimensional schemes and their subschemes is the Hilbert Samuel function of the structure sheaf, that is of the corresponding Artinian ring.
DEFINITION 7.
Let I R be a zero-dimensional ideal.
The function
is called the Hilbert Samuel function of R/I . 3. Finally, we define the multiplicity of I to be
We define the slope of the Hilbert Samuel function of R/I to be the function
and the degree bound of I as
Let us gather some straight forward properties of the slope of the Hilbert Samuel function.
LEMMA 6. Let J ⊆ I R be zero-dimensional ideals.
H
0 R/I (d) ≤ H 0 R/I (d − 1) for all d ≥ mult(I ).
H 0 R/I (d) ≤ mult(I ).
H
0 R/I (d) = 0 for all d ≥ d(I ) and H 0 R/I = 0 for all d < d(I ). In particular dim C (R/I ) = d(I )−1 d=0 H 0 R/I (d). 5. H 0 R/I (d) ≤ H 0 R/ J (d) for all d ∈ N.
d(I ) and mult(I ) are completely determined by H
Proof. For (a) we note that I ⊆ m d for all d ≤ mult(I ) and thus 
By definition we see that H
contains at least r + 1 linearly independent monomials of degree d + 1, once r was non-zero. However, for d = mult(I ) and g = g d + h.o.t ∈ I with homogeneous part which proves (b) , while (c) is an immediate consequence of (a) and (b).
If The following result providing a lower bound for the minimal number of generators of a zero-dimensional ideal in R is due to A. Iarrobino. LEMMA 7. Let I R be a zero-dimensional ideal. Then I cannot be generated by less than 1 Moreover, by the Lemma of Nakayama and Proposition 4 we can compute the minimal number of generators for a zero-dimensional ideal exactly.
In particular, if I is a complete intersection ideal then for d ≥ mult(I )
H 0 R/I (d − 1) − 1 ≤ H 0 R/I (d) ≤ H 0 R/I (d − 1).
LEMMA 8. Let I R be zero-dimensional ideal and let < denote any local ordering on R. Then the minimal number of generators of I is
REMARK 4. If we apply Lemma 7 to a zero-dimensional complete intersection ideal I R, i. e. a zero-dimensional ideal generated by two elements, then we know that the histogram of H 0 R/I will be as shown in Figure 6 ; that is, up to the value d = mult(I ) the histogram of H 0 R/I is an ascending staircase with steps of height and length one, then it remains constant for a while, and finally it is a descending staircase again with steps of height one, but a possibly longer length. In particular we see that 
LEMMA 9. Let I R be a zero-dimensional complete intersection ideal, then
In particular
Proof. By Remark 3 we have to find an upper bound for the area A of the histogram of H 0 R/I . This area would be maximal, if in the descending part the steps had all length one, i. e. if the histogram was as shown in Figure 8 . Since the two shaded regions have the same area, we get
Consider now the function ϕ : mult(I ),
then this function is monotonically increasing, which finishes the proof in view of Equation (13).
COROLLARY 1. For an ordinary m-fold point M m we have
, if m ≥ 3 odd,
Proof. Let f be a representative of M m . Then
and as in the proof of Proposition 2 we may assume that f is a homogeneous of degree m.
In particular, if m = 2, then I es ( f ) = m is a complete intersection and τ 
Similarly, if m = 2k − 1 is odd, then the ideal I = x k , y k is a complete intersection with I es ( f ) ⊂ I and 
Semi-quasihomogeneous singularities
We note that
and none of the monomials involved is contained in I . Therefore 1. Since x d is less than any monomial of degree at least d with respect to < ds , we have to show that in g no monomial of degree less than d can occur with a nonzero coefficient. x d being the leading monomial of g with respect to < ( p,q) , it suffices to show that α + β < d implies αp + βq < dp, or alternatively, since
For α + β < d the left hand side of this inequality will be maximal for α = 0 and β = d − 1, and thus the inequality is satisfied. The considerations for (a) show that then L < ( p,q) ( f ) < x A in contradiction to the assumption.
