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LONG RANGE SCATTERING FOR THE
COMPLEX-VALUED KLEIN-GORDON EQUATION
WITH QUADRATIC NONLINEARITY
IN TWO DIMENSIONS
SATOSHI MASAKI, JUN-ICHI SEGATA AND KOTA URIYA
Abstract. In this paper, we study large time behavior of complex-
valued solutions to nonlinear Klein-Gordon equation with a gauge in-
variant quadratic nonlinearity in two spatial dimensions. To find a pos-
sible asymptotic behavior, we consider the final value problem. It turns
out that one possible behavior is a linear solution with a logarithmic
phase correction as in the real-valued case. However, the shape of the
logarithmic correction term has one more parameter which is also given
by the final data. In the real case the parameter is constant so one
cannot see its effect. However, in the complex case it varies in general.
The one dimensional case is also discussed.
1. Introduction
This paper is devoted to the study of asymptotic behavior of solutions to
nonlinear Klein-Gordon equation
(1.1) (t,x + 1)u = λ|u|u, (t, x) ∈ R1+2,
where t,x = ∂2t − ∂2x1 − ∂2x2 is d’Alembertian and λ is a given real constant.
The aim of this paper is to find a possible asymptotic behavior of complex-
valued solutions. For this purpose, we consider the final value problem of
(1.1), that is, we solve the equation with the condition
u− uap → 0 in L2 as t→∞
for a given asymptotic profile uap(t, x). If the asymptotic behavior is cor-
rectly chosen then one can find a solution to (1.1) which actually behaves
like the profile for large time.
There is a number of articles on asymptotic behavior of nonlinear Klein-
Gordon equation. Especially, cubic equations in one dimension and qua-
dratic equations in two dimensions are known to be critical in view of large
time behavior of the solution (see [4, 15]), and hence are extensively studied.
Two dimensional quadratic case is studied in [2, 7, 8, 16] with polynomial
type nonlinearities. As for the gauge invariant quadratic nonlinearity, the
first two authors [12] considered the final value problem and derived the
asymptotic profile. For other related results, see references in [12].
However, there are few previous results on the behavior of complex-valued
solutions in the critical nonlinearity case. For one dimensional cubic case,
Sunagawa [17] derived a sharp time decay estimate. In the present paper, we
show that (1.1) admits a solution which behaves like a linear solution with
a logarithmic phase correction as time goes to infinity. Although the type
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of the behavior is the same as in the real-valued case, it will turn out that
the shape of the phase correction is much complicated than in a real-valued
case.
We also consider the cubic equation in one dimension for comparison.
Remark that two dimensional quadratic case has two different difficulties.
One comes from the fact that a solution is complex-valued. The other is
related to the fact that the nonlinearity is not a polynomial. By considering
the 1d cubic case, we can separate these two and focus on the first difficulty.
Comparing the 1d cubic case and 2d quadratic case, the second difficulty
becomes clear.
Note that the complex valued nonlinear Klein-Gordon equation arises in
various fields of physics. For example, the nonlinear Dirac equation which
describes the self interaction of a Dirac field can be reduced to the system of
the complex valued nonlinear Klein-Gordon equations. Therefore we believe
that our study will aid in understanding the long time behavior of solution
to various physical models.
1.1. Main result. It is well-known that the asymptotic behavior of a solu-
tion to the linear Klein-Gordon equation
(1.2)
{
(t,x + 1)v = 0, (t, x) ∈ R1+d,
v(0) = φ0, ∂tv(0) = φ1
for large t is given by
vlin(t, x) = t
− d
21{|x|<t}(t, x)[A1(µ)eiθ +B1(µ)e−iθ],
where A1 and B1 are explicitly given by Fourier transform of φ0 and φ1 (see
(2.1) and (2.2), below) and
θ = −
√
t2 − |x|2, µ = x√
t2−|x|2 ∈ R
d(1.3)
for t > 1 and |x| < t.
We give our asymptotic profile as a modification of vlin(t, x). It is hence
convenient to state our assumption in terms of A1 and B1.
To state our main result, we introduce notations. For a vector x ∈ Rd, we
denote 〈x〉 = (1 + |x|2)1/2. For a measurable set Ω and 1 6 p 6 ∞, Lp(Ω)
stands for the usual Lebesgue space. We simply write Lp if Ω = Rd and if
there is no fear of confusion on the choice of d. Let us make a definition of
a function space which we work with.
Definition 1.1 (Weighted Sobolev space). For k ∈ Z>0 and s > 0, we
define a weighted Sobolev space Hk,s by
Hk,s(Rd) := {f ∈ L2(Rd) | ‖f‖Hk,s <∞},
‖f‖Hk,s :=
∑
α∈(Z>0)d, |α|6k
‖〈x〉s ∂αf‖L2(Rd)
Assumption 1.2. Let A1, B1 ∈ H2,2(R2). Suppose that there exists a con-
stant ρ0 > 1 such that the identity
(1.4) 1ρ0
|A1(ξ)| 6 |B1(ξ)| 6 ρ0|A1(ξ)|
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holds true for all ξ ∈ R2. Suppose further that
(1.5) ζ(ξ) :=

|B1(ξ)|
|A1(ξ)| (A1(ξ) 6= 0),
lim
z→ξ; A1(z)6=0
|B1(z)|
|A1(z)| (A1(ξ) = 0)
is well-defined for ξ ∈ suppA1. In addition, suppose that the above ζ(ξ) can
be extended to a function on R2 so that it satisfies ∂zjζ ∈ L4(R2) +L∞(R2)
and ∂zj∂zkζ ∈ L2(R2) + L∞(R2) for j, k = 1, 2, and the inequality
ρ−10 6 inf
ξ∈R2
ζ(ξ) 6 sup
ξ∈R2
ζ(ξ) 6 ρ0
holds for the same constant ρ0 > 1 as in (1.4). We abbreviate ζ(ξ) =
|B1(ξ)|/|A1(ξ)|.
Remark 1.3. It is important to note that if φ0 and φ1 are real-valued then we
can choose ζ ≡ 1 since B1(ξ) = A1(ξ) holds. An important characterization
of the complex-valued case is that ζ(ξ) may vary. However, ζ ≡ 1 does
not necessarily imply φ0 and φ1 are real. An example is φ0(x) = e
−x2/2,
φ1(x) = −ixe−x2/2.
Remark 1.4. Under Assumption 1.2, it is allowed that ζ(ξ), the ratio of
|B1(ξ)| to |A1(ξ)|, rapidly changes in such a sense that derivative of ζ(ξ) is
not bounded. One such example is ζ(ξ) = 1 + |ξ|∣∣ log |ξ|∣∣ 14 around ξ = 0.
We choose the asymptotic behavior uap as follows. For t > 1,
(1.6)
uap(t, x) = t
−11{|x|<t}(t, x)[A1(µ)eiθ+iSA(µ) log t +B1(µ)e−iθ+iSB(µ) log t]
where θ and µ are as in (1.3) and the phase modulations are
(1.7)
SA(z) = −λ2 〈z〉−1 L0(ζ(z))|A1(z)|,
SB(z) =
λ
2 〈z〉−1 L0(1/ζ(z))|B1(z)|.
Here, ζ(z) is the ratio function given in Assumption 1.2 and L0 is given by
(1.8) L0(ζ) =
(1+ζ)(7+ζ2)
3pi E(
2
√
ζ
1+ζ )− (1+ζ)(1−ζ)
2
3pi K(
2
√
ζ
1+ζ ),
where K(k) is the complete elliptic integral of the first kind defined by
K(k) =
∫ pi/2
0 (1− k2 sin2 θ)−
1
2dθ,
and E(k) is the complete elliptic integral of the second kind defined by
E(k) =
∫ pi/2
0 (1− k2 sin2 θ)
1
2dθ.
Theorem 1.5. Let A1, B1 be functions satisfying Assumption 1.2. Define
the profile uap(t, x) as in (1.6). Then, for any δ0 ∈ (0, 1) and for the constant
ρ0 > 1 given in Assumption 1.2, there exists ε0 = ε0(δ0, ρ0) > 0 such that if
‖A1‖L∞(R2) + ‖B1‖L∞(R2) 6 ε0
then there exist T > 1 and a unique solution u ∈ C([T,∞);H1/2) to (1.1)
such that
‖u(t)− uap(t)‖L2(R2) . t−δ0
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for t > T . Furthermore, if the set {z ∈ R2 | |A1(z)| 6= |B1(z)|} has positive
measure, then corresponding solution u(t, x) is complex-valued.
Remark 1.6. It follows from E(1) = 1 that L0(1) =
16
3pi . Hence, if φ0 and
φ1 are real-valued, then ζ(z) ≡ 1 and so SA(z) and SB(z) coincide with
those in our previous study [12] and satisfy SA + SB ≡ 0. Moreover, since
|L0(ζ)| . 〈ζ〉 (see Appendix A), we have
|SA(z)|+ |SB(z)| 6 C|λ| 〈z〉−1 (|A1(z)|+ |B1(z)|)
under Assumption 1.2. Furthermore, we have L0(ζ) = 1 + o(1) as ζ ↓ 0 and
L0(ζ) =
3
2ζ +O(ζ
−1) as ζ →∞ (see Appendix A). These imply
SA(z) ∼ − λ2 〈z〉−1 |A1(z)|, SB(z) ∼ 3λ4 〈z〉−1 |A1(z)|,
if |B1(z)|  |A1(z)| and
SA(z) ∼ − 3λ4 〈z〉−1 |B1(z)|, SB(z) ∼ λ2 〈z〉−1 |B1(z)|,
if |A1(z)|  |B1(z)|. These formulas can be compared with those in one
dimensional case (see (1.11), below).
Remark 1.7. We can slightly generalize the Assumption 1.2. See Remark
2.5 for the detail.
1.2. One dimensional cubic case. Our method is applicable to the one
dimensional cubic case
(1.9) (t,x + 1)u = λ|u|2u, (t, x) ∈ R1+1.
In order to clarify the difficulty in two dimensional by comparison, we also
consider the one dimensional case. The choice of the asymptotic behavior is
simpler. However, as far as the authors know, this is the first result which
reveals the exact form of the asymptotic behavior. The real-valued case is
studied in [6] (see [5] for the initial value problem).
We choose the asymptotic behavior uap as follows. For t > 1,
(1.10)
uap(t, x) = t
− 1
21{|x|<t}(t, x)[A1(µ)eiθ+iSA(µ) log t +B1(µ)e−iθ+iSB(µ) log t]
where θ and µ are given in (1.3), the phase modulations are given by
(1.11)
SA(z) = −λ2 〈z〉−1 (|A1(z)|2 + 2|B1(z)|2),
SB(z) =
λ
2 〈z〉−1 (2|A1(z)|2 + |B1(z)|2).
Our second main theorem is as follows.
Theorem 1.8. Let φ0, φ1 ∈ L2(R) be complex-valued functions satisfying
A1, B1 ∈ H2,5/2(R). Then, there exists ε0 > 0 such that if
‖A1‖L∞(R) + ‖B1‖L∞(R) 6 ε0
then there exist T > 1 and a unique solution u(t) ∈ C([T,∞);L2) to (1.9)
such that
‖u(t)− uap(t)‖L2 . t−
5
12
for t > T . Furthermore, if the set {z ∈ R | |A1(z)| 6= |B1(z)|} has positive
measure then the corresponding solution u(t, x) is complex-valued.
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Remark 1.9. Candy and Lindblad [1] obtained the large time asymptotics
for the 1d cubic nonlinear Dirac equation (Thirring model) which can be
reduced to the system of the complex valued Klein-Gordon equations with
derivative interactions. Here, the asymptotic behavior of the solution is
given by the solution to the linear Dirac equation with similar logarithmic
phase corrections to that of (1.10).
The rest of the paper is organized as follows. In Section 2, we make an
observation on the choice of the asymptotic behavior. We give a sufficient
condition for the solvability of the final value problems in terms of the as-
ymptotic profile in Section 3. Then, main theorems are proven in Sections
4 and 5.
2. Asymptotic profile with complex final states
In this section, we consider how to choose the phase correction term of
the asymptotic behavior. In particular, let us see the difference between the
real case and the complex case.
2.1. Asymptotics for linear equation. Let us begin with the linear Klein-
Gordon equation
(t,x + 1)u = 0, (t, x) ∈ R1+d.
To obtain asymptotic behavior, we introduce the new unknowns φ± by
φ±(t) = 12(u± i 〈∇〉−1 ut).
Then, φ± solve the half Klein-Gordon equation
∂tφ± ± i 〈∇〉φ± = 0,
respectively. We apply the stationary phase method to an oscillatory inte-
gral representation of φ±(t) = e∓i〈∇〉tφ±(0) for t > 0. Then, one finds that
there is no stationary point if |x| > t, and one stationary point ξ = ±µ,
respectively, if |x| < t, where µ is given in (1.3). Hence, we have the asymp-
totic formula
(e∓i〈∇〉tφ±,0)(x) ∼ 1{|x|<t}(t, x)t−
d
2 e∓i
dpi
4 〈µ〉 d+22 e∓i〈µ〉−1tφ̂±,0(±µ)
as t→∞. To simplify the formula, we introduce
(2.1) A1(µ) := e
−i dpi
4 〈µ〉 d+22 φ̂+,0(µ) = e
−i dpi4
2 〈µ〉
d
2 (〈µ〉 φ̂0(µ) + iφ̂1(µ)),
(2.2) B1(µ) := e
i dpi
4 〈µ〉 d+22 φ̂−,0(−µ) = e
i dpi4
2 〈µ〉
d
2 (〈µ〉 φ̂0(−µ)− iφ̂1(−µ)),
and θ = −〈µ〉−1 t is the same one as in (1.3). Thus, we reach to the
asymptotic behavior of the linear solution
ulin(t, x) = t
− d
21{|x|<t}(t, x)(A1(µ)eiθ +B1(µ)e−iθ).
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2.2. 1d cubic case. Let us move to the nonlinear equation. We begin with
the one dimensional cubic case. Put the asymptotic behavior ulin of the
linear solution into the nonlinearity N(u) = λ|u|2u. Then,
N(ulin) = t
− 3
21{|x|<t}(t, x)N(A1eiθ +B1e−iθ).
Recall that (the asymptotic behavior of) the linear solution has the term
oscillates like e±iθ. The key point is to find a resonant part which has
the same oscillation as the linear solution. In this case, since N(u) is a
polynomial, one can do so by expanding the polynomial. Here, we use
another argument which is applicable to the two dimensional case. We use
the fact that N is gauge invariant and homogeneous of degree 3 to obtain
N(A1e
iθ +B1e
−iθ) = eiθ+i argA1N
(
|A1|+ |B1|e−iαe−2iθ
)
= |A1|2A1eiθN(1 + ζe−i(2θ+α)),
where ζ = |B1|/|A1| and eiα = A1B1|A1||B1| . We apply Fourier series expansion
to F ,
N(1 + ζe−iΘ) = λ
∞∑
n=−∞
Ln(ζ)e
inΘ.
Here, by means of the explicit formula of F , we have
L−2(ζ) = ζ2, L−1(ζ) = (ζ3 + 2ζ), L0(ζ) = (1 + 2ζ2), L1(ζ) = ζ,
and Ln(ζ) = 0 for all other n. This is the crucial step in deriving the
asymptotic behavior. We emphasize that these coefficients depends on ζ.
This is the feature of the complex data. Notice that ζ ≡ 1 in the real data
case.
Let us derive the asymptotic behavior. Note that we have the relation
ζ−3L−n(ζ) = Ln−1(1/ζ).
Hence, the part which has the same oscillation as A1e
iθ is
λ|A1|2A1eiθL0(ζ) = λ(|A1|2 + 2|B1|2)A1eiθ.
and similarly the part which has the same oscillation as B1e
−iθ is
λ|A1|2A1e−iθ−iαL−1(ζ) = λ|B1|2L0(1/ζ)B1e−iθ = λ(|B1|2 + 2|A1|2)B1e−iθ.
These two determine the phase correction. Indeed, if we set
uap(t, x) = t
− 1
21{|x|<t}(t, x)(A1(µ)eiθ+iSA(µ) log t +B1(µ)e−iθ+iSB(µ) log t),
then a computation shows that
(+ 1)uap(t, x) ∼ t− 321{|x|<t}(t, x)
(
(−2 〈µ〉SA)A1(µ)eiθ+iSA(µ) log t
+ (2 〈µ〉SB)B1(µ)e−iθ+iSB(µ) log t
)
.
Comparing the top terms, one sees that the phase corrections are chosen as
SA(µ) := −λ2 〈µ〉−1 (|A1|2 + 2|B1|2),
SB(µ) :=
λ
2 〈µ〉−1 (2|A1|2 + |B1|2).
Remark that in the real data case, we have |A1| ≡ |B1| and so SA = −SB.
QUADRATIC NONLINEAR KLEIN-GORDON EQUATION IN 2D 7
2.3. 2d quadratic case. Let us next consider the two dimensional case.
Since the nonlinearity N(u) = λ|u|u is not a polynomial, the resonant part
is not picked by a simple calculation. In [12], Fourier series expansion is
employed to provide the step. We here use the technique. Since N(u) is
gauge invariant and homogeneous of degree two,
N(A1e
iθ +B1e
−iθ) = eiθ+i argA1N
(
|A1|+ |B1|e−iαe−2iθ
)
= |A1|A1eiθN(1 + ζe−i(2θ+α)).
We apply Fourier series expansion;
(2.3) N(1 + ζe−iΘ) = λ
∞∑
n=−∞
Ln(ζ)e
inΘ,
where
(2.4) Ln(ζ) =
1
2pi
∫ 2pi
0
|1 + ζe−iΘ|(1 + ζe−iΘ)e−inΘdΘ.
Due to the fact that |1 + ζe−iΘ| is smooth if ζ 6= 1 but is merely continuous
if ζ = 1, the property of the coefficient depends on ζ. For example, Ln =
O(|n|−3) if ζ = 1, but Ln = O(|n|−∞) if ζ 6= 1. We also have to care about
the regularity of Ln(ζ) in ζ. This shows a sharp contrast with the real data
in which case we have ζ ≡ 1.
One sees from (2.4) that Ln(ζ) is a real number and that the relation
(2.5) ζ−2L−n(ζ) = Ln−1(1/ζ)
holds for any ζ > 0 and n ∈ Z. Hence, the part which has the same
oscillation as A1e
iθ is
λ|A1|A1eiθL0(ζ) = λ|A1|L0(ζ)A1eiθ.
and the part which has the same oscillation as B1e
−iθ is
λ|A1|A1eiθL−1(ζ)e−i(2θ+α) = λ(ζ−2L−1(ζ))|B1|B1e−iθ = λL0(1/ζ)|B1|B1e−iθ.
Thus, we obtain the asymptotic profile
uap(t, x) = t
−11{|x|<t}(t, x)(A1(µ)eiθ+iSA1 (µ) log t +B1(µ)e−iθ+iSB1 (µ) log t)
with
SA(µ) := −λ2 〈µ〉−1 |A1|L0(ζ),
SB(µ) :=
λ
2 〈µ〉−1 |B1|L0(1/ζ).
Remark 2.1. In two dimensional case, the coefficient L0(ζ) given in (2.4) is
described by the elliptic integrals as in (1.8). We give a proof of (1.8) in
Appendix A.
Remark 2.2. The technique of the decomposition of the nonlinearity is first
introduced in [13] for a study of a singular limit problem in generalized
Korteweg-de Vries equation. It is first applied to modified scattering prob-
lems for Schro¨dinger equation in [10] (see also [11]). In [12, 14], it turns
out that the decomposition is useful in the modified scattering problem for
nonlinear Klein-Gordon equation.
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One new respect of the complex data case is that we need to care about
regularity of Ln(ζ) in ζ, and decay rate of its derivatives as n goes to ±∞.
Note that in the real case ζ ≡ 1 and so no regularity issue is involved and
all derivatives are identically zero. From the formula (1.8), we see that
L0(ζ) ∈ C2(R+) ∩ C∞(R+ \ {1}).
Remark that the formula also shows L0(ζ) 6∈ C3(R+). We investigate the
regularity of L0(ζ) in Appendix A.
Let us conclude this section with the following estimate on the regularity
and the decay of the coefficients Ln(ζ) for n > 1.
Proposition 2.3. Let Ln(ζ) be as in (2.4). Then, Ln(·) ∈ C1(R+) ∩
C∞(R+ \ {1}) for n > 1. Further, it holds for any ρ0 > 1 that
(2.6) max
k=0,1,2
sup
n∈Z
sup
ζ∈[ρ−10 ,ρ0]\{1}
〈n〉3−k |L(k)n (ζ)| .ρ0 1.
Recall that |Ln(ζ)| = O(|n|−∞) for each fixed ζ 6= 1. On the other hand,
the estimate Ln(1) = O(|n|−3) is sharp. Namely, there exists c > 0 such
that |Ln(1)| > c 〈n〉−3. The point of the above estimate is that it is uniform
in ζ around ζ = 1. Moreover, one sees from the regularity property of L0(ζ)
and the identity (2.5) that the estimate (2.6) is sharp in such a sense that
the supremum with respect to ζ ∈ [ρ−10 , ρ0] \ {1} is infinite at least for k = 3
and n = 0,−1. Proposition 2.3 is proved in Appendix B.
Remark 2.4. It is clear from the argument in this section that we do not
need the support conditions on A1 and B1 to define the phase modifications.
It is because if A1(z) = 0 then the value of SA(z) has no meaning on the
asymptotic profile, and the similar is true for the case B1(z) = 0. Hence, in
general case, one may define SA and SB by
SA(z) = −3λ4 〈z〉−1 |B1(z)|, SB(z) = λ2 〈z〉−1 |B1(z)|
if A1(z) = 0, by
SA(z) = −λ2 〈z〉−1 |A1(z)|, SB(z) = 3λ4 〈z〉−1 |A1(z)|
if B1(z) = 0, and by (1.7) if A1(z) 6= 0 and B1(z) 6= 0.
Remark 2.5. The generalized phase modification in Remark 2.4 allows us to
have the same conclusion as in Theorem 1.5 under another assumption. One
example is the following split assumption: A1, B1 ∈ H2.2 satisfy suppA1 ∩
suppB1 = ∅. In this case there is no interaction between two half-Klein
Gordon waves in the leading order, which makes the situation considerably
simple. One can also consider a more general mixed condition: (A1, B1)
is the sum of two pairs of functions of which support (as a C × C-valued
function) are disjoint; and one of the pair satisfies Assumption 1.2 and the
other satisfies the split condition.
3. Reduction to the choice of asymptotic profile
To begin with, we recall a lemma from [12], which implies that the theorem
holds if we choose a good asymptotic profile.
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Proposition 3.1 ([12]). Let d = 2. Let δ0 be a constant such that 1/2 <
δ0 < 1. Then there exist constants T > 0 and ε0 > 0 such that if a given
profile u˜(t, x) ∈ C([T,∞);H1/2) satisfies
‖u˜(t)‖L∞x 6 ε0t−1,(3.1)
‖((+ 1)u˜−N(u˜))(t)‖L2x 6 ε0t−1−δ0 ,(3.2)
for all t > T then there exists a unique solution u ∈ C([T,∞);H1/2) for the
equation (1.1) satisfying
(3.3) sup
t>T
tδ0(‖u− u˜‖
L∞((t,∞);H1/2x ) + ‖u− u˜‖L4((t,∞);L4x)) <∞.
Moreover, if u˜(t) satisfies
(3.4) lim inf
t→∞ ‖Im u˜(t)‖L2x(R2) > 0
in addition then u(t) is a complex-valued solution.
The latter half is not in [12] but the proof is easy. We just note that (3.3)
and (3.4) give us ‖Imu(t)‖L2x & 1 for large t.
One has a similar result for one dimensional case.
Proposition 3.2. Let d = 1. Let δ0 be a constant such that 1/4 < δ0 6
5/12. Then there exist constants T > 0 and ε0 > 0 such that if a given
profile u˜(t, x) ∈ C([T,∞);L2) satisfies
‖u˜(t)‖L∞x 6 ε0t−
1
2 ,(3.5)
‖((+ 1)u˜−N(u˜))(t)‖L2x 6 ε0t−1−δ0 ,(3.6)
for all t > T then there exists a unique solution u ∈ C([T,∞);L2x) to (1.1)
satisfying
sup
t>T
tδ0(‖〈∂x〉 54−3δ0(u− u˜)‖L∞((t,∞);L2x) + ‖u− u˜‖
L
8
3−4δ0 ((t,∞);L
4
4δ0−1
x )
) <∞.
Moreover, if u˜(t) satisfies
(3.7) lim inf
t→∞ ‖Im u˜(t)‖L2x(R) > 0
in addition then u(t) is a complex-valued solution.
This proposition follows by a standard contraction argument with Strichartz’
estimate, as in the two dimensional case.
Lemma 3.3 (Stirchartz estimate in one dimension). Let d = 1 and T ∈ R.
Let Φ be an operator given by
Φ[g](t) :=
∫ ∞
t
sin((t− τ)〈∂x〉)〈∂x〉−1g(τ)dτ.
Then,
‖ 〈∂x〉
3
2r Φ[g]‖Lqt ([T,∞),Lrx) . ‖ 〈∂x〉
1
2
− 3
2r˜ g‖
Lq˜
′
t ([T,∞),Lr˜′x )
holds for any r, r˜ ∈ [2,∞] and q, q˜ ∈ [4,∞] obeying the scaling condition
2
q +
1
r =
2
q˜ +
1
r˜ =
1
2 .
The proof is also standard. We omit the detail.
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4. One dimensional case
4.1. Choice of asymptotic profile. Before two dimensional case, we con-
sider the one dimensional case in this section. Compared with the two di-
mensional case, the one dimensional case is easier in several respects. How-
ever, it contains the crucial point of the proof, which is the same as the two
dimensional case.
The point is that an easy choice u˜ = uap does not satisfy the assumption
(3.6). To see this, we expand N(uap) and split it into the resonant and
non-resonant parts:
N(uap) = λt
− 3
21{|x|<t}(t, x)[(|A1(µ)|2 + 2|B1(µ)|2)A1(µ)eiθ+iSA(µ) log t
+ (2|A1(µ)|2 + |B1(µ)|2)B1(µ)e−iθ+iSB(µ) log t]
+ λt−
3
21{|x|<t}(t, x)[A1(µ)2B1(µ)e3iθ+2iSA(µ) log t−iSB(µ) log t
+B1(µ)
2A1(µ)e
−3iθ−iSA(µ) log t+2iSB(µ) log t]
=: Nr(uap) +Nnr(uap).
Notice that all terms in the right hand side have the same order of size in
L2x topology. It will turn out that by the choice of the phase correction,
(+ 1)uap cancels only the resonant part Nr(uap), that is, we have
‖(+ 1)uap −Nr(uap)‖L2x .A1,B1 t
−2(log t)2
for t > 3 (see Proposition 4.3). This inequality also shows that
‖(+ 1)uap −N(uap)‖L2x > ‖Nnr(uap)‖L2x + o(t
−1).
The right hand side is O(t−1) (at least if we choose A1 and B1 suitably). In
such a case, uap does not satisfy (3.6).
In order to cancel out the non-resonant term Nnr(uap), we introduce a
higher order correction vap, and define
u˜(t, x) = uap(t, x) + vap(t, x),
(4.1) vap(t, x) = t
− 3
21{|x|<t}(t, x)
(
A2(µ)e
3iθ+2iSA(µ) log t−iSB(µ) log t
+B2(µ)e
−3iθ−iSA(µ) log t+2iSB(µ) log t
)
,
where the phase functions SA and SB are given by (1.11) and
A2(ξ) =− λ8A21(ξ)B1(ξ), B2(ξ) =− λ8A1(ξ)B21(ξ).(4.2)
Next proposition ensures that uap +vap is one of the profiles which satisfy
the assumptions (3.1) and (3.2).
Proposition 4.1. Assume A1, B1 ∈ H2,5/2. Let uap and vap be defined by
(1.10) and (4.1), respectively. Let u˜ = uap + vap. Then,
‖u˜(t)‖L∞x . t−
1
2 (‖A1‖L∞ + ‖B1‖L∞) 〈‖A1‖L∞ + ‖B1‖L∞〉2 ,(4.3)
(4.4) ‖(+ 1)u˜(t)−N(u˜(t))‖L2x
. t−2(log t)2(‖A1‖
H2,
5
2
+ ‖B1‖
H2,
5
2
)
〈
‖A1‖
H2,
5
2
+ ‖B1‖
H2,
5
2
〉8
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hold for t > 3. In particular, u˜(t) satisfies (3.5) and (3.6) for any δ0 < 1 if
A1, B1 ∈ H2,5/2 are small in L∞(R2) and if T is large. Further, if the set
{ξ ∈ R | |A1(ξ)| 6= |B1(ξ)|} has positive measure then u˜(t) satisfies (3.7).
4.2. Hyperbolic coordinate. To prove Proposition 4.1, as in the previous
works [2, 17], we introduce the hyperbolic coordinate
(4.5) t = τ coshσ, x = τ sinhσ
for |x| < t and t > 1. More explicitly, they are given by
(4.6) τ =
√
t2 − x2, σ = tanh−1
(x
t
)
,
and the range is {(τ, σ) ∈ R2 | σ ∈ R, τ > (coshσ)−1}. In the hyperbolic
coordinate, θ(t, x) = −τ and µ(t, x) = sinhσ, and so uap and vap given by
(1.10) and (4.1), respectively, can be rewritten as
uap(t, x) = τ
− 1
2 (coshσ)−
1
2 (A1(sinhσ)e
−iτ+iSA(sinhσ)(log τ+log〈sinhσ〉)
+B1(sinhσ)e
iτ+iSB(sinhσ)(log τ+log〈sinhσ〉))
and
vap(t, x)
= τ−
3
2 (coshσ)−
3
2 (A2(sinhσ)e
−3iτ+i(2SA(sinhσ)−SB(sinhσ))(log τ+log〈sinhσ〉)
+B2(sinhσ)e
3iτ+i(−SA(sinhσ)+2SB(sinhσ))(log τ+log〈sinhσ〉)).
For each fixed t > 1,
‖v(sinhσ, τ)‖L2x(|x|<t) = t
1
2
∥∥∥〈z〉− 32 v (z, t〈z〉)∥∥∥L2z(R) .
It is well-known that
t,x = ∂2τ + τ−1∂τ − τ−2∂2σ.
By a further calculation, we have the following.
Lemma 4.2. Let n,m ∈ R. If a function v(t, x) is of the form
v(t, x) = τ−
1
2
−m(coshσ)−
1
2
−meinτH(sinhσ, τ)
in the hyperbolic coordinate with some function H(·, ·). Then, we have
[(t,x + 1)v](t, x) = t−
3
2 einτf1(sinhσ, τ) + t
− 3
2 einτf2(sinhσ, τ)
+ t−
3
2
−meinτR1(sinhσ, τ) + t−
5
2
−meinτR2(sinhσ, τ),
where
f1(z, τ) = (1− n2)τ1−m 〈z〉1−mH(z, τ),
f2(z, τ) = 2inτ
1−m 〈z〉1−m ∂∂τH(z, τ),
R1(z, τ) = m 〈z〉
(−2in− 2 ∂∂τ + m+1τ )H(z, τ),
R2(z, τ) =
(
〈z〉2 τ2 ∂2
∂τ2
− 〈z〉4+m ∂2
∂z2
〈z〉−m + 34
)
H(z, τ).
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4.3. Cancellation of the resonant part.
Proposition 4.3. Let Nr be the resonant part of the nonlinearity, that is,
Nr(uap) = t
− 3
21{|x|<t}(t, x)((−2 〈µ〉SA)A1(µ)eiθ+iSA(µ) log t
+ (2 〈µ〉SB)B1(µ)e−iθ+iSB(µ) log t).
Then, we have
(4.7) ‖(+ 1)uap −Nr(uap)‖L2x
. t−2(log t)2(‖A1‖
H2,
5
2
+ ‖B1‖
H2,
5
2
)
〈
‖A1‖
H2,
5
2
+ ‖B1‖
H2,
5
2
〉4
,
Proof. By Lemma 4.2 with n = ∓1 and m = 0,
(+ 1)uap −Nr(uap) = t− 52 (e−iτRA(sinhσ, τ) + eiτRB(sinhσ, τ)),
where
RA(z, τ) = (〈z〉2 τ2 ∂2∂τ2 − 〈z〉4 ∂
2
∂z2
+ 34)(A1(z)e
iSA(z)(log τ+log〈z〉))
and
RB(z, τ) = (〈z〉2 τ2 ∂2∂τ2 − 〈z〉4 ∂
2
∂z2
+ 34)(B1(z)e
iSB(z)(log τ+log〈z〉)).
Recall that the support of uap is a subset of {|x| 6 t}. Hence,
t2 ‖(+ 1)uap −Nr(uap)‖L2x 6
∥∥∥〈z〉− 32 RA (z, t〈z〉)∥∥∥L2z
+
∥∥∥〈z〉− 32 RB (z, t〈z〉)∥∥∥L2z ,
from which the desired estimate follows. 
4.4. Cancellation of the non-resonant part.
Proposition 4.4. Let Nnr be the non-resonant part of the nonlinearity, that
is,
Nnr(uap) = t
− 3
21{|x|<t}(t, x)(−8A2(µ)e3iθ+2iSA(µ) log t−iSB(µ) log t
− 8B2(µ)e−3iθ−iSA(µ) log t+2iSB(µ) log t),
Let vap be as in (4.1). Then, we have
(4.8) ‖(+ 1)vap −Nnr(uap)‖L2x
. t−2(‖A1‖
H2,
5
2
+ ‖B1‖
H2,
5
2
)3
〈
‖A1‖
H2,
5
2
+ ‖B1‖
H2,
5
2
〉4
.
Proof. We decompose vap = v−3 + v3 with
v−3(t, x) = τ−
3
2 (coshσ)−
3
2 e−3iτ [A2(z)ei(2SA(z)−SB(z))(log τ+log〈z〉)]|z=sinhσ,
v3(t, x) = τ
− 3
2 (coshσ)−
3
2 e3iτ [B2(z)e
i(−SA(z)+2SB(z))(log τ+log〈z〉)]|z=sinhσ.
We first estimate v−3. Apply Lemma 4.2 with n = −3 and m = 1 to obtain
[(+ 1)v−3](t, x) = t−
3
2 e−3iτf1(sinhσ, τ) + t−
3
2 e−3iτf2(sinhσ, τ)
+ t−
5
2 e−3iτR1(sinhσ, τ) + t−
7
2 e−3iτR2(sinhσ, τ),
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where
f1(z, τ) = −8A2(z)ei(2SA(z)−SB(z))(log τ+log〈z〉),
f2(z, τ) = −6it−1 〈z〉 (2SA − SB)A2(z)ei(2SA(z)−SB(z))(log τ+log〈z〉),
R1(z, τ) = 6i 〈z〉A2(z)ei(2SA(z)−SB(z))(log τ+log〈z〉)
+ 2t−1 〈z〉2A2(z)ei(2SA(z)−SB(z))(log τ+log〈z〉)
− 2t−1 〈z〉2 (2SA − SB)A2(z)ei(2SA(z)−SB(z))(log τ+log〈z〉),
R2(z, τ) =
(
〈z〉2 τ2 ∂2
∂τ2
− 〈z〉5 ∂2
∂z2
〈z〉−1 + 34
)
A2(z)e
i(2SA(z)−SB(z))(log τ+log〈z〉).
Note that f1 cancels the first half of Nnr(uap). The other terms are the
remainder. We have
‖f2(sinhσ, τ)‖L2x . t
− 1
2 (‖A1‖L10 + ‖B1‖L10)5,
‖R1(sinhσ, τ)‖L2x . t
1
2 (‖A1‖L6 + ‖B1‖L6)3
+ t−
1
2 (‖A1‖
H1,
1
2
+ ‖B1‖
H1,
1
2
)3 〈‖A1‖L∞ + ‖B1‖L∞〉2 ,
and
‖R2(sinhσ, τ)‖L2x
. t 12 (log t)2(‖A1‖
H2,
5
2
+ ‖B1‖
H2,
5
2
)3
〈
‖A1‖
H2,
5
2
+ ‖B1‖
H2,
5
2
〉4
.
Similar estimates hold for v3. Hence, we obtain the desired estimate. 
4.5. Proof of Proposition 4.1. Let us now complete the proof of the
proposition.
Proof of Proposition 4.1. The first estimate (4.3) is immediate by definitions
of uap and vap. Let us prove (4.4). By the triangle inequality,
‖(+ 1)u˜−N(u˜)‖L2x 6 ‖(+ 1)uap −Nr(uap)‖L2x
+ ‖(+ 1)vap −Nnr(uap)‖L2x + ‖N(uap)−N(uap + vap)‖L2x .
The first two terms of the right hand side are handled by Propositions 4.3
and 4.4. Finally,
‖N(uap)(t)−N(uap + vap)(t)‖L2x . (‖uap(t)‖L∞ + ‖vap(t)‖L∞)
2 ‖vap(t)‖L2
. t−2 ‖A1‖L2 〈‖A1‖L∞ + ‖B1‖L∞〉8 .
Combining the above estimates, we complete the proof of (4.4).
Suppose that {ξ ∈ R | |A1(ξ)| 6= |B1(ξ)|} has positive measure. One
sees from (1.11) that the set is equal to {ξ ∈ R | SA(ξ) + SB(ξ) 6= 0}.
Since A1 and B1 belong to C
1(R) ∩ L2(R), there exists a compact set Ω ⊂
{ξ ∈ R | |A1(ξ)| 6= |B1(ξ)|} such that infξ∈Ω |∂ξ(SA(ξ) + SB(ξ))| > 0 and
|Ω| > 0. Indeed, if such Ω does not exist then SA(ξ) + SB(ξ) is a nonzero
constant. Hence, |A1(z)|2−|B1(z)|2 = C 〈z〉. However, this contradicts with
A1, B1 ∈ L2(R).
For this Ω, we have
‖Imuap(t)‖2L2x
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=
∥∥∥Im(A1(z)e−i〈z〉−1t+iSA(z) log t +B1(z)ei〈z〉−1t+iSB(z) log t)∥∥∥2
L2z(R)
>
∥∥∥Im(A1(z)e−i〈z〉−1t+iSA(z) log t +B1(z)ei〈z〉−1t+iSB(z) log t)∥∥∥2
L2z(Ω)
= 12 ‖A1‖2L2(Ω) + 12 ‖B1‖2L2(Ω) + o(1)
as t→∞, where the small order term consists of cross terms such as∫
Ω
A1(z)B1(z)e
i(SA(z)+SB(z)) log tdz.
This term is small by using infξ∈Ω |∂ξ(SA(ξ) + SB(ξ))| > 0. The all other
cross terms are also small by a similar reason. Moreover, ‖vap(t)‖L2x =
O(t−1) as t→∞. Thus, (3.7) holds. We complete the proof. 
5. Two dimensional case
5.1. Choice of asymptotic profile. Let us move to the two dimensional
case. By the same reason as in the one dimensional case, the easy choice
u˜ = uap does not satisfy (3.2). We put a higher order correction, vap, to
cancel out the non-resonant part of the nonlinearity. In the two dimensional
case, the non-resonant part takes a complicated form. The higher correction
terms are defined by utilizing the Fourier series expansion of the nonlinearity
which we observed in Section 2.
For second asymptotic profile, we let
An(µ) =
λ
1−(2n−1)2Ln−1(ζ(µ))|A1(µ)|A1(µ)ei(n−1)α(µ),(5.1)
Bn(µ) =
λ
1−(2n−1)2Ln−1(1/ζ(µ))|B1(µ)|B1(µ)e−i(n−1)α(µ),(5.2)
for n > 2 and define
(5.3)
vap(t, x) = t
−21{|x|<t}(t, x)
∞∑
n=2
{
An(µ)e
i(2n−1)θ+inSA(µ) log t−i(n−1)SB(µ) log t
+Bn(µ)e
−i(2n−1)θ−i(n−1)SA(µ) log t+inSB(µ) log t
}
.
With this choice, one has the following.
Proposition 5.1. Assume that φ0, φ1 satisfy Assumption 1.2. Let vap(t, x)
be defined by (5.3) and u˜ := uap + vap. Then,
(5.4) ‖u˜(t)‖L∞x .ρ0 t−1(‖A1‖L∞ + ‖B1‖L∞) 〈‖A1‖L∞ + ‖B1‖L∞〉2 ,
(5.5) ‖(+ 1)u˜(t)−N(u˜(t))‖L2x
.ρ0 t−2(log t)2(‖A1‖H2,2 + ‖B1‖H2,2) 〈‖A1‖H2,2 + ‖B1‖H2,2〉3
hold for t > 3, where ρ0 is the constant given in Assumption 1.2. In par-
ticular, u˜(t) satisfies (3.5) and (3.6) for any δ0 < 1 if A1, B1 ∈ H2,2 are
small in L∞(R2) compared with ρ0 and if T is large. Furthermore, if the set
{ξ ∈ R2 | |A1(ξ)| 6= |B1(ξ)|} has positive measure then u˜(t) satisfies (3.4).
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The key ingredient is the decomposition of N(uap). One deduces from
(2.3) and (2.5) that
(5.6)
N(uap)
= λt−21{|x|<t}
[
|A1|A1L0(ζ)eiθeiSA log t + |B1|B1L0(1/ζ)e−iθeiSB log t
+
∑
n>1
|A1|A1Ln(ζ)eiSA log tein(α+(SA−SB) log t)ei(2n+1)θ
+
∑
n6−2
|B1|B1L−n−1(1/ζ)eiSB log tei(n+1)(α+(SA−SB) log t)ei(2n+1)θ
]
= t−21{|x|<t}
[− 2 〈µ〉SAA1eiθeiSA log t + 2 〈µ〉SBB1e−iθeiSB log t]
+ t−21{|x|<t}
∑
n>2
[
(1− (2n− 1)2)AneiSA log tei(n−1)(SA−SB) log tei(2n−1)θ
+ (1− (2n− 1)2)BneiSB log tei(n−1)(SB−SA) log te−i(2n−1)θ
]
=: Nr(uap) +Nnr(uap).
5.2. Hyperbolic coordinate. To prove Proposition 5.1, we introduce the
hyperbolic coordinate (τ, σ, ω) ∈ R× R>0 × T by
t = τ coshσ, x1 = τ sinhσ cosω, x2 = τ sinhσ sinω.
for |x| < t and t > 1. We have explicit definition:
τ =
√
t2 − x21 − x22, σ = tanh−1
√
x21+x
2
2
t , ω = arg(x1 + ix2).
The range of the new variables is {(τ, σ, ω) ∈ R×R>0×T | τ > (coshσ)−1}.
Remark that θ(t, x) = −τ and µ = (µ1, µ2) = (sinhσ cosω, sinhσ sinω).
Moreover,
(5.7)
‖v(sinhσ cosω, sinhσ sinω, τ)‖L2x(|x|<t) = t
∥∥∥〈z〉−2 v (z1, z2, t〈z〉)∥∥∥L2z(R2)
for each fixed t > 1.
One sees that
t,x + 1 = ∂2τ + 1 + 2τ ∂τ − 1τ2∂2σ − 1τ2 tanhσ∂σ − 1τ2(sinhσ)2∂2ω.
A computation shows the following.
Lemma 5.2. Let n,m ∈ R. If a function v(t, x1, x2) is of the form
v(t, x1, x2) = τ
−1−m(coshσ)−1−meinτH(sinhσ cosω, sinhσ sinω, τ)
in the hyperbolic coordinate with some function H(·, ·, ·). Then, we have
(t,x + 1)v = t−2einτ
∑
j=1,2
fj(sinhσ cosω, sinhσ sinω, τ)
+ t−2−meinτR1(sinhσ cosω, sinhσ sinω, τ)
+ t−3−meinτR2(sinhσ cosω, sinhσ sinω, τ)
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where
f1(z1, z2, τ) = (1− n2)τ1−m 〈z〉1−mH(z1, z2, τ),
f2(z1, z2, τ) = 2inτ
1−m 〈z〉1−m ∂∂τH(z1, z2, τ),
R1(z1, z2, τ) = m 〈z〉
(−2in− 2 ∂∂τ + m+1τ )H(z1, z2, τ),
R2(z1, z2, τ) = 〈z〉2 τ2 ∂2∂τ2H(z1, z2, τ)− 〈z〉2+m ∆z(〈z〉−mH)(z1, z2, τ)
− 〈z〉2+m
(
z1
z2
)t
∇2z(〈z〉−mH(z1, z2, τ))
(
z1
z2
)
+ 2H(z1, z2, τ).
Here, ∆z = ∂
2
z1 + ∂
2
z2 and ∇2zA denotes the Hessian matrix (∂zi∂zjA)i,j.
5.3. Cancellation of the resonant part.
Proposition 5.3. Let Nr(uap) be the resonant part given in (5.6). Then,
we have
‖(+ 1)uap −Nr(uap)‖L2x
. t−2(log t)2(‖A1‖H2,2 + ‖B1‖H2,2) 〈‖A1‖H2,2 + ‖B1‖H2,2〉4
for t > 3.
Before the proof of the proposition, we prepare one lemma.
Lemma 5.4. Let A1, B1 ∈ H2,2 satisfy Assumption 1.2. Then,∥∥∥〈z〉3∇SA(z)∥∥∥
L4z
.ρ0 |λ| ‖A1‖H2,2 (1 + ‖∇ζ‖L∞+L4)
and∥∥∥〈z〉5A1(z)∂zj∂zkSA(z)∥∥∥
L2z
.ρ0 |λ| ‖A1‖2H2,2 (1 + ‖∇ζ‖2L∞+L4 +
∥∥∂zj∂zkζ∥∥L∞+L2),
where the implicit constants depend on the constant ρ0 > 1 given in As-
sumption 1.2 and
max
k=0,1,2
sup
ζ∈[ρ−10 ,ρ0]
L
(k)
0 (ζ).
Similar estimates hold for ∇SB and B1∂zj∂zkSB.
Proof. Just for notational simplicity, we let λ = 2. The first estimate is
immediate from
∂zjSA(z) = −〈z〉−3 zj |A1|L0 (ζ(z))
+ 2−1 〈z〉−1
(
A
−1/2
1 A1
1/2
∂zjA1 +A
1/2
1 A1
−1/2
∂zjA1
)
L0 (ζ(z))
+ 〈z〉−1 |A1|L′0 (ζ(z)) ∂zjζ(z)
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and Ho¨lder’s inequality. Let us move to the second estimate. For the second
order derivative for SA, we have
∂zj∂zkSA(z)
= −〈z〉−5 zkzj |A1(z)|L0(ζ(z))− δjk 〈z〉−3 |A1(z)|L0(ζ(z))
− 〈z〉−3 zk∂zj |A1(z)|L0(ζ(z))− 〈z〉−3 zj∂zj |A1(z)|L0(ζ(z))
− 〈z〉−3 zk|A1(z)|L′0 (ζ(z)) ∂zjζ(z)− 〈z〉−3 zj |A1(z)|L′0 (ζ(z)) ∂zkζ(z)
+ 〈z〉−1 ∂zj∂zk |A1(z)|L0 (ζ(z)) + 〈z〉−1 ∂zk |A1(z)|L′0 (ζ(z)) ∂zjζ(z)
+ 〈z〉−1 ∂zj |A1(z)|L′0(ζ(z))∂zkζ(z) + 〈z〉−1 |A1(z)|L′′0(ζ(z))∂zkζ(z)∂zjζ(z)
+ 〈z〉−1 |A1(z)|L′0 (ζ(z)) ∂zj∂zkζ(z).
The desired estimate follows from Ho¨lder’s estimate, Sobolev embedding,
and the estimates
|∂zj |A1|| . |∂zjA1|, |A1∂zj∂zk |A1|| . |A1||∂zj∂zkA1|+ |∂zjA1||∂zkA1|
for almost all z ∈ R2. 
Proof of Proposition 5.3. By Lemma 5.2 with n = ∓1 and m = 0,
(+ 1)uap −Nr(uap) = t−3
∑
n=∓1
einτR2,n(sinhσ cosω, sinhσ sinω, τ)
for (t, x) such that t > 1 and |x| < t, where
R2,n(z1, z2, τ) = 〈z〉2 τ2 ∂2∂τ2Hn(z1, z2, τ)− 〈z〉2 ∆zHn(z1, z2, τ)
− 〈z〉2
(
z1
z2
)t
∇2zHn(z1, z2, τ)
(
z1
z2
)
+ 2Hn(z1, z2, τ)
and
H−1(z1, z2, τ) = A1(z)eiSA(z)(log τ+log〈z〉),
H1(z1, z2, τ) = B1(z)e
iSB(z)(log τ+log〈z〉).
We consider the case n = −1. For fixed t > 1, we see from (5.7) that∥∥∥〈z〉2 τ2 ∂2∂τ2H−1(z1, z2, τ)∥∥∥L2x(|x|<t) . t ∥∥|A1(z)|(|SA(z)|+ |SA(z)|2)∥∥L2z
.ρ0 t ‖A1‖2H2,2 〈‖A1‖H2,2〉
and, by means of Lemma 5.4,∥∥∥〈z〉4 ∣∣∇2zH−1(z1, z2, τ)∣∣∥∥∥
L2x(|x|<t)
. t
∥∥∥〈z〉2 |∇2zA1(z)|∥∥∥
L2z
+ t
∥∥∥〈z〉2 |∇A1(z)|(|∇SA| log t+ 〈z〉−1 |SA|)∥∥∥
L2z
+ t
∥∥∥〈z〉2 |A1(z)||∇SA|2∥∥∥
L2z
+ t log t
∥∥∥〈z〉2 |A1(z)||∇2SA|∥∥∥
L2z
+ t
∥∥∥〈z〉2 |A1(z)|(|∇SA|2(log t)2 + 〈z〉−2 |SA|2 + 〈z〉−1 |∇SA|)∥∥∥
L2z
.ρ0 t 〈log t〉2 ‖A1‖H2,2 〈‖A1‖H2,2〉2 .
The other terms are easier to handle. One has similar estimates for n = 1.
Hence, we obtain the result. 
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5.4. Cancellation of the non-resonant part.
Proposition 5.5. Let Nnr be the non-resonant part of the nonlinearity given
in (5.6). Let vap be as in (5.3). Then, we have
‖(+ 1)vap −Nnr(uap)‖L2x
. t−2(‖A1‖H2,2 + ‖B1‖H2,2)2 〈‖A1‖H2,2 + ‖B1‖H2,2〉2 .
Proof. We apply Lemma 5.2 with m = 1 to obtain
(t,x + 1)vap −Nnr(uap)
= t−2
∑
n6=−1,0
e−i(2n+1)τf2,2n+1(sinhσ cosω, sinhσ, sinω, τ)
+ t−3
∑
n6=−1,0
e−i(2n+1)τR1,2n+1(sinhσ cosω, sinhσ, sinω, τ)
+ t−4
∑
n6=−1,0
e−i(2n+1)τR2,2n+1(sinhσ cosω, sinhσ, sinω, τ)
for (t, x) such that t > 1 and |x| < t, where
f2,2n+1(z1, z2, τ) = −2(2n+ 1)i ∂∂τHn(z1, z2, τ),
R1,2n+1(z1, z2, τ) = 〈z〉
(
2(2n+ 1)i− 2 ∂∂τ + 2τ
)
Hn(z1, z2, τ),
and
R2,2n+1(z1, z2, τ) = 〈z〉2 τ2 ∂2∂τ2Hn(z1, z2, τ)− 〈z〉3 ∆z(〈z〉−1Hn)(z1, z2, τ)
− 〈z〉3
(
z1
z2
)t
∇2z(〈z〉−1Hn(z1, z2, τ))
(
z1
z2
)
+ 2Hn(z1, z2, τ)
with
Hn(z1, z2, τ) =
λ
1−(2n+1)2A1(z)
n+3
2 A1(z)
−n+1
2 B1(z)
−n
2B1(z)
n
2
× Ln(ζ(z))ei((n+1)SA(z)−nSB(z))(log τ+log〈z〉).
For n 6= 0,−1, we have
|f2,2n+1(z1, z2, τ)| .ρ0 〈n〉−3 τ−1(|SA(z)|+ |SB(z)|)|A1(z)|2,
from which we obtain estimate for f2,2n+1:∥∥∥〈z〉−2 f2,2n+1 (z1, z2, t〈z〉)∥∥∥L2z .ρ0 t−1 〈n〉−3 (‖A1‖L6 + ‖B1‖L6) ‖A1‖2L6 .
This is acceptable by Sobolev embedding H2/3 ↪→ L6.
Let us next consider R1,2n+1. For n 6= 0,−1,
|R1,2n+1(z1, z2, τ)|
.ρ0 〈n〉−4 〈z〉 |A1(z)|2 + 〈n〉−3 τ−1 〈z〉 (|SA(z)|+ |SB(z)|)|A1(z)|2
+ 〈n〉−5 τ−1 〈z〉 |A1(z)|2
and so∥∥∥〈z〉−2R1,2n+1 (z1, z2, t〈z〉)∥∥∥L2z
.ρ0 〈n〉−4 ‖A1‖2L4 + t−1 〈n〉−3 (‖A1‖L6 + ‖B1‖L6) ‖A1‖2L6 + 〈n〉−5 t−1 ‖A1‖2L4 .
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The estimate for R2,2n+1 is similar to those in the proof of Proposition
5.3. Each derivative produces multiplication by O(〈n〉). It is easy to see if
derivatives hit to the phase factor. In the case where derivatives hit to the
amplitude factor, we will use
|∇(A
n+3
2
1 A1
−n+1
2 B
−n
2
1 B1
n
2 )|
. 〈n〉 |A1||∇A1|+ 〈n〉 |A1|2|B1|−1|∇B1|
. 〈n〉 (ζ−2 + 1)(|A1||∇A1|+ |B1||∇B1|)
and
|B1∇2(A−
n
2
1 A1
n
2B
n+3
2
1 B1
−n+1
2 )|
. 〈n〉2 (ζ−2 + 1)(|A1||∇2A1|+ |∇A1|2 + |B1||∇2B1|+ |∇B1|2).
Similarly, when the derivative hit to Ln, the decay order in n becomes worse,
which also can be understood as the appearance of O(〈n〉) factor produced
by derivative. The other difference is that second derivative ∂2z is replaced
by 〈z〉 ∂2z 〈z〉−1. This creates several lower order terms but they are easier to
handle. In conclusion, the resulting order is no worse than O(〈n〉−3) because
An, Bn is originally O(〈n〉−5), and hence we can sum up with respect to
n. 
5.5. Proof of Proposition 5.1.
Proof of Proposition 5.1. The first estimate (5.4) is immediate by definition
of uap and vap. Let us prove (5.5). By the triangle inequality,
‖(+ 1)u˜−N(u˜)‖L2x 6 ‖(+ 1)uap −Nr(uap)‖L2x
+ ‖(+ 1)vap −Nnr(uap)‖L2x + ‖N(uap)−N(uap + vap)‖L2x .
The first two terms of the right hand side are handled by Propositions 5.3
and 5.5. Finally,
‖N(uap)(t)−N(uap + vap)(t)‖L2x . (‖uap(t)‖L∞ + ‖vap(t)‖L∞) ‖vap(t)‖L2
. t−2 ‖A1‖L2 〈‖A1‖L∞ + ‖B1‖L∞〉3 .
Combining the above estimates, we complete the proof of (5.5).
Let us show u˜(t) satisfies (3.4) if {ξ ∈ R2 | |A1(ξ)| 6= |B1(ξ)|} has positive
measure. Notice that if we show the set is equal to {ξ ∈ R2 | SA(ξ)+SB(ξ) 6=
0} then the desired conclusion can be obtained by the same argument as in
the proof of Proposition 4.1. One easily sees that |A1(ξ)| = |B1(ξ)| implies
SA(ξ)+SB(ξ) = 0. Hence, it suffices to show that if SA(ξ)+SB(ξ) = 0 then
|A1(ξ)| = |B1(ξ)|.
Suppose that SA(ξ) + SB(ξ) = 0. By Assumption 1.2, A1(ξ) = 0 implies
B1(ξ) = 0 and so |A1(ξ)| = |B1(ξ)|. Consider the case A1(ξ) 6= 0. We have
(5.8) 0 = SA(ξ) + SB(ξ) = −λ
2
(L0(ζ(ξ))− ζ(ξ)L0(ζ(ξ)−1))|A1(ξ)|.
Remark that
L0(ζ) =
1
pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θ(1 + ζ cos θ)dθ
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and so that
L0(ζ)− ζL0(1ζ )
= ζ
2−1
piζ
∫ pi
0
√
1 + ζ2 + 2ζ cos θ cos θdθ
= 4(ζ
2−1)
pi
∫ pi/2
0 (
√
1 + ζ2 + 2ζ cos θ +
√
1 + ζ2 − 2ζ cos θ)−1 cos2 θdθ.
This shows that L0(ζ)−ζL0(ζ−1) = 0 if and only if ζ = 1. Hence, the above
identity (5.8) implies that ζ(ξ) = 1, that is, |A1(ξ)| = |B1(ξ)|. 
Appendix A. Properties of L0(ζ) in two dimensions
In this section, we give a proof of representation (1.8) of L0(ζ) defined by
(2.4), i.e.
L0(ζ) =
1
2pi
∫ 2pi
0 |1 + ζe−iθ|(1 + ζe−iθ)dθ
for ζ > 0.
A.1. Explicit representation. We first note that |1 + ζe−iθ| is an even
function and so
L0(ζ) =
1
pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θ(1 + ζ cos θ)dθ
= 1pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θdθ + ζpi
∫ pi
0
√
1 + ζ2 + 2ζ cos θ cos θdθ.
We estimate each terms in the right hand side. One has
(A.1) 1pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θdθ = 2(1+ζ)pi E(
2
√
ζ
1+ζ ),
where E(k) is the complete elliptic integral of the second kind. On the other
hand, by integration by parts, we have
ζ
pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θ cos θdθ
= ζ
2
pi
∫ pi
0
sin2 θ√
1+ζ2+2ζ cos θ
dθ
= ζ
2
pi
√
1+ζ2
(
1+ζ2
2ζ
)2 ∫ pi
0
(1−( 2ζ
1+ζ2
)2 cos2 θ)+(( 2ζ
1+ζ2
)2−1)√
1+ 2ζ
1+ζ2
cos θ
dθ
= 1+ζ
2
4pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θdθ − ζ2pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θ cos θdθ
+ (1+ζ
2)3/2
4pi ((
2ζ
1+ζ2
)2 − 1) ∫ pi0 (1 + 2ζ1+ζ2 cos θ)− 12dθ.
Hence,
(A.2)
ζ
pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θ cos θdθ = 1+ζ
2
6pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θdθ
− (1+ζ)2(1−ζ)2
6pi
√
1+ζ2
∫ pi
0 (1 +
2ζ
1+ζ2
cos θ)−
1
2dθ.
Here, by means of (A.1),
(A.3) 1+ζ
2
6pi
∫ pi
0
√
1 + ζ2 + 2ζ cos θdθ = (1+ζ)(1+ζ
2)
3pi E(
2
√
ζ
1+ζ ).
Further,
(A.4)
∫ pi
0 (1 +
2ζ
1+ζ2
cos θ)−
1
2dθ =
√
1+ζ2
1+ζ
∫ pi
0 (1− 4ζ(1+ζ)2 sin2 θ2)−
1
2dθ
=
2
√
1+ζ2
1+ζ K(
2
√
ζ
1+ζ ),
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where K(k) is the complete elliptic integral of the first kind. Combining
(A.1), (A.2), (A.3), and (A.4), we obtain the desired formula
(A.5) L0(ζ) =
(1+ζ)(7+ζ2)
3pi E(
2
√
ζ
1+ζ )− (1+ζ)(1−ζ)
2
3pi K(
2
√
ζ
1+ζ ).
A.2. Singularity at ζ = 1. Let us investigate the regularity of L0(ζ). It is
known that K(k) has a logarithmic singularity at k = 1, that is
(A.6) c| log(1− k)| 6 K(k) 6 C| log(1− k)|
as k ↑ 1 (see e.g. [9]). More precise behavior can be found in [3] and refer-
ences therein. We give a short proof of (A.6). To see the upper bound, we
employ
K(k) =
∫ 1
0 (1− t2)−
1
2 (1− k2t2)− 12dt 6 ∫ 10 (1− t)− 12 (1− kt)− 12dt.
Take n so that n − 1 6 (1 − k)−1 6 n and subdivide the interval of the
integration into Im, m = 1, 2, 3, . . . , n−1 by using the relation mn 6 1−kt 6
m+1
n . In each subinterval Im, we use (1 − kt)−1/2 6 ( nm)1/2 and integrate∫
Im
(1− t)− 12dt. Then, we obtain a bound
K(k) 6 C
∑n−1
m=1
1
m 6 C| log(1− k)|.
The lower bound can be obtained in a similar way.
Further, using the relations ddkK(k) =
E(k)
k(1−k2)−K(k)k and ddkE(k) = E(k)k −
K(k)
k , one sees from (A.5) that
L′0(ζ) =
(ζ+1)(ζ2+1)
piζ E(
2
√
ζ
1+ζ )− (ζ+1)(ζ−1)
2
piζ K(
2
√
ζ
1+ζ )
L′′0(ζ) =
(ζ+1)(2ζ2−1)
piζ2
E(2
√
ζ
1+ζ )− (ζ−1)(2ζ
2+1)
piζ2
K(2
√
ζ
1+ζ )
and so that
|L′′′0 (ζ)| > (2ζ
2+1)
piζ2
|K(2
√
ζ
1+ζ )|+O(1) > c| log(1− ζ)|+O(1)→∞
as ζ → 1. Thus L0(ζ) ∈ C2(R+) but L0(ζ) 6∈ C3(R+). It is easy to see that
L0(ζ) ∈ C∞(R+ \ {1}).
0 1 2 3 4
-6-5
-4-3
-2-1
0
Figure 1. A graph of L′′′0 (ζ)
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A.3. Asymptotics. It is well-known that
E(k) = pi2 − pi8k2 − 3pi128k4 − 5pi512k6 +O(k8),
K(k) = pi2 +
pi
8k
2 + 9pi128k
4 + 25pi512k
6 +O(k8)
as k → 0 (see e.g. [9]). By (A.5) and (A.6), we see that L0(ζ)→ 1 as ζ ↓ 0.
Further,
L0(ζ) =
2(1+ζ)(ζ+3)
3pi E(
2
√
ζ
1+ζ ) +
(1+ζ)(1−ζ)2
3pi (E(
2
√
ζ
1+ζ )−K(2
√
ζ
1+ζ ))
= (2ζ
2
3pi +
8ζ
3pi +
2
pi )(
pi
2 − pi2 ζ−1 + 5pi8 ζ−2 +O(ζ−3))
+ ( ζ
3
3pi − ζ
2
3pi − ζ3pi +O(1))(−piζ−1 + pi2 ζ−2 − 3pi4 ζ−3 +O(ζ−4))
= 32ζ +O(ζ
−1)
as ζ →∞. In particular, we have |L0(ζ)| . 〈ζ〉 for ζ > 0.
0 1 2 3 4
0
1
2
3
4
5
6
Figure 2. A graph of L0(ζ)
Appendix B. Properties of Ln(ζ) in two dimensions
In this appendix, we prove Proposition 2.3. Namely, we shall show that
Ln(ζ) defined by
(2.4) Ln(ζ) =
1
2pi
∫ 2pi
0 |1 + ζe−iΘ|(1 + ζe−iΘ)e−inΘdΘ,
is in C1(R+) ∩ C∞(R+ \ {1}) for n ∈ R, and obeys the bound
(2.6) max
k=0,1,2
sup
n∈Z
sup
ζ∈[ρ−10 ,ρ0]\{1}
〈n〉3−k |L(k)n (ζ)| .ρ0 1.
Recall that the identity
(2.5) ζ−2L−n(ζ) = Ln−1(1/ζ)
is valid. Hence, we may restrict our attention on the case n > 0.
Proof of Proposition 2.3. We may let n 6= 0 since the estimate follows from
the explicit formula when n = 0. Remark that
Ln(ζ) =
∫ 2pi
0 h(ζ, θ)e
−inθdθ, h(ζ, θ) :=
√
1 + ζ2 + 2ζ cos θ[ζ + e−iθ].
For each ζ 6= 1, h(ζ, ·) is a 2pi-periodic smooth function. Hence, by integra-
tion by parts with respect to θ, the desired estimates follow if we show
supζ∈[ρ−10 ,ρ0]\{1}
∫ pi
−pi |∂3−kθ ∂kζ h(θ, ζ)|dθ .ρ0 1
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for k = 0, 1, 2. By symmetry, we may only consider the integrals over [0, pi]
in what follows. The following estimate will be useful in the estimates below:
For θ ∈ (0, pi),
(B.1) 1√
1+ζ2+2ζ cos θ
= 1√
(ζ+cos θ)2+sin2 θ
6 min
(
1
|ζ+cos θ| ,
1
| sin θ|
)
.
We also note that |ζ+ e−iθ| =
√
1 + ζ2 + 2ζ cos θ and |1 + ζ cos θ| = |eiθ(ζ+
e−iθ)− iζ sin θ| 6 |ζ + e−iθ|+ ζ| sin θ|.
We first consider the case k = 0.
∂3θh(ζ, θ)
=
(
ζ sin θ√
1+ζ2+2ζ cos θ
+ −3ζ
2 sin θ cos θ
(1+ζ2+2ζ cos θ)3/2
+ −3ζ
3 sin3 θ
(1+ζ2+2ζ cos θ)5/2
)
[ζ + e−iθ]
− 3
(
−ζ cos θ√
1+ζ2+2ζ cos θ
+ −ζ
2 sin2 θ
(1+ζ2+2ζ cos θ)3/2
)
ie−iθ
− 3
(
−ζ sin θ√
1+ζ2+2ζ cos θ
)
e−iθ + i
√
1 + ζ2 + 2ζ cos θe−iθ
=: (I0,1 + I0,2 + I0,3) + (I0,4 + I0,5) + I0,6 + I0,7.
In light of (B.1), it holds that |I0,1|+ |I0,6|+ |I0,7| 6 5ζ + 1. We have
I0,4 + I0,5 = 3ie
−iθζ (cos θ+ζ)(1+ζ cos θ)
(1+ζ2+2ζ cos θ)3/2
and
I0,2 + I0,3 = −3ζ2 sin θ(ζ + e−iθ) (cos θ+ζ)(1+ζ cos θ)(1+ζ2+2ζ cos θ)5/2 .
Therefore, by using (B.1), we obtain∣∣∣∑7k=1 I0,k∣∣∣ 6 5ζ + 1 + 3ζ(1 + ζ) |ζ+cos θ|1+ζ2+2ζ cos θ .
The desired estimate follows if we show
(B.2)
∫ pi
0
|ζ+cos θ|
1+ζ2+2ζ cos θ
dθ .ρ0 1
for ρ−10 6 ζ 6 ρ0. We postpone the proof of the estimate.
We next consider the case k = 1.
∂2θ∂ζh(ζ, θ) = − cos θ(1+ζ cos θ)(1+ζ2+2ζ cos θ)3/2 [ζ + e−iθ] +
ζ sin2 θ
(1+ζ2+2ζ cos θ)3/2
[ζ + e−iθ]
− 3ζ sin2 θ(1+ζ cos θ)
(1+ζ2+2ζ cos θ)5/2
[ζ + e−iθ] + 2i sin θ(1+ζ cos θ)
(1+ζ2+2ζ cos θ)3/2
e−iθ
− ζ+cos θ√
1+ζ2+2ζ cos θ
e−iθ − ζ cos θ√
1+ζ2+2ζ cos θ
− ζ2 sin2 θ
(1+ζ2+2ζ cos θ)3/2
=: I1,1 + I1,2 + I1,3 + I1,4 + I1,5 + I1,6 + I1,7.
By (B.1), we see that |I1,2|+ |I1,5| 6 ζ + 1. Remark that
I1,1 + I1,6 + I1,7 = − (ζ+cos θ)
2(1+ζ cos θ)
(1+ζ2+2ζ cos θ)3/2
+ i sin θ cos θ(1+ζ cos θ)
(1+ζ2+2ζ cos θ)3/2
.
Further,
|I1,3| 6 3ζ sin
2 θ|1+ζ cos θ|
(1+ζ2+2ζ cos θ)2
6 3ζ|1+ζ cos θ|
1+ζ2+2ζ cos θ
and
|I1,4| 6 2 |ζ+cos θ|1+ζ2+2ζ cos θ .
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Thus, combining the above estimates and applying (B.1), one reach to∣∣∣∑7k=1 I1,k∣∣∣ 6 2ζ + 2 + 2 |ζ+cos θ|1+ζ2+2ζ cos θ + 3ζ+1ζ |ζ−1+cos θ|1+ζ−2+2ζ−1 cos θ .
The desired estimate follows from (B.2). Remark that the last term is also
handled by regarding ζ−1 as ζ.
We finally consider the case k = 2. We have
∂θ∂
2
ζh(ζ, θ)
= 2 sin θ cos θ
(1+ζ2+2ζ cos θ)3/2
[ζ + e−iθ] + 3ζ sin
3 θ
(1+ζ2+2ζ cos θ)5/2
[ζ + e−iθ]− i sin2 θ
(1+ζ2+2ζ cos θ)3/2
e−iθ
− 2 sin θ√
1+ζ2+2ζ cos θ
+ 2(ζ+cos θ)ζ sin θ
(1+ζ2+2ζ cos θ)3/2
=: I2,1 + I2,2 + I2,3 + I2,4 + I2,5.
We also have
I2,1 + I2,3 + I2,5 =
2 sin θ(ζ+cos θ)2
(1+ζ2+2ζ cos θ)3/2
− 3i sin2 θ cos θ
(1+ζ2+2ζ cos θ)3/2
− sin3 θ
(1+ζ2+2ζ cos θ)3/2
and
I2,2 − 3i sin2 θ cos θ(1+ζ2+2ζ cos θ)3/2 =
3ζ sin3 θ(ζ+cos θ)
(1+ζ2+2ζ cos θ)5/2
− 3i sin2 θ(ζ+cos θ)(1+ζ cos θ)
(1+ζ2+2ζ cos θ)5/2
= −3ieiθ sin2 θ(ζ+cos θ)(ζ+e−iθ)
(1+ζ2+2ζ cos θ)5/2
.
In light of (B.1), we see that |I2,4| 6 2 and
|I2,1 + I2,2 + I2,3 + I2,5| 6 3 + 3 sin
2 θ|ζ+cos θ|
(1+ζ2+2ζ cos θ)2
.
Hence, using (B.1) again, we have∣∣∣∑5k=1 I2,k∣∣∣ 6 5 + 3 |ζ+cos θ|1+ζ2+2ζ cos θ .
The desired estimate follows from (B.2).
To complete the proof, let us now turn to the proof of (B.2). By changing
variable by t = tan(θ/2), one has∫ pi
0
|1+ζ cos θ|
1+ζ2+2ζ cos θ
dθ =
∫∞
0
|1+ζ+(1−ζ)t2|
(1+ζ)2+(1−ζ)2t2
2
1+t2
dt
We have ∫∞
0
(1+ζ)
(1+ζ)2+(1−ζ)2t2
2
1+t2
dt 6 21+ζ
∫∞
0
dt
1+t2
= pi1+ζ .
On the other hand,∫∞
0
|(1−ζ)t2|
(1+ζ)2+(1−ζ)2t2
2
1+t2
dt 6
∫∞
0
2|1−ζ|
(1+ζ)2+(1−ζ)2t2dt
= 21+ζ
∫∞
0
1+ζ
|1−ζ|
( 1+ζ|1−ζ| )
2+t2
dt = pi1+ζ .
This completes the proof of (B.1). 
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