Many membrane channels and receptors exhibit adaptive, or desensitized, response to a strong sustained input stimulus. A key mechanism that underlies this response is the slow, activitydependent removal of responding molecules to a pool which is unavailable to respond immediately to the input. This mechanism is implemented in different ways in various biological systems and has traditionally been studied separately for each. Here we highlight the common aspects of this principle, shared by many biological systems, and suggest a unifying theoretical framework. We study theoretically a class of models which describes the general mechanism and allows us to distinguish its universal from systemspecific features. We show that under general conditions, regardless of the details of kinetics, molecule availability encodes an averaging over past activity and feeds back multiplicatively on the system output. The kinetics of recovery from unavailability determines the effective memory kernel inside the feedback branch, giving rise to a variety of system-specific forms of adaptive response-precise or input-dependent, exponential or power-law-as special cases of the same model. adaptation | feedback | signal-processing | biochemical networks M any sensing molecules, such as membrane channels and receptors, have mechanisms of activity attenuation following exposure to strong, persistent stimulation. Sometimes termed "adaptation" or "desensitization," the quantitative hallmark of these responses is that an abrupt change in stimulus elicits a strong rapid rise in activity followed by a slower relaxation to steady state. Such responses have been studied extensively in the context of sensory systems (1) as well as cellular signaling systems (2, 3). They are thought to reflect the continuous need of a sensory system to adjust to changing external conditions while coping with limited resources and suggest connections to such concepts as homeostasis (4) and feedback control (5).
M
any sensing molecules, such as membrane channels and receptors, have mechanisms of activity attenuation following exposure to strong, persistent stimulation. Sometimes termed "adaptation" or "desensitization," the quantitative hallmark of these responses is that an abrupt change in stimulus elicits a strong rapid rise in activity followed by a slower relaxation to steady state. Such responses have been studied extensively in the context of sensory systems (1) as well as cellular signaling systems (2, 3) . They are thought to reflect the continuous need of a sensory system to adjust to changing external conditions while coping with limited resources and suggest connections to such concepts as homeostasis (4) and feedback control (5) .
A widely encountered mechanism underlying adaptive response is the slow activity-dependent modulation in the total number of molecules available to respond. This is a well-known phenomenon that characterizes a large class of biological systems and can be implemented physically in many ways; Fig. 1 illustrates voltage-gated ion channels (6, 7) , bacterial chemotactic (8, 9) and G protein-coupled receptors (10) as typical examples. These receptors and channels can all become temporarily unavailable to respond to the external signal via either a change of protein conformation that blocks the channel pore (ion channels), covalent modifications (chemotactic receptors), or their physical removal from the cell surface (internalization of GPCR or trafficking in some synaptic receptors) (11) . In all these examples transitions to the unavailable state are strongly dependent on the activity state of the molecule (e.g., primarily through open channels or through ligand-bound receptors). Despite these apparent common principles, differences in morphology and context have traditionally led researchers to study these systems separately. In the present paper we highlight the common principles in the framework of a theoretical model. We study a single prototypic model unifying multiple systems and show how some of these examples emerge as special cases of the general model.
Viewing the ensemble of membrane proteins as a sensory envelope of the cell and the number of active proteins as the output of this sub-system, it is intuitively understood that this mechanism can induce some form of feedback. If transitions to unavailability occur through the active state, then the higher the occupancy of this state, (i.e., the higher the output), the larger fraction of molecules will become unavailable (4) . The unavailable population will thus act as a buffer to register the system's past output and to induce effective feedback. Despite this understanding, many questions remain unclear: Are all the examples depicted in Fig. 1 quantitatively identical? While clearly sharing a common principle, they do differ in the details of kinetics and timescales. Thus one would like to characterize more precisely, what are the universal features common to all of them and what features are systemspecific? In term of reverse engineering, what control circuit best describes the dynamical system representing this mechanism?
In order to answer these questions, we formulate a general mathematical model for activity-dependent inactivation. Special cases of this model have been introduced, and their relation to adaptive response was discussed for specific biological systems [voltage-gated ion channels (7); bacterial chemotaxis (8) ]. While admittedly oversimplified, it captures faithfully the essence of the phenomenon. Our theoretical analysis allows a solution in the appropriate approximation and a precise mapping of the dynamic behavior onto a control circuit diagram. This enables us to identify the universal aspects of seemingly different biological systems and dynamic behaviors: the availability variable averages over past activity, obeys a bilinear control equation (12) , and implements a multiplicative feedback circuit regardless of the details of its kinetics. On the other hand, the kinetics of recovery of unavailable molecules back to the available pool determines the averaging kernel within the feedback branch and is a crucial ingredient in determining the adaptive dynamics and timescales. We find as special cases of the same general model exponential and power-law, exact and input-dependent adaptive responses.
Results
Model Construction, Timescale Separation and Universality of Multiplicative Feedback. Consider an ensemble of non-interacting molecules responding to an input signal in the following way: Each molecule can occupy one of two states, active or inactive, with transition rates between these two states, α and β, depending on the input u(t). This situation is typical of biological sensing molecules; as specific examples, one can imagine the activation of membrane receptors by binding and unbinding of external ligands or the opening and closing of ion channels in response to membrane voltage. The ensemble of input-responding molecules defines an interface of the cell with the external environment and conveys information about this environment to further downstream processes. In particular it can report this information by the concentration of active molecules x(t), which can be sensed by internal cellular mechanisms. We define this as the output of the interface sub-system; for constant input stimulus u, the output is Voltage-gated ion channels have two functional states, conducting and non-conducting, and can rapidly switch between them in a voltage-dependent manner. In addition they can switch from the active state to non-conducting conformations in which they are unavailable to respond to voltage on the same timescale (7). Middle: Chemotactic receptors must be methylated to be available to transmit the response from the ligand to downstream processes. Demethylation, i.e. the transition to unavailability, acts only on the active receptor (8) . Bottom: G protein-coupled receptors can be internalized, and thus become unavailable for binding, by a process which is sensitive to their binding state (10) . (B) General 3-state kinetic scheme providing an abstract model for state-dependent (and therefore activitydependent) inactivation. Kinetics of recovery from inactivation, denoted by the abstract term Δ, represents generally different kinetics for each physical implementation.
given as an input-dependent fraction of the total concentration of available molecules A by
Adaptive response and desensitization arise when, in addition to the input-dependent states considered above, the molecules can become temporarily unavailable to respond to the input by a process which is sensitive to the input-dependent state occupancy (active/inactive). The transitions to and from availability are often, to a good approximation, independent of the input signal and depend strongly on the active/inactive occupancy; in the extreme case they occur exclusively from either the active or inactive state. For transitions exclusively from the active state, these simplifications imply the following kinetic scheme (7):
[1]
We write the differential equations governing the dynamics in two variables, the activity x and the availability A:ẋ
Recovery from unavailability is denoted by the abstract term Δ, which in general can depend on the unavailable population and also on time. It will be shown below that this recovery term determines the kernel of feedback and thus the type of adaptation in the system. However, regardless of the form of Δ, we note that transitions to unavailability are generally slower than the active/inactive transitions. Relying on this separation of timescales between the input-dependent and input-independent transitions, these equations can be solved in the adiabatic approximation. To leading order the slow variable A is constant and the fast variable is at equilibrium:
The leading order dynamics of A is obtained by inserting this solution into the second equation of Eq. 2:
[
4]
Since Δ can be an arbitrary function of A or of time, but not of the input signal u(t), this equation describes a generalized bilinear control system [see supporting information (SI) Appendix] (12). The input signal, or rather an instantaneous nonlinear function of it, appears in a product term with the variable A, both in first power. In principle after solving Eq. 4 one should insert the solution back to Eq. 3, showing that the slow variable, appropriately averaged over the fast one, appears in a product term with the instantaneous input/output relation p(u(t)) to give the system output.
These properties are universal to the entire class of models considered here, regardless of the form of recovery kinetics Δ. Therefore they are common to all systems depicted in Fig. 1 and many similar ones. The linearity of the input-dependent transitions in Eq. 2 is not an essential feature of the model; the only requirement is that the responding molecules equilibrate rapidly to an input-dependent proportion p(u(t)) and that transitions to unavailability occur slowly and exclusively through the active state. A parallel construction allowing transitions to unavailability only through the inactive state leads to universal behavior for positive feedback (see Appendix: Positive Feedback).
The system-specific features of this class of models are determined by the kinetics of recovery from unavailability, as represented by Δ. In the following we discuss three cases: first-order recovery with conservation of the total number of molecules in the system; zero-order recovery, where the system is replenished with a new supply of available molecules at a constant rate; and history-dependent recovery, where the escape from the unavailable state is characterized by a broad distribution of timescales. We show that they result in stimulus-dependent exponential adaptation, exact (stimulus-independent) exponential adaptation, and power-law adaptation, respectively.
Recovery Kinetics and System-Specific Adaptive Response. Stimulusdependent exponential adaptation. If the total number of molecules is conserved and the recovery term from unavailability is first-order, then Δ = δ(1 − A) (using normalized total concentration units). This model has been studied to describe inactivation of voltage-gated ion channels (6, 7). The equation for A is then linear, with a solution
where (t 1 , t 2 ) = solution for a general input signal u(t) under the assumption of timescale separation (see SI Appendix for numerical tests of the approximation in this case). For constant u it coincides with the exact solution to give
showing that the steady state after adaptation reflects the input stimulus value. In response to a step function at t = 0 changing from u 1 to u 2 , the available population A relaxes smoothly to a new steady state value, while the activity x shows a sharp transient followed by an adaptive relaxation to steady state:
where p 1(2) = p(u 1 (2) ) and τ −1 Fig. 2 shows an example of the response in terms of A(t) and x(t) to a step function input. It is interesting to note that the response of this model to increasing and decreasing step input stimuli is asymmetric, as often observed in sensory systems. This property stems simply from the fact that the exponential decay is characterized by a timescale which depends on the local stimulus value, p 1 = p(u 1 ) and p 2 = p(u 2 ) in Eq. 7, which in turn is an increasing function of the input stimulus.
To better understand the origin of the adaptive response, the role of the availability variable A and its relation to system output x, it is helpful instead of solving the equations to integrate directly the second equation of Eq. 2 for this case: In the absence of output (x(t) = 0), availability A will relax to its steady-state value of 1. Otherwise, it encodes in it the history of past output x(t ) for t < t, filtered by an exponential with a memory time determined by the recovery rate δ. This illustrates explicitly how the system output x is a function of its past history: for t >> 1/δ, in the adiabatic approximation,
revealing here the specific form of the multiplicative feedback:
The input stimulus u(t) enters through the instantaneous response function p(u), whereas this response function is multiplied by a scale factor, A(t), which encodes an integral over the output history. This result can be presented graphically as a circuit diagram shown in Fig. 3 . The input signal u(t) goes through an instantaneous, generally nonlinear response p(u(t)); this is then multiplied by the availability variable A, which is obtained from the system output x(t) to create the feedback branch with an integration over past output. We emphasize that although we have illustrated the response to a step input stimulus, Eqs. 8 and 9 hold in the adiabatic approximation for any time-dependent input u(t); it is this generality with respect to the input which enables one to map the dynamical system solution onto a circuit diagram. The adaptive response described by this case is often seen in sensory systems. For example, neural firing rate generally responds strongly to abrupt changes in the input stimulus, and then relaxes to a steady state; however, the steady state response is also sensitive to the (constant) input stimulus. This type of response provides the possibility of coding slowly varying stimuli while at the same time maintaining sensitivity to transients.
Exact exponential adaptation. In some cases of interest, the recovery Δ proceeds at a constant rate. This happens if unavailability is implemented by actual degradation of molecules, which are then replenished at a constant rate (13), or if recovery is catalyzed by an enzyme of extremely low and approximately constant concentration (8) . It will be shown below that in the framework of our general model, such recovery kinetics result in exact exponential adaptation, i.e., relaxation to a steady-state which is input independent.
Exact adaptation was studied extensively in the context of bacterial chemotaxis, where it was observed experimentally. Theoretically there are different mechanisms that can lead to an exact adaptive response (see SI Appendix). The idea of activity-dependent kinetics as a mechanism for implementing effective feedback in chemotaxis was highlighted in ref. 8 and implemented in a model of the chemotactic receptor. In its simplified version, the model consists of a receptor that can occupy a bound or unbound state and independently a modified (methylated) and unmodified state. Only methylated receptors can become active, defining them as the available population; while the demethylation enzyme acts only on the active receptor, providing the exclusively state-dependent transition to unavailability. Assuming that the reverse reaction is zero-order (catalyzed by a rare enzyme), this model is equivalent to Eq. 2 with a zero-order recovery from unavailability, i.e. Δ = δ. The explicit solutions of these equations are Eqs. 3 and 5, with the slightly different definition τ s (t ) −1 = γp(u(t )). The functional nature of the system is, however, different: Its steady-state solutions are independent of the input stimulus. One easily finds
showing that exact adaptation arises because the adaptive variable, the availability A(t), representing the concentration of receptors available to respond to ligand, exactly compensates the input dependence of x for any value of u. This property in turn follows from the zero-order kinetics of the recovery from unavailability. In response to a step-function input from u 1 to u 2 , once again A(t) relaxes smoothly to its new steady state while x(t) displays exact adaptation:
where p 1(2) = p(u 1 (2) ) and τ −1
s (p 2 ). As before, the exponential decay is asymmetric, with a faster decay for an increasing step, as observed in experiments (14) and in more elaborate models of chemotaxis. These properties are illustrated in Fig. 2 E and F. To map the dynamical system to a control circuit, we write the integral equation relating the activity and availability, in analogy to Eq. 8:
Here the availability variable encodes an error signal: the integrated deviation of output from its steady state value δ/γ, with the integral having infinite memory (no decreasing kernel). Previous work has found that models of bacterial chemotaxis include integral control by identifying the relationȦ = x (15). Here we can go beyond this relation to the full and explicit expression of output in terms of the system past output
This enables us also to draw the entire equivalent circuit, which is a special case of the universal circuit Fig. 3 with unit integration kernel. Note that in this case also an additional input in the form of A(0) is required, the initial condition on A, because the memory in this system is infinite and the initial conditions do not decay.
In closing this section we note that the bacterial chemotactic system is at the focus of much theoretical research (for a review, see ref. 9). Exact adaptation is only one of its characteristics; others include a remarkable combination of sensitivity and dynamic range of response. Our simplified model is designed to describe the essence of state-dependent inactivation and adaptive response within a comparative framework and does not necessarily reproduce other properties of particular systems. We show in the SI Appendix how the concept of availability, here modeled as a binary state (available/unavailable), can be extended to a cascade of states with graded degree of availability. This extension, corresponding to multiple methylation states of chemotactic receptors, endows the model with a wide dynamic range of response as seen in reality.
Power-law adaptation. While a three-state model can often be adequate to approximate state-dependent inactivation, this is not always the case. The unavailable "state" in reality often represents a more complex set of states that are degenerate with respect to their functionality. In some types of ion channels, for example, prolonged experiments have revealed a broad range of timescales characterizing the recovery of channels from unavailability, suggesting the picture of a complex internal structure to the unavailable manifold of states (7, 16) . The activity-dependent regulation of AMPA receptors in a post-synaptic neuron, as another example, involves several processes by which the receptor can move between availability and unavailability at the synapse, such as lateral diffusion and receptor internalization (11). The recovery from several different states with different timescales will generally display nonexponential relaxations (17) .
Nonexponential adaptive responses have been observed and studied from a signal-processing point of view (18) (19) (20) . This phenomenon is expected to be related to nonexponential relaxation processes at the molecular level. The relationship between these two levels has been investigated in the context of particular models, for example for ion channel kinetics describing an internal structure of the unavailable manifold (21, 22) . In this context an effective nonlinear low-dimensional model was suggested to account for molecular memory and adaptive response (23) . In an alternative approach the complex internal state-space structure can be represented effectively by a single state with non-Markovian kinetics (24, 25) .
We here use this latter approach to show how power-law adaptive response arises as an additional special case of our general model with non-Markovian recovery from unavailability. We characterize the unavailable manifold by a non-exponential residence time distribution (RTD), ψ(t), without specifying the manifold's internal structure that gives rise to this distribution. This provides a different special case of the recovery term Δ, leaving the basic structure of state-dependent inactivation the same as in previous cases. The unavailable pool still serves as a register of past output in this case, but with longer memory.
The dynamics of the system is described by Eq. 2 with Δ = t 0 K(t − t )(1 − A(t ))dt , reflecting the dependence of recovery kinetics not only on the current value of A(t) but also on its history. The memory kernel K(t) is related to ψ(t) through their Laplace transforms (24)
K(t) thus accounts for general kinetics of return from the unavailable manifold; the special case of Markovian kinetics is recovered with
Under the conditions of timescale separation, to leading order the population of molecules in the active state, x, still follows instantaneously the availability variable A: To illustrate the effect of a nonexponential RTD, we analyzed a special case in which the tail of the distribution is a power-law (see SI Appendix). The results of the step response are depicted in Fig. 4 , showing that the adaptive response is indeed non exponential and depends on the details of the RTD. The steady state value in this case is independent of the input value (see SI Appendix for details). This is a nonexponential form of exact adaptation, with the time to reach steady state generally much longer and with no characteristic timescale. We remark that the exponential exact adaptation that stems from zero-order kinetics, is not encompassed in the general description developed in this section, because the residence time distribution ψ(t) is not well-defined.
Discussion
Membrane proteins commonly exhibit adaptive response (desensitization) to sustained stimuli, a widely encountered and wellstudied phenomenon. Underlying this response one often finds, in addition to the fast stimulus-responding property of the proteins, a slow modulation in the total number of proteins available to respond rapidly to the stimulus. These dynamics are implemented in different biological systems in a variety of ways, ranging from additional protein conformation through changes in receptor location, internalization, degradation, and more. Our aim in this work was to construct a unified theoretical framework for this "activitydependent inactivation" which, while admittedly abstract, captures the essence of the phenomenon and by virtue of its simplicity enables a deeper understanding. In particular we sought to make a more quantitative and precise connection to feedback circuit design, and to identify universal features and distinguish them from system-specific ones.
We studied a class of kinetic models with three states-active, inactive and unavailable-and two types of transition: stimulusdependent transitions between active/inactive are rapid and reflect the instantaneous stimulus value. Stimulus-independent transitions to and from unavailability are slow and occur exclusively through either the active or inactive state, providing an effective integration over the system's past output with an appropriate temporal kernel. Using separation of timescales we showed that a universal feature of this class of models is the emergence of multiplicative feedback: system output is composed of an instantaneous input/output relation multiplied by the slowly modulated availability variable A(t). This, in turn, is the solution of a bilinear control equation, whose details depend on recovery kinetics.
The general description in terms of bilinear control and multiplicative feedback calls for further study of these special engineering design principles in the biological context (12, 26) . It suggests that the study of the signal-processing properties of the biological system should go beyond its frequency response relying on linear system analysis (27) . Systems including instantaneous nonlinear response functions ("static nonlinearities") and multiplicative feedback have been studied as models for retinal gain control (28) .
The details of how past activity is averaged and encoded by the slow availability variable is a system-specific property depending on the kinetics of recovery from unavailability. This, in turn, determines the functional form of adaptation to steady state following an abrupt change in input. The transient adaptive response is exponential in time if the unavailable state is truly a single state with a single rate of recovery. More complex, generally nonexponential adaptation follows if the unavailable state is a coarse-grained representation of a manifold of many sub-states; the structural principle that induces the feedback property to the system remains in this case as well. Using an extension of the Master equation applicable also to non-Markovian kinetics, we derived an explicit relation between the residence time distribution in the unavailable manifold and the form of adaptation to a step signal. In one example, we showed how power-law adaptation is obtained from a broad distribution of recovery times from unavailability. The steady-state response is also a system-specific property that can be either input-dependent, as in the case of first-order kinetics, or input-independent ("exact adaptation"), as in the case of zero-order recovery or in the example of power-law kinetics we have considered.
These results taken together, show how different functional forms of adaptation can all be implemented as special cases of the same fundamental mechanism. This observation points to the relative ease with which different forms of adaptive response can be evolved from one another. The flexible functionality of biochemical signal transduction has been emphasized and suggested to have evolutionary advantage in the context of photoreceptor amplification (29) . Our results indicate that also adaptive response can have the flexibility to change between different forms, for example by changing concentration of an enzyme catalyzing a reaction, while retaining the basic feature of feedback in its state-space structure.
While biological feedback is most often discussed in the strict sense of direct interaction between upstream and downstream components of a pathway (30, 31) , in the wide sense it is a flow of information from a system output back to its input. Such a flow can be an emergent property of system dynamics without physical interaction between output and input. The model analyzed here provides a simple and applicable explicit example of such emergent feedback. The implicit encoding of a feedback circuit by a dynamical system is a topic of much theoretical interest (32) . In light of the results presented here, it would be interesting to consider the application of this theory to a broader class of systems and, in particular, to systems with multiplicative feedback and various forms of adaptive response.
Appendix: Positive Feedback
State-dependent inactivation can support also positive feedback. If transitions to the unavailable state occur selectively through the inactive state, high activity tips the balance towards recovery of unavailable molecules over a longer timescale, thus inducing further activity. These dynamics are described by the following three state scheme: [16]
