Given a graph G = (V, E) with n vertices, and m edges, and a set of K. pairs of vertices in V, we are interested in finding for each pair (ei,bi), a path connecting a; to bi, such that the set of K paths so found is edge-disjoint.
Introduction
Given a graph G = (V, E) with n vertices, and m edges, and a set of n pairs of vertices in V, we are interested in finding for each pair (ai, bi), a path connecting ai to bi, such that the set of K paths so found is edge-disjoint.
For arbitrary graphs the related decision problem is n/P-complete, although it is in P if K is fixed -Robertson and Seymour [RS] . Nevertheless, this negative result can be circumvented for certain classes of graphs. Peleg and Upfal [PU] presented a polynomial time algorithm for the case where G is a (sufficiently strong) bounded degree expander graph, and K 5 nE for a constant E << 113 that depends on the expansion property of the graph. This result has recently been improved by Broder, Frieze, and Upfal [BFU] : G still has to be a (sufficiently strong) bounded degree expander but K can now grow as fast as n/(logn)", where 0 depends only on the expansion properties of the input graph, but is at least 7.
For vertex-disjoint paths in random graphs Shamir and Upfal have shown in [SU] that any set of up to O(fi) pairs can be connected via vertex-disjoint paths; similar results using efficient flow techniques were also obtained by Hochbaum [Hl. Let D denote the median distance between pairs of vertices in G. Clearly it is not possible to connect more than O(m/D) pairs of vertices by edge-disjoint paths, for all choices of pairs, since some choice would require more edges than all the edges available. In the case of bounded degree expanders, this absolute upper bound on K is O(n/ log n). The results mentioned above use only a vanishing fraction of the set of edges of the graph, thus are far from reaching the upper bound.
An intriguing open problem is to find classes of graphs for which the upper bound is achievable and for which there is an algorithm that can construct the optimal number of paths in polynomial time. In this work we present such an algorithm for the classic models of random graphs, G,,, and G,,,. As usual, let G,,, denote a random graph with vertexset{1,2,... , n} = [n] in which each possible edge is included independently with probability p, and let G n>m denote a random graph also with vertex set [n] and exactly m edges, all sets of m edges having equal probability.
The degree of a vertex v is denoted by dG (v).
Our main result is formulated in the following theorem. Then whp ' G E G,,, has the following property:
There exist positive constants Q and ,b' such that for all sets of pairs of vertices {(ai, bi) 1 i = 1, . . . . K,} satisfying:
(i) n _< am log d/ log n, lIn this paper, an event &, is said to occur whp (with high probability)
if Pr(&,) = 1 -~(n-~/~) as n --+ co, l-o(l) does not suffice here. (ii) for each vertex w, I{i : ai = w}I + I{i : bi = w}I 2 there exist edge-disjoint paths in G, joining ai to bi, for each i = 1,2,. . . , K. Furthermore, there is an O(nm2) time randomized algorithm for constructing these paths.
This result is best possible up to constant factors. To see this, note that the distance between most pairs of vertices in G is R(log n/ log d), thus with m edges we can connect at most O(m log d/ logn) pairs, and each vertex can be the endpoint of at most O(d) different paths. A similar result holds for Gn,p, with d = np, and K 5 crn2plogd/(210gn).
We will prove the result for Gn,p, with p = d/n. Since the theorem describes a monotone property, we can deduce the result for G,,, (Bollob& [B] ).
The construction of n/(logn)' edge-disjoint paths on expander graphs that was done in [BFU] , was achieved through the application of the Lovasz Local Lemma [EL] . Sets of possible paths were constructed for each pair, and the Local Lemma was applied to prove that there is a global choice of one path per set such that all the choices are edge-disjoint. However, this approach can only be used when the total number of edges in the final set of disjoint paths is a vanishing fraction of the number of edges in the graph; inherently, it does not lead to optimal bounds.
Here we address the problem in a different way. After a randomization phase, similar to the one in [BFU] , the disjoint paths are constructed one after the other, and all the edges seen during the construction are deleted from the graph. The paths connecting each pair are chosen through a "random walk" type process. The crux of the analysis is to show that after a number of pairs have already been connected, the remaining graph is sufficiently connected to continue with this process. To prove that, we need a good estimate on the eigenvalues of the intermediate graphs generates by the algorithm. (Since we can not throw logarithmic factors at our trouble spots, the proofs are rather intricate, although the algorithm itself is quite simple.)
The disjoint paths problem has numerous algorithmic applications.
One that has received increased attention in recent years is in the context of communication networks. The only efficient way to transmit high volume communication, such as in multimedia applications, is through disjoint paths that are dedicated to one pair of processors for the duration of the communication.
To efficiently utilize the network one needs a very simple algorithm that with minimum overhead constructs large number of edge disjoint paths between a given set of requests. The algorithm we study is simple and easy to implement (after eliminating some steps that are needed only for the proof), and thus suggests some possible good practical heuristics.
In the next section we present a very brief overview of the algorithm. The details of algorithm are exposed in Section 3. The remainder of the paper gives the analysis. (The constants were chosen for convenience; we made no attempt to optimize them.)
In general inequalities are only claimed for Q, p sufficiently small and n sufficiently large.
Overview of the algorithm
Our algorithm divides naturally into the three phases sketched below.
Phase 1: Partition G into two edge-disjoint graphs GR = (VR, ER) and GB = (VB , EB). The indices R and B refer to the "red" and the "blue" graph, respectively. Phase 2 will use only the red graph; Phase 3 will use only the blue graph. The partition is such that VR = V but VB g V with IV,,1 = n -o(n).
Phase 2: Choose a random multiset of 2n points in V. Connect the endpoints {(ai, bi) 1 i = 1, . . . . K} to the newly chosen points in an arbitrary manner via edgedisjoint paths in GR using a flow algorithm. Let & (resp. bi) be the vertex connected to ai (resp. bi). The original problem is now reduced to finding edge-disjoint paths from & to bi for each i. (This randomization was used in [BFU] and has its roots in Valiant's routing algorithm [VB] .) Phase 3: For each i in turn, we repeatedly do a certain type of random walk in GB starting from & until one of these walks ends at &. We keep the last walk as our path from 2ii to bi and remove from Gg all edges seen in these walks. (The analysis below promises that this process will succeed whp for all i.) The final path for each i is the concatenation of the paths from a; to ?Li, and from bi to bi found in Phase 1 and the path from sii to & found here.
To prove Theorem 1.1 it suffices to show that for almost every Gn,p: Note that to prove the second fact we have to consider only one experiment, namely choose G,,, at random and then 61,. . . ,i, at random.
3 Description of the algorithm while there are ai E A and xj E X such that ai = xi do The input to our algorithm is a random graph G,,, and a set of pairs of vertices {(a;, bi) 1 i = 1, . . . , 6) satisfying the premises of Theorem 1.1. The output is a set of /c edge-disjoint paths, PI, . . . , P, such that Pi connects ai to bi. 
Partition G into two edge-disjoint
This results in A n X = 0 and (A( = 1x1 counting graphs GR = O'k,ER) and GE = (VB~EB). The according to multiplicities. indices R and B refer to the "red" and the "blue" graph, respectively. Phase 2 will use only the red graph; Phase ph ase 2b: We next connect A to X via edge-disjoint 3 will use only the blue graph. The partition is such that VR = V but V, E V with lV~l = n -o(n).
paths in the graph GR using network flow techniques. We construct a network as follows In this construction, we use the notion of a k-core. The k-core of a graph H is the largest S G V(H) which induces a subgraph of minimum degree at least k. It is unique and can be found by repeatedly removing vertices of degree less than k until what remains is empty or has minimum degree k. Choose XI, x2,. . . , ~2~ E VY uniformly and randomly with replacement.
Let X denote the multiset {x1,x2,. . . ,xzn}.
We are going to replace the problem of finding paths from ai to bi b_y that_ of findiqg paths from ZLi to &, where {&,h,&,bz ,... , zi,, bK} = X as multisets. Let A denote the multiset {al, bl,aQ, b2,. . . , a,, b,}.
b Each undirected edge of GR gets capacity 1.
l Each member of A becomes a source and each member of X becomes a sink.
l If a vertex occurs T times in A then it becomes a source with supply T, and if a vertex occurs s times in X, then it becomes a sink with demand s.
Now we find a flow from A to X that satisfies all demands. Since the maximum flow has integers values, it decomposes naturally into IAl edge-disjoint paths. If a path joins ai to 2 E X, then we let ?ii-= 2. Similarly, if a path joins bi to x E X, then we let bi = x.
Thus Phase 2 finds edge-disjoint paths P,!" from a, to ~5. The problem now is to find edgedisjoint paths P,!"' joining zii to ii, for 1 5 i 5 6. We use only the edges of Gg to avoid conflict with paths already chosen in GR, Thus we can take, for each i, Pi to be the path (after removing cycles if necessary) that joins ai to & via P,!", 6i to &i via P,!"' and & to bi via pJ3) z *
The paths P!2) are found by simulating a random walk.
A ran&m walk on an undirected graph (or multigraph) G = (V, E) is a Markov chain {Xt} on V associated with a particle that moves from vertex to vertex according to the following rule: The probability Phase 2a: We first deal with vertices that are common of a transition from vertex v, of degree d, to a vertex w in A and X, using the following procedure is l/d, if {v, w} E E and 0 otherwise. (For multigraphs, each edge out of a vertex is an equally likely exit; loops are counted as two exits.) Its stationary distribution, denoted by n or n (G) , is given by 7rV = d,/(2lEJ). A trajectory W of length 7 is a sequence of vertices [WO,Wl,. . . , w,.] such that {wt, wt+l} E E. The Markov chain induces a probability distribution on trajectories in the usual way. We use $'(a,b) to denote the probability that a random walk of length Q-starting at a terminates at b.
We start with the description of a subroutine WALK(a, b, G, T) that generates a series of random walks of length 7 starting from a. The last, walk generated ends at b. The somewhat strange distribution used to generate these walks will be explained in Section 5.
for VJ E V(G); pmin + min{p, : w E V(G)}; Choose T from the geometric distribution with probability of success s = IV(G)Jp,;,; for i from 1 to T -1 do Choose xi according to
od ;
x, +-b; [BFU] .) The analysis will show that in the range of interest, whp, s is bounded away from zero by a constant, hence the total running time of WALK is O(nm7).
We can now describe our Phase 3 algorithm for finding edge-disjoint paths. to +-7 log n/ log d (* 7 to be defined *); In this section we show that if our input graph G = (V,E) is a random G,,, then whp, after we run SPLIT, we can find in GR edge-disjoint paths from ai to zii, and bi to bi, for 1 5 i 5 IE: for any choice for ai,. . . , b, consistent with the premises of Theorem 1.1, and any choice for 2ii, . . . , i,.
Let A and X be as before Phase 2b. For v E V, let Q(V) be the multiplicity of v E A and t(v) be the multiplicity of w E X. For S c V, let, o!(S) = EVES a(v) and E(S) = EVES t(v). For sets S, T s V, let eGR(S, T) denote the number of edges of GR with an endpoint in S and the other endpoint in T. It suffices to prove that (4.1) eGR(S, 3) 2 a(s) -r(s), t/s c v.
We can then apply a theorem of Gale [G] Proof. See Section 6. 0
We now show that the Lemma above implies equation (4.1). First note that condition (ii) in Theorem 1.1 implies a(v) 5 e(w), for all v E V.
Second observe that SPLIT guarantees that for v E X, 0(v) = pd. Furthermore, it follows from the results of Luczak [L] that whp . Thus,
Cl+ o(l))e-logd pnd log n provided that (Y is sufficiently small.
We can thus assume that whp t(w) 5 e(v) for all w E V.
To complete the proof of equation Thus liI,P2,. . . ,?+ and x1,22,. . . ,x7 have the same distribution. Finally, the lemma follows from the fact that given xj = w, the distribution of Wj conditional on Pj = w is clearly equal to that of Wj.
•I Pick a walk IV? of length r according to the distribution on trajectories, conditioned on start point = a Let li-+ be the terminal vertex of k?f; With probability pmin/ps+ accept W, and exitloop od ; output W~,Wz,...,W+; end WALKS We shall prove Theorem 1.1 in this section by analysing GENPATHS. Let PC;) denote the transition probability matrix of a random walk on Pi defined in the GENPATHS. Let Xci) be the second largest eigenvalue of Pci). Let Cl and Cz be some constants that will be exposed later. We start by proving THEOREM 5.1. For 1 5 i 2 yi let &i be the event that LEMMA 5.1. In WALKS, 2; is a random vertex of (a) the maximum degree Aci) in J?; satisfies G, uniformly chosen.
(5.5) Aci) 5 Crd; Proof. The probability s that a walk is accepted at the last step in the loop is given by (b) and that the minimum degree Sci) in l?i satisfies Proof. See Section 7. 0 Hence I@? is a random walk to a uniformly chosen vertex. There is a minor problem in that we want to choose the endpoints before we do the walks. This leads to the algorithm WALK described before. We now turn to its analysis. LEMMA 5.2. Suppose that b is chosen uniformly at random from V (G) .
Then the walks l@l, l%'2, . . . , l@~ in WALKl(a, G, r), and the walks WI, W2, . . . , W, in WALK(U, b, G, r) have the same distribution.
Proof. Note first that i and r have the same geometric distribution.
Also, we have from Lemma 5.1
The reader will notice the bound d 5 n1j3 in the above theorem. If d > n1i3 we can randomly split the edge set of G into r = [2d/n1/31 subsets El, Es,. . . , E,, each of size in the range [n1j3/2, n1i3]. We can similarly split the set K of K. pairs into T roughly equal sets Ki. We can then use the graph Gi = (V, Ei) to find paths for the pairs in Ki. Every vertex of every Gi will have degree roughly d/r whp. Assuming then that we succeed whp on each Ki the total numbers of pairs that we can accommodate is CI='=, ~'Ei11Pogg(~"3'2) 2 om/4. We can assume from now on that d 5 n113.
We now return to the analysis of GENPATHS. In average at most CiCs (1 l t-o(1)) walks are generated order to prove that it is successful, we must show that all per iteration within GENPIITHS, and so with very high the subgraphs I'i created during its run, have diameter probability, we generate no more than 2CiCs~ walks at most T. If so, WALK will find a walk from ?ii to & total. Suppose that we have used q walks in the first for each i, and the walks are clearly edge-disjoint.
i -1 iterations of GENPATHS. Obviously we can assume
We start by assuming that &i holds for every i. that r] 5 2CiCs~.
If a vertex IJ E VB has degree dfl in Pi then the Consider the j-th walk: in iteration i, that is the jsteady state probability of the walk being at v is th walk on I;. For w E VB , let Zj,, denote the number of edges incident with v that are covered by the j-th walk. Let qk = Pr(Zj,, = k). We claim that independent of previous walks, where p(4 = c dc) . WEVB (5.11) for some constants Cs, C4 > 0. It is well known that the second eigenvalue determines the rate of convergence of a Markov chain to its
We now show that proving (5.10) reduces to proving steady state. An explicit form of this result was ob-(5.11). For any constant c > 0, as n --+ 00 we have tained by Jerrum and Sinclair [SJ] : if P(u, V, t)ci) de-c3ec ' d/3T and therefore notes the probability that a random walk of length t in I'i which starts at u will end at v, then assuming &i, we E(exP (ch) It follows that for t > 0, In the algorithm, we take t = T = [Co log n/ logd] 17 for some Ce to be defined later. Thus assuming &i) (5.7) and (5.9) imply that the diameter of l?i is less than r Pr(CZj,, 2 t) I exp -ct+v 2C&4ec logn j=l nlogd and so the algorithm will be successful. (The claimed bounds for the running time follow from the discussion < exp(-ct + 4aCoC,C,C,e"d)
We now proceed to show that the assumption is correct.
Note that since Pi is a subgraph of Gn,p, equation (5.5) To prove (5.11) for Ic = 1, let h,,(t) be the probability that the walk is at v at time t. Then h,,(O) = l/lvBl < clc2?$ since the walk starts from ?i which is a vertex chosen uniformly at random in IV, 1. (The last inequality follows from Theorem 5.1.)
We next show inductively that for all v E VB, we given Theorem 5.1, we can prove by induction that &i have hv (t) I CiCsrt).
This follows from stationarity holds for all i if we can show that equations and wEiv(v:ri) t" Thus assume Fi, &i, . . . , &, Er . Note first that from ~~~~~ (5.7) and (5.9), the acceptance probability s in WALKS (and hence in WALK) during the first i -1 iterations of GENPATHS is at least (1 + o(l))/(C1C2).
Thus on ql I &h,(t) 2 s, c, = 3csc,2c;. t=1
We next prove (5.11) for k 2 2. Fix I; and for distribution with parameters n and p. Then vertex v let p,, be the probability that a random walk of length r from v ever returns to v. We claim that there Pr(Gn,5p,6 does not satisfy the property (a)) exists a constant Cs such that (5.12)
This gives (5.11) since
Let Dt,,t for 2 5 t' 5 t -2 be the event that the (b) Note that property (b) holds trivially for ISI 5 4 walk is at distance 2 from v at time t', at a neighbour or d 2 lOlogn, which implies no 2 1. Assume d 5 ofvattimest'+l,..., t -1, and at v at time t. Let Do IOlogn and IsI 2 5* Thus~ be the event that the walk never gets further than one away from v before its first return to v. Then Pr(G,,p does not satisfy the property in (b))
Since d 5 n113 it is easy to show that in Gn+,, whp = 0(1/n). LEMMA 6.1.
But for ,S sufficiently small, (a) G& has th e o f 11 owing property whp: S C V and no = ne -d/1' < ISI 5 n/2 implies that e(S,S) 1 n-2
4W
; -
G has the following property whp: S E V and thus ICC0 ISI 5 no implies e(S,S) 5 2lSI.
Pr(1 contains an edge) = o(nw3i4).
Proof. (a) Note that Gh is distributed as Gn,5p/6. A similar calculation deals with the case of a path of Let Bin(n,p) be a random variable from the binomial length two joining two vertices of I.
•I
We can now easily see that Lemmas 6.1 and 6.2 that is G,,, = G, conditional on IE,I = m. We do not need to re-do the analysis of Phases 1 and 2 except to say that parallel edges will be given the same colour by the SPLIT algorithm. For Phase 3 we can work with M,,,.
and inflate all failure probabilities by O(d3i2) in order to handle the conditioning ] E, ] = m, the case of interest.
We obtain a further advantage by conditioning on the degree sequence of M,. Here the degree d,(i) of vertex i is given by d,(i) = l{j : zj = i}l.
If we fix the multiset {d,(i) : i E [n]} to be {di : i E [n]} then the conditional multigraph is distributed as the configuration model of Bender and Canfield [BC] , Bollob&s [B2] ). Let D = {di, dz, . . . , d,} denote a degree sequence, Wi = [di] x {i} for 1 5 i 5 v and W = U&Wi. Let s1 be the set of partitions of W into pairs. If F E R and 4 is a permutation on [v] , then the multigraph M = M(F, 4) is defined as follows: V(M) = [v] and there is an edge {4(i), 4(j)} for every pair in F of the form {(z,i), (y,j)} (for some x and y).
We consider the probability space of multigraphs M (F, 4) where F is chosen randomly from s1 and 4 is a random permutation of [v] . We are interested in the case where We could take Ci = 20, Cz = 5. Although we start with b 2 d/10 we will be deleting edges, but we will be able to guarantee whp that 6 2 d/20 throughout.
It will be useful to think of F as being constructed sequentially. It is important to observe that for any t > 0, F \ Ft is a random member of fl(R,).
An important consequence of the above observation is that if we start with M = M(F,q5), then the multigraph obtained from removing from M the edges of a random walk W remains random. Indeed, we may imagine CONSTRUCT as performed in parallel with our walk W. Suppose our walk makes a transition from a vertex x and the current value of Rt in CONSTRUCT is R. The transition from x is equivalent to choosing a random member u = ut of W+-I(,). If u @ R, then we perform one step of CONSTRUCT and pair u with a point 21 = vt E R \ {u}. If w E W4-1(,) for some y, then the walk makes a transition from x to y. Thus by the observation after CONSTRUCT, we see that removing the edges from M of a random walk results in a multigraph from a random configuration.
In effect we apply the SPLIT algorithm to the underlying simple graph. This will split M,,,* into MR and MB respectively. MB will then be unconditioned, given its degree sequence i.e. the configuration model can be used for MB.
7.2
Random walks on configurations.
Suppose MB has degree sequence D' = (d',,db,. . . ,dL), where v = n( 1 + o( 1)). As observed, MB is random given its degree sequence. In our analysis, we want to consider random walks on G(F, 4) as opposed to M(F,$). So we take random walks on M(F, 4) and if the next transition from x to y has been taken before (including previous walks -see GENPATHS, we choose another random edge from x. This will again leave the remaining configuration random. We call this the simple random walk on M (F, 4). We therefore view our random walks on G(F, 4) as being simple random walks on M (F, 4) . Furthermore, we can analyse Phase 3 as though we were using WALKS in place of WALK. This is because the distribution of the sets of walks deleted is the same in both.
Each of the K iterations deletes some pairs from F. Suppose Fci) denotes the remaining pairs at the start of iteration i. Let Dci) denote the residual degree sequence, i.e., dy' = I(Wj x {i}) n (UeEF(;)e) 1.
Then Fci) is a random member of fl(D(i)). This requires a little justification.
Our algorithm produces paths by choosing ii, is, . . . , g, at random and by applying WALK. As observed in Lemma 5.2, this is equivalent to just applying WALKS a number of 'times. By our arguments of the previous section, deleting edges in the walks produced by WALK1 leaves a random configuration.
Thus, we may imagine that initially we have a multigraph MI and simple graph Pi which is obtained from Ml by ignoring loops and coalescing multiple edges. We then apply GENPATHS to Ii-i to obtain Ii after the (i -1)-th iteration of GENPATHS. The random walks in Ii-1 are coupled (in the obvious manner) with simple random walks on Mi-1 to produce Mi. Thus M = Mi is a multigraph from a random configuration (when its degree sequence is given). Note that I'i is not quite the simple graph Gi underlying Mi. It is obtained from Gi by deleting any edge that has appeared in a previous walk.
All that remains now is to show (5.7) holds with suitably high probability. We leave this part of the proof for the full version of the paper.
