1 Abstract 10 The yeast centrosome or Spindle Pole Body (SPB) is situated in the nuclear membrane, 11 where it nucleates spindle microtubules and acts as a signalling hub. Previously, we used 12 Synthetic Physical Interactions to map the regions of the cell that are sensitive to forced 13 relocalization of proteins across the proteome [Berry et al., 2016]. Here, we expand on this 14 work to show that the SPB, in particular, is sensitive to the relocalization of many proteins. 15 This work inspired a new data analysis approach that indicates that relocalization screens 16 may produce more growth defects than previously reported. A set of associations with 17 the SPB result in elevated SPB number and since hyper-proliferation of centrosomes is a 18 hallmark of cancer cells, these associations point the way for the use of yeast models in the 19 study of spindle formation and chromosome segregation in cancer. 20 2 Introduction 21 Microtubule Organising Centres (MTOCs) are critical to the process of chromosome segre-22 gation in eukaryotes; abnormalities in the structure or number of centrosomes is strongly 23 associated with human cancer [Nigg, 2006]. In S. cerevisiae, the MTOC is the Spindle 24 1 Pole Body (SPB). The SPB differs from metazoan centrosomes in its structure and in the 25 fact that it remains embedded in the nuclear membrane throughout the closed mitosis of 26 yeast [Fu et al., 2015]. However, despite these differences, there is significant conservation 27 between yeast SPB proteins and human centrosomal proteins [Jaspersen and Winey, 2004], 28 making the yeast SPB a relevant model of MTOCs. 29 Beyond their roles in microtubule nucleation, SPBs are thought to act as signalling 30 hubs, with recruitment to the SPB a key step in regulation of certain signalling pathways 31 [Fu et al., 2015, Arquint et al., 2014]. Various studies have used the strong interaction 32 between GFP and GFP-Binding Protein (GBP) [Rothbauer et al., 2006], to test the effect 33 of forced localization to the SPB, for example Gryaznova et al. [2016], Caydasi et al. [2017].
genome [Ólafsson and Thorpe, 2015] . In each screen, a target gene tagged with GBP (GFP-is normally distributed, it will become inappropriate when the data deviates significantly 192 from this distribution, as we would expect in the case of a screen with many hits. Therefore, 193 we developed a novel statistical methodology to analyze significance in SPI screens. 194 4.2 Mixture models are an effective model for SPI screen data 195 Based on the approach of Efron [2004] , we developed an empirical Bayes methodology to 196 analyze SPI screen data based on mixture models. Genome-wide screens, such as SPI 197 screens, typically apply an experimental procedure to assign every gene in the genome 198 a value. In yeast screens, such as SPI or yeast-two-hybrid screens, this measure often 199 characterizes the growth of a colony. Analysis of these screens generally assumes that the 200 distribution of colony sizes under equal conditions will follow a lognormal distribution, 201 so that the logarithm of these sizes is normally distributed. However, when performing 202 a genome-wide screen, we expect some small but non-zero proportion of strains to have 203 reduced fitness and grow more slowly. We hypothesized that in certain cases, where a 204 significant number of genes are affected, screening data will not fit a normal distribution. In 205 a previous study, Berry et al. [2016] performed 23 SPI screens using GBP fusions in different 206 compartments of the cell, in order to build up a map of protein localization sensitivity. We 207 combined this dataset of screens with the SPB SPI data to assess the performance of Z-208 transformations in different proteome-wide screens. 209 We found that the LGRs are not distributed according to a normal distribution (Figure 210 2B). We reasoned that we could take advantage of the assumption that the data contained 211 two distinct categories, unaffected and affected by forced localization, to develop an im-212 proved statistical model of the data. We used the "Mclust" package [Scrucca et al., 2016] 213 to fit bimodal normal mixture models [Fraley and Raftery, 2002] to the SPI data ( Figure   214 2). These mixture models matched the distribution of SPI data more successfully than uni-215 modal normal distributions ( Figure 2B ). We found that for 20 of the 28 screens the fitted 216 mixture model matched our intuition of a "central" peak representing unaffected genes and 217 a "hit" peak, shifted to the right representing genes affected by the forced interaction. The 218 data for the remaining eight screens did not show well-defined hit peaks. An underlying 219 assumption of our analysis is that the non-hits will be distributed according to a normal 220 distribution, so in screens with few hits, we would expect a normal model to fit the data 221 effectively. We interpret the failure of the mixture model to identify a well-defined hit peak 222 in these eight screens as indicating that the screens have few hits and that therefore, in these 223 cases, a Z-transformation would be appropriate. When present, the two overlapping, peaks 224 in the data allows for the identification of two defined categories in the data. Component 225 1, or the central peak, contains genes unaffected by the interaction and is distributed normally due to noise in measurement. Component 2, or the hit peak, contains genes affected 227 by the interaction, the shape of this distribution represents both effects of noise and the 228 distribution of strength of real growth defects. We do not know a priori the shape of the 229 distribution of interactions effects, but here we make the assumption it is gaussian. Having determined that mixture models are a more appropriate statistical model than a 232 normal distribution, we developed metrics to determine the significance of individual results 233 and cutoffs to distinguish hits from non-hits. A typical approach in genome-wide screens 234 is to calculate p-values based on a null model of the data. In the case of mixture models, 235 identifying Component 1 as an empirical null model for the data allows for calculation of 236 p-values, which may be adjusted for multiple hypothesis testing, for example by calculating 237 FDR q-values [Benjamini and Hochberg, 1995] . However, in this context a more natural 238 approach is to calculate the conditional probability of inclusion in Component 2. We define 239 q(x) to be the probability of inclusion in Component 2 given a measured LGR of x. The 240 point where q(x) = 0.5 is the point where a strain with measured LGR x is equally likely 241 to be in Component 1 or 2, and is therefore a logical point to place a cutoff. We define 242 this point as L q,0.5 , while the point where a Z-transformation of the data has value 2 is 243 L Z . We found that L q,0.5 always sat below the L Z but this effect was more pronounced in 244 screens with more hits. Notably using Z-score as a cutoff limited the range of numbers of 245 hits to 100-250. In contrast, using L q,0.5 as a cutoff has a dynamic range of 100-700 hits 246 ( Figure 3A ). This makes the mixture model approach a more effective tool than Z-score to 247 distinguish between screens with many or few hits.
248
The top hits from genome-wide screens are commonly validated by repeating the screen 249 either to verify key results or to establish metrics such as the False Positive Rate (FPR).
250
Validation is undesirable as it requires further resources and, in some cases, may not be 251 practical, so we developed a statistical method to predict the FPR. In the validation screens, 252 16 replicates were used as opposed to 4 in the original genome-wide screens. Furthermore, 253 a hit was considered to be validated if the measured LGR was considered to be significant 254 relative to GFP-free controls. Validation is considered to be a "gold-standard" for hit 255 verification as it corresponds closely to other assays for growth defects such as spot tests.
256
As the q(x) cutoffs were lower than the Z-score cutoffs we were concerned that they may 257 not be reliable indicators of validation. Indeed, most of the q(x) cutoffs lay below the 40% 258 FPR point at which Berry et al. [2016] stopped validating. It is worth noting that results 259 that do not validate may still be reproducible and biologically interesting despite having 260 relatively subtle effects on growth that are difficult to distinguish from the variability in 261 wild type growth. Therefore, we developed a method to predict the likelihood of validation.
262
Using the fitted mixture models, we developed a metric pV (x), representing the probability 263 of validation for a strain with measured LGR x. pV (x) is generally successful at predicting 264 the rate of validation in a screen ( Figure 3B ). For the 20 SPI screens which were fit well 265 by the mixture models, the validation rate of 18 of these screens was predicted well by 266 pV (x). The other two generally had very poor validation rates in general, making any kind 267 of validation prediction unlikely to succeed. Plotting the variance and means of Component 268 2 for each of the SPI screens ( Figure 3D ) shows that both of these screens are outliers with 269 very high variances. Therefore, we recommend that when using this approach, great care 270 is taken when the variance of Component 2 is high. Comparison of specific points, for 271 example 20% FPR, shows good predictive power ( Figure 3C ). 
The SPB is especially sensitive to forced relocalization 273
When we compared the SPI screens using SPB components with the previous screens using 274 other structures throughout the cell, we noticed some key differences. Figure 3A shows 275 that the SPB SPI screens are among the screens with the greatest number of hits, both by 276 Z-score and q(x) cutoff. The fitted mixture models offer an additional way to understand 277 this difference. Within a SPI screen, we may wish to distinguish between the case of a large 278 proportion of strains being affected in a minor way and a smaller proportion of strains 279 being very strongly affected. The fitted parameters ρ 2 and µ 2 reflect the proportion of 280 strains affected and the severity of these effects respectively. Plotting these two parameters 281 together therefore provides a graphical way to compare screens. This is shown in Figure 3E , 282 where we see that the SPI screens sit in the topright region of the graph as they have high 283 values of ρ 2 and µ 2 . In particular, Spc42 and Nud1 produce especially strong SPIs (high 284 µ 2 ), while the Spc110 screens produce weaker SPIs but with many different strains (high 285 ρ 2 ). Spc72 is more midrange, possible reflecting the fact that in the S288C background,
286
SPC72 is a non-essential gene [Giaever et al., 2002] . Notably, Loa1 has a high value of σ 2 ,
287
Heh2 has a high value of µ 2 and Sec7 and Sec63 sit near to Spc42 and Nud1. All four of 288 these proteins localize to the ER, golgi or nuclear membrane, suggesting that these regions 289 specifically may be the most sensitive to forcible relocalization. 290 We used hierarchical clustering to compare the SPB screens to the other SPI screens 291 in the dataset (Figure 4 ). The data was clustered both vertically (by GFP strain) and 292 horizontally (by screen). Clustering by screen shows the five SPB screens are more similar 293 to each other than to other screens in the dataset, suggesting there is a characteristic set of 294 proteins that are sensitive to forced localization to the SPB. Clustering the data by GFP that are sensitive to forcible relocalization to all or most parts of the cell. This group proteins physically interact with SPB components [Wong et al., 2007] . It is worth noting 329 that these phenotypes may simply represent disruption of these structures by removal of 330 the protein to the SPB, although these proteins were not frequent flyers. Nud1 and Spc72 331 are thought to act as a signalling scaffold for proteins in the Mitotic Exit Network pathway 332 [Scarfone and Piatti, 2015] and screens with these proteins were enriched for mitotic cell 333 cycle proteins. Finally, we found that the Spc42 screen was enriched for proteins involved 334 in nuclear pore organization as well as subunits of the nuclear pore. Intriguingly, some of 335 these findings overlap with known genetic interactions, for example deletion of NUP157 sup- 341 We investigated whether we could detect any SPB duplication phenotype caused by forcible 342 localization of proteins to the SPB. We screened 80 query proteins that we suspected would 343 cause defects in SPB duplication against the Spc42-GBP-RFP fusion. These proteins in-344 cluded proteins known to play a role in SPB duplication, such as the SPIN network and 345 nuclear pore complex proteins as well as other transport proteins and hits from the screen 346 that are as yet un-annotated. Cells were imaged using fluorescence microscopy and the 347 number of SPBs, as approximated by the number of RFP foci, were counted. In particular, 348 we searched for cells with 3 or more foci. In strains expressing membrane or pore proteins 349 tagged with GFP we observed recruitment of Spc42-GBP-RFP to these regions, however 350 small regions with relatively high RFP signal were observed and interpreted to represent 351 SPBs. We found evidence of extra SPBs in eleven different strains (Table 1) . In some cases, were available to image in slow-growing SPI strains. Therefore, we directly transformed 356 these strains, alongside the four members of the SPIN network, with the Spc42-GBP-RFP 357 plasmid. We were able to establish colonies of all strains except Crm1-GFP. Using these 358 strains we imaged larger quantities of these cells ( Figure 6A ). We detected extra red foci in 359 each of these strains and quantified the proportion of cells expressing this phenotype (Figure   360 6B). Notably, we found that the strength of growth defect as measured by the LGR was not 361 a strong indicator of the frequency of extra red foci, suggesting the growth defect does not 362 arise entirely from this phenotype. Note that the protein denoted by its ORF, YJL021C, is included in these results however this ORF was determined to overlap YJL020C Brachat 364 et al. [2003] meaning the GFP product in this strain is likely not a simple N-terminal fusion. 365 Furthermore, the GFP strain shows a punctate fluorescent signal, meaning the extra red 366 foci in these cells may represent relocalization of Spc42-GBP-RFP to YJL021C-GFP foci.
SPIs with the SPB lead to SPB overduplication

367
These results suggest that the forced interaction of these proteins with the SPB results in Figure 1 (previous page): A: Structure of the SPB showing location of GBP tags used. B: Colocalization of query and target proteins in the Nud1, Spc42, Spc110C and Spc110N screens. A selection of 48 GFP strains were chosen to represent different regions of the cell and a mixture of strong and weak growth phenotypes. Each strain was judged to have either colocalization of GFP and RFP at SPB foci or not. In some cases no live cells were imaged due to slow growth, these strains were removed from analysis. The 60% − 80% colocalization observed in each screen is consistent with previous studies [Berry et al., 2016] . C: Validation of SPB SPI screens. For each GBP construct, 240 GFP strains were chosen and rescreened at higher density. These strains were considered to be validated hits if the growth defect measured was greater than a cutoff determined by GFP-free controls. In each screen, we found that strains with Z-scores less than 2 met the criteria for validation, suggesting the cutoff at a Z-score of 2 was overly restrictive. D: Ordered LGRs for each of the 5 SPB screens and 23 screens from Berry et al. [2016] , this graph shows only strains present in the subset of the GFP library used in the SPB screens. The left hand side of the graph has left-justified values while the right hand side shows the right-justified values, this is because the region closest to the edges is the most informative. The SPB screens, shown in colour, are considerably seperated from the screens performed with other regions of the cell. LGRs. Note that strains with low negative LGRs, such as that shown in orange are often the results of slow-growing GFP strains, which can register as having enhanced growth due to plate normalization and proportionally high levels of measurement error. B: Comparison of the bimodal normal mixture model and normal model of the Spc42 screen data, with the histogram of measured
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LGRs.
• fig2 -MM methods.pdf 586 Figure 3 (previous page): A: The number of hits by both Z-score (L Z ) and q(x) (L q,0.5 ) cutoff for each of the screens where the mixture model was applicable. The q(x) cutoff has a higher dynamic range than the Z-score and is better able to distinguish screens with many hits. The SPB screens are among those with the greatest numbers of hits. B: FPR prediction for the Spc72 screen. The FPR for the screen was predicted from the mixture model and this prediction is overlaid with estimates of the FPR using binned data from the validation screen. In this case, the predicted FPR was reasonably accurate, although the data is quite noisy. The points where the mixture model predicts 20% and 40% FPR are indicated with a dashed line. C: Box-and-whisker plot showing the difference between measured and predicted FPR at the point where the FPR is predicted to be 20% across the screens where the mixture model was applicable. This shows some bias, with the predicted FPR generally higher than the true FPR but generally achieving an accuracy around ±10%. D: Classification of mixture model fit for each of the 28 screens analyzed. The mean µ 2 and variance (σ 2 ) 2 of component 2 are good indicators of the success of the model with very low means or high variances indicative of the lack of a hit peak or poor validation prediction respectively. E: Classification of screen based on fitted parameters calculated using the subset of GFP strains used in the SPB screen. Each of the screens for which the mixture model fit was appropriate are plotted according to the proportion of strains affected (ρ 2 ) and the average strength of these effects (µ 2 ). The SPB screens Spc42 and Nud1 are positioned in the upper right portion of the graph, showing that a large proportion of proteins were sensitive to forced interaction with the SPB and these sensitivities caused significant growth defects. GBP
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600 Figure S5 : Heatmap of GO enrichment analysis for lipid process terms. Mixture models have been proposed as an alternative to calculating p-values based on the assumption 3 that data is normally distributed Efron [2004] and have previously been used to analyse genome-wide 4 datasets. The theory behind their use is that genome-wide screens are conducted in order to identify 5 genes involved in a given process and that this divides the genome into two categories: those that are 6 involved in this process (hits) and those that aren't. Typically, non-hits will have a normal distribution 7 centred around 0, due to variation caused by inherent noise in the system. In contrast, measurement 8 of each of the hits can be thought of as a sample of a normal distribution with mean (and potentially 9 variance) determined by the individual hit, the combination of these hits will form a distribution with 10 properties that will depend on the biology of the screen. The aim of analysing genome-wide screen data 11 is to distinguish these two categories. If there are few enough hits, they will simply form a tail at the 12 edge of the distribution of non-hits and will not significantly effect the mean or standard deviation of the 13 overall distribution. However, when there are significant numbers of hits, they will effect these summary based on the shape of this peak. He then estimated the distribution of the hit peak from the difference 20 between the overall distribution and the fitted null distribution. A limitation of this approach is that 21 the null model is fitted to a relatively small region of the distribution of non-hits and furthermore, it 22 gives no information about the distribution of the hits. In our approach, we fitted two normal modes to 23 the data, using an Expectation-Maximization (ME) algorithm, which iteratively improves the fit of the After fitting, we distinguished two types of fit: good fits that had two clearly defined distributions 34 representing hits and non-hits; and poor fits where the distributions were not clearly defined. These 35 poor fits were defined as those in which 36 µ 2 < µ 1 + 1.5σ 1 , these screens were excluded from further analysis with mixture models. In the remaining 20 cases 37 where the fit was good, we identified the "hit peak" as the peak shifted furthest to the right and the 38 distribution of non-hits, or "central peak" as the leftmost distribution. We refer to these two components 39 of the distribution as C 1 for the central peak and C 2 for the hit peak. We can consider the genome-40 wide screen as a process for assigning LGRs to particular genes, the first step of this process is to decide 41 whether the gene is a hit or not, which is a Bernouilli variable or weighted coin flip, where the probability 42 of being a hit is given by ρ 2 . Then a gene G i has identity I i given by:
Once the identity is determined, the measured LGR, LGR i , is assigned as a normal variable distributed 44 with mean and standard deviation µ 1 , σ 1 or µ 2 , σ 2 as determined by the category in which the gene was 45 placed. 46 We wanted to define metrics to inform about the significance of results. In some cases we wish to draw a line that distinguishes LGRs from hits and non-hits and these metrics allow for such definitions.
48
While cutoffs are a widely used tool and help to focus on significant results, they will always be to some 49 extent arbitrary, as cases on the border may be placed either side by chance. On top of this, the strength 50 of the interaction will vary depending on the particular genes, and depending on the application we may 51 want only strong hits or we may want to include more subtle phenotypes. Therefore we propose different 52 metrics to give a fuller picture of the data and so that a relevant metric can be chosen depending on 53 context. 
