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Abstract
In this paper we present the convergence analysis of iterative schemes for solving semilinear systems resulting from multidimen-
sional semilinear second-order parabolic partial differential equations (PDEs) deﬁned in a domain Rn ×R+ and subject to Cauchy
boundary conditions on Rn, using the method of integral successive iterative approximation and the principle of decay estimation,
we derive the bounded, nonnegative, local solutions and global solutions. Blowing-up results of the solutions are also presented.
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1. Introduction
We consider the following second-order semilinear parabolic PDEs system,
ut (x, t) − u(x, t) = vp(x, t),
vt (x, t) − v(x, t) = uq(x, t), (x, t) ∈ R
n × R+ (1)
subject to Cauchy boundary conditions
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Rn, (2)
where p> 0, q > 0, n1 and  is Laplace operator. We suppose that u0(x) and v0(x) are bounded, nonnegative,
continuous functions.
Such boundary value problems arise in numerous applications (see references therein) and in fact system (1) together
with Cauchy boundary conditions (2) provide a simple example of a reaction–diffusion system. They can be used as
a model to describe heat propagation in a two-component combustible mixture. In this case u and v represent the
temperatures of the interacting components, thermal conductivity is supposed constant and equal for both substances,
and a volume energy release given by powers of u and v is assumed. For more references on mathematical models
in combustion and ignition, see Bebernes and Eberly [5]. On the other hand, if we assume that the two-dimensional
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Navier–Stokes equation adopts a self-similar solution, then after substitution, we get a system which is closely linked to
the Burger’s equation and the Fujita equation. Hence from the point of view of singularity formation, it is important that
one should know more about the Fujita phenomenon as well as the methods to study it. For this aspect of the problem,
we mention Berger and Kohn [6] and, some of related work, system (1), (2) in bounded domains have been analyzed by
several authors. For instance, in [11,12] Galaktionov, Kurdyumov and Samarskii discussed various existence results.
When n = 1, a single point blow-up was then obtained in [9]. In the following sections of this paper, we will illustrate
how this—the bounded, nonnegative solution of system (1), (2) can be achieved through a series of simple integral
iterative schemes. Our arguments are chieﬂy based on the integral successive approximation by the iterative methods
and the decay estimation principle.
The remaining part of this paper is organized into three sections as follows. The main results are stated in Section 2.
In Section 3 some preliminary lemmas are provided and, the full proofs of the main results are given in Section 4.
2. Main results
In this section we brieﬂy describe the main results of this paper and introduce some notations to be used later. We
start by introducing some notations. For t > 0 and x ∈ Rn, let
G(x, t) = (4t)−n/2 exp
(
−|x|
2
4t
)
,
0(x) is an arbitrary function in L1Loc(R
n) such that |0(x)|A exp(−|x|2) when |x|> 0 for some A> 0 and > 0.
We use the notation
S(t)0(x) := (G(·, t) ∗ 0)(x),
where the sign ∗ is the convolution in the space variable. S(t)0 is then the fundamental solution of the heat equation
t =  with Cauchy initial value (x, 0) = 0(x), and the solution is given by
(x, t) = S(t)0(x) =
∫
Rn
G(x − , t)0() d
and satisﬁes (x, t) → 0(x) in L1Loc(Rn) as t → 0.
With the substitution  = (x − )/(2√t), we have
S(t)0(x) = −n/2
∫
Rn
exp(−2)0(x − 2
√
t) d, (t > 0). (3)
By deﬁnition, S(0)0 = 0 and ‖S(t)0‖ is continuous, decreasing and
‖S(t)0‖‖0‖ (t0), (4)
(where ‖0‖ = sup{|0(x)|; x ∈ Rn}), S(t) is increasing about , i.e., 12 implies S(t)1S(t)2 and S(t)(1 =
c) = c (here c is a constant). Let g(x, t) be a bounded, continuous function in Rn × [0, T ) and (in shorthand, (t) =
(x, t), g(t) = g(x, t), . . .)
(t) =
∫ t
0
S(t − )g() d = −n/2
∫ t
0
∫
Rn
exp(−2)g(, x + 2
√
t − ) d d (t0).
Then (t) is a bounded, continuous function in Rn × [0, T ) and, applying i = /xi to (t) under the integral sign
and using inequality ‖iS(t)0|c‖0‖
√
t for t > 0, we have
|(x, t) − (x′, t)|c‖g‖|x − x′|√t (t0). (5)
As for (t), we can decompose
(t + 	) =
∫ t+	
t
S(t + 	 − )g() d + S(	)(t),
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since S(t +	−)=S(	)S(t −). The norm of the integral is not greater than ‖g‖	, and S(	)(t)− (t) can be written
by (3) as an integral
−n/2
∫
Rn
exp(−2)[(x + 2√	, t) − (x, t)] d.
Using (5), the estimate
‖(t + 	) − (t)‖‖g‖(	 + c√	) (t0, 	> 0) (6)
follows from
∫
Rn || exp(−2) d<∞. Hence (t) is also a solution of
t (t) = (t) + g(x, t) in Rn × (0, T ), (0) = 0.
It follows that (t) = S(t)0(x) + (t) is a solution of the equation with initial value 0 and, the semilinear Cauchy
problem
t =  + f (, t) in Rn × (0, T ), (0) = 0 (7)
is equivalent to
(t) = S(t)0 +
∫ t
0
S(t − )f ((), ) d. (8)
It follows from (4) and the triangle inequality with (6) that the maximum norm ‖(t)‖ of any solution (t) of Eq. (8)
is continuous in [0, T ).
As we will be recalling in this section below, system (1) has a nonnegative classical solution in a stripRn ×[0, T ), by
this, we mean a pair of nonnegative C1,2 functions {u, v} satisﬁes the system (1) inRn ×[0, T ) and remains bounded in
any stripRn ×[0, 
) as 
<T . From now on, these will be referred to as a solution for short. They will be often denoted
in the abridged way {u(t), v(t)}. Our goal is here to gain insight into the questions of when and how does the system
(1) have global solutions or generate instabilities. Set T ∗ =T ∗(u, v)= sup{T > 0; u, v are bounded inRn ×[0, T ) and
satisfy system (1) there} for a given solution {u, v}. as for 0<pq1, Escobedo and Herrero [7] proved that T ∗ =+∞,
and the every solution of (1) is global. But its solution is not unique from Lu [17]. If T ∗ < + ∞, then we see that
lim
t→T ∗ sup ‖u‖L∞(Rn) = +∞ or limt→T ∗ sup ‖v‖L∞(Rn) = +∞,
because the other solutions could be extended beyond T ∗, we may here refer to Baras and Cohen [4], Lacey [16,15]
for their works on this problem in the case of scalar versions of (7).
For the system (1) subject to Cauchy boundary conditions (2), the solution is not unique as pq1, so one shall
consider only the case pq > 1 in which p1, q1, as for the discussion of the case p< 1 or q < 1 is similar treated
by successive iterative method we used in Section 3.
When p1, q1 satisfy pq > 1, then the two situations (T ∗ = +∞ or T ∗ < + ∞) possibly happen and, our ﬁrst
main result is stated as follows.
Theorem 1. Letp1, q1 satisfypq > 1, and letw0(x)=max{u0(x), v0(x)} in which u0(x), v0(x) are nonnegative,
continuous functions and in Lr(Rn). If there exists an > 0 such that
(p − 1)
∫ 
0
‖S()w0‖p−1L∞(Rn) d< 1. (9)
Then there exist two functions u(t) := u(x, t), v(t) := v(x, t) such that {u(t), v(t)} is a nonnegative solution of system
(1) in Lr(Rn) with boundary conditions (2), and {u(t), v(t)} is in Lrp(Rn) as t ∈ [0, ].
By using themethod of extension, the existence interval [0, ] in Theorem 1 can be continued to [0, T), themaximum
existence interval of the solution {u(t), v(t)}, and hence, the situations T = +∞ or T < + ∞ possibly happen. Note
that if T = +∞, the solution is global, this can be obtained by the standard parabolic estimates (cf. [8]), u(t) and v(t)
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then can be continued to the whole space for all t > 0. On the other hand, if T <+ ∞, we have the second main result
as follows.
Theorem 2. Suppose that p1, q1 satisfy pq > 1, u0(x), v0(x) and  are stated as in Theorem 1. If r >n(p−1)/2,
then there exists a nonnegative solution {u(t), v(t)} inLr(Rn), 0 t < T andalso, {u(t), v(t)} is inLrp(Rn), 0< t <T.
Meanwhile, we have the following properties of blowing up:
lim
t→T −
‖u(t)‖Lr(Rn) = +∞, lim
t→T −
sup ‖u(t)‖Lrp(Rn) = +∞,
lim
t→T −
‖v(t)‖Lr(Rn) = +∞, lim
t→T −
sup ‖v(t)‖Lrp(Rn) = +∞, (10)
when T < + ∞.
Let us brieﬂy remark on some related results, if p = q, and u0(x)= v0(x), system (1), (2) reduce to a scalar Cauchy
problem, i.e.,
ut (x, t) − u(x, t) = up(x, t), (x, t) ∈ R× [0, T ),
u(x, 0) = u0(x), x ∈ R. (11)
Problem (11) has been extensively dealt with in recent years (cf. [1–3,8–10,13–16,18–21] and references therein).
When p> 1+2/n, it is known that the solutions of Problem (11) are either global or blow-up in ﬁnite time, depending
on the size of u0(x) (for instance, [20,19]). A similar alternative holds for the system (1), (2) as pq > 1. In relation to
the problem of the global existence of bounded solutions we have the third main result as follows.
Theorem 3. Suppose that r =n(p−1)/2 and k is a constant u0(t), v0(t), w0 and  are stated as in Theorem 1. If there
exists r1 >r such that
lim
t→0 sup ‖S(t)w0‖Lr1 (Rn)K ,
then there exists a nonnegative solution {u(t), v(t)} of system (1), (2) such that {u(t), v(t)} is in Lr(Rn) as 0 t < T,
and {u(t), v(t)} is in Lrp(Rn) as 0< t <T.
3. Preliminary lemmas
To derive the proofs of the main results in next section, we formulate the needful three results in this section. First,
we introduce a lemma (cf. [20]) as follows.
Lemma 4. Suppose that w0 ∈ Lr(Rn). Then
S(t)w0 ∈ Lr ′(Rn)
and
‖S(t)w0‖Lr′ (Rn)(4t)−n(1/r−1/r
′)/2‖w0‖Lr(Rn),
where 1rr ′ + ∞ and 1/r + 1/r ′ = 1.
The inequality of Lemma 4 can be easily proved by using the Young inequality. Furthermore, according to the
representation of G(x, t) and using the Fubini Theorem, we have a corollary of Lemma 4 as follows.
Corollary 5. (i) ‖G(x, t)‖L1(Rn) = 1 for all t > 0;
(ii) If w00, then S(t)w00 and
‖S(t)w0‖L1(Rn) = ‖w0‖L1(Rn) for all t0;
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(iii) If 1r + ∞, then
‖S(t)w0‖Lr(Rn) = ‖w0‖Lr(Rn) for all t0.
We consider system (1) as well as the associated system of the integral equations
u(t) = S(t)u0 +
∫ t
0
S(t − )vp() d,
v(t) = S(t)v0 +
∫ t
0
S(t − )uq() d, (12)
and derive a result of approximate solution and, this result can be obtained by making use of the integral successive
iterative approximation as follows.
Lemma 6. If the conditions of Theorem 1 are satisﬁed, then there exists one sequence {um(t), vm(t)} which uniformly
converges to {u(t), v(t)} for system (12).
Proof. To construct {um(t), vm(t)}, the sequence of solution. Without loss of generality we may assume that p>q
and set
u0(t) = S(t)u0(x) = S(t)u0,
v0(t) = S(t)v0(x) = S(t)v0,
and let
u1(t) = S(t)u0 +
∫ t
0
S(t − )(S(t)v0)p d,
v1(t) = S(t)v0 +
∫ t
0
S(t − )(S(t)u0)q d,
or
u1(t) = S(t)u0 +
∫ t
0
S(t − )vp0 () d,
v1(t) = S(t)v0 +
∫ t
0
S(t − )uq0() d.
In general, for m = 2, 3, . . . , um−1() := S(t)um−2(), vm−1() := S(t)vm−2(), let
um(t) = S(t)u0 +
∫ t
0
S(t − )vpm−1() d,
vm(t) = S(t)v0 +
∫ t
0
S(t − )uqm−1() d. (13)
Then the two sequences {um(t)} and {vm(t)} are both convergent. In fact, it is obvious that we have
u1(t)S(t)w0
[
1 +
∫ t
0
‖S()w0‖p−1L∞(Rn) d
]
:= S(t)w0U1(t),
v1(t)S(t)w0
[
1 +
∫ t
0
‖S()w0‖q−1L∞(Rn) d
]
:= S(t)w0V1(t),
172 Z. Ma, G. Wen / Journal of Computational and Applied Mathematics 209 (2007) 167–175
where
U1(t) = 1 +
∫ t
0
‖S()w0‖p−1L∞(Rn) d,
V1(t) = 1 +
∫ t
0
‖S()w0‖q−1L∞(Rn) d.
In general, let
Um(t) = 1 +
∫ t
0 ‖S()w0‖p−1L∞(Rn)V pm−1() d,
Vm(t) = 1 +
∫ t
0 ‖S()w0‖q−1L∞(Rn)Uqm−1() d,
(m = 2, 3, . . .).
Then we easily obtain
um(t)S(t)w0Um(t),
vm(t)S(t)w0Vm(t),
and
Um(t)Um−1(t), Vm(t)Vm−1(t) (m = 1, 2, . . .)
in which we deﬁne U0(t)= V0(t)= 1. Thus, the only problem we need to prove is that the two sequences {Um(t)} and
{Vm(t)} are both bounded above. Noticing that
U2(t)1 +
∫ t
0
‖S()w0‖p−1L∞(Rn)
[
1 +
∫ 
0
‖S()w0‖p−1L∞(Rn) d
]p
d
:= 1 +
∫ t
0
‖S()w0‖p−1L∞(Rn)Ap1 () d := A2(t),
and continue doing for this, we have
Um(t)1 +
∫ t
0
‖S()w0‖p−1L∞(Rn)Apm−1() d := Am(t) (m = 3, 4, . . .).
Similarly,
Vm(t)1 +
∫ t
0
‖S()w0‖q−1L∞(Rn)Aqm−1() d
1 +
∫ t
0
‖S()w0‖p−1L∞(Rn)Apm−1() d := Am(t) (m = 3, 4, . . .),
here the sequence {Am(t)} is increasing and
Am(t)[1 + (p − 1)
∫ t
0
‖S()w0‖p−1L∞(Rn) d]−1/(p−1) (m = 1, 2, . . .). (14)
Thus, the sequence {Am(t)} is uniform convergence and, we may assume that the limit of the sequence {Am(t)} is A(t)
on closed interval [0, ] by the condition (9) in Theorem 1. Therefore, the two sequences {um(t)}, {vm(t)} that we have
constructed are both uniform convergence.
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4. Proofs of the main results
4.1. The proof of Theorem 1
By the construction of the sequence {um(t), vm(t)} in Section 3, we easily have
um(t)um+1(t), um(t)A(t)S(t)w0,
vm(t)vm+1(t), vm(t)A(t)S(t)w0
as m1 and 0 t,
0A(t)
[
1 + (p − 1)
∫ 
0
‖S()w0‖p−1L∞(Rn) d
]−1/(p−1)
:= B
consequently,
‖A(t)S(t)w0‖Lr(Rn)B‖S(t)w0‖Lr(Rn)B‖w0‖Lr(Rn).
Therefore, A(t)S(t)w0 ∈ Lr(Rn) and the sequences, {um(t)} and {vm(t)}, are bounded, nonnegative, increasing. By
Lebesgue dominated convergence theorem, we conclude that the sequences {um(t)}, {vm(t)} converge to u(t), v(t),
respectively, in Lr(Rn). Furthermore, the following two inequalities hold:∥∥∥∥
∫ t
0
S(t − )upm−1() d
∥∥∥∥
Lr(Rn)

∫ t
0
‖S()w0‖p−1L∞(Rn)Ap() d‖w0‖Lr(Rn),
and ∥∥∥∥
∫ t
0
S(t − )vqm−1() d
∥∥∥∥
Lr(Rn)

∫ t
0
‖S()w0‖p−1L∞(Rn)Ap() d‖w0‖Lr(Rn).
So
Lr − lim
m→∞
∫ t
0 S(t − )upm−1() d =
∫ t
0 S(t − )up() d,
Lr − lim
m→∞
∫ t
0 S(t − )vqm−1() d =
∫ t
0 S(t − )vq() d,
(t ∈ [0, ]).
Hence, let m → +∞ in (13), then
u(t) = S(t)u0 +
∫ t
0
S(t − )vp() d,
v(t) = S(t)v0 +
∫ t
0
S(t − )uq() d,
i.e., {u(t), v(t)} is a nonnegative solution of system (1) in Lr(Rn) which satisﬁes boundary conditions (2).
By Lemma 4, we have
‖vp(t)‖Lr(Rn)‖v(t)‖pLrp(Rn)‖A(t)S(t)w0‖pLrp(Rn)
Ap(t)(4t)−n(p−1)/(2r)‖w0‖pLr (Rn),
and similarly,
‖uq(t)‖Lr(Rn)Aq(t)(4t)−n(q−1)/(2r)‖w0‖qLr (Rn)
Ap(t)(4t)−n(p−1)/(2r)‖w0‖pLr (Rn).
Therefore {u(t)p, v(t)p} is in Lr(Rn) and thus {u(t), v(t)} is in Lrp(Rn).
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4.2. The proof of Theorem 2
By Lemma 4, we know that
‖S(t)w0‖L∞(Rn)(4t)−n/(2r)‖w0‖Lr(Rn),
so
‖S(t)w0‖p−1L∞(Rn)Ct−n(p−1)/(2r),
and  := n(p − 1)/(2r)< 1 by the condition r >n(p − 1)/2. Thus there exists > 0 such that
(p − 1)
∫ 
0
‖S()w0‖p−1L∞(Rn) dC
∫ 
0
− d = C
1 − 
1− < 1,
and, by Theorem 1, we obtain a nonnegative, local solution {u(t), v(t)} in Lr(Rn) for system (1), (2), and {u(t), v(t)}
in Lrp(Rn) as t > 0. Here, the solution’s existence interval [0, ] can be continued to the maximum existence interval
[0, T) by the method of continuation. We prove the properties of blowing up as follows.
If T < + ∞, assume, by contradiction, that the following two equalities:
lim
t→T −
‖u(t)‖Lr(Rn) = +∞ or lim
t→T −
‖v(t)‖Lr(Rn) = +∞
have at least one is not true, then there exists tl < T, which tl → T and such that ‖u(tl)‖Lr(Rn)M < + ∞ or
‖v(tl)‖Lr(Rn)M < + ∞ for every l. Without loss of generality, we may assume that ‖v(tl)‖Lr(Rn)M < + ∞.
Since u(t) satisﬁes
u(t) = u(tl + 
) = S(
)u(tl) +
∫ T
0
S(
 − )vp(tl + ) d
(where t > tl, 
 = t − tl) and
‖S(
)u(tl)‖p−1L∞(Rn)(4
)−n(p−1)/(2r)‖v(tl)‖p−1Lr(Rn)
(4)−Mp−1
−.
Then we can continue u(t) to an interval [tl , tl + ] by Theorem 1, in which  satisﬁes
(p − 1)(4)−Mp−1 1
1 − 
1− < 1,
this is a contradiction with T < + ∞ and tl → T. So
lim
t→T −
‖u(t)‖Lr(Rn) = +∞.
Using Corollary 5, we have
‖u(t)‖Lr(Rn)‖w0‖Lr(Rn) +
∫ t
0
‖vp()‖Lr(Rn) d‖w0‖Lr(Rn) +
∫ t
0
‖v()‖p
Lrp(Rn)
d
‖w0‖Lr(Rn) + t sup
0 t
‖v()‖p
Lrp(Rn)
.
Therefore
lim
t→T −
‖u(t)‖Lrp(Rn) = +∞
and hence,
lim
t→T −
sup ‖u(t)‖Lrp(Rn) = +∞.
By the same reasoning we can obtain the other two equalities.
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4.3. The proof of Theorem 3
By Lemma 4, we have
‖S(2t)w0‖L∞(Rn) = ‖S(t)S(t)w0‖L∞(Rn)
(4t)−n/(2r1)‖S(t)w0‖Lr1 (Rn)
and, consequently,
‖S(2t)w0‖p−1L∞(Rn)(4)−n(p−1)/(2r1)(K + 1)p−1t−n(p−1)/(2r1)
for 0< t < 1. Since r1 >r = n(p − 1)/2. Then  = n(p − 1)/(2r1)< 1 and thus there exists  (0< < 1) such that
(p − 1)
∫ 
0
‖S()w0‖p−1L∞(Rn) d< 1.
Therefore, {u(t), v(t)} is in Lr(Rn) (0 t < T) and is a nonnegative solution for system (1), (2) and, {u(t), v(t)} is in
Lrp(Rn) (0< t <T) by Theorem 1. This proves the theorem.
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