Abstract: Motivated by a problem arising from Density Functional Theory, we provide the sharp next-order asymptotics for a class of multimarginal optimal transport problems with cost given by singular, longrange pairwise interaction potentials. More precisely, we consider an N -marginal optimal transport problem with N equal marginals supported on R d and with cost of the form i =j |x i − x j | −s . In this setting we determine the second order term in the N → ∞ asymptotic expansion of the minimum energy, for the long-range interactions corresponding to exponents 0 < s < d. Our results can be extended to a larger class of models than power-law-type radial costs. The key ingredient and main novelty in our proof is a robust extension and simplification of the Fefferman decomposition [Feff85] , extended here to our class of kernels, and which provides a unified method valid across our full range of exponents. Our work generalizes a recent work of Lewin, Lieb and Seiringer [LewLiebSeir17] who dealt with the Coulomb case s = 1, d = 3, by means of the simpler, case-specific Graf-Schenker decomposition [GrafSchenker95] .
Introduction

The next-order asymptotics
Let c(x, y) = g(x − y) : R d × R d → R ∪ {∞} be a "pairwise interaction" cost function, and consider the space P N sym (R d ) of probability measures on (R d ) N which are invariant under the action induced by the permutation group S N acting on the N coordinates (x 1 , . . . , x N ) ∈ (R d ) N . We consider the following N -marginals optimal transport minimization problem, for given µ ∈ P(R d ): The notation γ N → µ means that γ N has one-body density µ (physics terminology) or equivalently equal R d -marginals µ (probability terminology), Moreover we will prove that the strictly positive constant C(d, s) is independent of the choice of the marginal dµ(x) = ρ(x)dx and therefore can be interpreted as arising in an independent model problem. Our methods can be extended to more general costs, see Remark 1.2.3 below.
For d = 3, s = 1 , the functional F OT N,c (µ) was introduced in the physics literature in the context of Density Functional Theory (DFT) by Seidl, Perdew, Levy, Gori-Giorgi, and Savin [Seidl99, SPL99, SGS07] , without them being aware of its meaning in optimal transport. The connection to optimal transport was rigorously proved later by [CoFriKlu11] and [ButdePasGG12] .
Even though our paper establishes one main result, in the process we were required to prove, as key new tools for this extension, a set of additional secondary results of independent interest and of possible use to other settings, leading to generalized versions of the Fefferman-Gregg decomposition and positive definiteness criteria, as described in Section 4.1. What we use is a decomposition of positive definite kernels following the strategy established for s = 1, d = 3 by Fefferman [Feff85] , and slightly extended by Gregg [Gregg89] . The decomposition is based on a separation of the kernel into contributions from different ranges, coupled with a covering strategy for the domain. We extend the range of validity of the method, simplify the proofs, and apply the strategy to our new problem.
Our approach is based strongly on and inspired by optimal transport ideas and techniques. Moreover, we rely in our proofs on probability ideas such as convergence approximations and N -extendability.
The result in (1.4) has been very recently proved for the specific case of s = 1, d = 3, in [LewLiebSeir17] . Note that the method used therein, by means of the Graf-Schenker decomposition, does not extend past that specific s = 1, d = 3 situation to our general class of costs, and it is mentioned in that paper that it would be interesting to consider the general situation for exponents and dimensions 0 < s < d, treated here. As it turns out, two crucial points are different between our methods:
• We replace the Graf-Schenker decomposition used in [LewLiebSeir17] by the generalized Fefferman/Greggtype approach based on positive definiteness, approach which can be seen as a natural continuation of the new understanding from [CoFriePa15] , [Petr15] of the crucial role of positive definiteness in asymptotics problems such as the one considered here.
• A general difference between this paper and [LewLiebSeir17] is that we rely on and are inspired by Optimal Transport tools, such as duality, cyclical monotonicity (of which [Gries16] can be seen as an extension to multimarginal optimal transport) and the method [ButChamdePas16] for giving some separation condition on the points in the optimizer. We hope that the reader will profit from comparing our approach and the Statistical Physics framework of [LewLiebSeir17] , both of which highlight different aspects of the theory.
We note that our tools are also applicable, by similar arguments, to other models than power-law-type radial costs, such as anisotropic costs and costs with radial oscillations (see Remark 1.2.3, examples (b), (c)). We also can transfer the study done here to the case of natural interaction kernels in curved spaces, e.g. on compact Riemannian manifolds.
Interpretation and connection to quantum mechanics
It was realised only recently by [CoFriKlu11] , [ButdePasGG12] , later further extended to N = 3 in [BinddePasc17] and very recently independently solved for all N ≥ 2 by [CoFriKlu17] and [Lewin17] , that (1.1) (with s = 1, d = 3 ), is a natural semiclassical limit to the famous Hohenberg-Kohn (HK) functional from quantum mechanics, originally introduced by Hohenberg-Kohn in [HK64] , and rigorously proved by Levy and Lieb in [Le79] , [Li83] . More precisely satisfies γ N → ρ/N . The class of single-particle densities on which F HK is defined is the image of A N under the map Ψ → ρ. By a result of Lieb [Li83] , this class equals the set of functions ρ : R 3 → R which are nonnegative, have integral N , and have the property that √ ρ belongs to the Sobolev space H 1 (R 3 ). The HK functional constituted the birth of modern density functional theory (DFT). A much more detailed explanation on the subject can be found in [CoFriKlu11] . Mean field (product measures) limit Moreover, by means of the Lieb-Oxford bound [LO81] , we immediately have for some constant C LO independent of N and ρ that there holds This problem has a long story starting from Dirac [Dirac30] . A lower bound of the same order as C LO was first proved in [Lieb79] , but see also more recent improvements [BeBlLoss11] , [LewLieb15] . Together with (1.4), we note that the result in ( [LewLiebSeir17] ), respectively (1.4), implies that the optimal Lieb-Oxford constant is connected to the next order term expansion of F OT N (µ), and in particular to C(s, d). Note that convergence of F OT N (µ) to the mean field was proved for a much more general class of c (see [CoFriePa15] , [Petr15] ) by de Finetti's theorem and finite exchangeability [DF80] .
Many-marginals optimal transport
We summarize in this section some many-marginals optimal transport facts for Coulomb, and related, costs. This problem has been extensively studied in the optimal transport community for the two-marginals case, that is N = 2 , see [Bre87] , [GM96] and the references therein, and [CoFriKlu11] for discussions of the Coulomb case. The situation is a lot more complex for the general case of many-marginals optimal transport problems, see [GS98] , [Car03] , [CarNaz08] , [Pass13] .
Recently [KimPass14] introduced the twist on splitting sets condition which is the many-marginals equivalent to the twist condition for the two-marginals OT problem, and ensures that the solution to the multi-marginal problem concentrates on a graph over the first variable and is unique. However, the multi-marginal Coulomb and Riesz costs fail this assumption. See also [Moam14] , [MoamPass17] , [ColdePascdiMar13] .
Non-uniqueness of Kantorovich solution may hold for the many-marginals problem (see [Pass13, Prop. 3.2 .4]), unlike for the two-marginals Coulomb cost [CoFriKlu11] . With regards to the Monge solution for Coulomb cost, see [ColdiMar13] , [GhouMoa14] .
A bound, based on the study about the minimum particle separation along the support of optimizers of the many-marginals problem with costs that become infinite near the diagonals, which we have used in our paper (see Lemma 5.1.2 below), was proved in [dePasc15] , [ButChamdePas16] . Note that main result of [ButChamdePas16] holds also for almost-minimizers, namely plans of energy very close to the minimal one.
We note that in d = 1 the next order term can be directly described by a very elegant computation for a very large class of costs (as was described to us by Simone Di Marino [DimarPer] ), by using the explicit "monotone rearrangement" description of the optimal transport plan from [ColdePascdiMar13] .
Range of validity and future work
Comparison to the Coulomb/Riesz gas asymptotics. As noted in the appendix [LewLieb15] , there seems to be a discrepancy between the computations for the value of the Jellium energy and that of the Uniform Electron Gas (UEG) energy, on the specific example of lattice-like configurations.
Extending this consideration to the minimizers of the corresponding UEG and Jellium energies would lead to the interesting consequence that there would be, for s = d − 2 , a gap between the constant C jell (d, d − 2) appearing in the next-order term expansions for the large-N expansions of the Coulomb gas minimum energy (described in [SanSerf] , [RouSer] , [PeSer] as a minimum jellium energy) and the constant C(d, d − 2) whose existence is found in our main result (1.4) (which corresponds to an UEG energy minimization problem, as appearing e.g. in Proposition 2.0.6 for the case Σ = [0, 1] d ).
For the Coulomb case s = d − 2 , the precise estimates needed for proving the presence of a gap (beyond computations for special examples such as lattices) seems to require such a precise understanding of the Jellium and UEG minimizers, which goes beyond the state-of-the-art results currently available. However for the exponents s ∈]d − 2, d[, for which both the values C jell (d, s) and C(d, s) are computable due to our result (1.4) and to [PeSer] , these values agree as proved recently in [CotPet17] .
Towards a general localization theory for positive definite operators. The first paper where positivedefinite truncations for the Coulomb were constructed/used seems to be [Feff85] , then refined and extended to more general d = 3 interactions by [Gregg89] and [Hughes89] . A different, simpler construction by means of the Yukawa potential was introduced by Conlon, Lieb and Yau [ConLiebYau89] . Later on a much simpler construction, which is specific to the case d = 3 and to the Coulomb cost appeared in [GrafSchenker95] .
The topic of finding well-behaved truncations of operators of positive type is a key tool used in the recent renormalization group results such as [BrydgesGuadMitt] , [BauerBrydSlade] , [AdamsKoteckyMuller] . In these cases the setting is often Z d rather than R d , and the kernels that have to be localized are often the Coulomb kernels, interpreted as infinite-dimensional positive definite matrices. General decompositions have been studied in [BrydgesTalar] , [Bauerschmidt] and [PronobMitter1, PronobMitter2] .
These results so far profit of explicit representations of the operators involved, however they provide evidence for the fact that one should be able to extend the truncation theory such as presented here to both discrete settings and more general positive definite operators. We plan to pursue this direction in future work.
The main result
In our statements and proofs below, we define for a finite positive measure µ and a cost function c
(1.9)
We will be mostly interested in the case where µ ∈ P(R d ). For our costs of particular interest as in (1.3), we will also use for 0 < s < d the notation F OT N,s (µ), respectively E xc N,s (µ). Theorem 1.2.1. Fix d ≥ 1 and 0 < s < d and let c be the corresponding cost as in (1.3). Assume that
Then there exists C(s, d) > 0 , which depends only on s and d, such that we have (up to a subsequence)
(1.10) Remark 1.2.2. After a first draft of the present paper was completed, the very important case s = 1, d = 3 of Theorem 1.2.1 appeared in [LewLiebSeir17, Thm. 4.1]. The simpler upper bound proof for Theorem 1.2.1 is based on important classical tools such as subadditivity, and is similar to [LewLiebSeir17] , to which we often refer the reader for the proofs. On the other hand, the more difficult sharp lower bound from Section 4 requires different and more robust kernel decomposition techniques, making our methods extendable to non-isotropic and oscillating kernels.
Remark 1.2.3. (extensions to more general costs)
) is a compact Riemannian manifold, then we may consider the optimal transport problem for the interaction cost G(x, y) given by the Green function of the Laplacian of (M, g). This cost is positive definite and has the same homogeneity near zero as the Coulomb potential |x − y| 2−d where d = dim(M). This type of minimization has been studied in [BeCoCri17] . For the case of embedded submanifolds M ⊂ R D this fits in the same framework as the celebrated Smale's 7 th problem [Sma98] . For applying our methods to this example it is not essential that the operator under consideration be of second order, and it is possible to consider also interactions given by the Green functions of other other fractional or higher order positive definite operators.
(b) The costs c(x, y) to which our method applies need not be rotation-invariant, as the decomposition method described here uses only translation-invariance unlike the Graf-Schenker approach [GrafSchenker95] . This allows to extend our results to the costs of the form
Non-rotation-invariant costs such as the above are not treatable by any previous methods, to our knowledge.
(c) Other kernels treatable by our methods are those of the form c(x, y) := g(x − y), with g(x) = l(|x|)f (x/|x|), with l(r) = r −s−3 (sin(r) − r cos(r)) and f ∈ C 0 (S d−1 ), again for 0 < s < d, which are including radial oscillations too. Kernels with radial oscillations may occur in physics e.g. in the study of Friedel oscillations.
(d) With considerable more effort regarding the Fefferman-Gregg adaptation than the relatively straightforward cases (a)-(c) above, the proof could potentially also be adapted to other cost cases such as
and to a corresponding version including radial oscillations as well.
In the more general cases (a)-(c), we note that we have lim ǫ↓0 c(y+ǫx,y) g(ǫx)
= 1 for all y (and this should be transferred to a local chart at y , in case (a)), locally uniformly for x = 0 , where the functionḡ : R d \{0} → R has the formḡ(x) = |x| −s f (x/|x|) for some f ∈ C 0 (S d−1 ) and 0 < s < d. In this setting, the next-order term limit will be
Our proof of the upper/lower bound is divided into two main steps:
1. Firstly, we prove the sharp upper/lower bound for the case of µ with piecewise constant densities over a finite union of disjoint hyperrectangles.
2. The passage to general measures is based on an interchange of limits based on the result of [ButChamdePas16] (which slightly extends [dePasc15] to our desired setting), and on probabilistic limiting results.
While the proof of the upper bound will be an easy consequence of the strategy above, the lower bound is a lot more involved and hence we will explain in more detail our strategy below.
Lower bound: general strategy
The key step in the proof is the one producing the sharp lower bound for marginals which are piecewise constant on disjoint hyperrectangles.
Here the basic idea is that for the case where the density ρ is non-constant, one performs the following procedure, which we describe at an informal level below:
1. We construct a family of packings, here denoted by {F l ω } ω∈Ω l , each F l ω consisting of balls of size scale ∼ l , and such that the portion left uncovered by ∪ A∈F l ω A is asymptotically negligible, uniformly in ω ∈ Ω l , as l → 0 .
2. Separately for each cover F l ω , we perform the following decomposition of our kernel:
where err l ω is an error term, to be carefully estimated. The precise error estimate will be given later. 3. We then find an "averaged" inequality, in which the expectation is taken with respect to a suitable probability measure on Ω l (for the explicit description, see (4.37) below):
where in order to present the heuristics better we forget for a moment about the complications coming from the fact that N µ(A) may not be integer or that µ(A) may be zero.
4. Since we are considering the case that the density ρ is constant on each of a disjoint union of regular enough sets (hyperrectangles, in this case), we find out later that the contribution of those A ∈ F l ω on which ρ is not constant, becomes negligible in the limit l → 0 . Therefore we assume for the moment, for simplicity of exposition, that for all A ∈ F l ω we have ρ| A constant. In this case, automatically we find ρ| A ≡ |A| −1 µ(A). Then each ω ∈ Ω l the expression (1.13) can be translated into an approximate Riemann sum. Indeed for each term in the sum (1.13) we find
and then, using the fact that our packings are asymptotically precise as l → 0 , we find that uniformly in ω ∈ Ω l , the sums appearing (1.13) are asymptotic to the desired integral:
(1.15)
Minor difficulties come in the above first step, because we need to define coverings such that (1.15) holds (dealt with by using the "swiss cheese" lemma 4.1.3 and an appropriate choice of parameters 4.86), and in step 3, because we have to perform an approximation since N µ(A) / ∈ N (for which we may just approximate it to the next integer in our estimates).
Note that, among the further technical difficulties which we face, the number of marginals being an integer introduces more error terms, and the above (1.13) requires to allow fluctuations on the number of marginals. This last difficulty is dealt with via the introduction of the "grand-canonical version" of E The main difficulty of the proof is to create the decomposition from step 2 above, such that the error contribution in step 3 is well-controlled. In this part several important threads of this paper must be controlled at the same time: (1) a first hard to obtain necessary condition for the terms in the decomposition is that they are all positive definite, thus we build them with our positive-definiteness criteria in mind; (2) at the same time we need to control the ball packings associated to the coverings, and make sure that the correct scalings for obtaining the next-order term are present.
Note however that the smallness of such error terms is not true if we simply apply it to the F OT N -type energy of γ N as appears in (1.1). It holds only when we consider the E xc N -type energy, i.e. when we subtract the corresponding mean field contribution. Thus the estimate of the err -term in (1.13) must use, in a sharp way, the screening (or charge nullity) behavior of minimizers γ N , quantifying that γ N ,s F OT N -type energy is locally precisely cancelled to leading order, by the corresponding energy coming from the mean field. 
OT
∞ is crucial at this point, and it seems much simpler to proceed, like we did, by truncating the kernel c(x−y), and more generally by using reasoning concerning the kernels, rather than truncating the optimal transport plans γ N .
The source of effective cancellation mentioned above, was recently formalized in [CoFriePa15] for the study of the first order term in the asymptotics of F OT N : here the positive definiteness of the kernel plays the main role, and in particular in [Petr15] it was proved that the necessary and sufficient condition for the convergence to the mean field is that the kernel should be balanced positive definite.
Therefore it is natural to bound the error in (1.13) precisely by determining the positive definiteness properties of the error term. This is done here by the localization methods based on the Fefferman-Gregg decomposition. We refer the reader to the introduction of that section for a step-by-step description of this part.
Plan of the paper
In Section 2 we establish some preliminary definitions and useful formulas.
The main result in Section 3 is the optimal sharp upper bound in the next-order asymptotics, for the case of probability measures µ whose density is constant on each of finitely many products of Borel sets with disjoint interiors.
In Section 4 we provide the sharp lower bound matching the one from Section 3.1. This is the core result of our paper. We present the Fefferman-Gregg decomposition for our kernel in a self-contained way in Section 4.1. The proof of the sharp lower bound result of Section 4 is the object of Section 4.2.
In Section 5 we extend the sharp asymptotics from the case of marginals which are piecewise constant on disjoint hyperrectangles (which follows from the lower bound result of Section 4 and the upper bound result of Section 3.1) to the result for general marginals as considered in our main theorem.
In Appendix A we provide detailed proofs of the results pertaining to our decomposition of kernels present in Section 4. Appendix B contains a brief remark to the sharp function spaces of densities to be expected in our generalized setting, and Appendix C contains a more detailed description of the abstract approximation lemma used in Section 5.2.
Preliminaries and notation
We will use when convenient the notation c(x, y) := g(x − y) = l(|x − y|). Moreover, we assume from now on that γ N ∈ P N sym (R d ) is a solution to (1.1); such a solution exists for our costs c of interest by standard arguments as given e.g in Villani [Vil] . We note that for µ with density ρ ∈ L
where the spaces L p,q (R d ) are the Lorentz spaces (see Appendix Section B). Note in particular that for 0 < s < d there follows
Remark 2.0.1. Let c be as in (1.3) and set 0 < s < d. Then for all N ≥ 2 and all µ ∈ P(R d ) with
Using (2.1), this inequality can be shown to hold for ρ ∈ L
(a condition ensuring that the next-order term and the mean field energy for ρ are both finite) by Lemma 16 from [LundNamPort] , which result extends the Lieb-Oxford inequality from s = 1, d = 3, to 0 < s < d.
The following definition will be useful in our lower bound proofs below.
Definition 2.0.2. (N-representability) Let N ≥ 2 . A symmetric probability measure µ 2 ∈ P 2 sym (R d ) is said to be N -representable (N -extendable in probabilistic terms) if there exists a symmetric probability measure
An optimal transport result that we will use throughout the paper is the following Monge-Kantorovich result, proved in [dePasc15] for the Coulomb cost, and later extended to more general costs in [ButChamdePas16] Proposition 2.0.3. Let c(x, y) = l(|x − y|), where l :]0, ∞[→ [0, ∞[ is continuous, strictly decreasing and satisfies lim t→0 + l(t) = +∞. Then for any µ ∈ P(R d ) and any N > 1 , the equality
holds, where I µ denotes the set of µ-integrable functions and the pointwise inequality is satisfied everywhere.
In preparation for the proof of Proposition 2.0.6, we first need the following subadditivity result, pointed to us by M. Lewin in February 2016 in IHP, and proved in Lemma 2.5 from [LewLiebSeir17] . We observe here that such subadditivity methods have been used previously in similar settings (see, e.g. [HLSI09] or [HLSII09] ). Note that, unlike [LewLiebSeir17] , we work in our statements with probability measures.
Consider k probability measures µ 1 , . . . , µ k , with L 1 densities respectively equal to ρ 1 , . . . , ρ k . Fix M 1 , . . . , M k ∈ N + and let µ be the probability measure with density
. Then the following subadditivity relation holds:
where in the above (and henceforth also below) we made the convention that, whenever
Proof. The proof for k = 2 can be found in [LewLiebSeir17] . Given the result for k = 2 , the general case follows by induction on k : for the inductive step one can apply the k = 2 case to the measures
We state in the lemma below the different scalings of F .3). If we replace for α > 0 µ by µ α defined as dµ α (x) = ρ α (x)dx with ρ α (x) = ρ(αx), then we get for costs satisfying (1.3)
Note that the transformation µ → α d µ α maintains the property of µ of being a probability measure. Moreover, the above checks that
Proof. (a) The first equality in (2.5) follows easily by an adaptation to finite measures of the manymarginals Monge-Kantorovich duality in Proposition 2.0.3. See also Corollary 2.6 from [CaffMcCann] for an adaptation to the case of finite measures of the usual two-marginals Monge-Kantorovich duality.
To prove the second equality in (2.5), we can adapt to the case of the finite measures Lemma 2.4 and Theorem 1.2 from [CoFriePa15] for positive definite costs (such as Riesz or Coulomb costs) or the main theorem from [Petr15] for balanced positive definite costs (such as the log case), to obtain that for general marginal ν the F OT ∞ (ν) is achieved by ν ⊗ ν . To understand why this second equality is true, we observe that (βν) ⊗ (βν) has marginals β 2 ν in fact, and not βν . Then the minimizer of F OT ∞ (βν) is achieved by β(ν ⊗ ν), and not by (βν) ⊗ (βν), simply because the latter has the wrong marginals.
(b) By using the Monge-Kantorovich duality formulation (as proved for example by [dePasc15] and as stated in Proposition 2.0.3 above), we have
where for the third equality we used the definition of ρ α and we noted that the new test function
. This proves the first equation in (2.6). The second equation is obtained either by passing the first one to the limit, or by noting that the minimizer for F OT ∞,c (µ α ) is a product due to [CoFriePa15] or [Petr15] and thus it is α −d µ α ⊗ µ α , by the same consideration on the mass of marginals that lead to equation in (2.5).
We emphasise that, in view of (2.5), it will be crucial for us to work in E xc N (µ) with probability measures µ rather than just with positive measures. Before we proceed, we will need to introduce regularity of sets. As in [Fisher] , we say that a set Σ has a φ-regular boundary if
In the above t 0 > 0 and φ is a continuous function φ :
We will state next the following limit result, proved via classical subadditivity reasonings in Theorem 2.6 from 
Moreover, there exists 0 < C(s, d) < ∞, which is independent of Σ, such that
Even though Proposition 2.0.6 is stated for Borel sets with η -regular boundary, in fact we only need much less for our proofs, e.g. only considering a simple case like in Theorem 3.0.1 is enough for our main result.
Remark 2.0.7. Note that Proposition 2.0.6 can be adapted, with some more work, and by means of Proposition 2.0.3, to the costs examples from Remark 1.2.3, to derive in this case a limiting result as in 1.11. 
Then there exists C(s, d) > 0 , depending only on s and d, such that we have
The theorem follows immediately in view of Proposition 3.1.1 and of Proposition 4.0.1 below.
Optimal upper bound for piecewise constant ρ
The main result of this subsection is the following statement of the optimal upper bound for Coulomb and Riesz costs. 
Proof. We would like to try and use the formula in (2.0.4). However, since this will not be an immediate application to our case, we will first need to re-write the terms in our probability measure to bring them to a suitable form. In view of 2.5, and to preserve convergence to the mean field, we need to work with probability measures rather than just with positive measures.
Since we can replace each α i by a suitable multiple, we will assume in our computations below that
Taking N large enough, we can further assume that q
with the obvious definitions for µ ′ and µ ′′ , and where in the above we denoted byN :
Then from a double application of Proposition 2.0.4 we have
where for the second inequality we used that
The above leads to estimating lim sup
where for the second equality we utilised that [q
By Proposition 2.0.6 there exists large enough N such that for all i = 1, . . . , k , we have
where in the above, the constant C(s, d) > 0 is the one from Proposition 2.0.6. Thus, for any fixed ǫ > 0 lim sup
Taking ǫ → 0 in the last line in the above produces
We obtain (3.2) by combining the above with the fact that, for ρ i with supports on disjoint Borel sets Σ i
4 Optimal lower bound for piecewise constant ρ
The main result of this section is the following 
Then if C(s, d) > 0 is the optimal constant from Proposition 2.0.6, we have lim inf
In order to prove the statement of our proposition, we will use the result in Proposition 2.0.6 above, together with the decomposition introduced below.
Fefferman decomposition and positive definiteness
The main aim of this section is to introduce the setting and tools required to prove the decomposition of kernels given in the following proposition:
Then there exists a constant C depending only on s, d, a family Ω of packings F ω of R d and a probability measure P on Ω such that the cost |x 1 − x 2 | −s can be decomposed as follows:
for some C(w, s, d) > 0, which depends only on s and d.
While we stated here the proposition in a more self-contained way, we note some further parameters which will intervene and allow to fit the decomposition within the rest of the proof:
• The parameters M, R 1 above and an extra parameter l > 0 are going to satisfy the relative constraints of the cheese Lemma 4.1.3.
• The covering family Ω and P will therefore later depend on l and will be denoted Ω l , respectively P l . Each family Ω l will be composed of (lZ) d -periodic packings of balls F l ω , obtained from Lemma 4.1.3.
• We will perform the precise choice of Ω l , P l in (4.37), and the constant C figuring in the proposition will be fixed in (4.40).
Remark 4.1.2. As already stated in the introduction, the decomposition can be obtained for much more general costs, such as for example, the costs from Remark 1.2.3. In this more general setting, the decomposition is of the form
with w positive definite and (at least for the costs (a)-(c) from Remark 1.2.3, and using the asymptotic profileḡ(x) = |x| −s f (x/|x|) as defined there)
for some constant C rough (f, s) depending only on f, s. For an explanation of the above, see Remark 4.1.5.
The translations of R d and their action
We consider the group of translations of R d and its action
This action extends to functions, as usual:
where V is a vector space, then we define τ y (f )(x 1 , . . . , x k ) := f (τ y x 1 , . . . , τ y x k ). In particular we have the following properties:
With the same notations as above,
The first two above properties use just the definition of the action and are valid more in general, whereas the last property uses the fact that translations are linear and measure-preserving transformations.
We denote by
where V is a vector space, we define, whenever the following integral converges (in particular for compactly supported f , for example),
(4.6)
In the case k = 1 , we find that the above integral is defined for any f ∈ L 1 (R d , V ) and equals the integral of f , by using the fact that translations are measure-preserving:
By using the property 3. of our group action, and denoting
we then find that, for
, the following holds:
which gives a function depending only of
In the case of f 1 = f 2 = 1 A , which is the indicator function of a set A, we also find, as x 1 − x 2 = τ y x 1 − τ y x 2 for all y ∈ R d and 1 A,− = 1 −A , that for any function c 0 :
Note that in particular, as a consequence of the fact that we performed an averaging · , there holds h τ A = h A , i.e. the above function does not change under translations of A. In case A = B r (x) is a ball, by also using the fact that B r = −B r , there holds
The main idea developped by Fefferman [Feff85] , Gregg [Gregg89] and [ConLiebYau89] , and later perfected by Graf and Schenker [GrafSchenker95] (based on the Yukawa potentials decomposition of [ConLiebYau89] ) for the case where one averages also over rotations SO(d), is to reorder the above integrals such that sums over good coverings or over tilings occur. For this, consider a lattice L ⊂ R d and let Ω L be a fundamental domain for L. Then we can write
We may use this principle for reordering the f integrals as follows:
(4.13)
Localization procedures on packings
In order to study the asymptotic lower bound of our energies for kernels of the form c(x, y) = c(x − y) (note that we don't need our kernel to be rotation-invariant, i.e. we don't require c(x, y) = c(|x − y|): this stronger requirement would be necessary only for the Graf-Schenker decomposition, in which averages over rotations appear, and not for the one we describe here) we desire to find a way in which to "localize" the interaction energies. Roughly stated this means that if F is a packing of R d by disjoint sets, then we would like to find a decomposition of our kernel of the form
(4.14)
where the error term err(x, y) can be well controlled. The kernels 1 A (x)1 A (y)c(x − y) then detect only interactions between points x, y ∈ A and therefore, provided that the error term is well-behaved, a decomposition like (4.14) allows to reduce a study of our energies over the whole R d to studies done "locally", separately on each A ∈ F . In fact in the concrete situations we face we will rather consider decompositions of the following averaged form, which is slightly more complicated than (4.14):
where here (Ω, P) is a probability space, and for each ω ∈ Ω we decompose g along a separate packing F ω . To have that P is a probability measure is not essential, but it simplifies our situation, because it implies that bounds done separately for each ω ∈ Ω directly give a bound for the integral. Crucial in our arguments will be to construct a decomposition such that both err(x, y) and the integral term are positive (semi)-definite. This will allow us to cancel the mean field term in our calculations, for which a weaker form of positive definiteness is both a necessary and sufficient assumption, as shown in [Petr15] .
To pass to more concrete calculations, we look at periodic packings which are all related to a basic one by isometries. Consider again a lattice L with fundamental domain Ω L as in the previous section, and suppose now that A 1 , . . . , A n are pairwise disjoint sets such that
Observe that the following is a packing of R d by copies of these sets:
If we particularize the formula (4.13) to the case k = 2 and f (x 1 , x 2 ) = 1 Ai (x 1 )1 Ai (x 2 ), we suppose that Ω L is symmetric so that Ω L = −Ω L , and we sum over i = 1, . . . , n, then keeping in mind (4.16), we find:
where F + y = {A + y : A ∈ F } . Note that if the A k are balls of the form B r k (y k ) with M possible values r k ∈ {R 1 , . . . , R M } then, due to the formula (4.11) and grouping together the n balls into families having same radius R i we find, with
where c i is the proportion of Ω L covered by those balls in F that have radius R i , i.e.
Following (4.18) and its link to (4.15), we see that in order to study the error introduced by the localization, in the case g(x) = |x| −s one faces the problem of how to bound a contribution of the form
where c i ∈ R are coefficients chosen depending on the precise details strategy which one follows. The two main approaches that proved successful in order do this are as follows:
• Fefferman [Feff85] (later extended in [Gregg89] in a way that we describe below) uses formulas based on (4.20). At the same time he ensures that the kernel error (4.22) is positive definite, and that it has a bound by
, where M is the total number of scales used in the technical part of the construction. The A i 's are here chosen to form a so-called "swiss cheese" decomposition of Ω L . One of the first appearances of this type of decomposition seems to be in [LiebLeb72, Sec. III], but see also the references therein. The parameter M appearing in the bound denotes the total number of scales used in this packing.
• Graf and Schenker [GrafSchenker95] (see also [HLSI09] , [HLSII09] ) consider the situation where the A i form a partition of Ω L , and are all isometric to a given simplex △, in which case the sum in (4.22) reduces to the case wher only a single term appears, as the quantity h A is invariant under isometry. In this case, it becomes crucial that at the same time (4.22) is positive definite and bounded by a value that decreases to zero as the scale of A (in this case the only parameter that remains free) decreases to zero. Unfortunately these conditions seem to hold only in the case s ≤ 1, d = 3 and are explicitly proven in [GrafSchenker95] only for s = 1, d = 3 , thus limiting the use of this more elegant method. On the other hand, the rougher Fefferman method will be useful for all d and all 0 < s < d.
The main structural differences between our setting and that of [Feff85] and [Gregg89] are the following:
• The role of positive definiteness of g is more stringent here than in [Feff85, Gregg89] , because the energy
is well behaved only in the case where g is positive definite, due to the fact that the mean field µ⊗µ µ 2 (R d ) is a minimizer of F OT ∞,g only in that case, by [Petr15] . We don't know how to explicitly describe the minimizers of F OT ∞,g (µ) for g not positive definite.
• The competitors for F OT ∞,g (µ) are automatically competitors for F OT N (µ): therefore the next-order energy E xc N,g is negative, and we look for a lower bound for it. This is a formal difference to [Feff85, Gregg89] , who had a positive energy, and were interested in an upper bound for it.
The packing, or "Swiss cheese", lemma
In order to be more specific about the form that (4.22) will have, we recall the Swiss cheese lemma, first introduced in [LiebLeb72] and also used in [Feff85, Hughes89, Gregg89] , for d = 3 . The main idea therein was to decompose regions in space into sets of disjoint balls with geometrically increasing radii. We need to adapt the computations to our setting, i.e. to the case of general dimension d. In particular the reader has to keep in mind that the unit cell Ω L of the lattice from Section 4.1.1 will play the role of the cube Q below. We also note that in the previous works the authors work at scales R 1 > 1 , whereas the present work is independent of lower bounds on the starting scale.
Lemma
• The balls in B have radii r ∈ {R 1 , . . . , R M }
• for each i = 1, . . . , M , if Y i is the set of x ∈ R d that are centers of some ball B r (x) ∈ B such that r = R i , then there holds
The proof of the lemma follows the same ideas as in [Gregg89, Sec. 4] or in [Hughes89, Sec. 4.3], namely based on a cube covering, then periodized, and by induction on i , and will be omitted.
We will use the ball packing given by the above lemma for the case Q = Ω L in (4.20), and then we define a covering of the whole of R d by extending by L-periodicity. This gives a special case of the definition (4.16) for the case {A 1 , . . . , A n } = B . In this case the dependence on L is not recorded in the notation for the sake of lightness, and we have
We note that the formula (4.23) is then precisely a quantification of the coefficients c i from (4.21) in the case of our precise choice of packing family B .
However the basic formula (4.20), in which 1 BR i * 1 BR i (x) appears, cannot be directly used, for regularity reasons. Indeed, the relevant positive definiteness criterion, formulated in Corollary A.1.2, requires a control on derivatives up to order d of our kernel approximants (see (A.4), we consider first the precise expression
2 dy for |x| ≤ 2r, 0 for |x| > 2r, , we therefore apply a mollification to (4.25), however we do a different one than in [Gregg89] in order to make the proof slightly shorter and more transparent.
To start with, fix a small parameter η , say η ∈]0, 1/2]. For t ∈ [1 − η, 1 + η], with the interval arbitrarily chosen, consider a positive function
such that ρ η (t)dt = 1 , and we define the averaging
This function is smooth outside the origin, as is easily checked by expressing it in radial coordinates and using the smoothness of ρ η to control the radial partial derivatives. Also note that Q 0,η (0) = 1 because 1 Bt * 1 Bt (0) = |B t | and ρ η (t)dt = 1 . We then define, for i = 1, . . . , M and R i as in Lemma 4.1.3 (but note that here B tRi is for each i the ball of radius tR i centered at 0 )
Note that as a consequence of the bounds and support properties of the above integrands, for all 
Then it is easy to see that the covered volume ratios c i appearing in (4.21) and in (4.23) do not depend on the choice of t > 0 . Indeed, the packing tB obtained after the dilation by t is still made of balls, this time with set of radii tR 1 , . . . , tR M , which now cover tQ = tΩ L . Moreover the dilation preserves the property of the packing of being made of disjoint balls. For tB the ball center sets Y i are replaced by new center sets
After the above replacements, values c i appearing in the formula (4.23) don't change:
Then we define, analogously to (4.24),
We now use formula (4.20) for the ball covers corresponding to the covering of Lemma 4.1.3 for the choice Q = Ω L , then we superpose dilated versions of these coverings in order to obtain a contribution like (4.27) in place of the contribution of each B Ri in (4.20). We find the following formula, which can be interpreted as a regularized version of (4.20), where we use the fact that
where we observe that the sum of the above terms is of the form that appears in (4.15), namely
for the choices
and for each ω := (t, y, R) ∈ Ω l we associate an isometry g ω := (y, R) and define a packing F ω by
where we use the notation (4.5) regarding the definition and action of isometries, while the parameterization of isometries by y, R and of dilations by t is encoded via the set Ω l . Finally note that the measure P l is defined precisely so as to equate (4.35) to (4.36), and where l, B are as defined from Lemma 4.1.3. Note that differently than in Gregg's work [Gregg89] , here we fix once and for all the packing B depending only on the choices of R 1 , . . . , R M , l from that lemma, and do not need to produce a new packing separately anew for each dilation t. It is obvious that if B is a packing by disjoint balls then g(tB) is still a disjoint packing for all isometries g and all dilations t.
Remark 4.1.4 (the case of simplices). We may directly define Q A,η as in (4.27) for the case of more general sets A rather than balls B Ri , by replacing B r by tA := {tx : x ∈ A} . In particular this can be done for the case of simplices A = △ if we include also an averaging over SO(d) when defining f , as done in the Graf-Schenker approach [GrafSchenker95] , where the singularity for the function h △ appearing therein, has the same kind of discontinuity as 1 B * 1 B . The packing from Lemma 4.1.3 could then be replaced by a tiling, again by families of simplices of sizes decreasing like a geometric series. Although this also works, it seems hard to prove positive definiteness and boundedness at zero of the error terms based on the less explicit formula for h △ , outside the case s = 1, d = 3 . It would be interesting to have a more thorough investigation of the influence of general packing strategies on the study of positive definiteness, but it would go beyond the scope of the present work.
Control of the error terms in the localization estimate
With the decompositions from the previous section we now come back to the study of the final formula of type (4.15) which will appear in our proof. We consider now only the case c(|x − y|) = |x − y| −s , 0 < s < d. We use the formula (4.36) with choices (4.37), and in this case we write, following the formalism (4.15), with Ω = Ω l , P = P l , F ω = F l ω as in (4.37), (4.38)
In fact, we will find it useful in our computations to work with a slightly different error term from the one above, for which we can show both positive-definiteness and also a much needed rough next-order lower bound needed in our proof. More precisely, we introduce
where C = C(ρ η , d, s) > 0 is a constant which depends only on the choice of ρ η , on d and on s, the form of which will be used in Proposition 4.1.1 below and is made explicit in Lemma A.1.4 in the Appendix. The proposition 4.1.1 now becomes an immediate consequence of (4.15), due to Lemma A.1.6 which proves the positivity and boundedness properties of w 1 , w 2 , w # and due to Lemma A.2.1 which proves asymptotic lower bounds for w 1 , w 2 , w # .
Remark 4.1.5 (continuation of Remarks 1.2.3 and 4.1.2). We briefly mention here how the construction of the decomposition of Proposition 4.1.1 should be adapted for the examples from Remark 1.2.3.
(a) For the case of a general compact d-dimensional Riemannian manifold (M, g) the main difference to our setting is that we don't have a simple group action by translations. However in this case we can still adapt Lemma 4.1.3 and find a good packing by metric balls of scale l > 0 . Then for l ≪ 1 we may use the fact that at small scales near each x 0 ∈ M , the manifold (M, g) is closer and closer to (R d , g(x 0 )). This allows to reduce the packing construction to one on R d and use translation averaging locally, up to an error depending on the modulus of continuity of g . Regarding Lemma A.1.6, in this case it can be directly implemented on manifolds, by using the decomposition in dyadic scales and the same type of positive definiteness criteria as in the appendix. Lemma A.2.1 is provable by a similar localization argument, reducing it to a problem on (R d , g(x 0 )) up to small error, and all the tools [HS] , [LundNamPort] used in the appendix can be extended to this case.
(b), (c) For the non-homogeneous kernels as in these cases, the covering arguments go precisely as in the present section, allowing to obtain a kernel decomposition. Concerning Lemma A.1.6, we may still use the positive definiteness criteria as in Lemma A.1.1, by replacing the smoothed kernels Q i,η with nonisotropic analogues. For adapting Lemma A.2.1 the main difference is that the proof of a rough lower bound as in Lemma A.2.1 cannot be directly done by using the result of [HS] . This however is a robust result, and in our case we could for example apply an ad-hoc version of [HS] which uses decompositions of the product-type costs from (b), (c) which use non-isotropic elementary kernels modelled on the kernels at hand, rather than the isotropic 1 Br * 1 Br as in [HS] .
We also note that in all cases (a), (b), (c), the kernels c(x, y) = g(x−y) under consideration have asymptotic homogeneity −s near the singularity at x = y , and this property can be quantified in order to allow the rough lower bound formula (4.4).
Optimal lower bound for Coulomb and Riesz costs by Fefferman decomposition
Before we give the proof of Proposition 4.0.1, we will need a number of helpful lemmas and corollaries. We recall that we denoted for any cost function c :
with a corresponding formula for E 
Splitting the cost
The following lemma, is an adaptation to the Optimal Transport framework of the "grand-canonical" formalism of [LewLiebSeir17] and will help us obtain our main result for very general densities, by means of our strategy involving use of mixtures of uniform measures. We thank M. Lewin and S. Di Marino for pointing out at the end of May 2017 in Jyväskylä a flaw in the corresponding "splitting-the-cost" lemma which we had used in the preliminary version of the paper. In order to settle this flaw it turned out to be sufficient, as suggested by M. Lewin in Jyväskylä, to use the functional F 
. . , Σ k , included in hyperrectangles with disjoint interiors. Fix M 1 , . . . , M k ∈ N + , letM := i M i and denote by c ii (x, y) := 1 Σi (x)1 Σi (y)c(x, y) for i = 1, . . . , k and x, y ∈ R d . Let µ be the positive measure with density
parameterize the ways of splittingM as a sum of k non-negative integers:
(4.41)
Then the following additivity relation holds: 
That is to say, there are M i marginals "on average", and the total number of marginals usable in this decomposition is bounded above byM . Then removing this last constraint we define F Before we prove the above lemma, note the following:
for all x 1 , . . . , x N ∈ spt(µ), there holds
Note that the above duality is a bit different than the usual version (see, for example, Theorem 5.9 from [Vil] ), due to the fact that we test only configurations that are all contained in the support of µ rather than general configurations in (R d ) N . This restriction can be applied by firstly noting that any plan γ N such that γ N → µ has support in (spt(µ)) N , therefore
and secondly, noting that the proof of duality in [dePasc15] carries through without changes once we replace the space R d by the closed subset spt(µ) ⊂ R d , proving (4.44).
From (4.44), we immediately get
Proof of Lemma 4.2.1 We consider below for simplicity of exposition just the case with k = 2 , and we denote Σ 1 =: A, Σ 2 =: B and c 11 =: c A , c 22 =: c B , moreover we replace in the notation M 1 , M 2 by M, N and µ 1 , µ 2 by µ, ν .
Note that we can decompose the minimization problem defining F OT cA+cB ,M+N
Mµ+N ν M+N
according to the cardinality of points in the configurations used in our transport plans, and belonging respectively to A, B , in the spirit of [LewLiebSeir17, Sec. 3]. Denote first the symmetric probability measures with fixed numbers of points in A, B as follows:
Note that for any γ NA|NB ∈ P sym ((R d ) NA|NB ) its marginal is in the class
Forμ ∈ P NA|NB (R d ), we write the optimal transport problem among configurations with fixed numbers of points N A , N B respectively in A, B , and marginalμ , as follows:
Note that we can use the linearity of the marginal map γ NA|NB →μ given by dμ(x) := dγ NA|NB (x, x 2 , . . . , x N +M ), we obtain a similar definiton for marginals equal to general positive measures µ, such that for any α > 0
holds. We now use the linearity of the map
and the fact that we consider plans γ M+N and costs c wich are positive, in order to be able to write, denoting by M
, α > 0} the set of positive measures which are rescalings of measures as in (4.48), we have
(4.52) and for the case of split cost c = c A + c B we have
where the latter formula follows by noting two facts. Firstly, for each decomposition
we have the following reparameterization:
There exist α n ≥ 0, µ| B . The condition n α n = 1 follows from the condition µ NA,NB = µ in (4.52) by comparing the total mass of the two sides. This completes the proof of (4.55).
Secondly, we claim that, if the cost splits like c = c A + c B and if µ n , ν n have support respectively in A, B ,
Indeeed, define first the "space of precisely split (N A + N B )-points configurations" in R d given by
(4.57)
Then if under the isomorphism
we identify a plan γ NA|NB with marginal
, we may take the operations r A : C x → C x ∩ A and the similarly defined r B and consider the pushforward
as well as the analogously defined γ NB . Then we find that
which, keeping in mind (4.57), directly proves (4.56).
For µ i ∈ P(R d ), i = 1, . . . , k, probability measures, Lemma 4.2.1 immediately allows to show the following.
, and let us denote by c ii (x, y) := 1 Σi (x)1 Σi (y)c(x, y) for i = 1, . . . , k and x, y ∈ R d . Let µ be the probability measure with density We will next generalise the lemma above as follows. Even though the corollary below can be stated and proved in a much more general setting, we find that the formulation below is enough for our purposes. The corollary is a key element in allowing us to work with terms E xc N (µ), where µ is a probability measure, thus making sure that we maintain the errors small and controllable. Moreover, we avoid this way the issues that would appear if we worked instead just with positive measures, in view of the different scaling then between the F OT N (µ) term and the corresponding mean field term (see also (2.5) from Lemma 2.0.5). Consider k probability measures µ 1 , . . . , µ k , with densities ρ 1 , .
. . , Σ k , included in hyperrectangles with disjoint interiors. Let α j ∈ R + , j = 1, . . . , k, be such that α j = aj (N ) N , a j (N ) ∈ R + , j = 1, . . . , k, ∈ N + , k j=1 α j = 1 . Let µ be the probability measure with density ρ = k j=1 α j ρ j . Denote by c ii := c1 Σi×Σi , i = 1, . . . , k . We will show here that
(4.62)
Proof. We would like to bring µ to a form suitable for application of Lemma 4.2.2. For this, we takē
and we write
with the obvious definition for the probability measure µ ′′ . We will show in what follows that µ ′′ plays an insignificant part in our estimates.
By applying Proposition 2.0.4 we have
from which it follows that
where for the second inequality we used E xc kN , 
Proof of the lower bound
Before we proceed, we remind the reader that the formula we will be working with below, as explained in (4.15), (4.36), (4.37), (A.23), (A.24) and (A.25), is
where l > 0 , and where w satisfies the properties in Proposition 4.1.1.
. This is the part left uncovered in the covering by balls given by the cheese Lemma 4.1.3. By the definition of Σ nc (ω, l) it directly follows that A∩Σ nc (ω, l) = Ø for all A ∈ F l ω and for all ω , and thus (Σ \ Σ nc (ω, l)) ∩ A = Σ ∩ A. Moreover, we denote by
The above will be substituted in the proof of Proposition 4.0.1, where
for which the proof of Lemma 4.2.5 also works. From (4.66), it immediately follows that
and from (4.67) that
We will next state a result involving the uniform decay in ω of |Σ ω err | as M → ∞.
Lemma 4.2.4. If Σ has finite volume and a φ-regular boundary in the sense of (2.8) for a continuous φ : [0, t 0 ) → R + with φ(0) = 0 , then for M, l as in Lemma 4.1.3 and for Ω l as in (4.37) above, for each ω ∈ Ω l , we have
Proof. The first formula in (4.70) is true directly by the definition of Σ nc (ω, l). For the second asymptotic formula, we note first that by the property of having η -regular boundary, for each ǫ > 0 there exists δ > 0 such that for l < δ the volume of cubes A ∈ F l ω which touch ∂Σ is smaller than δ as for all ω ∈ Ω l these sets are included in cubes of size at most (1 + η)l , due to (4.37). Therefore the first contribution in (4.66) is an o l→0 (1). By the same reason, the total volume of Σ which is not covered by the union of cubes as in (4.37) (cubes to which we apply then separately Lemma 4.1.3) is again o l→∞ (1). Uniformly among ω ∈ Ω l of the form (4.37), we can estimate the contribution of Σ nc (ω, l) as being equal to O M→∞ (M −2 |Σ|) restricted to each interior cube, and o l→0 (1) restricted to the boundary-layer cubes. Summing all the contributions gives the second formula in (4.70).
Next, we will show
be a probability measure with density
We will show here the following inequality
for some C, C(w, s, d) > 0 which depend only on s and d. In the above, we denoted for all A ∈ F l ω such that µ(A) > 0 , byμ
Proof. To prove (4.71), we start by observing that analogously to Lemma 2.4 from [CoFriePa15]
(4.73)
Step 1. We will show here the following inequality, independent of the specific properties of µ : Step 2. We will show here that
We denoted by
where, noting here that µ(Σ \ Σ err (ω, l)) > 0 follows whenever µ(A) > 0 for at least one A ∈ F l ω , A ∈ Σ \ Σ err (ω, l), we can defineμ
.
With this notation, we have in view of (4.65)
where for the inequality we interchanged the integration order and took the minimum inside, and for the last equality we used the definition of
Directing next our attention briefly to the mean field term, we get
From (4.77), (4.78), we obtain in (4.74)
where in the above we directly omit the 2nd term if µ(Σ err (ω, l)) = 0 , we now have on the right-hand side of (4.79) by a similar argument to the one from Corollary 4.2.3:
(4.80) the simplification in the above appearing because the cost corresponding toμ Σnc(ω,l) is zero. Moreover, by means of (4.46) we get
and by means of (4.68) (respectively (4.69))
with the obvious definition (4.72) forμ A . Taking into account that since each A is open and they are disjoint, each A contains a separate rational point, so the A are at most countable,
(4.81)
Then, by recalling that we defined in (4.76) for all
, we now obtain on the right-hand side of (4.81) via another application of Corollary 4.2.3
This concludes the proof of Step 2.
Step 3. We will show here the statement of the lemma.
Before we proceed, we observe that while we could work in the proof of Proposition 4.0.1 with the values from (4.75), the term [N 
we have by means of an argument similar to Proposition 2.0.4
From this, via recalling the convention
and combining it with (4.75), we obtain the statement of the lemma.
We are now ready to prove our lower bound result.
Proof of Proposition 4.0.1 By Lemma 4.2.5 we have
In the next two steps we will calculate separately each of the terms E xc [N µ(A)] (μ A ) appearing in (4.83). In order to have that the boundary terms have a small total volume, we will need to work in the regime l ≪ 1, M ≫ 1 . Lemma 4.1.3 applies in particular if
Thus we find that for the Lemma 4.1.3 to apply, the extra constraint linking M, l, R 1 , where
Therefore there exists a constant c d depending only on the dimension (we may take c d = (3 log C) −1 for C as above) such that (4.84) holds for M large enough (depending only on C defined above: in the above case we may pick it such that the last term on the right in (4.84) is the largest of the three terms on the left) if
To find l, M, R 1 satisfying condition (4.85) and also such that l ≪ 1 ≪ M , it suffices to fix R 1 > 0 separately for each choice of l, M and small enough. Note that the above choices must be performed depending on N as well, so as to optimize our asymptotic estimates. A good choice turns out to be, for every N large enough
For clarity of exposition, we will substitute the choice (4.86) for l, R 1 only at the very end in our estimates.
Step 1. We will show here that lim inf
(4.87) Note that, due to the way we have l ≪ 1 , and since all sets A ∈ F l ω are in fact disjoint balls of scales R j < l , if A intersects at the same time more than one of the disjoint hyperrectangles Σ i , i = 1, . . . , k,, then the intersection will only happen on the boundaries ∂Σ i , i = 1, . . . k.
Otherwise, A will be included exactly in one of the Σ i , i = 1, . . . , k . Thus, from (4.83) and in view of our choice M ≫ 1 and R 1 ≫ N 
We observe that µ(A) = α i |A| |Σi| if A ⊂ Σ i for some i = 1, . . . , k . Therefore, in this case
Otherwise, we have
and thus
Therefore, (4.88) becomes lim inf
We will next deal with the boundary terms in (4.89). As our Σ i are hyperrectangles, the total volume of the boundary intersections appearing in (4. 
and of (4.90), which in particular implies that Thus we find, from (4.91), that
Together with (4.89) the above proves (4.87).
Step 2. We will show here the statement of the theorem.
Firstly, since for A ⊂ Σ i , i = 1, . . . , k, we havê
we get from (4.87) lim inf
(4.92)
Next we follow in some more detail the dependency of the sets A ∈ F l ω . More precisely, fix i = 1, . . . , k. Any A ∈ F l ω is of the form B R (x) for some choice R ∈ {tR 1 , . . . , tR M } , t ∈ [1 − η, 1 + η] and x ∈ R d . In this case we find, in view of (4.43)
where we recall that B R is the ball of radius R centred at 0 . The proof of this statement follows by a change of variables idea, done by means of Proposition 2.0.3, and will be omitted. Furthermore, by the same type of argument we reduce to the unit ball B 
Plugging this in (4.92), we get lim inf
(4.93) Next, we will use that by (4.64) we have for every fixed i = 1, . . . , k
which will allow us to take the limits in (4.93), for the sums under the integral, uniformly in N , t and A ∈ F l ω . Using the above in (4.93), we get for i = 1, . . . , k, for arbitrary ǫ > 0 and large
where for the first inequality we used (4.94) and in order to remove the integer part and obtain the second inequality, we used the fact that in view of (4.86) we have R 1 ≫ N −1/d and thus ((1 − η)R 1 ) d N ≫ 1 and thus automatically due to the choices of t, R j , also R d N ≫ 1 for any R ∈ {tR 1 , . . . , tR M } and any
For bounding (4.95) we use the fact that C(s, d) > 0 and the following bound:
Making use of (4.95) and (4.96) in (4.93) we find that with the choices (4.86) we have lim inf
(4.97)
Taking ǫ → 0 proves the statement of our Proposition.
Optimal constant for general marginals in
In this section, we will prove the next order term limiting result, first for all marginal densities ρ ∈ C c (R d ),
Before we proceed with the proof of our main result, we will need some additional helpful optimal transport tools.
Some helpful optimal transport results
Given an increasing ω :]0, ∞[→]0, ∞[, we say that ω is a modulus of integrability for a function f ∈ L 1 (R d ) if for all t > 0 there holds:
By slight abuse of notation, we call the ω f defined as above (which in a sense is "the best" modulus of integrability of f ) "the" modulus of integrability of f .
Note that by Dunford-Pettis theorem, if a family of functions
-topology, then the family {f α } α∈I is uniformly integrable. This is equivalent to the fact that inf α∈I ω fα (t) > 0 for all t > 0 ,
i.e. all the f α have a common modulus of integrability. (5.1) Note that these hypotheses are satisfied by g(x) = |x| −s for s > 0 but not for g(x) = − log |x|.
Proposition 5.1.1 (modulus of integrability estimates on transport plans). Assume µ ∈ P(R d ) has an L 1 density ρ, and let ω be a modulus of integrability of ρ. Assume that the cost c satisfies (5.1). Then for each N ∈ N there exists r N,ω > 0 depending on N, ω such that for any optimal plan γ N realizing
Moreover we have the explicit bound
Lemma 5.1.2. Let c be a cost function satisfying (5.1). Let (µ k ) k ∈ P(R d ) be a sequence of probability measures, each with density ρ k ∈ L 1 (R d ), converging weakly to µ ∈ P(R d ) with density ρ ∈ L 1 (R d ). Moreover, we assume that lim sup k∈N c(x, y)ρ k (x)ρ k (y)dxdy < ∞ and c(x, y)ρ(x)ρ(y)dxdy < ∞. Then for each N ∈ N we have (up to extraction of a subsequence)
(5.4)
Note that for the particular case of the costs in (1.3), it suffices to require ρ,
, the space appearing in (2.1), as explained in Appendix B. For the costs in (1.3), we also have
Proof. Fix N ∈ N. We will show in detail below that lim k→∞ F OT N,c [µ k ] = F OT N,c (µ), as the second limit will follow then easily from this given our assumptions on the cost.
Step 1: Assume that for each k , γ
We will first show that γ k N converges weakly to a probability measureγ N ∈ P
Fix ǫ > 0 . Firstly, since µ k converges weakly to µ, the sequence (µ k ) k is tight. This means that there exists a compact set Step 2: We show that there exists r N such that spt(γ k N ), spt(γ N ) all disjoint from the diagonals
where r N,ω was defined in the statement of Proposition 5.1.1. This follows directly from Proposition 5.1.1 once we obtain that ρ k , ρ have a common modulus of integrability ω . This last fact is the consequence of the Dunford-Pettis theorem, applied to the sequence ρ k which is converging in σ(L 1 , L ∞ ) to ρ.
Step 3: We will next show thatγ N is a minimizing solution to F OT N (µ). To show this, we will use a weaker version of multi-marginal c-cyclical monotonicity, called c-monotonicity, (as stated for example in Definition 2.10 from [diMarGerNe15] ), and the statement of sufficiency of cmonotonicity for optimality as proved in Theorem 1.2 from [Gries16] . Theorem 1.2 from [Gries16] works under the assumption that there exist
In our setting we note that by Step 2 we have that all the supports of γ k N and ofγ N are r Ndisjoint from the diagonals thus we may replace c(x, y) by the truncation c N := min{c(x, y), g(r N )} , and as c(x, y) = g(|x − y|) is decreasing in |x − y| this does not change the values of i =j c(x i , x j ) except on D rN,ω . In particular forγ N there holds
and at the same time [Vil] , the claim of this step follows.
Step 4: In this step we will show (5.4). In view of Steps 1 and 2, this is equivalent to showing that
Step 2, we have for all k
By using now (5.5), the continuity of c N , Lemma 5.1.1 and the weak convergence of µ k to µ, we have
which proves the first statement of the theorem.
Step 5: It remains to show that
. This follows immediately by using the weak convergence of µ k to µ, which implies the convergence of the mean field terms. More precisely, fix any large K > 0 , and we subdivide the integral as follows:
Then on |x − y| s < 1/K we have 1 |x−y| s = 1 |x−y| s ∧ K , which is bounded and continuous. Therefore we have
which in turn implies by the monotone convergence theorem that
Concerning the second term in (5.7) we would like to argue that if the ρ k are uniformly integrable then
(5.8)
Before we proceed, we observe that by the assumption of the lemma, we have up to extracting a subsequence
In particular, the above allows us to interchange limits for a subsequence (K m , k r ) and obtain, by means again of the monotone convergence theorem (this time applied to the decreasing sequence 1 |x−y|<1/Km ) 
Proof of Theorem 1.2.1
Before we start the proof of our main result, we will need the following observation regarding the assumptions in Theorem 3.0.1, which we will use in the proof below.
More precisely, we will argue that Theorem 3.0.1, initially stated only for the case where the Σ i are hyperrectangles with disjoint interiors, it also holds for the case that the Σ i merely belong to the σ -algebra C generated by a collection of finitely many hyper-rectangles. The reason is that any such set is composed of sets that are unions of finitely many hyperrectangles with disjoint interiors. Indeed, any element on the finitely generated σ -algebra C = σ({R (j) , j ≤k}) is a polygonal set with faces belonging to the hyperplanes H
Then, by cutting a given set from the σ -algebra by the union of all those (finitely many) hyperplanes, we decompose it into a (finite) union of hyperrectangles with disjoint interiors, as desired.
Proof of Theorem 1.2.1 Fix 0 < s < d.
Step 1: We will show here the statement for ρ ∈ C c (R d ).
Assume that φ is the uniform measure on [0, 1] d . Recall the definition of a mollifier as defined in Appendix C below. Let us denote by {φ n } n≥1 an enumeration of all
Recall also that we defined A + = {α = (α n ) ∈ A : α n > 0, ∀n ∈ N}, and take the set of mixtures of uniform measures
As explained above, one can always write an element ρ n (α) ∈ S as a finite sum of uniform measures with densities on hyperrectangles with disjoint interiors.
Next, by applying Proposition C.0.1, we can find a sequence (
In particular, this will also imply the weak convergence of µ k to µ. Moreover, this will give
For any k ≥ 1 , and in view of Theorem 3.0.1, ρ k satisfies for some C(s, d) > 0 , independent of s and d
(5.9)
Using now the statement of Lemma 5.1.2, we have for very fixed N ≥ 2 that
We will consider next the double sequence
We have by our hypothesis in (5.9), and since ρ k converges in L
We would like to interchange limits in lim k→∞ lim N →∞ f N,k , at least for a suitable sub-sequence. To this purpose, we have from (2.2) that f N,k is uniformly bounded both in N and k 
where for the second equality we interchanged limits, and for the last equality we applied (5.10). This proves the result for ρ ∈ C c (R d ).
Step 2: We will show here the statement for general densities
To extend the argument to
. Therefore we can apply Lemma 5.1.2, together with similar arguments to those in Step 1 above, and with a diagonalisation procedure to ensure that there exists a subsequence (N m , k r ) r for which we can interchange limits. Q i,η (x) |x| s = 1
Step 1: The first term on B 3Ri .
We will prove a separate bound for each term in the sum (A.7) and then use the triangle inequality to sum all the terms. By keeping in mind the definition (4.27), we find that Also note that the expansion in powers of |x| from the bounds (A.13) and (A.12) still hold on the whole of B 3 (i.e. on the whole support of Q 0,η , as all the growth behavior of different powers of |x| does not change for |x| ∈]0, 1[, whereas for |x| ∈ [1, 3] the powers of |x| contributing to leading order to the estimates are equivalent up to a constant factor depending only on s, d. Similarly, for each fixed β ≥ 0 the derivatives ∂ β x Q 0,η thus all uniformly bounded, with a constant depending only on s, d, |β|. Then we can appeal to the same scaling reasoning as in passing from (A.13) to (A.14), which leads to the fact that also on the whole of B 3Ri the bounds (A.14) extend, with a finite constant depending on s, d, |β|. As we are concerned only with the finitely many (and whose number depends only on d) choices 0 ≤ |β| ≤ d + 1 , the constant we obtain effectively depends only on s, d. Summarizing this reasoning, at the cost of increasing the value of the constant C(ρ η , d, s), we still have for 0 ≤ |β| ≤ d + 1 A.2 Rough next-order lower bound for w # and w 2
The present section produces a lower bound for the E xc N,c (µ) energy in the case of costs d of a special form, inspired by the above constructions. This is based on the proof of a rough fractional Lieb-Oxford inequality from [LundNamPort, Appendix] , which itself is inspired by [LiebSolovejYngvason, Lem. 5 .3] (see also [Lieb79] , [Li83] , [LO81] ). Translated to our notation, the bound proved in [LundNamPort, Lem. 16] states that for cost c(x, y) = |x−y| −s for 0 < s < d, and for any transport plan γ N ∈ P sym ((R (A.28) The proof of (A.28) done in [LundNamPort] is based on the following radial decomposition formula, that seems to first have been used by Fefferman-De la Llave [FeffLlave] which is well-defined for s > 0 (the reason why (A.28) only holds for 0 < s < d, is that for s ≥ d the energy in (A.28) is −∞ as |x − y| −s stops being integrable near x = y ).
Even though the lemma below can be shown for much more general costs, we restrict ourselves to showing it only for w # , w 1 and w 2 . We are now ready to show Proof. The proof of the inequality involving w 1 follows immediately from Lemma 3.6 in [FoLeSol15] and will be omitted. We focus next on the remaining two inequalities, whose proof relies partly on an adaptation of the proof of [LundNamPort, Lem. 16 ], the main ideas of which we briefly sketch it below. A key factor in our reasoning is that, since w 1 cancels the tail behaviour of w # , we are able to preserve the factor 1/M .
To begin with, we will write w # and w 2 in a form similar to (A.29). Since the reasoning is the same for both costs, we will only detail below the argument for w # . To this purpose, we will first apply [HS, Thm. 1 and eqn. (11)] to w # (x). This is possible due to the fact that, by the arguments in Lemma A. then f ǫ (x) → f (x) as ǫ → 0 , at every point x of the Lebesgue set of f . We note that conditions (i) and (ii) of (C.1) imply that F ǫ ∈ L 1 (R d ) for each ǫ > 0 , hence the convolution makes sense. It can be shown that if f is also bounded then f ǫ is uniformly continuous and f ǫ (x) → 0 as |x| → ∞.
The usual way to construct such families is that given a function F ∈ L 1 (R d ), one defines
Hence, if F (x)dx = 1 and |F (x)| ≤ M (1 + |x|) −d−ǫ , then each F ǫ satisfies conditions (i) and (ii) of (C.1).
The following result is taking from [Bacharoglou10] . Let A := ∩ p>1 l p , and for ǫ > 0 consider the distribution φ t on R d . Let us denote by {φ n } n≥1 an enumeration of all φ 1/k (x − ξ l ), k ≥ 1, ξ l ∈ Q d . Let
A + = {α = (α n ) ∈ A : α n > 0, ∀n ∈ N}, and define for any α ∈ A + ρ n (α) := 1 n j=1 α j n j=1 α j φ j , n ∈ N.
Then Theorem 1.1 from [Bacharoglou10] proves the following when φ t is the normal distribution:
Proposition C.0.1. Take d = 1 . There exists α = (α n ) ∈ A + such that for every probability density function f ∈ C c (R) there exists a sequence of natural numbers {α n } n≥1 such that ||f − ρ λn (α)|| 1 → 0, as n → ∞.
The Proposition above automatically implies approximations in other means, such as in L q norm, q ∈ (1, ∞), provided that f ∈ L q , f ≥ 0 and |f | 1 ≤ 1 (see Corollary 25 in Bacharoglou). The approximations are also valid if one replaces the normal distributions by translations of any other approximate to the identity.
Moreover, similar statements to Proposition C.0.1 hold in R d . For example, one can take φ ǫ (x), x ∈ R d , ǫ > 0, to be the rotationally invariant normal distribution in R d , or one can use the translates of the multidimensional uniform density on the unit cube.
