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FLUCTUATIONS AROUND HARTREE STATES IN THE
MEAN-FIELD REGIME
MATHIEU LEWIN, PHAN THA`NH NAM, AND BENJAMIN SCHLEIN
Abstract. We consider the dynamics of a large system of N interacting
bosons in the mean-field regime where the interaction is of order 1/N .
We prove that the fluctuations around the nonlinear Hartree state are
generated by an effective quadratic Hamiltonian in Fock space, which is
derived from Bogoliubov’s approximation. We use a direct method in
the N-particle space, which is different from the one based on coherent
states in Fock space.
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1. Introduction
In this paper, we consider the dynamics of a system of N bosons living
in Rd in the so-called mean-field regime and we are interested in the time-
dependent fluctuations around the Hartree state solution.
The N -body system is described by a time-dependent wave function
ΨN (t, x1, ..., xN ) in the symmetric space H
N =
⊗N
sym L
2(Rd) and its evo-
lution is governed by Schro¨dinger’s equation{
i Ψ˙N (t) = HNΨN (t),
ΨN (0) = ΨN,0,
(1)
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or, equivalently,
ΨN (t) = e
−itHNΨN (0).
The many-particle Hamiltonian HN is given by
HN =
N∑
j=1
(−∆)xj +
1
N − 1
∑
1≤j<k≤N
w(xj − xk), (2)
where the Laplacian −∆xj describes the kinetic energy of the j-th particle
and w : Rd → R is a measurable, even function describing the interactions
between the particles.
The fact that we are considering the mean-field regime is apparent in
the factor 1/(N − 1) which makes the one-body term and the two-body
interaction term of order N in the Hamiltonian HN . We could as well take
1/N instead of 1/(N − 1) but the latter choice simplifies some expressions.
We shall always assume that the interaction potential w satisfies the op-
erator inequality
w2 ≤ C(1−∆) (3)
on L2(Rd), for some constant C > 0. The condition (3) in particular ensures
that w is relatively form bounded by the Laplacian with bound as small as
we want:
|w| ≤
√
C(1−∆) ≤ ε(1−∆) +Cε−1
for every ε > 0. The reader may keep in mind the example of w being the
Coulomb potential |x|−1 in R3. We may also consider bosons living in a
bounded domain of Rd (with appropriate boundary conditions), or replace
the Laplacian −∆ by the Schro¨dinger operator −∆+V (x) with an external
potential V (x), or the pseudo-relativistic counterpart
√
1−∆. In these cases
our results still apply without significant changes (see Remark 4).
Under the assumption (3), the Hamiltonian HN is bounded from below.
Therefore, it can be defined as a self-adjoint operator (still denoted by HN)
by Friedrichs’ method [18], and this gives a proper meaning to the many-
particle Schro¨dinger equation (1), by Stone’s theorem.
Bosons have the ability to undergo Bose-Einstein condensation, which
means that a macroscopic number of the particles live in a common quantum
state u(t) ∈ L2(Rd). It is a very important fact that (complete) Bose-
Einstein condensation is stable under the Schro¨dinger flow in the limit N →
∞. More precisely, if the initial datum is a pure Hartree state
ΨN,0(x1, ..., xN ) = (u0)
⊗N (x1, ..., xN ) = u0(x1) · · · u0(xN ),
then the many-particle wave function is well described by a Hartree state
ΨN (t) ≈ u(t)⊗N
for all times t ≥ 0 in the limit N →∞, in a sense to be made precise below
(and, in particular, not in norm!). Heuristically, the mean-field potential
experienced by each particle can be approximated by |u(t)|2 ∗ w. This ob-
servation leads to the nonlinear Hartree equation for the condensate wave
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function u(t): {
i u˙(t) =
(−∆+ |u(t)|2 ∗ w − µ(t))u(t),
u(0) = u0.
(4)
Here the gauge parameter µ(t) ∈ R can be freely chosen and different choices
lead to different phases of u(t). In this paper it will be convenient to choose
µ(t) :=
1
2
∫∫
Rd×Rd
|u(t, x)|2w(x− y)|u(t, y)|2 dx dy (5)
which implies the compatibility of the energies:
N〈u(t), (−∆ + |u(t)|2 ∗ w/2)u(t)〉 ≈ 〈ΨN (t),HNΨN (t)〉 = 〈iΨ˙N (t),ΨN (t)〉
≈ N〈iu˙(t), u(t)〉 = N〈u(t), (−∆ + |u(t)|2 ∗ w − µ(t))u(t)〉.
By the usual argument based on Duhamel’s formula, one can show that for
every initial datum u0 ∈ H1(Rd), the Hartree equation (4) admits a unique
solution
u(t) ∈ C0([0,∞),H1(Rd)) ∩ C1([0,∞),H−1(Rd))
with the gauge constant µ(t) given in (5). Moreover, the norm ‖u(t)‖L2 and
the energy
〈
u(t),
(−∆+ |u(t)|2 ∗ w/2) u(t)〉 are constant in time.
In fact, the approximation ΨN (t) ≈ u(t)⊗N holds in the topology of
reduced density matrices. For every k ≥ 1, the k-particle density matrix
γ
(k)
ΨN (t)
of ΨN (t) is the trace class operator on the k-particle space H
k =⊗k
sym L
2(Rd) with kernel
γ
(k)
ΨN (t)
(x1, ..., xk ; y1, ..., yk)
=
∫
ΨN (t, x1, ..., xN )ΨN (t, y1, ..., yk, xk+1, ..., xN ) dxk+1...dxN .
It is known (see, for example, [21, 5, 19, 13, 3]) that if ΨN (0) = u(0)
⊗N ,
then the k-particle density matrix of ΨN (t) converges to that of the Hartree
state u(t)⊗N , that is,
lim
N→∞
TrHk
∣∣∣γ(k)ΨN (t) − |u(t)〉〈u(t)|⊗k
∣∣∣ = 0, (6)
for every k ∈ N and every t ≥ 0.
We mention that the convergence (6) does not imply the corresponding
approximation in the norm topology of HN for the wave function ΨN (t). We
will see later that even if ΨN (0) = u(0)
⊗N , then for every t > 0 fixed, ΨN (t)
never stays close to the Hartree state u(t)⊗N in the norm of HN , except in
the non-interacting case w ≡ 0.
The aim of our paper is to derive an effective equation which gives the
exact behavior of the wave function ΨN (t) in the norm topology as N →
∞. More precisely, we shall determine continuous mappings t 7→ ϕk(t) ∈⊗k
symH+(t), where H+(t) = {u(t)}⊥ ⊂ H, such that for all times t ≥ 0,
lim
N→∞
∥∥∥∥∥ΨN (t)−
N∑
k=0
u(t)⊗(N−k) ⊗s ϕk(t)
∥∥∥∥∥
HN
= 0. (7)
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The precise statement is given in Theorem 1 below. The evolution of the
family of functions (ϕk(t))
∞
k=0 is governed by an effective quadratic Hamil-
tonian in Fock space F = ⊕n≥0 Hn, which is derived from Bogoliubov’s
approximation, as will be explained in detail in Section 4. The convergence
(7) is much more precise than (6) and it implies (6) easily (see Corollary 2
below).
The behavior of the many-particle wave function in the mean-field regime
has been studied in several situations but, as far as we know, never close to a
Hartree state u(t)⊗N in the N -body space HN like here. The only exception
is [1], where the fluctuations around the Hartree evolution of factorized
initial data are shown to satisfy a central limit theorem. Most previous
works focus instead on the description of the fluctuations around a coherent
state in Fock space, see for example [11, 6, 7, 9, 10, 4, 8, 2]. In the mean-field
limit, the evolution of a coherent state is also governed by the same nonlinear
Hartree equation (4) in the topology of density matrices, but the Bogoliubov
Hamiltonian describing the fluctuations is different from the Hartree case,
as we shall explain in Section 3.
Note that, in the time-independent setting, a convergence similar to (7)
was recently established for eigenvectors of HN by Lewin, Nam, Serfaty
and Solovej in [16]. In fact, some tools from [16] will be used in this work.
This includes, in particular, the unitary operator UN (t) defined later and
a quantitative estimate in truncated Fock spaces. The convergence (7) will
then follows from some energy estimates on the Bogoliubov dynamics and
on the Schro¨dinger dynamics.
The paper is organized as follows. In Section 2 we state precisely our main
result. In Section 3 we quickly discuss the fluctuations around coherent
states for comparison. Then we derive the Bogoliubov Hamiltonian and
study its dynamics in Section 4. The main result is proved in Section 5.
Acknowledgement. We acknowledge financial support from the European
Research Council under the European Community’s Seventh Framework
Programme FP7/2007-2013: Grant Agreement MNIQS 258023 (M.L. and
P.T.N.) and Grant Agreement MAQD 240518 (B.S.). We would also like to
thank the referee for carefully reading our manuscript and suggesting some
improvement.
2. Main result
Notation. Any Hilbert space we consider has an inner product which is
conjugate linear in the first variable and linear in the second. We always
denote by C a (large) positive constant which depends only on w. The
symmetric tensor product Ψk ⊗s Ψℓ ∈ Hk+ℓ of two symmetric functions
Ψk ∈ Hk and Ψℓ ∈ Hℓ is defined by
Ψk ⊗s Ψℓ(x1, ..., xk+ℓ)
=
1√
k!ℓ!(k + ℓ)!
∑
σ∈Sk+ℓ
Ψk(xσ(1), ..., xσ(k))Ψℓ(xσ(k+1), ..., xσ(k+ℓ)).
Theorem 1 (Dynamics of the fluctuations around a Hartree state). Assume
that w2 ≤ C(1−∆) on H = L2(Rd). Let u0 ∈ H1(Rd) with ‖u0‖L2 = 1 and
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let u(t) be the unique solution to the Hartree equation (4). Let H+(t) :=
{u(t)}⊥ ⊂ H, and Hn+(t) =
⊗n
symH+(t) be the n-fold symmetric tensor
product.
Consider a sequence of functions ϕn,0 ∈ Hn+(0) such that, for any ε > 0,
∞∑
n=0
‖ϕn,0‖2Hn = 1 and
∞∑
n=0
n 〈ϕn,0, (1 −∆x1)ϕn,0〉 <∞. (8)
If ΨN (t) is the solution of the Schro¨dinger equation (1) with initial datum
ΨN (0) =
N∑
n=0
u
⊗(N−n)
0 ⊗s ϕn,0, (9)
then we have for all times t ≥ 0,
lim
N→∞
∥∥∥∥∥ΨN (t)−
N∑
n=0
u(t)⊗(N−n) ⊗s ϕn(t)
∥∥∥∥∥
HN
= 0, (10)
with t 7→ ϕn(t) ∈ Hn+(t) a continuous map for all n ≥ 0. More precisely,
Φ(t) := (ϕn(t))n≥0 is the unique solution to the effective Bogoliubov equation
in Fock space F =⊕n≥0 Hn :{
i Φ˙(t) = H(t)Φ(t)
Φ(0) = Φ0 := (ϕn,0)n≥0,
(11)
where H(t) is a quadratic Hamiltonian in Fock space, written in second quan-
tized form
H(t) =
∫
Rd
a†(x)
( −∆+ |u(t)|2 ∗ w − µ(t) +K1(t))a(x) dx (12)
+
1
2
∫∫
Rd×Rd
(
K2(t, x, y)a
†(x)a†(y) +K2(t, x, y)a(x)a(y)
)
dxdy.
Here K1(t) is the operator K1(t) = Q(t)K˜1(t)Q(t) which acts on L
2(Rd),
where Q(t) = 1− |u(t)〉〈u(t)| and where K˜1 is the Hilbert-Schmidt operator
on L2(Rd) with kernel K˜1(t, x, y) = u(t, x)w(x − y)u(t, y). On the other
hand, K2(t) = (Q(t) ⊗ Q(t))K˜2(t) is the projection onto H+(t) ⊗ H+(t) of
the symmetric two-body function K˜2(t, x, y) = u(t, x)w(x − y)u(t, y).
Here a†(x) and a(x) are the usual creation and annihilation operators
(see Section 3 for definitions). The Bogoliubov Hamiltonian H(t) and the
effective equation (11) will be discussed in detail in Section 4 below. It is
not obvious from the definition of H(t) that
Φ(t) ∈ F+(t) :=
⊗
n≥0
Hn+(t) ⊂ F
for all times, but this fact will be proved in the sequel. Note that the
Bogoliubov Hamiltonian H(t) does not preserve the subspace F+(t) due to
the term involving the Hartree mean-field Hamiltonian
h(t) := −∆+ |u(t)|2 ∗ w − µ(t)
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which itself does not preserve H+(t). In fact, for all times t, the vector
H(t)Φ(t) belongs to the space tangent to the manifold {Φ˜ ∈ F+(t), ‖Φ˜‖F =
1} at the point Φ(t), which is the correct condition to have Φ(t) ∈ F+(t).
It is possible to rewrite (11) as an infinite system of coupled linear equa-
tions:

iϕ˙0(t) =
√
2
∫∫
Rd×Rd
K2(t, x1, x2)ϕ2(t, x1, x2) dx1 dx2
iϕ˙1(t, x1) = (h(t) +K1(t))ϕ1(t, x1)
+
√
6
∫∫
Rd×Rd
K2(t, x2, x3)ϕ3(t, x1, x2, x3)dx2 dx3
iϕ˙2(t, x1, x2) =
(
(h(t) +K1(t))x1 + (h(t) +K1(t))x2
)
ϕ2(t, x1, x2)
+
√
2K2(t, x1, x2)ϕ0(t)
+
√
12
∫∫
Rd×Rd
K2(t, x3, x4)ϕ4(t, x1, x2, x3, x4)dx3 dx4
...
In words, each ϕn(t) evolves with the particle-preserving Hamilton operator∑n
j=1(h(t) + K1(t))xj and it is coupled to its second left and second right
neighbors ϕn−2(t) and ϕn+2(t), through the function K2(t, x, y). Note that
the even functions ϕ2j(t) and odd functions ϕ2j+1(t) are not coupled.
The reader should think of the simplest case where ϕ0,0 = 1 and ϕn,0 = 0
for all n ≥ 1, which means that the initial datum is the Hartree state
ΨN (0) = u
⊗N
0
for all N . In this case the condition (8) boils down to ‖u0‖L2 = 1 and
u0 ∈ H1(Rd). Then (10) gives the exact behavior of the wave function
ΨN (t) for large N , in terms of the (N -independent) functions ϕn(t) which
describe the fluctuations around it. Note that in this simple case, it can be
verified that the odd functions ϕ2j+1(t) ≡ 0 for all j but the even functions
ϕ2j(t) are all different from 0 for all j and t > 0 small enough, provided that
K2(0) 6= 0. For instance the derivative of ϕ2 does not vanish at time zero,
ϕ˙2(0) = − i
2
K2(0) 6= 0,
and therefore ϕ2(t) 6= 0 for small times. We deduce from (10) that ΨN (t)
does not stay close to the pure Hartree state u(t)⊗N in norm in the limit
N → ∞. In fact, in the expansion in (10) there are infinitely many terms
in the series which do not vanish if K2(0) 6= 0, and this is always the case
except when w ≡ 0.
Finally, we remark that the estimate (10) is much stronger than the
convergence of the density matrices. This is because any of the terms
u(t)⊗(N−n) ⊗s ϕn(t) in the series has most of its particles condensed into
the Hartree state u(t) and only n excited particles outside of the conden-
sate. The functions ϕn(t) do not participate to the first order of the density
matrices in the limit N →∞. We quickly explain this now for clarity.
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Corollary 2 (Convergence of density matrices). Under the assumptions of
Theorem 1, we have
lim
N→∞
Tr
∣∣∣γ(k)ΨN (t) − |u(t)〉〈u(t)|⊗k
∣∣∣ = 0 (13)
for every fixed k ≥ 1 and t ∈ R+.
Proof. Recall that for any normalized Ψ,Ψ′ ∈ HN
Tr
∣∣∣γ(1)Ψ − γ(1)Ψ′ ∣∣∣ ≤ 2∥∥Ψ−Ψ′∥∥ , (14)
which follows from the estimate∣∣∣Tr (A(γ(1)Ψ − γ(1)Ψ′ ))∣∣∣ = ∣∣〈Ψ, A⊗ 1HN−1Ψ〉 − 〈Ψ′, A⊗ 1HN−1Ψ′〉∣∣
≤ 2 ‖A‖ ∥∥Ψ−Ψ′∥∥
for any bounded operator A. Combining (10) and (14) we deduce that
lim
N→∞
Tr
∣∣∣γ(1)ΨN (t) − γ(1)∑N
n=0 u(t)
⊗(N−n)⊗sϕn(t)
∣∣∣ = 0. (15)
Now we compute, with P (t) = |u(t)〉〈u(t)|,〈
u(t), γ
(1)
∑N
n=0 u(t)
⊗(N−n)⊗sϕn(t)
u(t)
〉
=
N∑
n,m=0
〈
u(t)⊗(N−n) ⊗s ϕn(t), (P (t)⊗ 1HN−1)u(t)⊗(N−m) ⊗s ϕm(t)
〉
=
N∑
n=0
(
1− n
N
)
‖ϕn(t)‖2Hn
where we have used the fact that ϕn(t) ∈ HN+ (t) for all times. The last term
tends to 1 by the dominated convergence theorem for series (actually it will
be proved later that
∑
n‖ϕn(t)‖2 stays finite for all times, which even gives
the convergence rate C(t)N−1). It follows that
lim
N→∞
Tr
∣∣∣γ(1)∑N
n=0 u(t)
⊗(N−n)⊗sϕn(t)
− |u(t)〉〈u(t)|
∣∣∣ = 0. (16)
From (15) and (16) we obtain the convergence of the one-particle density
matrices. The result for higher density matrices follows from a similar ar-
gument (or follows directly from the convergence of the one-particle density
matrices [15, Corollary 2.4]). 
Remark 3 (Convergence rates). In this work, we do not focus on convergence
rates. However, using the techniques that we will discuss in the next sections,
one can also obtain a quantitative bound for the difference in (10). The
optimal bound is of the orderN−1/2, for every fixed t ∈ R, and can be proved
proceeding similarly as we do below, with the difference that instead of
bounding only the expectation ofN , in Lemma 14 we would need an estimate
for the expectation of higher power of N (correspondingly, one needs a
stronger assumption on the expectation of powers of N in the initial data).
Such estimates can be established similarly as in the proof of Lemma 14.
Although a bound of the order N−1/2 for the fluctuation in (10) immediately
implies a bound of the same order for the reduced densities in (13), the
optimal estimate for the latter is proportional to N−1 (see [3]).
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Remark 4 (Extensions). We can consider not only the typical Hamiltonian
HN in (2) but also many other cases.
(i) (External potential) We can add to the Laplacian −∆ in HN an
external potential V (x) which satisfies
V ∈ Ld/2loc (Rd,R) and − V (x) ≤ α(−∆) + C
for some 0 ≤ α < 1. Note that V (x) is allowed to grow at infinity,
which corresponds to a confined system. The potential V (x) appears
in the Bogoliubov Hamiltonian in a natural way. Our results in
Theorem 1 still hold true provided that w2 ≤ C(1−∆) and that the
second condition in (8) on the initial datum is replaced by
∞∑
n=0
n 〈ϕn,0, (1−∆x1 + |V (x1)|)ϕn,0〉 <∞.
(ii) (Boson stars) We can also consider bosons living in R3 with the one-
body pseudo-relativistic kinetic operator
√
1−∆ and the Newton
interaction w(x − y) = −κ|x − y|−1, 0 < κ < 2/π. If u0 ∈ H1(R3),
then the Hartree dynamics u(t) is well-posed inH1(R3) (see [14]) and
our results in Theorem 1 still hold true under the same H1-condition
(8) on the initial datum.
3. Comparison with coherent states
One common approach to derive Hartree’s nonlinear equation from the
many-body dynamics is to work in Fock space and to use coherent states.
We quickly recall this method here and we compare it with our main result.
The Fock space is
F = C⊕
⊕
n≥1
Hn
and it is useful to introduce the creation and annihilation operators a†(f)
and a(g) which are unbounded operators acting on F . More precisely, a†(f)
is defined by
a†(f)

ϕ0 ⊕⊕
n≥1
ϕn

 = 0⊕ ϕ0f ⊕⊕
n≥1
(
f ⊗s ϕn
)
and a(f) is its adjoint. The operator-valued distributions a†(x) and a(x)
used in (12) may be defined so that
a†(f) =
∫
Rd
f(x)a†(x)dx and a(f) =
∫
Rd
f(x)a†(x)dx (17)
for all f ∈ H. These operators satisfy the canonical commutation relations
[a(f), g(g)] = [a†(f), a†(g)] = 0, [a(f), a†(g)] = 〈f, g〉H (18)
[a(x), a(y)] = [a†(x), a†(y)] = 0, [a(x), a†(y)] = δ(x − y) (19)
for all f, g ∈ H and for all x, y ∈ Rd.
The Weyl unitary operator is defined by
W (f) := exp
(
a†(f)− a(f))
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and a coherent state is a Weyl-rotation of the vacuum Ω = 1⊕ 0 · · · :
W (f)Ω = e−‖f‖
2/2
∑
n≥0
1√
n!
f⊗n.
The average particle number of a coherent state is, therefore,
e−‖f‖
2 ∑
n≥0
n
n!
‖f‖2n = ‖f‖2 .
Instead of starting the many-particle dynamics in the neighborhood of
a Hartree state in HN , one can also use a coherent state in Fock space.
The analysis is simplified by the useful algebraic properties of coherent
states. For example, coherent states are eigenvectors of annihilation op-
erators, which follows from the action of the Weyl rotation W (f) on the
creation and annihilation operators
W (f)∗a†(g)W (f) = a†(g) + 〈f, g〉, W (f)∗a(g)W (f) = a(g) + 〈g, f〉. (20)
For a precise discussion on the dynamics in Fock space, let us introduce
the second quantized forms of operators. If A is a one-body operator on H
with kernel A(x, y), then its second quantized form dΓ(A) is an operator on
F defined by
dΓ(A) :=
⊕
n≥1
n∑
j=1
Aj =
∫∫
Rd×Rd
a†(x)A(x, y)a(y) dxdy, (21)
which is frequently written as
∫
a†(x)Aa(x) dx for short. For example, N :=
dΓ(1H) is the number operator. Similarly, if W is a symmetric operator on
H2 with kernel W (x, y;x′, y′), then its second quantized form is given by⊕
n≥2
( ∑
1≤j<k≤n
Wj,k
)
(22)
=
1
2
∫∫∫∫
W (x, y;x′, y′)a†(x)a†(y)a(x′)a(y′) dxdy dx′ dy′.
In particular, the formal kernel of the multiplication operator w(x−y) on H2
is w(x− y)δ(x,y)(x′, y′) and the second quantized form of HN is an operator
on Fock space:
HN = dΓ(−∆)+ 1
2(N − 1)
∫∫
Rd×Rd
w(x− y)a†(x)a†(y)a(x)a(y) dxdy (23)
which coincides with HN in the sector H
N . Because of the constant in front
of the interaction which depends on N and not on the number operator N ,
the restriction of HN to another k-particle subspaces is not related to Hk.
Under certain assumptions on w, for example (3), the dynamics generated
by HN is well-defined on the quadratic form domain of dΓ(1−∆).
It was first proved by Hepp [11] for regular interactions, and then extended
by Ginibre-Velo [6, 7] for singular interactions (see also [19, 9, 10]) that if the
initial state (in Fock space) is close to a coherent stateW (
√
Nu0)Ω, then the
dynamics generated by HN stays close to W (
√
Nu(t))Ω for all t ≥ 0 in the
sense of density matrices and it is also possible to identify the fluctuations.
In our typical setting, this result can be stated as follows.
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Theorem 5 (Dynamics of the fluctuations around a coherent state). As-
sume that w2 ≤ C(1 −∆). Let u0 ∈ H1(Rd) with ‖u0‖L2 = 1 and let u(t)
be the unique solution to the nonlinear Hartree equation (4).
Consider an initial datum ΨN,0 in Fock space which is such that
W (
√
Nu0)
∗ΨN,0 → Ξ0
strongly in F and weakly in Q(dΓ(1 −∆)). Let ΨN (t) = exp(−itHN )ΨN,0
be the solution of the Schro¨dinger equation in F , with initial datum ΨN,0.
Then we have for all times t ≥ 0:
lim
N→∞
W (
√
Nu(t))∗ΨN (t) = Ξ(t), (24)
strongly in F and weakly in Q(dΓ(1−∆)), where Ξ(t) is the unique solution
to the effective equation in Fock space{
i Ξ˙(t) = H˜(t)Ξ(t)
Ξ(0) = Ξ0.
(25)
Here H˜(t) is a quadratic Hamiltonian on F , written in second quantized
form
H˜(t) =
∫
Rd
a†(x)
( −∆+ |u(t)|2 ∗ w − µ(t) + K˜1(t))a(x) dx
+
1
2
∫∫
Rd×Rd
(
K˜2(t, x, y)a
†(x)a†(y) + K˜2(t, x, y)a(x)a(y)
)
dxdy,
with K˜1(t, x, y) = u(t, x)w(x− y)u(t, y), K˜2(t, x, y) = u(t, x)w(x− y)u(t, y).
Theorem 5 can be proved using the argument of the proof of Theorem
1 and we will omit the details. Although the result in the case of coher-
ent states looks very similar to the Hartree case, the effective Bogoliubov
Hamiltonians H˜(t) and H(t) are not the same. The part involving h(t) is
identical, but the other terms involve the functions K˜j(t, x, y)’s instead of
the projected ones Kj(t, x, y)’s.
In fact, the coherent state approach can also be used to study fluctuations
around a Hartree state, if the initial data is exactly a Hartree state. This
can be seen as follows. Theorem 5 implies that
lim
N→∞
∥∥∥eitHNW (√Nu0)Ω−W (√Nu(t))U˜(t, 0)Ω∥∥∥
F
= 0,
where U˜(t, 0) is the unitary propagator associated with the time-dependent
Bogoliubov Hamiltonian H˜(t) in Fock space. A more precise analysis shows
that ∥∥∥eitHNW (√Nu0)Ω−W (√Nu(t))U˜(t, 0)Ω∥∥∥
F
. N−1/2
for any fixed time t. Hence projecting onto the N -particle subspace, we find∥∥∥∥∥(N/e)
N/2
√
N !
eitHNu⊗N0 − 1HNW (
√
Nu(t))U˜(t, 0)Ω
∥∥∥∥∥
HN
. N−1/2 . (26)
Multiplying with
√
N !/(N/e)N/2 ≃ N1/4, we get
lim
N→∞
∥∥∥eitHNu⊗N0 − (2πN)1/41HNW (√Nu(t))U˜(t, 0)Ω∥∥∥
HN
= 0.
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The effective dynamics (2πN)1/41HNW (
√
Nu(t))U˜(t, 0)Ω agrees with our
fluctuations in (10) to the leading order, even if it looks much more com-
plicated. In fact, this analysis can be extended to initial N -particle wave
functions having the form dN 1HNW (
√
Nu0)Ψ, assuming the normalization
constant dN to be small enough (of order N
1/4) and Ψ to have sufficiently
small number of particles (of order one, independent of N). In other words,
to get information about the evolution of an N -particle initial data using
the coherent state method requires further assumptions on the initial datum,
which guarantee sufficient closeness to an Hartree state (in an appropriate
sense). On the other hand, our direct method in HN applies to any initial
datum of the general form (9) satisfying (8), for which no convergence rate
is known.
4. The Bogoliubov dynamics
4.1. Describing fluctuations around a given u(t). Consider a time-
dependent normalized vector u(t) in H (which does not necessarily satisfy
the Hartree equation). As in [16, Sec. 2.3], we can write any function
Ψ ∈ HN as follows
Ψ = ψ0 u(t)
⊗N + ψ1 ⊗s u(t)⊗(N−1) + ψ2 ⊗s u(t)⊗(N−2) + · · · + ψN (27)
where ψn ∈ H+(t)n :=
⊗n
sym H+(t) with H+(t) := {u(t)}⊥. Following [16],
we define the unitary
UN (t) : H
N → F+(t)≤N =
N⊕
n=0
H+(t)
n
Ψ 7→ ψ0 ⊕ ψ1 ⊕ · · · ⊕ ψN .
(28)
Note that we have the inclusions
F+(t)≤N ⊂ F+(t) =
∞⊕
n=0
H+(t)
n ⊂ F . (29)
Therefore, we can always see UN (t) as a partial isometry from H
N to F ,
where UN (t)
∗ is extended by 0 outside of F+(t)≤N .
Using a(u(t))ψn = 0, Q(t)a
†(u(t)) = 0, [a(u(t)), a†(u(t))] = 1 and
ψn ⊗s u(t)⊗(N−n) = (a
†(u(t)))N−n√
(N − n)! ψn
we find that
Q(t)⊗j
a(u(t))N−j√
(N − j)!
(
ψn ⊗s u(t)⊗(N−n)
)
=
{
ψn if j = n,
0 if j 6= n.
Therefore, the operators UN (t) and UN (t)
∗ can be equivalently written as
UN (t)Ψ =
N⊕
j=0
Q(t)⊗j
a(u(t))N−j√
(N − j)!Ψ,
UN (t)
∗

 N⊕
j=0
ψj

 = N∑
j=0
a†(u(t))
N−j√
(N − j)! ψj
(30)
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for all Ψ ∈ HN and ψj ∈ H+(t)j , where Q(t) = 1− |u(t)〉〈u(t)|, and a(u(t))
and a†(u(t)) are the usual annihilation and creation operators on F . More-
over, as shown in [16, Proposition 14], we have the following identities on
F+(t)≤N :
UN (t) a
†(u(t))a(u(t))UN (t)
∗ = N −N+(t), (31)
UN (t) a
†(f)a(u(t))UN (t)
∗ = a†(f)
√
N −N+(t), (32)
UN (t) a
†(u(t))a(f)UN (t)
∗ =
√
N −N+(t) a(f), (33)
UN (t) a
†(f)a(g)UN (t)
∗ = a†(f)a(g), (34)
for all f, g ∈ H+(t), where N+(t) = N − a†(u(t))a(u(t)) is the number
operator on F+(t). For the reader’s convenience, let us quickly verify these
useful formulas. First, when f, g ∈ H+(t), since a†(f)a(g) commutes with
a†(u(t)), from (30) we deduce that
UN (t)a
†(f)a(g)UN (t)
∗

 N⊕
j=0
ψj


= UN (t)a
†(f)a(g)

 N∑
j=0
a†(u(t))(N−j)√
(N − j)! ψj


= UN (t)

 N∑
j=0
a†(u(t))(N−j)√
(N − j)!
(
a†(f)a(g)ψj
)
=
N⊕
j=0
(
a†(f)a(g)ψj
)
= a†(f)a(g)

 N⊕
j=0
ψj


for all ψj ∈ H+(t)j . Thus (34) holds true. A consequence of (34) is
UN (t)N+(t)UN (t)∗ = N+(t)
which is equivalent to (31). Finally, when f ∈ H+(t), using the fact that
a(f) commutes with a†(u(t)) and (30), we have
UN (t)a
†(u(t))a(f)UN (t)
∗

 N⊕
j=0
ψj


= UN (t)a
†(u(t))a(f)

 N∑
j=0
a†(u(t))(N−j)√
(N − j)! ψj


= UN (t)

 N∑
j=0
a†(u(t))(N−j+1)√
(N − j + 1)!
√
N − j + 1
(
a(f)ψj
)
=
N⊕
j=0
√
N − j + 1
(
a(f)ψj
)
=
√
N −N+(t)a(f)

 N⊕
j=0
ψj


for all ψj ∈ H+(t)j , which verifies (33). The identity (32) can be proved by
the same way.
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In the analysis of the dynamics of UN (t)ΨN (t), not only UN (t) but also
its time-derivative plays an important role. We have
Lemma 6. Let u(t) be an arbitrary (sufficiently regular) trajectory on H
satisfying ‖u(t)‖ = ‖u(0)‖ for all t ≥ 0. Then the time-derivative of UN (t)
is
iU˙N (t) =
(
a†(u(t))a(Q(t)iu˙(t))−
√
N −N+(t) a(Q(t)iu˙(t))
− a†(Q(t)iu˙(t))
√
N −N+(t)− 〈iu˙(t), u(t)〉(N −N+(t))
)
UN (t). (35)
Note that the last three terms in the right side of (35) do not go outside
of F+(t), but the first does.
Proof. We start by writing
UN (t) =
N⊕
k=0
Q(t)⊗k
a(u(t))N−k√
(N − k)! =:
N⊕
k=0
Lk(t). (36)
Now taking the time-derivative, we get
L˙k(t) = N − k√
(N − k)!Q(t)
⊗ka(u˙(t))a(u(t))N−k−1
+
1√
(N − k)!
(
Q˙(t)⊗Q(t)⊗ · · · ⊗Q(t) + · · ·
+Q(t)⊗ · · · ⊗Q(t)⊗ Q˙(t)
)
a(u(t))N−k. (37)
In the first term of the right side of (37), we have used that a(u˙(t)) and
a(u(t)) commute. It is clear that for any v, we have
Q(t)⊗(n+1)a†(v)|Hn = a
†(Q(t)v)Q(t)⊗n |Hn
and
Q(t)⊗na(v)|Hn+1 = a(Q(t)v)Q(t)
⊗(n+1)
|Hn+1 + 〈v, u(t)〉Q(t)⊗na(u(t))|Hn+1 .
So the first term of the right side of (37) can be rewritten as
N − k√
(N − k)!Q(t)
⊗k
(
a(u˙(t))a(u(t))N−k−1Ψ
)
=
√
N − k√
(N − k − 1)!a(Q(t)u˙(t))Q(t)
⊗(k+1)a(u(t))N−k−1
+ 〈u˙(t), u(t)〉 N − k√
(N − k)!Q(t)
⊗ka(u(t))N−k
=
√
N − k a(Q(t)u˙(t))Lk+1(t) + 〈u˙(t), u(t)〉(N − k)Lk(t). (38)
Note that
Q˙(t) = −|u(t)〉〈u˙(t)| − |u˙(t)〉〈u(t)| = −|u(t)〉〈u˙(t)|Q(t) −Q(t)|u˙(t)〉〈u(t)|
because
|u(t)〉〈u˙(t)| = |u(t)〉〈u˙(t)|Q(t) + 〈u˙(t), u(t)〉P (t)
|u˙(t)〉〈u(t)| = Q(t)|u˙(t)〉〈u(t)| + 〈u(t), u˙(t)〉P (t),
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where P (t) = |u(t)〉〈u(t)|, and
〈u˙(t), u(t)〉 + 〈u(t), u˙(t)〉 = d
dt
||u(t)||2 = 0.
Since a†(f)a(g) = dΓ(|f〉〈g|), we find
Q˙(t)⊗Q(t)⊗ · · · ⊗Q(t) + · · ·+Q(t)⊗ · · · ⊗Q(t)⊗ Q˙(t)
= −

 k∑
j=1
|u(t)〉〈Q(t)u˙(t)|j

Q(t)⊗k −Q(t)⊗k

 k∑
j=1
|Q(t)u˙(t)〉〈u(t)|j


= −a†(u(t))a(Q(t)u˙(t))Q(t)⊗k −Q(t)⊗ka†(Q(t)u˙(t))a(u(t))
= −a†(u(t))a(Q(t)u˙(t))Q(t)⊗k − a†(Q(t)u˙(t))Q(t)⊗(k−1)a(u(t)).
So the second term of the right side of (37) can be rewritten as
1√
(N − k)!
(
Q˙(t)⊗Q(t)⊗ · · · ⊗Q(t) + · · ·
+Q(t)⊗ · · · ⊗Q(t)⊗ Q˙(t)
)
a(u(t))N−k
= −a†(u(t))a(Q(t)u˙(t))Lk −
√
N − k + 1 a†(Q(t)u˙(t))Lk−1. (39)
Substituting (38) and (39) into (37) and taking the sum over k, we deduce
from (36) the formula
U˙N (t) =
(
− a†(u(t))a(Q(t)u˙(t)) +
√
N −N+(t) a(Q(t)u˙(t))
− a†(Q(t)u˙(t))
√
N −N+(t) + 〈u˙(t), u(t)〉(N −N+(t))
)
UN (t),
which is equivalent to (35). 
4.2. Derivation of the effective evolution. Let ΨN (t) satisfy the Schro¨dinger
equation (1). Let u(t) be the solution to the nonlinear Hartree equation and
let UN (t) be as in (28). Let us consider the vector
ΦN (t) := UN (t)ΨN (t)
in the Fock space F≤N+ (t) ⊂ F+(t) ⊂ F . From (1) and (35), we get
iΦ˙N (t) =
(
UN (t)HNUN (t)
∗+a†(u(t))a(Q(t)iu˙(t))−〈iu˙(t), u(t)〉(N−N+(t))
−
√
N −N+(t) a(Q(t)iu˙(t))− a†(Q(t)iu˙(t))
√
N −N+(t)
)
ΦN (t). (40)
A lengthy but straightforward computation as in [16, Section 4] shows that
UN (t)HNUN (t)
∗ = Ne(t) + dΓ
(
Q(t)
(
h(t) +K1(t)− e(t)
)
Q(t)
)
+
√
N −N+(t)a
(
Q(t)h(t)u(t)
)
+ a∗
(
Q(t)h(t)u(t)
)√
N −N+(t)
+
1
2
∫∫
Rd×Rd
(
K2(t, x, y)a
†(x)a†(y) +K2(t, x, y)a(x)a(y)
)
dxdy
+R1,N (t) +R2,N (t) (41)
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where
R1,N (t) =
1
2
dΓ(Q(t)[w ∗ |u(t)|2 +K1(t)− µ(t)]Q(t))1−N+(t)
N − 1
− N+(t)
√
N −N+(t)
N − 1 a
(
Q(t)[w ∗ |u(t)|2]u(t))
+
1
2
∫∫
K2(t, x, y)a
†(x)a†(y)dxdy
(√
(N −N+(t))(N −N+(t)− 1)
N − 1 − 1
)
+
√
N −N+(t)
N − 1
∫∫∫∫ (
1⊗Q(t)wQ(t)⊗Q(t))(x, y;x′, y′)
× u(t, x) a†(y)a(x′)a(y′) dxdy dx′ dy′
+ h.c. (42)
(we have written X + h.c. instead of X +X∗ for short) and
R2,N (t) =
1
2(N − 1)
∫∫∫∫ (
Q(t)⊗Q(t)wQ(t)⊗Q(t))(x, y;x′, y′)
× a†(x)a†(y)a(x′)a(y′) dxdy dx′ dy′. (43)
Here w is always understood as the multiplication operator by the function
w(x− y) in H2 and recall that
P (t) = 1−Q(t) = |u(t)〉〈u(t)|,
h(t) = −∆+ |u(t)|2 ∗ w − µ(t)
e(t) = 〈u(t), h(t)u(t)〉 = 〈u(t), (−∆+ |u(t)|2 ∗ w/2)u(t)〉.
The idea behind (41) is that, in accordance with (31)-(34), the unitary
operator UN (t) implements a c-number substitution; it maps a(u(t)) and
a∗(u(t)) to
√
N −N+(t) (which in first approximation can be replaced by
the number
√
N), leaving instead creation and annihilation operators with
arguments orthogonal to u(t) invariant. Writing HN in second quantized
form (similarly to (23), although here only the action of HN on the N -
particle sector matters) and decomposing the arguments of creation and
annihilation operators in components proportional and orthogonal to u(t),
we end up with (41); the details can be found in Appendix B.
Now we substitute (41) into (40) and use the Hartree equation iu˙(t) =
h(t)u(t). Since
a†(u(t))a(Q(t)h(t)u(t)) + dΓ(Q(t)h(t)Q(t)) = dΓ(h(t)) − dΓ(h(t)P (t)),
and ΦN (t) ∈ F+(t), we find that
iΦ˙N (t) =
(
H(t) +R1,N (t) +R2,N (t)
)
ΦN (t) (44)
where H(t) is the Bogoliubov Hamiltonian given in (12):
H(t) = dΓ(h(t) +K1(t)) +
1
2
∫∫ (
K2(t, x, y)a
†(x)a†(y)
+K2(t, x, y)a(x)a(y)
)
dx dy.
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Heuristically, if most particles live in the state u(t), then N+(t)/N is
negligible and hence R1,N (t)+R2,N (t) can be ignored. The main goal of our
paper is to show that ΦN (t) actually converges to the exact solution of the
Bogoliubov equation
iΦ˙(t) = H(t)Φ(t). (45)
The convergence ΦN (t)→ Φ(t) will be reformulated and justified in Sec-
tion 5. In the rest of this section, we shall study the well-posedness of
equation (45).
4.3. Well-posedness of the Bogoliubov dynamics. Now we state and
prove a result concerning the well-posedness of the Bogoliubov dynamics
(45). The main difficulty is of course the fact that H(t) is time-dependent.
Theorem 7 (Bogoliubov dynamics). Assume that w2 ≤ C(1 − ∆). Let
u0 ∈ H1(Rd) with ‖u0‖ = 1 and let u(t) be the unique solution to the Hartree
equation (4). For every state Φ0 in the quadratic form domain Q(dΓ(1−∆)),
there exists a unique solution to the Bogoliubov equation{
iΦ˙(t) = H(t)Φ(t),
Φ(0) = Φ0
(46)
such that Φ ∈ C0([0,∞),F) ∩ L∞loc(0,∞;Q(dΓ(1 −∆))). Moreover, Φ(t) ∈
F+(t) and
〈Φ(t), dΓ(1 −∆)Φ(t)〉 ≤ CeCt〈Φ0, dΓ(1 −∆)Φ0〉.
The proof of Theorem 7 is based on the following abstract result, which
is inspired by works of Kisyn´ski [12] and Simon [20].
Theorem 8 (Dynamics generated by quadratic forms). Let A ≥ 1 be a self-
adjoint operator and {H(t)}t∈[0,1) a family of symmetric quadratic forms on
a Hilbert space H. Assume that
(a) There exists a positive operator B which commutes with A and
CA ≥ H(t) ≥ C−1A− CB and i[H(t), B] ≤ CA.
(b) The time-derivative of H(t) exists and it is bounded in Q(A):
−C〈x,Ax〉 ≤ d
dt
〈x,H(t)x〉 ≤ C〈x,Ax〉 for all x ∈ Q(A).
Then for every x0 ∈ Q(A), there exists a unique x(t) ∈ L∞(0, 1;Q(A)) such
that t 7→ x(t) is continuous in H and{
ix˙(t) = H(t)x(t) in Q(A)∗,
x(0) = x0.
Moreover, for all t ∈ [0, 1) we have ‖x(t)‖ = ‖x0‖ and
〈x(t), Ax(t)〉 ≤ CeCt(〈x0, Ax0〉+ C).
In Theorem 8, the condition (b) is similar to the assumption on the bound-
edness of the commutator i[H(t), A], which is necessary to control the en-
ergy of the dynamics generated by a time-dependent Hamiltonian. A proof
of Theorem 8 can be found in Appendix A.
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In order to apply Theorem 8, we need the following bounds on the Bo-
goliubov Hamiltonian.
Lemma 9 (Bogoliubov Hamiltonian). Assume that w2 ≤ C(1 − ∆). Let
u0 ∈ H1(Rd) with ‖u0‖ = 1 and let u(t) be the unique solution to the Hartree
equation (4). Then the Bogoliubov Hamiltonian H(t) defined in (12) satisfies
CdΓ(1−∆) ≥ H(t) ≥ dΓ(−∆− C). (47)
on Fock space F . Moreover,
±H˙(t) ≤ CdΓ(1−∆) and ± i[H(t),N ] ≤ C(N + 1).
Assuming Lemma 9 for the moment, we can give the
Proof of Theorem 7. Thanks to Lemma 9, we can apply Theorem 8 with
H(t) = H(t), A = CdΓ(1 − ∆) and B = N + 1. Thus we obtain all
desired results on Φ(t) except the fact that Φ(t) ∈ F+(t). To prove that
Φ(t) ∈ F+(t), we compute
d
dt
‖a(u(t))Φ(t)‖2 = 2ℜ
〈
a(u(t))Φ(t),
d
dt
(
a(u(t))Φ(t)
)〉
= 2Im
〈
a(u(t))Φ(t),
( − a(iu˙(t)) + a(u(t))H(t))Φ(t)〉 .
By using the Hartree equation iu˙t = h(t)u(t) and the commutator relation
[a(u(t)),H(t)] = [a(u(t)),dΓ(h(t))] = a(h(t)u(t))
we get
d
dt
‖a(u(t))Φ(t)‖2 = 2Im 〈a(u(t))Φ(t),H(t)a(u(t))Φ(t)〉 = 0.
Since a(u0)Φ0 = 0, we conclude that a(u(t))Φ(t) = 0, and hence Φ(t) ∈
F+(t) for all t ≥ 0. 
To prove Lemma 9, we need the following technical lemma.
Lemma 10 (Kernel estimates). For j = 1, 2, the kernels Kj(t, x, y) are
bounded uniformly in time:
‖Kj(t, ·, ·)‖L2(Rd×Rd) ≤ C, ‖K˙j(t, ·, ·)‖H−1(Rd×Rd) ≤ C.
Recall thatK1(t) = Q(t)K˜1(t)Q(t) with K˜1(t, x, y) = u(t, x)w(x−y)u(t, y)
and K2(t) = (Q(t)⊗Q(t))K˜2(t) with K˜2(t, x, y) = u(t, x)w(x − y)u(t, y).
Proof. From the assumption w2 ≤ C(1 − ∆) and from the uniform bound
‖u(t)‖H1(Rd) ≤ C, it follows that ‖w2 ∗ |u(t)|2‖L∞ ≤ C. Thus∫
Rd×Rd
|u(t, x)|2w(x− y)2|u(t, y)|2dx dy = 〈u(t), (w2 ∗ |u(t)|2)u(t)〉 ≤ C
for j = 1, 2. The desired bounds on Kj ’s follow immediately.
Next, the time-derivatives K˙j(t, x, y)’s can be decomposed into many
terms using the Hartree equation iu˙(t) = (−∆+|u(t)|2∗w−µ(t))u(t). Let us
consider the term (∆xu)(t, x)w(x−y)u(t, y) in detail. Let v ∈ H1(Rd×Rd).
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As in [3, Lemma 6.2], by using an integration by part and the fact that
∇x(w(x− y)) = −∇y(w(x − y)), we get∫∫
Rd×Rd
(−∆xu)(t, x)u(t, y)w(x − y)v(x, y) dxdy
=
∫∫
Rd×Rd
(∇xu)(t, x)u(t, y)w(x − y)[∇xv(x, y) +∇yv(x, y)] dxdy
+
∫∫
Rd×Rd
(∇xu)(t, x)(∇yu)(t, y)w(x − y)v(x, y) dxdy.
From the estimates ‖w2 ∗ |u(t)|2‖L∞ ≤ C, ‖w(x − y)v(x, y)‖L2(Rd×Rd) ≤
C‖v‖H1(Rd×Rd) and the Cauchy-Schwarz inequality we can conclude that∣∣∣ ∫∫ (−∆xu)(t, x)u(t, y)w(x − y)v(x, y) dxdy∣∣∣ ≤ C‖v‖H1 .
Thus (−∆xu)(t, x)u(t, y)w(x − y) is bounded in H−1(Rd × Rd). Since the
other terms can be treated similarly, we obtain the desired bounds on
K˙j(t, x, y)’s. 
Now we are able to give the
Proof of Lemma 9. First, we prove that,
CdΓ(1−∆) ≥ H(t) ≥ dΓ(1−∆)− C(N + 1). (48)
The term dΓ(h(t)) can be treated easily using the uniform bound ‖|u(t)|2 ∗
w‖L∞ ≤ C and ‖K1(t)‖L2→L2 ≤ C. Now let us consider the pairing term
1
2
∫∫
Rd×Rd
(
K2(t, x, y)a
†(x)a†(y) +K2(t, x, y)a(x)a(y)
)
dxdy.
For every state ψ = (ψn)n≥0 in Fock space F =
⊕
n≥0 H
n we can estimate∣∣∣∣〈ψ,
∫∫
Rd×Rd
dxdyK2(t, x, y)a(x)a(y)ψ
〉∣∣∣∣
=
∣∣∣∣∑
n≥0
√
(n+ 1)(n + 2)
∫∫
Rd×Rd
dxdy
∫
Rdn
dzK2(t, x, y)ψn(z)ψn+2(x, y, z)
∣∣∣∣
≤
∑
n≥0
√
(n+ 1)(n + 2)‖K2(t, ., .)‖L2(Rd×Rd)‖ψn‖‖ψn+2‖
≤ 1
2
‖K2(t, ., .)‖L2
(∑
n≥0
(n+ 1)‖ψn‖2 +
∑
n≥0
(n+ 2)‖ψn+2‖2
)
≤ ‖K2(t, ., .)‖L2
〈
ψ, (N + 2)ψ〉. (49)
Here we have introduced the variable z ∈ Rdn and used the Cauchy-Schwarz
inequality. From the kernel bound ‖K2(t, ., .)‖L2 ≤ C in Lemma 10, we can
control the pairing term as
±1
2
∫∫
Rd×Rd
(
K2(t, x, y)a
†(x)a†(y) + h.c.
)
dxdy ≤ C(N + 1). (50)
Thus (47) follows immediately.
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The time-derivative H˙(t) can be estimated in the same way, using the
kernel bound ‖K˙j(t, ., .)‖H−1 ≤ C instead of ‖Kj(t, ., .)‖L2 ≤ C. More
precisely, similarly to (49) we have now∣∣∣∣〈ψ,
∫∫
Rd×Rd
dxdy K˙2(t, x, y)a(x)a(y)ψ
〉∣∣∣∣
≤ ‖K˙2(t, ., .)‖H−1
(〈
ψ, (N + 2)ψ〉+ 〈ψ, dΓ(1 −∆)ψ〉)
for every state ψ ∈ Q(dΓ(1−∆)). By similar bounds, we conclude that
±H˙(t) ≤ CdΓ(1−∆).
To prove the bound for the commutator [H(t),N ] we observe that
i[H(t),N ] = i
2
∫∫
Rd×Rd
(
K2(t, x, y)[a
†(x)a†(y),N ]
+K2(t, x, y)[a(x)a(y),N ]
)
dxdy (51)
= −i
∫∫
Rd×Rd
K2(t, x, y)a
†(x)a†(y)dxdy + h.c.
Similarly to (49), we find, for an arbitrary ψ ∈ F ,∣∣∣ ∫∫
Rd×Rd
K2(t, x, y) 〈ψ, a†(x)a†(y)ψ〉dxdy
∣∣∣
≤ C‖K2(t, ., .)‖L2‖(N + 1)1/2ψ‖2.
Since ‖K2(t, ., .)‖L2 ≤ C by Lemma 10, we can conclude that ±[iH(t),N ] ≤
C(N + 1). 
5. Convergence of the fluctuations
5.1. Statement involving UN (t). Now we reformulate the convergence in
Theorem 1. Let w2 ≤ C(1−∆). Let ΨN (t) = eitHNΨN,0 be the Schro¨dinger
evolution with initial wave function ΨN,0 ∈
⊗N
symH
1(Rd). Let u(t) be the
unique Hartree solution with initial datum u0 ∈ H1(Rd). Let Φ(t) satisfy
the Bogoliubov equation (46) with initial datum Φ0 ∈ Q(dΓ(1−∆)) ⊂ F as
in Theorem 7 . Let UN (t) be defined from u(t) as in (28). Our main result
in this section is
Theorem 11 (Convergence to Bogoliubov dynamics). If
UN,0ΨN,0 → Φ0 (52)
strongly in F and weakly in Q(dΓ(1−∆)) as N →∞, then
lim
N→∞
UN (t)ΨN (t) = Φ(t)
strongly in F and weakly in Q(dΓ(1−∆)), for every fixed t ≥ 0.
Remark 12. The condition (52) is clearly satisfied if we start with a Hartree
state at time 0, ΨN,0 = u
⊗N
0 with u0 ∈ H1(Rd). In this case we have
UN,0ΨN,0 = |0〉 = Φ0 for all N .
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In Theorem 11, Φ(t) is a state on F+(t) ⊂ F which describes the fluc-
tuations around the Hartree state u(t) through the unitary UN (t). Note
that
lim
N→∞
‖UN (t)ΨN (t)−Φ(t)‖F = lim
N→∞
‖UN (t)ΨN (t)− 1≤N+ ΦN (t)‖F
= lim
N→∞
‖ΨN (t)− UN (t)∗1≤N+ Φ(t)‖HN
= lim
N→∞
∥∥∥∥∥ΨN (t)−
N∑
n=0
u(t)⊗(N−n) ⊗s ϕn(t)
∥∥∥∥∥
HN
where 1≤N+ is the projection onto the truncated Fock space F+(t)≤N . There-
fore, Theorem 11 implies Theorem 1 immediately. Theorem 11 will be proved
in the rest of this section.
5.2. Bound on number of particles outside of the condensate. The
goal of this subsection is to estimate the expectation of the number of par-
ticles operator, and of its powers, in the evolved many body state ϕN (t) =
UN (t)ΨN (t). These estimates will play a crucial role in the proof of Theo-
rem 11. To control the growth of the expectation of the number of particles
operator, we need the following bounds on the remainder RN,1(t) defined in
(42).
Lemma 13 (Remainder Hamiltonian). Let us denote 1≤M+ the projection
onto the truncated Fock space F+(t)≤M . For all 1 ≤M ≤ N , we have
±1≤M+ R1,N (t)1≤M+ ≤ C
√
M
N
(N + 1). (53)
Moreover
± 1≤N+ i [R1,N (t),N ]1≤N+ ≤ C (N + 1). (54)
Proof. The first estimate (53) was already proved in [16, Proposition 15].
Now we consider the commutator i[R1,N (t),N ]. A straightforward com-
putation similar to (51) shows that
i[R1,N (t),N ]
= −ia(Q(t)[w ∗ |u(t)|2]u(t))N+(t)
√
N −N+(t)
N − 1
+ 2i
(√
(N −N+(t))(N −N+(t)− 1)
N − 1 − 1
)∫∫
K2(t, x, y)a(x)a(y) dxdy
+ i
√
N −N+(t)
N − 1
∫∫∫∫ (
1⊗Q(t)wQ(t)⊗Q(t))(x, y;x′, y′)
× u(t, x)a†(y)a(x′)a(y′) dxdy dx′ dy′
+ h.c. (55)
Recall that, in the last term, w is understood as the multiplication operator
by the function w(x− y).
We shall show that all terms in (55), when projected onto F+(t)≤N , can
be bounded by C(N +1). Let v(t) = iQ(t)[w ∗ |u(t)|2]u(t). Since ‖v(t)‖L2 ≤
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‖w ∗ |u(t)|2‖L∞‖u(t)‖L2 ≤ C, the first term in (55) can be bounded, after
projecting onto F+(t)≤N , by
±
{
a(v(t))
N+(t)
√
N −N+(t)
N − 1 + h.c.
}
≤ C(N + 1)
The second term on the right side of (55) can be treated similarly to the
pairing term of H(t) in (51). As for the third term on the right side of (55),
we write
√
N −N+
N − 1
∫∫∫∫∫
dxdy dy1 dx
′ dy′Qt(y, y1)w(x − y1)Qt(x;x′)Qt(y1; y′)
× u(t, x)a†(y)a(x′)a(y′)
=
√
N −N+
N − 1
∫∫∫
dxdy dy′w(x− y)Qt(y; y′)u(t, x)a†(Qt,y)a(Qt,x)a(y′)
=
√
N −N+
N − 1
∫∫
dxdy w(x− y)u(t, x)a†(Qt,y)a(Qt,x)a(y) (56)
−
√
N −N+
N − 1
∫∫
dxdy w(x− y)u(t, y)u(t, x) a†(Qt,y)a(Qt,x)a(u(t))
where we introduced the notation Qt(x, x
′) to denote the kernel of the op-
erator Q(t) = 1− |u(t)〉〈u(t)|, and where Qt,x(z) = Qt(z, x). To bound the
first term on the right side of (56), we notice that, for arbitrary ψ ∈ F≤N+ ,∣∣∣ ∫∫ dxdy w(x − y)u(t, x) 〈ψ,√N −N+ a†(Qt,y)a(Qt,x)a(y)ψ〉 ∣∣∣
≤
∫∫
dxdy |w(x − y)| |u(t, x)|
∥∥∥a(Qt,y)√N −N+ψ∥∥∥ ‖a(y)a(Qt,x)ψ‖ .
By the Cauchy-Schwarz inequality we find∣∣∣ ∫∫ dxdy w(x− y)u(t, x) 〈ψ,√N −N+ a†(Qt,y)a(Qt,x)a(y)ψ〉 ∣∣∣
≤
∫∫
dxdy |w(x− y)|2 |u(t, x)|2
∥∥∥a(Qt,y)√N −N+ψ∥∥∥2
+
∫∫
dxdy ‖a(y)a(Qt,x)ψ‖2
≤ C
∫
dy
∥∥∥a(Qt,y)√N −N+ψ∥∥∥2 +
∫
dx
∥∥∥a(Qt,x)(N + 1)1/2ψ∥∥∥2
≤ CN〈ψ, dΓ(Q(t))ψ〉 ≤ CN〈ψ,Nψ〉.
As for the second term on the right side of (56), we have, for an arbitrary
ψ ∈ F≤N+ ,∣∣∣ ∫∫ dxdy w(x− y)u(t, x)u(t, y)〈ψ,√N −N+ a†(Qt,y)a(Qt,x)a(ut)ψ〉 ∣∣∣
≤
∫∫
dxdy |w(x− y)||u(t, x)||u(t, y)|
∥∥∥a(Qt,y)√N −N+ψ∥∥∥
× ‖a(Qt,x)a(ut)ψ‖ .
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By the Cauchy-Schwarz inequality again, we find∣∣∣ ∫∫ dxdy w(x− y)u(t, x)u(t, y)〈ψ,√N −N+ a†(Qt,y)a(Qt,x)a(ut)ψ〉 ∣∣∣
≤
∫∫
dxdy |w(x− y)|2|u(t, x)|2
∥∥∥a(Qt,y)√N −N+ψ∥∥∥2
+
∫∫
dxdy |u(t, y)|2 ‖a(Qt,x)a(ut)ψ‖2
≤ CN 〈ψ,Nψ〉.
Inserting in (56), we conclude that the third term on the right side of (55),
after projecting onto F≤N+ , is also bounded by C(N + 1). 
As an easy consequence of Lemma 13, we have
Lemma 14 (Number of particles outside of the condensate). There exists
a constant C such that
〈ΦN (t), (N + 1)ΦN (t)〉 ≤ CeCt〈ΦN (0), (N + 1)ΦN (0)〉.
Proof. From the equation iΦ˙N (t) = (H(t) + RN (t))ΦN (t) and the commu-
tator bounds in Lemma 9 and Lemma 13, we have
d
dt
〈ΦN (t), (N + 1)ΦN (t)〉 =
〈
ΦN (t), i[H(t) +RN (t),N + 1]ΦN (t)
〉
=
〈
ΦN (t), i[R1,N (t),N ]ΦN (t)
〉
≤ C〈ΦN (t), (N + 1)ΦN (t)〉.
The desired bound then follows from Gronwall’s inequality. 
5.3. Proof of the main result. Now we are able to prove Theorem 11
which itself implies Theorem 1.
Proof. We have
d
dt
‖ΦN (t)− Φ(t)‖2 = 2ℜ
〈
ΦN (t)− Φ(t), Φ˙N (t)− Φ˙(t)
〉
= −2Im
〈
ΦN (t)− Φ(t), (H(t) +RN (t))ΦN (t)−H(t)Φ(t)
〉
= −2Im
〈
ΦN (t), RN (t)Φ(t)
〉
= −2Im
〈
ΦN (t), R1,N (t)Φ(t)
〉
− 2Im
〈
ΦN (t), R2,N (t)Φ(t)
〉
(57)
where R1,N (t) and R2,N (t) are defined in (42) and (43), respectively. We
shall show that both terms on the right side of (57) tend to 0 as N →∞. To
this end, we denote by 1≤M+ the orthogonal projection onto the truncated
Fock space F+(t)≤M and
Φ(t)≤M := 1≤M+ Φ(t), Φ(t)
>M := (1− 1≤M+ )Φ(t) = Φ(t)−Φ(t)≤M .
Estimate on the first remainder term. We start by estimating the first
term on the right side of (57). Since R1,N can change the number of particles
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at most by two, for any M ∈ N we have
〈ΦN (t), R1,N (t)Φ(t)〉 = 〈ΦN (t), R1,N (t)Φ(t)≤M 〉+ 〈ΦN (t), R1,N (t)Φ(t)>M 〉
= 〈ΦN (t),1≤(M+2)+ R1,N (t)1≤(M+2)+ Φ(t)≤M 〉
+ 〈ΦN (t),1≤(N+2)R1,N (t)1≤(N+2)Φ(t)>M 〉.
By Lemma 13, we can choose C > 0 so large that
1
≤(M+2)
+ R1,N (t)1
≤(M+2)
+ + C
√
M
N
(N + 1) ≥ 0
1
≤(N+2)
+ R1,N (t)1
≤(N+2)
+ + C(N + 1) ≥ 0.
Then
〈ΦN (t), R1,N (t)Φ(t)〉
=
〈
ΦN (t),
[
1
≤(M+2)
+ R1,N (t)1
≤(M+2)
+ + C
√
M
N
(N + 1)
]
Φ(t)≤M
〉
− C
√
M
N
〈
ΦN (t), (N + 1)Φ(t)≤M
〉
+
〈
ΦN (t),
[
1
≤(N+2)R1,N (t)1
≤(N+2) + C(N + 1)
]
Φ(t)>M
〉
− C 〈ΦN (t), (N + 1)Φ(t)>M〉 .
By the Cauchy-Schwarz inequality, we estimate∣∣〈ΦN(t), R1,N (t)Φ(t)〉∣∣
≤
〈
ΦN (t),
[
1
≤(M+2)
+ R1,N (t)1
≤(M+2)
+ + C
√
M/N (N + 1)
]
ΦN (t)
〉1/2
×
〈
Φ≤M(t),
[
1
≤(M+2)
+ R1,N (t)1
≤(M+2)
+ + C
√
M/N (N + 1)
]
Φ≤M (t)
〉1/2
+
〈
ΦN (t),
[
1
≤(N+2)R1,N (t)1
≤(N+2) +C(N + 1)
]
ΦN (t)
〉1/2
×
〈
Φ(t)>M ,
[
1
≤(N+2)R1,N (t)1
≤(N+2) + C(N + 1)
]
Φ(t)>M
〉1/2
+ C
√
M/N 〈ΦN (t), (N + 1)ΦN (t)〉1/2
〈
Φ(t)≤M , (N + 1)Φ(t)≤M〉1/2
+ C 〈ΦN (t), (N + 1)ΦN (t)〉1/2
〈
Φ(t)>M , (N + 1)Φ(t)>M〉1/2 .
Using again Lemma 13 we find∣∣〈ΦN (t), R1,N (t)Φ(t)〉∣∣
≤ C
√
M/N 〈ΦN (t), (N + 1)ΦN (t)〉1/2
〈
Φ(t)≤M , (N + 1)Φ≤M (t)〉1/2
+ C 〈ΦN (t), (N + 1)ΦN (t)〉1/2
〈
Φ(t)>M , (N + 1)Φ>M (t)〉1/2 .
From Lemma 14, we conclude that∣∣〈ΦN (t), R1,N (t)Φ(t)〉∣∣
≤ CeCt
√
M/N 〈ΦN (0), (N + 1)ΦN (0)〉1/2 〈Φ(0), (N + 1)Φ(0)〉1/2
+CeCt 〈ΦN (0), (N + 1)ΦN (0)〉1/2
〈
Φ(t)>M , (N + 1)Φ>M (t)〉1/2 .
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Letting first N →∞ and at the end M →∞, we obtain that
lim
N→∞
〈ΦN (t), R1,N (t)Φ(t)〉 = 0. (58)
Estimate on the second remainder term. Next, we consider the second
term on the right side of (57). Using the shorthand notation A = (Q(t) ⊗
Q(t))w (Q(t)⊗Q(t)), we have
〈
ΦN(t), R2,N (t)Φ(t)
〉
=
1
N − 1
∑
n≤N
n∑
i<j
〈
Φ
(n)
N (t), Aij Φ
(n)(t)
〉
=
1
N − 1
∑
n≤M
n(n− 1)
2
〈
Φ
(n)
N (t), A12 Φ
(n)(t)
〉
+
1
N − 1
∑
M≤n≤N
n(n− 1)
2
〈
Φ
(n)
N (t), A12 Φ
(n)(t)
〉
where Aij denotes the two-particle operator A acting on particles i and j,
and where we used the permutation symmetry of ΦN (t) and Φ(t). By the
Cauchy-Schwarz inequality, we find
∣∣∣〈ΦN (t), R2,N (t)Φ(t)〉∣∣∣ ≤M3/2
N
(
∞∑
n=0
n‖A12Φ(n)(t)‖22
)1/2
(59)
+ 〈ΦN (t),NΦN (t)〉1/2
(
∞∑
n=M
n‖A12Φ(n)(t)‖22
)1/2
.
Next, we observe that
‖A12Φ(n)(t)‖2 =
〈
Φ(n)(t), A∗12A12Φ
(n)(t)
〉
=
〈
Φ(n)(t), Q1(t)Q2(t)w(x1 − x2)Q1(t)Q2(t)
× w(x1 − x2)Q1(t)Q2(t)Φ(n)(t)
〉
≤
〈
Φ(n)(t), Q1(t)Q2(t)w
2(x1 − x2)Q1(t)Q2(t)Φ(n)(t)
〉
where Q1(t) and Q2(t) denote the orthogonal projection Q(t) acting on the
first and the second particles, respectively. Using the assumption w2 ≤
C(1−∆), we find
‖A12Φ(n)(t)‖2 ≤ C
〈
Φ(n)(t), Q1(t)Q2(t) (1 −∆x1)Q1(t)Q2(t)Φ(n)(t)
〉
≤ C
〈
Φ(n)(t), Q1(t) (1 −∆x1)Q1(t)Φ(n)(t)
〉
.
We write Q1(t) = 1− P1(t), with P (t) = |u(t)〉〈u(t)| and P1(t) denotes the
orthogonal projection P (t) acting on the first particle. We easily find
‖A12Φ(n)(t)‖2 ≤ C
〈
Φ(n)(t), (1 −∆x1)Φ(n)(t)
〉
+ ‖u(t)‖2H1‖Φ(n)(t)‖22
≤ C
〈
Φ(n)(t), (1 −∆x1)Φ(n)(t)
〉
.
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Inserting the latter estimate into (59) and using Theorem 7 and Lemma 14,
we obtain∣∣∣〈ΦN(t), R2,N (t)Φ(t)〉∣∣∣
≤M
3/2
N
〈
Φ(t), dΓ(1 −∆)Φ(t)
〉1/2
+
〈
ΦN (t),NΦN (t)
〉1/2〈
Φ(t)>M , dΓ(1−∆)Φ(t)>M
〉1/2
≤ CeCtM
3/2
N
〈
Φ(0), dΓ(1 −∆)Φ(0)
〉1/2
+ CeCt
〈
ΦN (0),NΦN (0)
〉1/2〈
Φ(t)>M , dΓ(1 −∆)Φ(t)>M
〉1/2
.
Under the assumption (52), we have〈
Φ(0), dΓ(1 −∆)Φ(0)
〉
≤ C0 and
〈
ΦN (0),NΦN (0)
〉
≤ C0
where C0 is dependent on the initial data, but independent of N . Therefore,∣∣∣〈ΦN (t), R2,N (t)Φ(t)〉∣∣∣
≤ CeCtM
3/2
N
+ CeCt
〈
Φ(t)>M , dΓ(1−∆)Φ(t)>M
〉1/2
.
For every t > 0 fixed, since 〈Φ(t), dΓ(1 − ∆)Φ(t)〉 ≤ C by Theorem 7, it
follows that
lim
M→∞
〈Φ>M (t), dΓ(1 −∆)Φ>M (t)〉 = 0.
Thus letting N →∞ and afterwards M →∞, we can conclude that
lim
N→∞
〈
ΦN (t), R2,N (t)Φ(t)
〉
= 0. (60)
Conclusion. Substituting (58) and (60) into (57), we obtain
lim
N→∞
d
dt
‖ΦN (t)− Φ(t)‖2 = 0.
Since limN→∞ ‖ΦN (0) − Φ(0)‖2 = 0 by the assumption (52), we conclude
that
lim
N→∞
‖ΦN (t)− Φ(t)‖2 = 0
for every t ≥ 0 fixed. The proof is complete. 
Appendix A. Dynamics generated by quadratic forms
In this appendix, we discuss the time-dependent Schro¨dinger equation
ix˙(t) = H(t)x(t)
where H(t) is a family of symmetric quadratic forms in an abstract Hilbert
space H. Recall that for a given self-adjoint operator A ≥ 1 on H, we have
the scale of spaces Q(A) ⊂ H = H∗ ⊂ Q(A)∗, where Q(A) is the quadratic
form domain of A. Theorem 8 gives sufficient conditions on H(t) and A such
that the Schro¨dinger equation x˙(t) = −iH(t)x(t) can be solved in Q(A)∗.
The proof below follows closely Simon’s proof [20, Theorem II.27], which
goes back to Yoshida’s argument.
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Proof of Theorem 8. We shall always denote by ‖.‖ and 〈., .〉 the norm and
the inner product of H, and denote by H˙(t) the time derivative of H(t),
that is,
d
dt
〈x,H(t)x〉 = 〈x, H˙(t)x〉 for all x ∈ Q(A).
Step 1: Construction of x(t). For every n ∈ N, we introduce
Hn(t) := PnH(t)Pn with Pn := (1 +A/n)
−1.
Since −CA ≤ H(t) ≤ CA, Hn(t) can be extended to a bounded operator on
H with operator norm ‖Hn(t)‖ ≤ Cn2. Moreover, since −CA ≤ H˙(t) ≤ CA,
the mapping t 7→ Hn(t) is Lipschitz continuous in the operator topology.
Therefore, from every x0 ∈ Q(A) ⊂ H, we can find a unique evolution
xn(t) ∈ H such that xn(0) = x0 and
ix˙n(t) = Hn(t)xn(t).
Now we estimate the energy 〈xn(t), Axn(t)〉. Let us introduce
An(t) := Pn(H(t) +B)Pn = Hn(t) + PnBPn ≥ PnAPn.
Since Pn commutes with B, we have
d
dt
〈xn(t), An(t)xn(t)〉 = 〈xn(t), A˙n(t)xn(t)〉+〈xn(t),−i[An(t),Hn(t)]xn(t)〉
= 〈xn(t), H˙(t)xn(t)〉+ 〈xn(t),−iPn[B,H(t)]Pnxn(t)〉. (61)
Moreover, since
H˙n(t) ≤ CPnAPn ≤ CAn(t) and − iPn[B,H(t)]Pn ≤ CPnAPn ≤ CAn(t)
we find that
d
dt
〈xn(t), An(t)xn(t)〉 ≤ C〈xn(t), An(t)xn(t)〉.
From Gronwall’s inequality, it follows that
〈xn(t), An(t)xn(t)〉 ≤ eCt〈x0, An(0)x0〉 ≤ eCt〈x0, PnAPnx0〉.
Since An(t) ≥ PnAPn and Pn → 1 strongly in Q(A) as n→∞, we obtain
lim sup
n→∞
〈xn(t), Axn(t)〉 ≤ eCt〈x0, Ax0〉.
Thus for n large, xn(t) is bounded in Q(A) uniformly in n and t. Moreover,
〈x˙n(t), A−1x˙n(t)〉 =
〈
xn(t),Hn(t)A
−1Hn(t)xn(t)
〉
=
〈
A1/2xn(t), (A
−1/2Hn(t)A
−1/2)2A1/2xn(t)
〉
Note that ‖A−1/2Hn(t)A−1/2‖ ≤ C since ‖A−1/2H(t)A−1/2‖ ≤ C and Pn
commutes with A. Therefore, we can conclude
lim sup
n→∞
〈x˙n(t), A−1x˙n(t)〉 ≤ lim sup
n→∞
‖A1/2xn(t)‖2‖A−1/2Hn(t)A−1/2‖2
≤ CeCt‖x0‖2Q(A).
Thus for n large, x˙n(t) is bounded in Q(A)
∗ uniformly in n and t. Con-
sequently, up to a subsequence, we can assume that xn(t) converges to a
limit x(t) weakly in L∞(0, 1;Q(A)) and that x˙n(t) converges to x˙(t) weakly
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in L∞(0, 1;Q(A)∗). By [17], we know that x(t) ∈ C0([0, 1],H) and that
x(0) = limn→∞ xn(0) = x0. Moreover, we have
‖x(t)‖2Q(A) ≤ lim infn→∞ ‖xn(t)‖
2
Q(A) ≤ CeCt‖x0‖2Q(A).
On the other hand,
ix˙n(t) = Hn(t)xn(t) = A
1/2Pn(A
−1/2H(t)A−1/2)PnA
1/2xn(t)⇀ H(t)x(t)
weakly in Q(A)∗ because xn(t) ⇀ x(t) weakly in Q(A), A
−1/2H(t)A−1/2 is
bounded, and Pn commutes with A and converges to 1 strongly in Q(A).
Therefore, by passing to the weak limit we obtain the desired equation
ix˙(t) = H(t)x(t) in Q(A)∗.
Step 2: Uniqueness. We need to show that if x(t) ∈ L∞(0, 1;Q(A)) solves{
ix˙(t) = H(t)x(t) in Q(A)∗,
x(0) = 0
then x(t) ≡ 0. Let A(t) := H(t)+B ≥ A. Using the assumptions H˙(t) ≤ CA
and −i[H(t), B] ≤ CA we obtain
A(t)−1A˙(t)A(t)−1 = A(t)−1H˙(t)A(t)−1 ≤ CA(t)−1AA(t)−1 ≤ CA(t)
and
−i[A−1(t),H(t)] = −A(t)−1i[H(t), B]A(t)−1 ≤ CA(t)−1AA(t)−1 ≤ CA(t).
Therefore,
d
dt
〈x(t), A−1(t)x(t)〉 = 〈x(t), A(t)−1A˙(t)A(t)−1x(t)〉
+ 〈x(t),−i[A−1(t),H(t)]x(t)〉
≤ C〈x(t), A−1(t)x(t)〉.
If x(0) = 0, then from Gronwall’s inequality it follows that x(t) ≡ 0. 
Appendix B. Derivation of (41)
For the reader’s convenience, in this appendix we give a detailed calcula-
tion leading to (41).
Let us choose an orthonormal basis {vn}∞n=0 for H with vn ∈ H1(Rd) for
all n ≥ 0 and v0 = u(t). We shall denote UN = UN (t), N+ = N+(t) and
an = a(vn) for short. Similarly to (21) and (22), we have
⊕
n≥1
n∑
i=1
Ti = dΓ(T ) =
∑
m,n≥0
Tmna
†
man (62)
and
⊕
n≥2

 ∑
1≤i<j≤n
wij

 = 1
2
∑
m,n,p,q≥0
Wmnpqa
†
m(x)a
†
napaq (63)
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where
Tm,n = 〈um,−∆un〉 =
∫
Rd
∇um(x) · ∇un(x)dx,
Wmnpq =
∫∫
Rd×Rd
um(x)un(y)w(x − y)up(x)uq(y)dxdy.
Now we compute UNHNU
∗
N using (62) and (63):
UNHNU
∗
N =
∑
m,n≥0
TmnUNa
†
manU
∗
N
+
1
2(N − 1)
∑
m,n,p,q≥0
WmnpqUNa
†
m(x)a
†
napaqU
∗
N . (64)
For the kinetic part, we have immediately from (31)-(34) that
UNa
†
0a0U
∗
N = N −N+,
UNa
†
0anU
∗
N =
√
N −N+an,
UNa
†
ma0U
∗
N = a
†
m
√
N −N+,
UNa
†
manU
∗
N = a
†
man.
For the interaction part, we first use CCR (18) to get
UNa
†
ma
†
napaqU
∗
N = UN (a
†
mapa
†
naq − δnpa†maqU∗N
=
(
UNa
†
mapU
∗
N
)(
UNa
†
naqU
∗
N
)
− δnpUNa†maqU∗N
for all m,n, p, q ≥ 0 and then apply (31)-(34). It results
UNa
†
0a
†
0a0a0U
∗
N = (N −N+)2 − (N −N+)
= (N −N+)(N −N+ − 1)
UNa
†
0a
†
0a0aqU
∗
N = (N −N+)3/2aq −
√
N −N+aq
= (N −N+ − 1)
√
N −N+aq
UNa
†
0a
†
0apaqU
∗
N =
√
N −N+ap
√
N −N+aq
=
√
N −N+
√
N −N+ − 1apaq
UNa
†
0a
†
na0aqU
∗
N = (N −N+)a†naq
UNa
†
0a
†
napaqU
∗
N =
√
N −N+apa†naq − δnp
√
N −N+aq
=
√
N −N+a†napaq
UNa
†
ma
†
napaqU
∗
N = a
†
mapa
†
naq − δnpa†maq = a†ma†napaq
for all m,n, p, q ≥ 1. All in all, inserting the above identities (and their
adjoints) into (64) we find that (c.f. eq. (4.8) in [16])
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UNHNU
∗
N = T00(N −N+) +
1
2
W0000
(N −N+)(N −N+ − 1)
N − 1
+
[∑
m≥1
(
T0m +W000m
N −N+ − 1
N − 1
)√
N −N+am + h.c.
]
+
∑
m,n≥1
(
W0m0n +W0mn0
)N −N+
N − 1 a
†
man
+
[1
2
∑
m,n≥1
Wmn00a
†
ma
†
n
√
(N −N+)(N −N+ − 1)
N − 1 + h.c.
]
,
+
[ 1
N − 1
∑
m,n,p≥1
W0npq
√
N −N+a†napaq + h.c.
]
,
+
∑
m,n≥1
Tmna
∗
man +
1
2(N − 1)
∑
m,n,p,q≥1
Wmnpqa
∗
ma
∗
napaq. (65)
Here we have used W000m =W00m0, W0m0n =Wm0n0 and W0mn0 =Wm00n.
Also, we have written
[
X + h.c.
]
instead of
[
X +X∗
]
for short.
Now we show that the right side of (65) coincides with the right side of
(41), where the latter has the advantage that there is no need to use any
basis {vn}∞n=0 in its representation. First,
T00(N −N+) + 1
2
W0000
(N −N+)(N −N+ − 1)
N − 1
=
(
T00 +
1
2
W0000
)
N −
(
T00 +W0000
)
N+ +W0000N+(N+ − 1)
2(N − 1)
= e(t)N −
(
e(t) + µ(t)
)
N+ + µ(t)N+(N+ − 1)
N − 1
= e(t)N −
(
e(t) + µ(t)
)
dΓ(Q(t)) + µ(t)dΓ(Q(t))
N+ − 1
N − 1 (66)
Here we have used e(t) = T00+
1
2W0000, µ(t) =
1
2W0000 and N+ = dΓ(Q(t)).
Next, similarly to (62), we get
∑
m,n≥1
Tmna
†
man =
∑
m,n≥1
〈um, Tun〉a∗man
=
∑
m,n≥0
〈um, Q(t)TQ(t)un〉a∗man = dΓ
(
Q(t)TQ(t)
)
.
and
∑
m,n≥1
(
W0m0n +W0mn0
)
a†man =
∑
m,n≥1
〈um, [|u(t)|2 ∗ w +K1(t)]un〉a†man
= dΓ(Q(t)[|u(t)|2 ∗ w +K1(t)]Q(t)).
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Therefore, ∑
m,n≥1
Tmna
†
man +
∑
m,n≥1
(
W0m0n +W0mn0
)N −N+
N − 1 a
†
man
= dΓ
(
Q(t)TQ(t)
)
+ dΓ(Q(t)[|u(t)|2 ∗ w +K1(t)]Q(t))
= dΓ
(
Q(t)[h(t) +K1(t) + µ(t)]Q(t)
)N −N+
N − 1
+ dΓ(Q(t)[|u(t)|2 ∗ w +K1(t)]Q(t))1 −N+
N − 1 . (67)
On the other hand, from∑
m≥1
T0mam =
∑
m≥1
〈u(t), T vm〉a(vm)
= a
(∑
m≥1
〈vm, Tu(t)〉vm
)
= a
(
Q(t)(−∆)u(t)
)
and∑
m≥1
W000mam =
∑
m≥1
〈u(t), (|u(t)|2 ∗ w)um〉am = a
(
Q(t)[|u(t)|2 ∗ w]u(t)
)
,
it follows that∑
m≥1
(
T0m +W000m
N −N+ − 1
N − 1
)√
N −N+am
=
√
N −N+
∑
m≥1
(T0m +W000m) am − N+
√
N −N+
N − 1
∑
m≥1
W000mam
=
√
N −N+a
(
Q(t)h(t)u(t)
)
− N+
√
N −N+
N − 1 a
(
Q(t)[|u(t)|2 ∗ w]u(t)
)
.
(68)
Here in the first term of the right side of (68), we have used
Q(t)[−∆+ |u(t)|2 ∗ w]u(t) = Q(t)h(t)u(t),
which follows from the definition h(t) = −∆+|u(t)|2∗w−µ(t) andQ(t)u(t) =
0. Finally, thanks to the relations (17), we have the equivalent representa-
tions
1
2
∑
m,n≥1
Wmn00a
†
ma
†
n
√
(N −N+)(N −N+ − 1)
N − 1
=
1
2
∫∫
dx dyK2(t, x, y)a
†(x)a†(y)
√
(N −N+)(N −N+ − 1)
N − 1 , (69)√
N −N+
N − 1
∑
m,n,p≥1
W0npqa
†
napaq
=
√
N −N+(t)
N − 1
∫∫∫∫ (
1⊗Q(t)wQ(t)⊗Q(t))(x, y;x′, y′)×
× u(t, x) a†(y)a(x′)a(y′) dxdy dx′ dy′ (70)
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and
1
2(N − 1)
∑
m,n,p,q≥1
Wmnpqa
∗
ma
∗
napaq
=
1
2(N − 1)
∫∫∫∫ (
Q(t)⊗Q(t)wQ(t)⊗Q(t))(x, y;x′, y′)
× a†(x)a†(y)a(x′)a(y′) dxdy dx′ dy′. (71)
Inserting (66)-(71) into the right side of (65), we obtain
UNHNU
∗
N = e(t)N − dΓ
(
Q(t)[h(t) +K1(t)− e(t)]Q(t)
)
+
[√
N −N+a
(
Q(t)h(t)u(t)
)
+ h.c.
]
+ dΓ(Q(t)[|u(t)|2 ∗ w +K1(t)− µ(t)]Q(t))1 −N+
N − 1
−
[N+√N −N+
N − 1 a
(
Q(t)[|u(t)|2 ∗ w]u(t)
)
+ h.c.
]
+
[1
2
∫∫
K2(t, x, y)a
†(x)a†(y) dxdy
×
√
(N −N+)(N −N+ − 1)
N − 1 + h.c.
]
+
[√N −N+(t)
N − 1
∫∫∫∫ (
1⊗Q(t)wQ(t)⊗Q(t))(x, y;x′, y′)
× u(t, x) a†(y)a(x′)a(y′) dxdy dx′ dy′ + h.c.
]
+
1
2(N − 1)
∫∫∫∫ (
Q(t)⊗Q(t)wQ(t)⊗Q(t))(x, y;x′, y′)
× a†(x)a†(y)a(x′)a(y′) dxdy dx′ dy′
which is exactly (41).
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