Abstract. This paper proves a finiteness result for families of integral points on a semiabelian variety minus a divisor, generalizing the corresponding result of Faltings for abelian varieties. Combined with the main theorem of the first part of this paper, this gives a finiteness statement for integral points on a closed subvariety of a semiabelian variety, minus a divisor. In addition, the last two sections generalize some standard results on closed subvarieties of semiabelian varieties to the context of closed subvarieties minus divisors.
The main result of this paper is the following: THEOREM 0.2. Let D be In [F, Theorem 2] , Faltings proved a corresponding statement for integral points on abelian varieties: if D is an ample effective divisor on an abelian variety A, then (with notations as above) the set V(R S ) is finite. In the semiabelian case this is no longer true (see Examples 1.1 and 1.3); however it is true that Theorem 0.2 implies Faltings' result. Indeed, since an ample divisor D on an abelian variety A is still ample when restricted to a nontrivial translated abelian subvariety, the result follows by induction on the dimension of A.
As with Faltings' result, the proof of Theorem 0.2 proceeds by reducing to a statement on diophantine approximation (Theorem 3.6); in addition, this paper relies heavily on results from [V3] .
In [V3] we proved the following result. The situation regarding integral points on complements of sets of codimension 2 is not as clean; in this case most of the rational points are also integral.
We do not believe that Theorem 0.2 has been conjectured by anyone, except that it follows from the general conjectures of [V1] (see Theorem 5.16).
The first section of the paper gives some examples showing that a stronger conclusion in Theorem 0.2 is impossible. The second section begins the proof proper by showing some results on completions of semiabelian varieties; it is this section that contains most of what is new. Section 3 proves the main approximation lemma via extensions of Thue's method from [F] and [V3] . Section 4 then combines these results to conclude the proof of Theorem 0.2. The last two sections prove some theorems suggested by the similarities between Theorems 0.2 and 0.3. Example 1.3. Let E be an elliptic curve and let A = G m E. Let f be a nonzero rational function on E with a pole at a rational point P. Let U be the largest subset of E on which f is defined and nonzero, and let D G m U A be its graph. Then A n D has trivial Ueno fibration, yet it contains the nontrivial translated subgroup G m fPg.
Both of these examples illustrate that the noncompleteness of semiabelian varieties introduces issues not present in the case of abelian varieties.
Completions of semiabelian varieties.
This section collects some results about completions of semiabelian varieties with various desirable properties.
Throughout this section, all varieties are over a field of characteristic zero, although it may well be true that everything holds over fields of arbitrary characteristic.
Definition 2.1. Let G be a variety. A completion of G is a complete variety X with an open immersion G , ! X. We often identify G with its image in X. Given two completions X 1 and X 2 of G, we say that X 1 dominates X 2 if there exists a morphism X 1 ! X 2 compatible with the immersions G , ! X 1 and G , ! X 2 . A completion X of a group variety G is equivariant if the group law G G ! G extends to a morphism G X ! X. Throughout this paper, all fiber bundles will have fiber equal to the variety underlying a group variety. The structure group of such bundles will always be the group of translations. 
As noted in [V3, Section 2], a semiabelian variety A is isomorphic to

Proof.
Cover V by open subsets U i on which ,1 (U i ) is isomorphic to a product G m U i . We will form W by glueing completions G U i of ,1 (U i ). This is possible since the glueing isomorphisms on ,1 (U i U j ) are translations by sections of , and G is an equivariant completion. See also [Se2, Section 1.3 
Proof. Let Γ X X 0 be the closure of the graph of , let L 00 be an ample line sheaf on Γ, let h L 00 be an associated height function, and let q: Γ ! X 0 be the restriction of the projection map. Then
, so we may reduce to the case where is the inverse of a birational morphism : X 0 ! X.
In that case, since L is ample, there is a positive integer n such that (L 0_ ) L n is generated by its global sections. Since global sections of this sheaf on X correspond naturally to global sections of L 0_ L n on X 0 , and since is an isomorphism over U, it follows that the global sections of L 0_ L n generate that sheaf over ,1 (U). Hence a corresponding height function is bounded from below on ( ,1 (U))(Q ). Linearity and functoriality of heights then gives 
Let D be an effective divisor on A. Assume that B(G
After replacing ∆ with a positive integral multiple n∆, we may assume that for all vertices m of ∆, the set fm (i) , m j i = 0, : : : ,`g generates the monoid m M (see Gordan's lemma, [TE, p. 7] Since D has trivial Ueno fibration, the Newton polyhedron does not lie in any hyperplane of M R ; therefore this map is actually an embedding. Let G be the closure of the image of . Then G is a toric variety (for definitions see [TE] or [D] ). In particular it is an equivariant completion of G m with only finitely many orbits. These orbits are in incidence-preserving one-to-one correspondence with the faces of ∆. Finally, by [TE, p. 6 (i) . Given a face of ∆, the closure of the associated orbit in G is determined by the vanishing of all x i for which m (i) = 2¯ . By the definition of , there is an index i for which c i 6 = 0 and m i 2¯ ; therefore s does not vanish identically on the orbit associated to . Thus (s) = D, which is therefore ample.
The lemma implies conditions (1)- (4) Given any two fibers of¯ , an effective sum of curves in one fiber is numerically equivalent to an effective sum of curves in the other. Hence, in the above claim, the curves in fibers of¯ can be assumed to lie in the image of i 1 .
To prove (b), it remains to show that the curves in sections of¯ , as above, can be taken to lie in the image of i 2 . To show this, it suffices to show that for any two sections 1 and 2 of¯ as above and any closed integral curve C V, 1 (C) is algebraically equivalent to 2 (C). Let Γ be the graph whose vertices are zero-dimensional orbits of G and whose edges are one-dimensional orbits. Since Γ is connected, it suffices to consider sections 1 , 2 contained in the subset of W corresponding to the closure of a one-dimensional orbit in G. In this case it is easy to show explicitly that 1 (C) and 2 (C) are algebraically equivalent, since
holds. Moreover, i 2 : Num W ! Num V is independent of the choice of i 2 .
Next consider the map
Since G has trivial Albanese, this map is independent of the fiber chosen. Since divisors on G m are all principal, it follows that Pic G is generated by the closures of the orbits of codimension one; hence i 1 : Pic W ! Pic G is surjective. By the Seesaw theorem [Mi, Theorem 5 .1], the kernel is Pic V. Thus there is an exact sequence By part (b), an element in Pic W is numerically equivalent to zero if and only if its components in Pic V and Pic G are both numerically equivalent to zero. Hence there is an exact sequence
which is again split. In this case, though, the splitting is independent of the choice of zero-dimensional orbit, by the argument using Γ.
Since i 1 and i 2 are closed immersions, it follows that if D is an ample divisor on W then its components in Num G and Num V must also be ample. The converse follows from part (b) and from Kleiman's criterion for ampleness. there exists an abelian subvariety C of A such that
Proof. By replacing A with a translate of ,1 (B( ,1 (D) )), we may assume that B( ,1 (D) 
Proof. Let B = B( ,1 (D) ). The section corresponds to a vertex m of ∆. 
does not meet D, it follows that B(D A) C. Thus (B(D A)) B.
The opposite inclusion is trivial.
We now finish the proof of Theorem 2.4. The divisor D on the generic fiber of defines a hyperplane in P`defined over K (A 0 ) , and therefore a rational section We now show (4). Zariski's Main Theorem [Ha, III 11.4 ] and its proof imply that there is a Zariski-open subset U of A 0 over which 0 is an isomorphism, and the fibers over all P = 2 U are positive dimensional. For those P, it follows that e D maps onto ,1 (P). This gives (4).
PROPOSITION 2.5. Let A be the equivariant completion of a semiabelian variety A associated to some Newton polyhedron ∆, and let T be an orbit of A. Then there exists an open subset U of A containing A and T, and an equivariant projection p: U ! T whose restriction to T is the identity.
Proof. We continue using the notation of the proof of Theorem 2. 
We then let p be the morphism corresponding to the canonical injection 
Note that this is not really minus the logarithm of the distance to Y, especially near singularities, but we do have the following easy fact. [L, Ch. 10,  
Moreover, O(1) refers to M k -constants, as in
Proof. We may assume that X is the same for g and g 0 ; let D and D 0 be the divisors on X associated to g and g 0 , respectively. Then since Supp D = Supp D 0 , it follows that nD , D 0 and n 0 D 0 , D are effective for sufficiently large n and n 0 . This implies the lemma.
For future reference, we also note that if X is an equivariant completion of
are finitely many subsets of X (e.g., orbits), and if i are logarithmic distance functions for T i on X for all i, then P i is a logarithmic distance function for X n A and therefore (1) w (P) h L (P) (3.6.1)
for all P 2 S; and (2) for all 0 the inequality
holds for infinitely many P 2 S.
Proof. First we claim that the theorem is independent of the choice of completion of A. Indeed, suppose X 0 is another completion, with ample line sheaf L 0 and height function h L 0. Without loss of generality we may assume that X 0
for almost all P 2 S. Moreover w is also a generalized Weil function on X 0 .
Thus (3.6.1) holds for X if and only if it holds for X 0 (with a different ). Also, Lemma 3.4 and (3.6.3) imply that (3.6.2) holds for X if and only if it holds for X 0 (with a different ).
Thus we may assume that X is the equivariant completion associated to the injection G m , ! (P 1 )
. Following [V3] , we will denote X by A from now on. We may assume that w is effective. Every generalized Weil function is dominated by a Weil function (of a divisor on A), so we may also assume that w = D,w is a Weil function for an effective divisor D on A.
The basic idea of the remainder of the proof is to incorporate the extra machinery of [V3] into the argument of [F, Section 6] . As in [V3] , we let L 0 be an ample symmetric divisor on A 0 , and let L 1 = A nA (taking all components with multiplicity one). Then, by basic properties of height functions, we may assume that
Unlike [F] , it is not necessary here to assume that D is ample; instead, let`be a positive integer such that`L , D is ample.
Let 0 be a rational number, and choose a positive rational 1 and a positive integer n satisfying
As in [V3, Section 3], let s = (s 1 , : : : , s n ) be a tuple of positive integers. For integers i and j in f1, : : : , ng let s i pr i ,s j pr j denote the morphism from A n to A defined using the group law. Also as in [V3] , given any product, pr i denotes the projection morphism from that product to its i th factor.
For closed subvarieties X 1 , : : : , X n of A, let X 1 , : : : , X n denote their respective closures in A. Let s : Q X i 9 9 KA n,1 be the rational map whose components are the restrictions of s i pr i ,s i+1 pr i+1 as i varies from 1 to n , 1. Let W s be the closure of the graph of this rational map, and let s : W s ! Q X i be the natural projection.
For n-tuples s of positive integers and for rational we define
as a Q -divisor class on Q X i . Note that these differ from their counterparts in [V3] : the first two sums are taken over a smaller set of pairs of indices, in line with [F] . Adding all pairs of indices is possible, but more complicated.
As in [V3] , these definitions extend by homogeneity to tuples s of positive rational numbers: let a be the lowest common denominator and let W s = W as ,
The natural injection of [V3, 3.6 ] carries over to this case: for any positive integer d canceling all denominators of s and , we have
(3.6.8) With these choices, the overall strategy is the same as in [V3, Section 4] , except that there is no set Z. As in op. cit., we let h(X i ) denote the height of the closed subvariety X i of A, taken relative to the ample line sheaf L. We omit the subscript L since heights of subvarieties will not be taken relative to any other line sheaf (for points, however, we will retain the subscript since heights of points will be taken relative to other line sheaves).
The strategy is to choose P 1 , : : : , P n 2 S satisfying the following conditions: The heights h(X i ) will be bounded by the formula (3.6.10.4)
Eventually, this inductive process reaches the point where some X j is zero dimensional; i.e., X j = P j . When that happens, by (3.6.10.4),
.
This contradicts (3.6.9.1) if c 1 c 4 n.
Here and throughout the proof, constants c and c i depend only on A, D, n, k, S, L, and sometimes the tuple ( dim X 1 , : : : , dim X n ), but not on P i , X i , or s. 
Since each of the terms ( (3.6.11.3) Here the symbol in parentheses on the right denotes a multinomial coefficient. By [V3, Lemma 6 .1], L ,s is ample. Hence, if d is sufficiently large then all the higher cohomology groups vanish, giving
Combining this with (3.6.11.3) gives (3.6.11.1). 
is bounded from below by ch 0 (W s , dL ,s ).
As noted in [F] , it suffices to prove the inequality
for all tuples (e 1 , : : : , e n ) 2 N n satisfying e 1 =ds 2 1 + + e n =ds 2 n . (Here N = f0, 1, 2, : : : g.) This follows from the facts that a translate of D is algebraically equivalent to an effective divisor on Y i , and that L 0 is ample. Then, (3.6.5), (3.6.11.1), (3.6.12.2), and the inequality deg Y i `deg X i imply that the rank of the module (3.6.12.1) is bounded from below by ch 0 (W s , dL ,s ) for some c 0. . 
(Here C v denotes the completion of the algebraic closure of the completion k v of k at v; it is algebraically closed.) These can be used as in [V3, 2.8] Note also that we take the intersection in (3.6.12.1) instead of combining k k 0 and k k 00 ; this is because of problems at infinity as illustrated in the examples in Section 1. This is why (3.6.2) is necessary.
As in [V3, Theorem 12.4 
! (3.6.14.1)
holds. Here the constant c is independent of s and d.
Proof. This proof is a matter of obtaining bounds for volumes of various lattices in the diagram
This is as in [V3] : the top row is the Faltings complex, with
the symbols Γ 0 in the middle row denote the submodules of sections for which k k 0 is bounded; and the symbols Γ 00 in the bottom row denote the submodules of sections for which both k k 0 and k k 00 are bounded.
The proof is exactly the same as in [V3] , except that the fifth paragraph is repeated because of the extra row in the above diagram.
By (3.6.13), [V3, Proposition 10 .10], (3.6.10.4), (3.6.1), and the choice of the s i , we have k (P 1 , : : : , P n )k w = k (P 1 , : : :
, log k (P 1 , : : : 
But also, choosing P 1 , : : : , P n so that (3.6.2) holds for sufficiently small , we for some 2 0 depending only on , , n, and [k : Q ]. Adding (3.6.16) for v 2 S n fwg to (3.6.15) and applying (3.6.14.1), (3.6.18), and (3.6.17) then gives
On the other hand, as in [V3, 13.6 ], for suitably chosen P 1 , : : : , P n , we have
on the arithmetic curve E corresponding to (P 1 , : : : , P n ).
Combining these two inequalities gives
By (3.6.4) this gives a negative upper bound if 1 and 2 are sufficiently small, leading to a positive lower bound for the index of at (P 1 , : : : , P n ) (with multiplicities ds 2 1 , : : : , ds 2 n ). The argument then concludes by applying the product theorem in the usual way, as in [V2, Section 18].
Proof of Theorem 0.2.
This section uses the notation given in the introduction of the paper.
First, we may assume that the Ueno fibration is trivial. This is because the theorem is preserved under pulling back by quotient morphisms. We may enlarge k so that the toric part of A splits; i.e., the exact sequence (0.1) holds already over k. Finally, it will suffice to assume that V(R S ) is Zariski-dense and obtain a contradiction. To see this, apply Theorem 0.3 to any irreducible component of the closure of V(R S ) and then proceed by induction on the dimension. Let for some 0 and some w 2 S (after shrinking S). Pushing down to A 0 then gives an inequality which contradicts Theorem 3.6 in the case where = 0 (which is also [F, Theorem 2] 
for all P 2 S. We may therefore replace h D (P) in (4.2) with h D ( p(P) ). This gives (3.6.1) for
is a generalized Weil function on T. The condition (3.6.2) also holds, by minimality of the choice of T, and by (3.5). This leads to a contradiction, by Theorem 3.6 applied to T.
Some additional geometry.
The similarity between the conclusions of Theorems 0.2 and 0.3 suggests that some of the results traditionally proved for closed subvarieties of semiabelian varieties could be proved for closed subvarieties minus divisors, too. This section generalizes results of Ueno and Fujita on the logarithmic Kodaira dimension of such varieties.
Unless otherwise specified, all varieties are over an algebraically closed field k of characteristic zero.
Many of these results probably extend to positive characteristic, but additional work would be needed due to the unavailability of resolution of singularities in positive characteristic.
For general references on group varieties, see Rosenlicht [R] ; for other references on closed subvarieties of semiabelian varieties, see Abramovich [A] . Definition 5.2. Let k be any field and let X be a complete nonsingular variety over k. D) , is the number in Theorem 5.1 if D satisfies the conditions of that theorem; otherwise it is ,1.
( The first result of this section is that if a closed subvariety of a semiabelian variety, minus a divisor, has trivial Ueno fibration, then it is of logarithmic general type. For closed subvarieties this was proved by Iitaka [I1] and [I2] ; the proof here is an easy adaptation of that proof. Since Iitaka's exposition often leaves out details, however, we provide a more complete proof here. This also provides the opportunity to change the proof a little, by replacing a cardinality argument with an argument on the field of definition of a group subvariety.
The first step in the proof consists of proving it in the special case when the closed subvariety is the whole semiabelian variety; in other words, a semiabelian variety minus a divisor D with B(D) = 0 has logarithmic general type. In the end of the paper [I1] , Iitaka remarks that this was proved by T. Fujita, but we have been unable to find a reference. Therefore, we give a proof here, adapting a proof of Mumford [Mu, x6, 
Moreover, can be constructed so that its fiber is an equivariant completion of B corresponding to a toric smooth completion of the toric part of B.
Proof. We first claim that if A is a semiabelian variety, if A is an equivariant completion as in Lemma 2.2 with G a toric smooth completion of G m , and if The following is an adaptation of a result proved by Mumford for abelian varieties; cf. [Mu, x6, . Proof. Let F be the divisor X n V (with all multiplicities equal to one). By
Hironaka's resolution of singularities [Hi, Main Theorem II] there exists a sequence X r ! X r,1 ! ! X 0 = X of blowings-up such that (1) i+1 : X i+1 ! X i is the blowing-up of an irreducible nonsingular subvariety C i which has normal crossings with E i F i , where F i is the inverse image of F in X i , and E i is the exceptional set of the morphism 1 i ;
(2) C i is contained in the strict transform of D for all i; and (3) The strict transform of D in X r is nonsingular and has normal crossings with E r F r .
We claim that for all i the relative logarithmic canonical divisor of X i n(E i F i ) over X n F is an effective divisor whose support equals E i . This will be proved by induction. It is trivial if i = 0. Assume it is true for i. We may assume that C i is not a divisor. If C i is not locally an intersection of components of E i F i , then the relative logarithmic canonical divisor of
is effective, with support equal to the exceptional divisor of i+1 , so the inductive hypothesis is true for i + 1. If, on the other hand, C i is locally an intersection of components of E i F i , then at least one of these local components must be a component of E i , for otherwise 1 i would beétale in a neighborhood of the generic point of C i , and ( 1 i )(C i ) would be a local intersection of components of F, contradicting the assumption on Supp D. Thus, in this case, the relative logarithmic canonical divisor of
is zero, and E i+1 = ,1 i+1 (E i ), so the inductive hypothesis is again satisfied.
In particular, this claim holds for i = r. Let : X r ! X be the composition 1 r . Then the relative logarithmic canonical divisor of
over V is an effective divisor whose support equals ,1 ( Supp D) .
Finally, we can now prove Fujita's result. [Mi, Proposition 20.3] .) Proof. Pick s 2 S(k), and let B = B s . Since B is reduced, it is sufficient to show that B kk = B k S kk , set-theoretically. Hence we may assume that k is algebraically closed.
Let K be the function field of S. The image of (K) 
connected group subvariety; hence an abelian subvariety; by [Mi, Corollary 20.4] it is of the form B 0 k K for some abelian subvariety B 0 of A 0 . By smoothness and dimensionality considerations, (S) maps B onto B 0 k S. By shrinking A, we may therefore assume that B 0 = A 0 . Now consider the group C K := Ker (S) B K . It is a subgroup of an algebraic torus; hence by [B, 8.5 and 8.4 Corollary], it is a diagonalizable group. Let K 0 be a finite extension of K over which C K splits, and let S 0 be a corresponding generically finite cover of S. Then, by [B, 8.7 
where F is a finite group and 2 N . Hence there exists a diagonalizable group C over k and a nonempty open subgroup U of S 0 such that the closure of B K K K 0 in B S U is U-isomorphic to C k U. By rigidity [B, 8.10] , it follows that the induced map C k U ! A factors through the projection onto the first factor; hence we may regard C as a subgroup of A. Since B is closed, it follows that B C k S.
After replacing A with A=C and B with its image in (A=C) k S, we may assume that B is generically finite over A 0 k S, of degree 1. Since B is also reduced, it corresponds to a (reduced) rational point on the generic fiber of (S) j B , hence B is the closure of the image of a rational section : U ! A k S, where U is an open dense subset of A 0 k S. Translating by closed points of A 0 and using the fact that B is a group subscheme, we see that U is of the form A 0 k V for some open dense subset V S (and that is a homomorphism of V-group schemes). Thus B is a family of regular sections of : A ! A 0 , parametrized by V. But : A ! A 0 admits at most one regular section passing through the group identity of A, since the ratio of any two such sections is a regular map Proof. This lemma is already known when A is an abelian variety: see [Mi, Corollary 20.4] . The proof here is essentially the same proof, using the stronger Lemma 5.13.
Let S be a variety over k with K(S) = K. Proof. We may assume that X n D has trivial Ueno fibration, for otherwise the theorem is trivial (with Z = X nD). By noetherian induction it then suffices to show that Z is not Zariski-dense. Let B = B(X) and X 0 = X=B; then X 0 has trivial Ueno fibration and there is a fiber bundle : X ! X 0 with fiber B.
Let Z 0 (resp. Z 00 ) be the union of all nontrivial translated semiabelian subvarieties of A which are contained in X nD and which lie (resp. do not lie) in fibers of . Then Z = Z 0 Z 00 . But Z 00 ,1 (Z(X 0 )), which is not Zariski-dense by the 
