Abstract. We study the nonlinear stability of relative equilibria of configurations of identical point-vortices on the surface of a sphere. In particular, we study how the stability changes as a function of the colatitude θ and of the number of vortices N . By using the integrals of motion, we view the system in a suitable corotating frame where the polygonal vortex configuration is at rest. Then after a sufficient criterion due to Dirichlet, the stability ranges are the θ-intervals for which the Hessian of the Hamiltonian-evaluated at the equilibrium configuration-is positive or negative definite. We find that the stability intervals coincide with those for linear stability determined by Polvani and Dritschel [J. Fluid Mech., 255 (1993), pp. 35-64]. For N = 3 we recover the result previously established by Pekarsky and Marsden [J. Math. Phys., 39 (1998) 1. Introduction. In this article, by using a very clear and simple method, we complete a stability analysis started by Thomson over a century ago [35, 36] . In 1883, while studying and modeling the atomic structure, Thomson investigated the linear stability of corotating point-vortices in the plane. In particular, his interest was in configurations of identical vortices equally spaced along the circumference of a circle, i.e., located at the vertices of a regular polygon. He proved that for six or fewer vortices the polygonal configurations are stable, while for seven vortices-the Thomson heptagon-he erroneously concluded that the configuration is slightly unstable [26] . It took more than a century to make some progress on this problem. In his Ph.D. thesis, Dritschel succeeded in solving the aspect of the heptagon mystery concerned with its linear stability analysis, leaving open the nonlinear stability question: he proved that the Thomson heptagon is neutrally stable and that for eight or more vortices the corresponding polygonal configurations are linearly unstable [13] . In 1993, Polvani and Dritschel generalized the techniques used in [13] to study the linear stability of a "latitudinal" ring of point vortices (see Figure 1 ) on the sphere [31], a more relevant problem from the atmospheric modeling point of view. They proved that polygonal configurations are more unstable on the sphere than in the plane. In particular, they showed that at the pole, for N < 7 the configuration is stable, for N = 7 it is neutrally stable, and for N > 7 it is unstable. The ranges of linear stability in the colatitude θ, as a function of N , are summarized in Table 1. 
Number of vortices (N)
Colatitude (θ)
In 1998, Kidambi and Newton fully studied the motion of three vortices on the sphere and gave a geometrical interpretation of the conserved quantities [18] . By means of the energy momentum method (the Marsden-Meyer-Weistein reduction), Pekarsky and Marsden studied the nonlinear stability analysis for the integrable case of polygonal configurations of three vortices of arbitrary vorticities (k 1 , k 2 , and k 3 ) on the sphere, leaving open the stability analysis for nonintegrable vortex systems (N > 3) [30] . More recently Cabral and Schmidt completed the linear and nonlinear stability analysis at once for polygonal configurations in the plane [10] , leaving untouched the analogous analysis on the sphere. They proved that for seven or fewer vortices the polygonal configurations are nonlinearly stable in the plane and, beyond that, they studied the stability of polygonal configurations of identical vortices of strength k = 1 and with a central vortex of arbitrary strength K (see Figure 2) . They determined the range of stability as a function of K (see Table 2 The stability of the heptagon, being still a special case, had to be studied by us- ing normal form reduction and considering higher order terms in the Hamiltonian (see [10] ). In 2001, by means of group theory techniques, Lim, Montaldi, and Roberts exhaustively classified the relative equilibria of a system of identical point-vortices on a sphere [23] . In 2002, Laurent-Polz [21] studied the system formed by 2N pointvortices with N vortices of strength +1 and N vortices of strength −1. He proved the existence of some fixed and relative equilibria and studied their stability by means of the energy momentum method, as in [30] . Soulière and Tokieda extended the study of periodic vortex motion to various manifolds with symmetry [34] , and Montaldi, Soulière, and Tokieda fully determined fixed and relative equilibrium configurations for vortices on the cylinder [25] . We would like to point out that many people are working in this area, both for its mathematical beauty and open questions, and for its great interest as a modeling problem for the vortex dynamics of the earth's atmosphere [26, 31, 11, 14] . We refer the reader to the nice book by Newton for a review on N -vortex dynamics [27] and to the article by H. Aref et al. for a quite complete and updated review on relative vortex configurations [3] .
In this article we accomplish the stability analysis for integrable (N = 3) and nonintegrable (3 < N ≤ 7) polygonal configurations of identical point-vortices on the sphere. We introduce a much simpler method than in [10, 30, 21] that at one stroke furnishes a complete linear and nonlinear analysis for the spherical case and that, moreover, can easily be generalized to an analogous stability analysis for polygonal vortex configurations in other geometries [5, 8] , including the planar case previously studied by Cabral and Schmidt [10] . More specifically, by using a sufficient criterion due to Dirichlet, we derive the stability ranges as θ-intervals for which the Hessian of the Hamiltonian-evaluated at the equilibrium configuration-is positive or negative definite. At this point we would like to remind the reader that, in general, linear and nonlinear stability ranges may not coincide. As is well known, a system can be linearly stable or unstable and nonlinearly stable or unstable; all four possibilities occur in practice [24, 33, 9] . As a result of our analysis we find that the nonlinear stability ranges (with the exception of the equator where other techniques need to be used to infer stability) coincide with the ranges of linear stability previously determined by Polvani and Dritschel (see Table 2 ).
Before ending this introduction we would like to make the following remarks: (a) Relative equilibrium configurations are so called because the motion vanishes in an appropriate rotating frame. The study of such configurations was termed "vortex statics" by Kelvin in 1910 [17] , who, with Thomson [35, , found the relative equilibria of identical vortices. If all circulations have the same sign, relative equilibria are the only stationary configurations possible. Palmore [29] investigated this case and found that many relative equilibria must occur (for more details, see [28, 3] ). (b) When dealing with a system with integrable vortex dynamics (such as threevortex systems) we can simply make a canonical reduction to a system of one degree of freedom. Therefore relative equilibrium configurations and their stability can be simply inferred by determining the maxima and the minima of the reduced vortex Hamiltonian. For a complete analysis, including the general case of vortices with different vorticities, and for further details about the global dynamics of integrable vortex systems, see Boatto and Laskar [6] . (c) By analogy with the planar case (see Figure 2 and Table 2 ), in a follow-up article [5] we are generalizing this nonlinear stability analysis to the case of latitudinal polygonal vortex configurations with vortices of strengths k 1 and k 2 at the poles. From the atmospheric dynamics point of view, the central vortex is a model for a polar vortex (southern or northern polar vortex), and "latitudinal" chains of point-vortices are models for planetary waves. Therefore this kind of analysis could help answer questions of the type: Does the presence of a Polar vortex (in the southern or in the northern hemisphere) favor the presence of waves (jets) at a given latitude? To show how the presence of a central polar vortex of strength K dramatically changes the stability ranges, at the end of section 3 we report the results of the stability analysis for the case N = 3, for which we obtain fully analytical expressions. The article is organized as follows. In section 2 we derive the equations of motion, in particular the vortex Hamiltonian, and show the differences between the planar and the spherical cases. In section 3 we summarize the main results and the main tools for proving stability-the Dirichlet theorem on stability and a theorem on positive (negative) quadratic forms (see Gel´fand [15, Theorem 1, p. 49] ). In section 4 we derive the stability ranges explicitly.
Equations of motion.
The starting hypothesis for our derivation is that the fluid can be modeled as a two-dimensional incompressible fluid with constant density, i.e., a fluid whose velocity field verifies
with u = (u x , u y , u z ) = (ẋ,ẏ,ż). In atmospheric dynamics, a fluid verifying (2) represents the simplest fluid model, called the barotropic model [11] . We are particularly interested in characterizing the fluid dynamics for a given vorticity field, ω:
Regarding this, we notice that in two dimensions our task is simplified since we can recast the fluid equations into a Hamiltonian formalism. In fact, notice that on the plane u = (ẋ,ẏ), and (2) is still verified if we represent the velocity components (see [19] ) asẋ
i.e., by means of Ψ, called the stream function. Formally Ψ plays the role of a Hamiltonian for the pair of conjugate variables (x, y). By substituting (4) into (3), we obtain
i.e., a Poisson equation with ω as a source term. Then, once we specify the vorticity field, by inverting (5) we obtain the stream function Ψ as
where G(r, r ) is the Green function. The Green function, both for the plane and for the sphere, is (see [11, 19] )
Then by (6), once we specify the vorticity field ω(r), we can compute Ψ, and by (4) we know the velocity field everywhere.
Point-vortices on the plane.
In our specific case we are interested in the simplest of all vorticity fields: a system of point-vortices. A point-vortex can be thought of as an entity in which the vorticity is concentrated into a point. Therefore in the plane the vorticity for a system of N point-vortices is
where k α , α = 1, . . . , N, is constant and corresponds to the vorticity of the αth vortex. Therefore by applying the inversion formula (6), the stream function is
This equation describes, together with (4), the dynamics of a test particle at a point (x, y) in the plane. Analogously, it can be shown that the dynamics of a system of point-vortices in the plane is given by the equations 
Notice that in addition to the Hamiltonian H p , a system of point-vortices in the plane has the integrals of motion
expressing, respectively, the conservation of angular momentum and linear momentum in space. Furthermore, by introducing the Poisson bracket
we can show that we can construct three integrals in involution out of the four conserved quantities H p , L, P y , and P y . These are
y , and L; in fact,
It is then possible to reduce the system of equations from N to N − 2 degrees of freedom. It follows that a system with N ≤ 3 is integrable, whereas the system of equations of four vortices has been shown by Ziglin to be nonintegrable in the sense that there are no other first integrals analytically dependent on the coordinates and circulations, and functionally independent of L, H v , P x , P y (see [16] ). It has been shown, however, that a system of four identical vortices (i.e., k α = k for α = 1, . . . , 4) can undergo periodic or quasi-periodic motion for special initial conditions. More specifically, the motion of a system of four identical vortices can be periodic, quasiperiodic, or chaotic, depending on the symmetry of the initial configuration [2, 4, 7] .
The simplest relative equilibrium is given by a system of two vortices with vorticity of the same sign. For such a system the vortex motion is always periodic, and the orbits are always circles. We do not have the option, as in the Kepler problem, where the two masses can describe elliptical orbits. For further comments comparing vortex dynamics with celestial mechanics, see [1, 27, 6 ].
Point-vortices on a sphere.
When considering point-vortices on the surface of the sphere, an additional constraint is given by the sphere topology. In fact, the sphere being a compact manifold and, more specifically, a manifold with no boundaries, the Green theorem gives us a constraint on the distribution of vorticity,
i.e., the vorticity distribution must have a zero average on the sphere [11] . To fulfill this requirement, it is sufficient to include, in addition to the N point-vortices deltadistributed, an evenly spread constant vorticity Γ, whose magnitude is equal to minus the average of the point-vortices over the sphere, i.e.,
2 , R being the radius of the sphere, r and r α designating, respectively, a generic point and the location of the αth vortex on the sphere. Then, for this case, the vortex Hamiltonian is found to be
and the corresponding conjugate variables are p j = k j cos(θ j ) and q j = ϕ j , j = 1, . . . , N, where ϕ j and θ j are the usual angles of spherical coordinates, respectively the longitude and the colatitude, and k j is the vortex strength of the jth vortex. Then the dynamics of N point-vortices on the surface of a sphere is given by the equations (see [18, 31] )
As for the planar case [7] , in addition to the Hamiltonian H s , a system of pointvortices on a sphere has the integrals of motion
expressing, respectively, the conservation of angular momentum and linear momentum in the space. Notice that, in the case of vortices on a sphere, the integral of motion L simplifies to L = R It is then possible to reduce the system of equations from N to N − 2 degrees of freedom. It follows that a system with N ≤ 3 is integrable. Notice that while in the planar case [7] we had the freedom of choosing a reference frame within which the origin coincides with the center of vorticity, so that P x = P y = 0, in the spherical case there is a privileged point in space, i.e., the center of the sphere. In this case, the momentum vector M = (P x , P y , P z ) plays a special role in characterizing the dynamics of the vortex system. We then use the freedom in the axis orientations to select a reference system with the z-axis in the direction of M (see [18] ). This choice still gives P x = P y = 0, as for the planar case. In what follows there is no loss of generality in considering a sphere of radius one (R = 1), and since we consider the case of identical vortices-k α = k, α = 1, . . . , N-we choose k = 1. Then the Hamiltonian becomes
We then use the rotational symmetry of the Hamiltonian (12) to view the vortex dynamics in an appropriate corotating frame. In fact, by considering the canonical
we reduce the problem by one degree of freedom: φ N is a cyclic coordinate, and J N is the momentum vector M.
Main results.
To determine the nonlinear stability regions for a system of N identical point-vortices, we use a sufficient condition for stability which may be traced back to Lagrange for potential systems and was later proved by Dirichlet [12] for systems with integrals; this was subsequently generalized by Lyapunov in his direct method (section 3.1). To apply the Dirichlet criterion we need to establish whether the Hessian of the Hamiltonian is positive or negative definite. For this purpose we use the Jacobi method described in section 3.2.
As result of our analysis, we find that the nonlinear stability ranges coincideapart from the equatorial plane-with the linear stability ranges previously found by Polvani and Dritschel [31] , as shown in Table 2 . Detailed calculations are done in section 4.
Nonlinear stability: The Dirichlet criterion. Let x
* be an equilibrium of an autonomous system of ordinary differential equations,
that is, f (x * ) = 0. Denote by φ(t, x) the solution of (15) such that φ(0, x) = x. For r > 0, denote by B r (x) the open ball in R n with center x and radius r. Let us recall that a function Ψ is said to be positive definite (resp., negative definite) at a point x * if f (x * ) = 0 and if there exists a neighborhood V of x * such that f (x) > 0 (resp., f (x) < 0) for all x = x * in V. Theorem 1 (Dirichlet; see [32] For an autonomous Hamiltonian system, Theorem 1 translates into the following. Let z * = 0 be an equilibrium of the system with an analytic Hamiltonian
where
Since H is a first integral of the system, Dirichlet's theorem implies that if, at the equilibrium the quadratic form H 2 (z) is positive (or negative) definite, then the equilibrium is stable.
A theorem on positive (negative) quadratic forms:
The method of Jacobi. To determine whether the Hessian of the Hamiltonian is positive or negative definite, we make use of the Jacobi method illustrated in the following theorem (see Gel´fand [15 
Here ∆ 0 = 1 and ζ 1 , ζ 2 , . . . , ζ n are the coordinates of x in the basis e 1 , e 2 , . . . , e n .
The Hessian of the Hamiltonian and its principal minors.
In this section we simply illustrate the calculations to determine, as a function of N , the region for which the Hamiltonian is negative or positive definite when evaluated at the equilibrium configuration. We remind the reader that, after having performed the canonical transformation (14), we evaluate the principal minor determinants of the Hessian matrix of the Hamiltonian at the relative equilibrium configurations. As announced in section 2, the Hamiltonian is the reduced Hamiltonian for which the vortex dynamics is viewed in the reference system rotating with the relative equilibrium configuration (i.e., with a frequencyφ N ).
In the reduced system the Hessian of the Hamiltonian takes the form
which, evaluated at the equilibrium configuration-
where b = 1/2π, I, and 0 are, respectively, the ( (N − 1) × (N − 1) ) identity and the zero matrices,
andS o is a symmetric matrix with zero-diagonal elements and with off-diagonal elements
Then for the determinants of principal minors of (16) we obtain the following: Case 1. N = 2:
Then clearly, ∆ 1 < 0, ∆ 2 > 0 for all z o = {0, 1}, i.e., for all colatitudes but the equatorial one, and at the poles since z o = cos θ. By Theorem 2 (section 3), we can conclude that the Hessian (16) is negative definite at all colatitudes θ, with the exception of the values θ = 90
• (i.e., at the equator) and θ = 0 • (i.e., at the poles). Then by Theorem 1 we can infer that "colatitudinal" relative equilibrium configurations of two vortices are always nonlinearly stable, with the exception of the values θ = 90
• and θ = 0 • . Case 2. N = 3:
Then, ∆ 1 < 0, ∆ 2 > 0, ∆ 3 < 0, and ∆ 4 > 0 for all z o = {0, 1}, i.e., for all colatitudes but the equatorial one and at the poles. Then by the same argument as for Case 1 (N = 2), we conclude that "colatitudinal" relative equilibrium configurations of three vortices are always nonlinearly stable. The case θ = 90
• needs further analysis; for more details, see Pekarsky and Marsden [30] . Case 3. N = 4:
, and ∆ 6 = 324 z
Then by symmetry restricting the analysis to the domain 0
• ≤ θ ≤ 90 • , we find the following:
Then, by the same argument as for the case N = 2, we conclude that the Hessian is negative definite if 0 • < θ ≤ arccos(1/ √ 3); i.e., nonlinear stability holds in the region extending from the pole down to a latitude of about 35
• . Case 4. N = 5:
Then we find the following:
• ,
and therefore the Hessian is negative definite if 0 • < θ < 45 • ; i.e., nonlinear stability holds in the region extending from the pole down to a latitude of 45
• . Case 5. N = 6:
, ∆ 5 = −2400,
Then,
so that the Hessian is negative definite for 0 • ≤ θ ≤ arccos( 4/5); i.e., nonlinear stability holds in the region from the pole down to a latitude of approximately 63
• . For the case N = 7 we obtain that for all z 0 = ±1 the principal minors have different signs and are not alternating. As for the planar case [10, 5] , we can therefore conclude that the Hessian is not definite and further analysis is necessary.
It is shown in Boatto, Cabral, and Simó [5] that a polygonal ring of N identical vortices is stable if
for N odd,
for N even, where r
o . Therefore a polygonal configuration with N ≥ 7 is not stable on a sphere.
Before ending this section we would like to make the following remarks: (a) We remind the reader that for three vortices (Case 2, N = 3) the dynamics is integrable (see section 2.2); therefore stability can be simply inferred by reducing the Hamiltonian to that of a system of one degree of freedom,
where J 1 = z 1 , J 2 = z 2 , and M = z 1 + z 2 + z 3 is the momentum [6] . It can immediately be shown that (J 1 , J 2 ) = (M/3, M/3) is a critical point of (17) and corresponds to a latitudinal equilateral triangle configuration. Furthermore, the Hessian of (17) at the equilibrium (
and therefore we can simply deduce that the equilateral triangle configuration is stable everywhere on the sphere except at the poles (M = 3) and at the equator (M = 0). Such an analysis can be easily generalized to the case of nonidentical vortices; for details, see [6] . (b) The presence of a polar vortex greatly modifies the stability analysis of the polygonal ring. We have already discussed in the introduction that for the planar case Cabral and Schmidt [10] showed that a central vortex of vortex strength K could stabilize a polygonal configuration of identical vortices, and they provided analytical expressions for the K-intervals which assure stability for a given N (see (1) and [5] ). Similarly, for the spherical case-for a polar vortex of vorticity K and a latitudinal polygonal ring of N identical pointvortices-Boatto and Cabral have found explicit analytical expressions for the θ-and K-intervals which assure stability (for details, see [5] ). They have found the following stability ranges for N = 3. For z = 1 3 , let κ 1 (z) and κ 2 (z) be the minimum and the maximum of the two functions g 2 (z) = − 2z 1 + z and g 3 (z) = 2z(3z 2 − 4z − 3)
(1 + z) 2 (1 − 3z) .
We notice that is the negative root of the equation 3z 2 − 4z − 3 = 0.
Conclusions.
Our nonlinear stability ranges coincide with those computed by Polvani and Dritschel for linear stability [31] .
There are many other interesting stability problems concerning relative equilibria, and we refer the reader to the book by Newton [27] and the article by Aref et al. [3] for a review. We would like to stress that our stability approach is rather simple: it consists of viewing the dynamics in a good reference frame and using a Lyapunov-like criterion (the Dirichlet criterion).
Furthermore, our study also has relevance for its modeling aspect. In 1998, a subtropical hexagonal jet was observed in the southern hemisphere [22] . This structure proved to be stable for quite a few days, and the question arises of understanding its persistence. The simplest model of a hexagonal jet is a regular polygonal configuration of point-vortices.
The addition of one or two polar vortices strongly modifies the stability ranges (θ-intervals) for the latitudinal ring. More details will be given in a forthcoming paper [5] .
