We consider the problem of scheduling families of jobs in a two-machine open shop so as to minimize the makespan. The jobs of each family can be partitioned into batches and a family setup time on each machine is required before the first job is processed, and when a machine switches from processing a job of some family to a job of another family. For this NP-hard problem the literature contains (5/4)-approximation algorithms that cannot be improved on using the class of group technology algorithms in which each family is kept as a single batch. We demonstrate that there is no advantage in splitting a family more than once. We present an algorithm that splits one family at most once on a machine and delivers a worst-case performance ratio of 6/5.
Introduction
We consider the two-machine open shop scheduling problem with family setup times. The problem generalizes the classical two-machine open shop problem and belongs to scheduling models with batching under job availability, see the survey by Potts and Kovalyov (2000) for terminology and classification of scheduling problems with batching.
In the classical open shop problem with no batching or setup times, the jobs of set N = {1, 2, . . . , n} have to be processed on two machines, A and B, without preemption. The processing times of each job on each machine are given. A machine can process at most one job at a time, and a job is processed on at most one machine at a time. For each job, the order of passing the machines, known as the processing route, should be chosen with different jobs being allowed to be given different routes. Open shop models find numerous applications, e.g., in satellite communications, optical networks, multimessage multicasting and unicasting, mesh computing. The most recent survey on open shop research and its applications is that by Gonzalez (2004) . * Corresponding author For all problems considered in this paper, the objective is to minimize the makespan, i.e., the maximum completion time. Given a schedule S, its makespan is denoted by C max (S). According to the standard scheduling notation introduced by Lawler et al. (1993) , the classical open shop problem formulated above can be denoted by O2| |C max .
In a more extended version of this classical problem, performing a job on a machine consists of two phases: the setup phase, which is followed by the processing phase, with the setup times separated from the processing times. The setup times are assumed to be sequence independent, i.e., they depend only on the machine and on the job that follows the setup, and anticipatory, i.e., the setup for any job on a machine can be performed simultaneously with any activity on the other machine. Notice that the processing of a job on both machines at the same time is still forbidden. We denote the resulting problem by O2|job setup|C max , provided that the makespan is chosen as the objective.
The open shop model with family setup times can be seen as a further extension of the problem O2|job setup|C max . Here the jobs are in advance partitioned into groups, called families. No setup is incurred between jobs of the same family. On the other hand, a setup on each machine is required before the first job assigned to the machine is processed, and when a machine switches from processing a job of one 0740-817X C 2008 "IIE" Approximation algorithm for an open shop with family setup times 479 family to a job of another family. This problem is denoted by O2| family setup|C max .
Another classical machine environment, known as the flow shop, is highly relevant to the model that is our primary concern. We refer to Gupta and Stafford (2006) and other papers published in the same special issue for the state of the art of flow shop research. In the two-machine case, for the flow shop, each job is first processed on machine A and then on machine B. We denote the two-machine flow shop problems to minimize the makespan with no setups, with job setup times and with family setup times by F2| |C max , F2|job setup|C max and F2| family setup|C max , respectively.
Generally speaking, in the problems with family setup times the given families of jobs can be split into smaller groups, called batches. The first job of each batch needs a setup. Notice that batching models with family setup times require the use of the so-called job availability, i.e., as soon as an operation of a certain job is completed on one of the machines the job becomes available for further processing.
Problems O2| |C max and O2|job setup|C max are solvable in O(n) time due to Gonzalez and Sahni (1976) and Strusevich (1993) , respectively. Their flow shop counterparts, problems F2| |C max and F2|job setup|C max are solvable in O(n log n) time due to Johnson (1954) and Yoshida and Hitomi (1979) , respectively. Both batching problems F2|family setup|C max and O2|family setup|C max are NPhard as proved by Kleinau (1993) , and therefore design and analysis of approximation algorithms for the problems with family setup times is an attractive research goal.
For a scheduling problem to minimize the makespan, a heuristic algorithm is called a ρ-approximation algorithm, if for any instance of the problem it creates a schedule with the makespan that is at most ρ times the optimum value.
A popular method of finding heuristic solutions for problems with families of jobs is known as group technology. Under this approach each family is kept as a single batch. For problem F2| family setup |C max , Chen et al. (1998) give a (3/2)-approximation group technology algorithm, and show that this algorithm is the best possible, i.e., no group technology algorithm can guarantee a worst-case performance ratio smaller than 3/2. For problem O2| family setup |C max , the best possible (5/4)approximation group technology algorithms were independently presented by Liu and Yu (2000) and Strusevich (2000) . These results mean that to obtain an algorithm with an improved worst-case performance ratio, the group technology approach should be abandoned. Indeed, by allowing each family to be split into at most two batches, Chen et al. (1998) design a (4/3)-approximation algorithm for the problem F2| family setup |C max . This paper delivers two main contributions: (i) a class of schedules which contains an optimal schedule for problem O2| family setup |C max is identified; and (ii) a (6/5)approximation algorithm that finds a schedule from that class is designed and analyzed.
The results of this paper are related and influenced by several known results and algorithms. It is our intention to make the paper as self-contained as possible, this is why part of it gives an overview of those results that are needed for our purposes, and this fact determines the structure of remainder of the paper. Section 2 reports preliminary results, mainly based on Strusevich (2000) . In particular, problem O2| family setup |C max is reduced to problem O2|job setup|C max by creating composite jobs, the latter problem can be solved by the algorithm in Strusevich (1993) , and the found schedule may generate a schedule that is optimal for the original problem O2| family setup |C max . However, in the presence of a so-called long family that is not possible, this is why the main issue in solving the original problem becomes that of scheduling a long family. In Section 3 we demonstrate that in an optimal schedule the long family should not be split into more than two batches. Here, the main tool is the algorithm proposed by Gribkovskaia et al. (2006) , originally developed for an open shop problem with another kind of batching. In Section 4 we remind how to schedule the jobs of the long family using the algorithm proposed by Gonzalez and Sahni (1976) for the classical open shop problem O2 || C max . The described sequences of jobs are used in creating schedules for the original problem O2| family setup |C max . Section 5 demonstrates that if the setup time for the long family is fairly large, then a group technology algorithm similar to that in Strusevich (2000) guarantees a performance ratio of 6/5. Sections 6 and 7 demonstrate how to split the long family into at most two batches on one machine and how to schedule these batches to achieve a ratio of 6/5. The complete (6/5)-approximation algorithm and the issues of its tightness are presented in Section 8. In Section 9 we present and discuss the results of a computational experiment with our algorithm. Concluding remarks can be found in Section 10.
Long family: Preliminaries
In this section, we give a formal description of problem O2| family setup |C max and briefly review the material presented in Strusevich (2000) , since a part of our algorithm is based on the same ideas.
In problem O2| family setup |C max , the jobs of set N = {1, 2, . . . , n} must be processed on machines A and B. The processing times of each job j ∈ N on machines A and B are a j and b j , respectively. A job can be assigned to either the processing route (A, B) or (B, A); different jobs can be given different routes. Set N is known to be partitioned into ν families N 1 , . . . , N ν . The family setup times of family N τ for 1 ≤ τ ≤ ν on machines A and B are equal to s τ A and s τ B time units, respectively. The jobs of each family can be split into smaller groups, called batches. Every time a machine starts processing its first batch or switches from processing a batch of jobs of one family to a batch of jobs of another family, the corresponding family setup is run.
While one of the machines is performing a setup, the other machine can perform any activity. It is forbidden that the processing stages of the same job overlap. Given a schedule S, its makespan is denoted by C max (S). An optimal schedule with the smallest possible makespan is denoted by S * .
For a non-empty subset Q ⊆ N, denote:
and define a(∅) = b(∅) = 0. Define the total workload of each machine:
For any schedule S for problem O2| family setup |C max , the following lower bound
holds, see Strusevich (2000) for details. For problem O2| family setup |C max , we start with finding the schedule S 0 by reducing our problem to the problem with job setup times. Further work is required if the instance of the original problem contains a so-call long family.
Following Strusevich (2000) , replace a given instance of the original problem O2| family setup |C max with ν families by the instance of problem O2| job setup |C max with ν composite jobs J 1 , J 2 , . . . , J ν . An artificial job J τ replaces family N τ , 1 ≤ τ ≤ ν, and the processing times of J τ on machines A and B are given by α τ = a(N τ ), β τ = b(N τ ), respectively, while the job setup times are given by s τ,A = s τ A , s τ,B = s τ B . Applying the algorithm given in Strusevich (1993) to the jobs J 1 , J 2 , . . . , J ν , we find an optimal schedule for problem O2|job setup |C max and then replace each composite job J τ by an arbitrary sequence of the original jobs of family N τ . As a result, we obtain a schedule S 0 for the original problem O2| family setup |C max such that:
Notice that finding schedule S 0 requires O(n) time. We only need to consider the case that:
since otherwise schedule S 0 is optimal due to Equation (1).
Without loss of generality, assume that the families and the machines are numbered and named in such a way that:
We will refer to family N 1 as the long family. In schedule S 0 all jobs of set N 1 follow the processing route (A, B), so that only the setup time s 1 A contributes to the makespan. We only have to consider the case where the long family contains more than one job; otherwise S 0 is optimal.
In the remainder of this paper the families different from the long family can be considered as a single block. Define N 0 = N 2 ∪ N 3 ∪ · · · ∪ N ν . Let π (N 0 ) denote a permutation of jobs obtained by sorting the jobs in each family N τ , 2 ≤ τ ≤ ν, arbitrarily, followed by sorting the families in an arbitrary order.
Note that Equation (2) implies that:
and
Long family: No need to split twice
In this section we demonstrate that for problem O2| family setup |C max there is no advantage in splitting the long family N 1 into more than two batches on a machine. Notice that for the flow shop counterpart of our problem, the issue of the largest number of splits is not resolved, and the best available (4/3)-approximation algorithm in Chen et al. (1998) allows at most one split of each family. We explore the relationships between the original problem O2| family setup |C max with family setup times and job availability and the problem known as O2|sum − batch|C max studied in Glass et al. (2001) . In the latter problem, the jobs can be grouped into batches on each machine in an arbitrary way. Before a batch is processed, a setup time s A or s B is required on the relevant machine, A or B; the setups are anticipatory and only machine dependent. The processing of a batch can be started on a machine only when all operations of jobs in this batch are available. The length or total processing time of a batch is the sum of the processing times of the operations in this batch. The completion time of each job in a batch on a particular machine is defined by the completion time of the last job in the batch; this is called batch availability as opposed to job availability in the original problem O2| family setup |C max .
For problem O2|sum − batch|C max there always exists an optimal schedule in which the batches are consistent, i.e., the same batches are to be scheduled on each machine. Moreover, the number of batches in an optimal schedule is either one, two or three; see Glass et al. (2001) . Although in general problem O2|sum − batch|C max is NP-hard, it has recently been shown by Gribkovskaia et al. (2006) that if for that problem there exists an optimal schedule with three consistent batches, then this schedule can be found in linear time. We use this result to study optimal schedules for the problem O2| family setup |C max .
Take an instance of problem O2| family setup |C max with a long family N 1 and the remaining jobs united into block N 0 . Without loss of generality, assume that |N 1 | = h and the jobs are numbered in such a way that N 1 = {1, 2, . . . , h}.
Replace the block of jobs N 0 by an artificial job h + 1, such that:
Consider an auxiliary problem O2|sum − batch|C max with the set of jobs {1, 2, . . . , h, h + 1}, and the machine setup times s A = s 1 A and s B = s 1 B . Recall that s A ≤ s B due to Equation (4).
Suppose that for the original problem O2| family setup |C max there exists an optimal schedule in which the long family is split twice, i.e., three batches of set N 1 are generated. We show that this schedule could be found in O(h) time by finding a three-batch optimal schedule for the auxiliary problem O2|sum − batch|C max .
To see this, for the auxiliary problem O2|sum − batch|C max define:
It is clear that T is a lower bound on the makespan of a three-batch schedule feasible for the auxiliary problem O2|sum − batch|C max . If required, introduce a dummy job on one of the machines to make the load on each machine equal to T.
Recall that for the two-machine open shop problem O2 || C max the algorithm in De Werra (1989) finds an optimal schedule with the makespan equal to the maximum machine load by splitting the jobs into three subsets and scheduling these subsets in such a way that the jobs of each subset do not overlap. In Gribkovskaia et al. (2006) , this approach has been extended to the problem O2|sum − batch|C max . When applied to the auxiliary problem O2|sum − batch|C max introduced above, the algorithm in Gribkovskaia et al. (2006) splits the set of jobs {1, 2, . . . , h, h + 1} into three batches H 1 , H 2 and H 3 such that the conditions:
hold. Finding these batches takes linear time. The three batches H 1 , H 2 and H 3 that satisfy the conditions above define a schedule S sum that is optimal for the auxiliary problem O2|sum − batch|C max . In schedule S sum the makespan is equal to T, machine A processes the batches in the sequence (H 1 , H 2 , H 3 ) and machine B processes them in the sequence (H 2 , H 3 , H 1 ); see Fig. 1 .
Notice that in schedule S sum the batches do not overlap, i.e., batch H 1 starts on B after it is completed on A, while each batch H 2 and H 3 starts on A after the corresponding batch is completed on B. In particular, this guarantees that the composite job h + 1 is not processed on both machines at the same time. The order of jobs in each batch is immaterial, this is why we may place job h + 1 in an appropriate way. If job h + 1 belongs either to batch H 1 or to batch H 3 , then assume it is sequenced last in its batch. If h + 1 belongs to batch H 2 , then assume it is sequenced first in its batch.
Transform schedule S sum into schedule S for the original problem O2| family setup |C max by removing the dummy job and by replacing the composite job h + 1 on each machine by block N 0 , where the families in N 0 and the jobs within each family are ordered arbitrarily, and each family is preceded by the corresponding setup. If in schedule S sum job h + 1 belongs to either batch H 1 or to batch H 3 , then schedule S obtained as a result of this replacement is feasible for problem O2| family setup |C max . In the former case, the block N 0 is placed on A in between the jobs of the long family included in batch H 1 and the setup for batch H 2 and on B after all jobs of the long family. Similarly, in the latter case, the block N 0 is placed on B in between the jobs of the long family included in batch H 3 and the setup for batch H 1 and on A after all jobs of the long family.
The case where job h + 1 belongs to batch H 2 has to be considered separately. On each machine swap job h + 1 and the setup for family H 2 , and then replace h + 1 by the block of jobs N 0 . The resulting schedule S is feasible for the original problem O2| family setup |C max . Indeed, all jobs of the long family are scheduled exactly in the same time intervals as in schedule S sum . There is no overlapping in the processing of job h + 1 in schedule S sum . After the swap the start time of h + 1 on A is reduced by s A and on B by s B . Since s A ≤ s B , this implies that the whole block N 0 starts on A after it is completed on B.
Thus, schedule S is feasible for the original problem O2| family setup |C max . Moreover, if it is known that problem O2| family setup |C max admits an optimal schedule in which the long family is split twice, then this schedule is op-
The running time for finding S is O(n), since we need to include the preliminary phase for finding the long family and for computing the processing times for job h + 1.
However, this schedule can be immediately transformed into a schedule with only one split of the long family without increasing the makespan. Indeed, merge the jobs of the long family included into batches H 2 and H 3 by removing the corresponding setup on each machine. This will affect the start times of the jobs included into batch H 3 : on A each of them will decrease by s 1 A , and on B, each of them will decrease by s 1 B . Due to Equation (4), this will not produce any clashes for the jobs of H 3 . The resulting schedule is feasible, the long family is split exactly once on each machine, the makespan remains equal to T, or can be made shorter if we reduce the start times of jobs of batch H 1 on machine B.
Thus, for finding a schedule that is optimal or close to optimal for problem O2| family setup |C max , we do not need to consider a class of schedules in which a long family is split twice.
Long family: Sequencing the jobs
As shown by Liu and Yu (2000) and Strusevich (2000) , if we look for a solution to problem O2| family setup |C max in the class of the group technology algorithms that allow no family splitting, then the best possible performance ratio is 5/4. Section 3 demonstrates that the search for a schedule that is reasonably close to the optimum should be limited to the class of schedules with at most one split of the long family on each machine. The remainder of this paper is devoted to designing a (6/5)-approximation algorithm that finds a schedule in that class.
In what follows we assume that: (i) the long family contains more than one job (otherwise S 0 is optimal); and (ii) the inequality:
holds (otherwise a ratio of 6/5 is achieved for schedule S 0 ). In schedule S 0 each family is kept as a single batch and there is no overlap between these batches. It follows from Equation (2), that in order to reduce the makespan we must be able to handle the jobs of the long family in such a way that the batches of the jobs of this family are processed simultaneously. Recall that no overlap is allowed for individual jobs.
In this paper, we need a fairly accurate description of the created schedules; this is why we adopt a representation of a schedule in terms of a pair of strings. A similar representation was introduced in Masuda et al. (1985) for the two-machine mixed shop scheduling problem, and it has been used in numerous papers, in particular in Strusevich (2000) .
String representation
For problem O2| family setup |C max , schedule S is specified by a pair of strings of the form (L:W 1 , W 2 , . . . , W h L ), where h L ≥ 1. Here L ∈ {A, B} is the name of a machine, and an item W q 1 ≤ q ≤ h L of the string is of the form [R q (L), θ q (N q )], which indicates that machine L, beginning at time R q (L), processes the jobs of set N q according to the permutation θ q (N q ) and does not become idle until it has performed all these jobs. The setup times are incurred whenever the machine switches from a job in one family to a job in another family. If the first job in the sequence θ q (N q ) is the first job in a batch, then R q (L) corresponds to the starting time of the family setup; otherwise R q (L) indicates the time that the processing of the first job in θ q (N q ) starts.
Let π (Q) denote an arbitrary permutation of the jobs of a non-empty set Q ⊆ N, while π(∅) stands for a dummy permutation.
A possible way of scheduling the jobs of the long family is based on the Gonzalez-Sahni algorithm for problem O2 || C max or its extension for problem O2| job setup |C max ; see Gonzalez and Sahni (1976) and Strusevich (1993) . We briefly describe it below, more details can be found in Strusevich (2000) .
For problem O2| family setup |C max , temporarily disregard all families other than the long family N 1 . Split family N 1 into two subsets one of which may be empty:
. This notation means that, e.g., permutation ϕ(N 1 ) starts with job l, which is followed by an arbitrary sequence of jobs in set N 1 A \{l}, which is in turn followed by an arbitrary sequence of jobs in set N 1 B \{r }, and finally job r is sequenced last.
Define a flow shop schedule S ϕ for processing the jobs of family N 1 that is specified by the pair of strings:
In this schedule, each job is completed on machine A before it starts on machine B. If a schedule contains a job that starts on one of the machines exactly when it is completed on the other machine, the job is called critical. It is known that if schedule S ϕ has a critical job, then either job l is critical and the inequalities:
hold, or job r is critical and Equation (6) does not hold. Figure 2 shows possible shapes of schedule S ϕ . In this and subsequent figures, a double-framed box represents a setup. Similarly, define a flow shop schedule S ψ that is specified by the pair of strings
In this schedule, all jobs are first processed on machine B and then on machine A. Due to Equation (4) always contains a critical job. Moreover, if Equation (6) holds then job l is critical; otherwise job r is critical.
We use schedules S ϕ and S ψ and their properties in the subsequent section.
Long family: Large setup
In this section we assume that:
where LB denotes a lower bound on the optimal makespan given by Equation (1). Due to Equation (4), this implies that:
We present a linear-time algorithm that finds a schedule S H for problem O2| family setup |C max , such that:
provided that Equation (7) holds. Since our goal is to achieve a (6/5)-approximation algorithm, in all schedules constructed in this section no family is split into batches.
In all schedules created by the algorithm, the families different from the long family are processed as a single block N 0 = N 2 ∪ N 3 ∪ · · · ∪ N ν . Let π (N 0 ) denote a permutation of jobs obtained by sorting the jobs in each family N τ , 2 ≤ τ ≤ ν, arbitrarily, followed by sorting the families in an arbitrary order.
In some of the schedules created by the algorithm, the jobs of the long family are sequenced as in schedules S ϕ or S ψ , described in the previous section. For a job j ∈ N 1 , we write ϕ(N 1 \{j}) to denote the permutation obtained from ϕ(N 1 ) by deleting job j. The notation ψ(N 1 \{j}) is used analogously.
Assume that schedule S 0 is found and N 1 is a long family. Algorithm LFLS (Long Family, Large Setup) below is only run if Equation (2 ) holds and family N 1 contains more than one job.
If inequality (6) does not hold, then in schedule S ϕ job r is critical. In Step 1, the algorithm first adds block N 0 to schedule S ϕ to be scheduled last on machine A and first on machine B; three more schedules are created in that step, and the best of them is shown to have the makespan that is at most (6/5) times the optimum.
Step 2 performs similar actions to handle the situation that Equation (6) holds, i.e., in schedule S ϕ job l is critical.
Algorithm LFLS
Step 1. If inequality (6) does not hold, then find the schedules that are specified by the pairs of strings I-IV given below. Go to Step 3.
Step 2. If inequality (6) holds, find the schedules that are specified by the pairs of strings V-VIII given below. Go to Step 3.
Step 3. Accept that of the found schedules which has the smallest makespan as a heuristic schedule S H . Stop.
It is easily verified that Algorithm LFLS requires O(n) time. In the theorems below, we analyze the worst-case performance of Algorithm LFLS. Recall that the algorithm is run provided that relations (3), (4), (7) and (8) hold.
Algorithm LFLS is quite similar to the (5/4)approximation algorithm described in Strusevich (2000) , which is hardly surprising, given that both algorithms implement the group technology approach, and the algorithm from Strusevich (2000) is the best possible group technology algorithm for our problem. However, Algorithm LFLS creates fewer schedules and the details of its analysis differ from that presented in Strusevich (2000) , since: (i) here we aim at proving a better bound; and (ii) unlike in Strusevich (2000) , here a lower bound on the setup time of the long family is available. Theorem 1. Let S H be the best schedule found in Step 1 of Algorithm LFLS. Then the bound (9) holds.
Proof. For each created schedule we prove that it is feasible, i.e., no job is processed on both machines at the same time. For schedules that keep the jobs of the long family according to permutation ϕ (or ψ) it is enough to show that the gap between the completion of a job on one machine and its start on the other machine is at least as large as in schedule S ϕ (or schedule S ψ , respectively). If an arbitrary permutation π is used, then we demonstrate that the processing of the whole subset of relevant jobs is not overlapped.
Since in Step 1 of Algorithm LFLS inequality (6) does not hold, it follows from the previous section that job r is critical in schedule S ϕ , provided that there is a critical job in S ϕ .
Let S 1 be the schedule specified by the pair of strings I. Due to Equation (3), the jobs of set N 0 do not overlap. Besides, each job of family N 1 starts on machine B no earlier than in schedule S ϕ .
If either machine A terminates schedule S 1 or there is no idle time on machine B, then C max (S 1 ) = max{T A , T B } and S 1 is optimal due to Equation (1). Therefore, assume that machine B terminates this schedule and there is idle time on B: see Fig. 3 . This implies that job r starts on B exactly when that job is completed on A, so that:
(10) Note that if b r ≤ C max (S * )/5 then C max (S 1 ) ≤ 6C max (S * )/5. Thus, in what follows, it is assumed that:
which in turn implies that:
since r ∈ N 1 B . Let S 2 be the schedule specified by the pair of strings II. Observe that the jobs of set N 0 ∪ N 1 \{r } do not overlap, while job r starts on machine B after it is finished on A.
Assume that machine A terminates schedule S 2 , and there is idle time on A, since otherwise S 2 is optimal; see Fig. 4 . Thus, we obtain:
A − a r , so that, if s 1 A + a r + b r ≥ 4C max (S * )/5, then C max (S 6 ) ≤ 6C max (S * )/5 due to Equation (1). Therefore, in what follows, it is assumed that:
Moreover, we only need to consider the case when:
since otherwise C max (S 1 ) ≤ 6C max (S * )/5 due to Equations (10) and (13). Consider now schedule S 3 specified by the pair of strings III. In this schedule each job of set N 1 \{r } starts on B no earlier than it does in schedule S ϕ . There is no overlap for the jobs of set N 0 , while job r starts on A no earlier than it is completed on B.
We are only interested in the case where machine A terminates schedule S 3 and job r starts on A at time T B − b(N 1 \{r }); otherwise S 3 is an optimal schedule. Thus, there is idle time x(S 3 ) on machine A before processing job r , and we may assume that:
otherwise, the theorem holds for S H = S 3 : see Fig. 5 . It follows that:
which due to Equations (7), (14) and (15) 
Consider now schedule S 4 that is specified by the pair of strings IV. We only have to look at the case where machine B terminates schedule S 4 and there is idle time on B: see Fig. 6 . We obtain C max (S 4 ) = s 1 A + max{a(N 1 ), a r + b r } + b(N 1 \{r }), and by Equations (1) and (16) we derive C max (S 4 ) ≤ 6C max (S * )/5. Thus, we have proved that if schedule S H is the best of all schedules found in Step 1 then the desired bound (9) holds.
We now analyze the schedules found in Step 2 of Algorithm LFLS.
Theorem 2. Let S H be the best schedule found in
Step 2 of Algorithm LFLS. Then the bound (9) holds.
Proof. Since in
Step 2 of Algorithm LFLS inequality (6) holds, it follows from the previous section that job l is critical in schedule S ψ and in schedule S ϕ , provided that the latter schedule has a critical job.
Let S 5 be the schedule specified by the pair of strings V. First of all, observe that the jobs of set N 0 do not overlap due to Equation (3 ), while each job of family N 1 starts on machine B no earlier than in schedule S ϕ .
If either machine A terminates schedule S 5 or there is no idle time on machine B, then C max (S 5 ) = max{T A , T B } and S 5 is optimal. Therefore, assume that machine B terminates this schedule and that there is idle time on B. This implies that the jobs of the long family N 1 are processed in schedule S 5 exactly as in schedule S ϕ , and job l ∈ N 1 A is critical. Thus, the setup of family N 1 on machine B starts at time s 1 A + a l − s 1 B , so that:
Note that the total idle time on B equals x(
. If x(S 5 ) ≤ C max (S * )/5, then C max (S 5 ) = T B + x(S 5 ) ≤ 6C max (S * )/5. Thus, in what follows, it is assumed that x(S 5 ) > C max (S * )/5, and we derive from Equation (4) that:
since l ∈ N 1 A . Let S 6 be the schedule specified by the pair of strings VI. Observe that the jobs of set N 0 ∪ N 1 \{l} do not overlap, while job l starts on machine B after it is finished on A.
If machine B terminates the schedule then C max (S 6 ) = max{s 1 A + a l + b l , T B } and this schedule is optimal due to Equation (1). Thus, assume that machine A terminates schedule S 6 and there is idle time on A, since otherwise S 6 is optimal. We obtain:
Thus, if s 1
A + a l + b l ≥ 4C max (S * )/5, then C max (S 6 ) ≤ 6C max (S * )/5. Therefore, in what follows, it is assumed that
since otherwise C max (S 5 ) ≤ 6C max (S * )/5 due to Equations (17) and (20). Consider schedule S 7 that is specified by the pair of strings VII. Observe that the jobs of set N 0 do not overlap due to Equation (3). Job l starts on B no earlier than time T A − a(N 1 \ {l}) when job l completes on A. Each job of set N 1 \ {l} starts on A no earlier than it does in schedule S ψ .
If either machine A terminates this schedule or there is no idle time on machine B, then C max (S 7 ) = max{T A , T B } and S 7 is optimal. Therefore, assume that machine B terminates this schedule and there is idle time on B.
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For schedule S 7 , denote the total idle time on B by x(S 7 ). If x(S 7 ) ≤ C max (S * )/5, then C max (S 7 ) = T B + x(S 7 ) ≤ 6C max (S * )/5. Thus, in what follows, it is assumed that x(S 7 ) > C max (S * )/5. Then, due to Equations (21) and (8) we have: a(N 1 \{l}) , it follows that:
By moving job l to the first position in family N 1 on machine B, transform schedule S 7 into a new schedule S 8 that is specified by the pair of strings VIII. Observe that in this schedule there is no job overlap.
If either machine B terminates this schedule or there is no idle time on A, then C max (S 8 ) = max{T A , T B } and S 8 is optimal. Suppose that machine A terminates this schedule and there is idle time on A. If the block of jobs N 1 \{l} starts on A at time s 1 (1) and (22). Alternatively, the block of jobs N 1 \{l} starts on A at time s 1
. Notice that there is no guarantee that s 1 B + b l + a l is a lower bound on the optimal makespan, see Equations (1) and (4). However, the inequality s 1 B + b l + a l > s 1 B + b(N 1 ) and Equation (21) imply that a l > b(N 1 \{l}) > 2C max (S * )/5. This together with b l ≥ a l and Equation (8) yields.
which is impossible. Thus, we have proved that if S H is the best of the schedules defined by the pairs of strings V-VIII, then the required bound (9) holds.
Long family with small setup: Splitting algorithm
In this and the following sections we consider the case where:
i.e., we assume that the setup time for the long family N 1 is fairly small. We now develop an algorithm that handles the case of a small setup time for the long family. In the created schedules it will be allowed to split the long family into two batches either on machine A or on both machines.
Suppose that the jobs of the long family are partitioned into two batches, X and Y , on machine A. For our purposes it appears sufficient to generate schedules in which the jobs of each of these two batches do not overlap. Thus, in the required partition, the total processing time of the jobs in each of these batches plus the setup time should not be larger than (6/5) times the optimum makespan. Also, the processing time of the block N 0 should be taken into account.
In this section, we identify special properties that should hold for the batches X and Y of the jobs of the long family. We describe an algorithm that generates two batches, X and Y , of the jobs of the long family that have the required properties. In the following section, we describe how to construct a heuristic schedule that organizes the jobs of the long family into these two batches.
For each job j ∈ N 1 define its total processing time:
The algorithm for splitting the jobs of the long family is given below. The required sets X and Y that partition the long family are found by verifying appropriate partial sums of the processing and setup times. The case that the long family contains two jobs, each with the total processing time that exceeds 2/5 of a lower bound on the optimum makespan, is treated separately.
Algorithm SplitXY
Step 1. If required, renumber the jobs so that N 1 = {1, 2, . . . , h}, where h = |N 1 |, and either:
Define a permutation σ = (σ (1), . . . , σ (h)) of jobs of set N 1 such that σ (1) = 1 and σ (h) = 2, while for h ≥ 3 additionally fix job 3 in the (h − 1)th position as shown below:
while the other positions are filled arbitrarily.
then go to Step 3, otherwise go to Step 4.
Step 3. Scanning the jobs in accordance with permutation σ , find the position u such that:
then define X = {σ (1), . . . , σ (u − 1)}, Y = {σ (u), . . . , σ (h)} and stop; otherwise, go to Step 4.
Step 4. Define X = {1, 2}, Y = N 1 \X and stop. Lemma 1. Algorithm SplitXY splits family N 1 into two batches X and Y such that:
holds. Additionally, either:
holds, or X = {1, 2} and the inequalities:
are valid together.
Proof. It is clear that if the algorithm terminates in Step 3 then both inequalities (28) and (29) hold, since they correspond to Equations (27) and (26), respectively. In the rest of the proof we assume that the algorithm terminates in
Step 4. Suppose that the algorithm enters Step 3 and then enters Step 4 because the condition (27) does not hold, that is
Let us consider possible values of h and u for which this may occur.
Since the algorithm enters Step 3, it follows that in Equation (26) the required position u exists due to Equation (5) and u > 1 due to Equation (1).
Recall that:
We may rule out cases where either h = 2 or h ≥ 3 and u = h, since Equation (27) becomes equivalent to Equation (25) .
Assume now that h ≥ 3 and 1 < u ≤ h − 2. Due to Equation (32), we derive from Equation (33) that:
which together with Equation (26) implies that:
which in turn yields:
However, in this case:
and we use Equation (33) to derive s 1 A + u j=1 p σ (j) ≤ 6LB/5, a contradiction to Equation (26).
Thus, if the algorithm enters Step 3 and then enters Step 4, we conclude that h ≥ 3, u = h − 1 and Equation (34) holds, so that p σ (u) = p σ (h−1) = p 3 > 2LB/5. Since p 2 ≥ p 3 , it follows that p 2 > 2LB/5.
On the other hand, if we arrive at Step 4 because condition (25) does not hold, then Equation (34) holds for u = h, so that p σ (h) = p 2 > 2LB/5 due to Equation (5).
Thus, in any case p 2 > 2LB/5. Therefore, for set X = {1, 2} found in Step 4 of the algorithm inequality (30) follows from p 1 ≥ p 2 and Equation (28) holds due to Equation (33). To complete the proof of the lemma, observe that exactly one of the inequalities (29) or (31) must be true for X = {1, 2}.
Algorithm SplitXY requires O(n) time and outputs a partition X ∪ Y of the long family N 1 . In what follows, we call this partition Split 1 if both conditions (28) and (29) hold; otherwise we call it Split 2.
Long family with small setup: Scheduling algorithm
In this section we show how to use the partition found by Algorithm SplitXY in order to create a heuristic schedule with the makespan that is at most 6/5 times the optimum.
The actions taken by Algorithm LFSS (Long Family, Small Setup) presented below depend on the outcome of Algorithm SplitXY. If the latter algorithm outputs Split 1, Algorithm LFSS in Step 2 creates two schedules, in one of them the long family is split into batches X and Y on machine A. The case that Split 2 is obtained as a result of running Algorithm SplitXY, is handled in Step 3 of Algorithm LFSS. In all created schedules the two fairly long jobs that form batch X are processed on machine A separately from the remaining jobs of the long family, organized in batch Y . Additionally, in the last of the schedules found in Step 3 the jobs of the long family are processed in two batches on machine B.
Algorithm LFSS
Step 1. If Algorithm SplitXY outputs Split 1 go to Step 2, otherwise go to Step 3.
then create schedule S H specified by the pair of strings
otherwise, create schedule S H specified by the pair of strings X. (A: [0, (π (X), π(Y ), π(N 0 ))]) (B: [0, (π(N 0 ), π(X))]; [max{s 1 A + a(N 1 ),
Step 3. Let µ(X) = (µ(1), µ(2)) be a permutation of jobs 1 and 2. Find a flow shop schedule S (µ) for processing jobs 1 and 2 in accordance with sequence µ, provided that both jobs are assigned the processing route (A, B) , machine A requires the setup time s 1 A , and no setup on machine B. Arrange the jobs in S (µ) in such a way that job µ(1) starts on machine B as late as possible without increasing its makespan C max (S (µ) ), i.e., at time γ µ = C max (S (µ) ) − (s 1 B + b 1 + b 2 ), and machine B is permanently busy in the time interval γ µ , C max (S (µ) ) . Output schedule S H as the best of the schedules specified by the pairs of strings
µ(X)]) for µ = (1, 2) and µ = (2, 1);
, π(N 0 ))] (B: [0, (2, π(N 0 ), π(Y ))]; [max{s 1 A + a 1 ,
Theorem 3. Let S H be the schedule found by Algorithm LFSS. Then the bound (9) holds. Proof. Suppose that Algorithm SplitXY generates Split 1, so that inequalities (28) and (29) hold simultaneously. If inequality (35) in Step 2 of Algorithm LFSS holds, then the algorithm outputs schedule S H that is defined by the pair of strings IX. Notice that in schedule S H sets X and Y are processed on machine A as separate batches, so that the setup time s 1 A is run twice. In this schedule the jobs of set N 0 do not overlap due to inequality (35). If machine B terminates the schedule then C max (S H ) = max{T B , s 1 A + a(X) + b(X)} ≤ 6C max (S * )/5 due to inequality (29). If machine A terminates schedule S H then:
which does not exceed 6C max (S * )/5 due to inequalities (23) and (28); see Fig. 7 . If inequality (35) does not hold, then the algorithm outputs a schedule S H that is defined by the pair of strings X. There is no overlap for jobs of set N 0 due to Equation (3). Since inequality (35) does not hold, in this schedule there is no overlap for the block of jobs X. If machine A terminates this schedule, it is optimal. Otherwise, notice that the block of jobs Y starts on A no later than time
which does not exceed 6LB/5 because of inequality (28); see Fig. 8 . Suppose now that Algorithm SplitXY outputs Split 2. Recall that in this case set X contains exactly two jobs, Fig. 8 . Schedule S H defined by the pair of strings X. 1 and 2. Consider the schedule S H specified by the pair of strings XI and assume that machine A terminates that schedule. If there is no idle time on machine A then C max (S H ) = T A + s 1 A ≤ 6LB/5. If there is idle time on A before the block of jobs Y then C max (S H ) = T B − b(X) + a(Y )C max (S H ) ≤ 6LB/5 due to inequality (28). The case that there is idle time on A before the block of jobs N 0 is impossible, since we would have
for at least one of the two permutations µ, then schedule S H is optimal, provided that it is terminated by machine B. Thus, we only need to consider the case where machine B terminates the schedule, and C max (S H ) = C max (S (µ) ) for each permutation µ, so that there is idle time on B before the job µ(1). Moreover, we assume that C max (S (µ) ) > 6C max (S * )/5 for each µ; otherwise the theorem holds; see 
Since p 1 ≥ p 2 , we also have: 
Assume that min{b 1 , b 2 } ≤ C max (S * )/5. Without loss of generality, let b 2 ≤ C max (S * )/5 and take schedule S (µ) for µ = (1, 2); otherwise, use µ = (2, 1). If C max (S (µ) ) = s 1 A + a 1 + a 2 + b 2 then C max (S (µ) ) ≤ T A + b 2 ≤ 6C max (S * )/5. Otherwise, if C max (S (µ) ) = s 1 A + a 1 + b 1 + b 2 then due to inequality (36) we have that C max (S (µ) ) ≤ (4LB/5) + b 2 ≤ C max (S * ), a contradiction.
Assume that min{a 1 , a 2 } ≤ 2C max (S * )/5. Without loss of generality, let a 1 ≤ 2C max (S * )/5 and take schedule S (µ) for µ = (1, 2); otherwise, use µ = (2, 1). If C max (S (µ) ) = s 1 A + a 1 + a 2 + b 2 then due to inequality (37) we have that C max (S (µ) ) ≤ C max (S (1,2) ) ≤ (4LB/5) + a 1 ≤ 6C max (S * )/5. Otherwise, if C max (S (µ) ) = s 1 A + a 1 + b 1 + b 2 , then in schedule S H specified by the pair of strings XI the makespan is equal to C max (S (µ) ), which is in turn equal to the total workload T B plus the idle time on machine B before the setup s 1 B . This idle time is given by s
and does not exceed LB/5 due to inequalities (23) and (38); a contradiction.
Thus, min{a 1 , a 2 } > 2C max (S * )/5. Since the inequalities (36) and (37) imply that each job 1 and 2 has an operation with the processing time at most 2LB/5, we conclude that the assumption C max (S (µ) ) > 6C max (S * )/5 yields the following conditions:
Another important conclusion is that in any optimal schedule for the original problem jobs 1 and 2 cannot have the same processing route, i.e., at least one of these jobs follows the route (B, A) . This gives a new lower bound on the optimal makespan:
It also follows from inequality (39) that:
Consider schedule S H specified by the pair of strings XII. Job 1 starts on B no earlier than the sequence (π(N 0 ), π(Y )) starts on A; therefore, due to inequality (40) and (43) there is no overlap for the jobs of N 0 ∪ Y . Also notice that in this schedule the jobs of the long family are split into two batches and an extra setup is run on machine A.
In schedule S H job 1 starts on B at time s 1 B + b 2 . Thus, if machine B determines the makespan, then schedule S H is optimal. If there is no idle time on machine A, then C max (S H ) = T A + s 1 A ≤ 6C max (S * )/5 due to inequality (23); otherwise, there is idle time on A before processing job 2, so that C max (S H ) = s 1 B + b 2 + a 2 , and this schedule is optimal due to Equation (42). See Fig. 10 .
Suppose now that s 1 A + a 1 > s 1 B + b 2 . Split our consideration into two cases. If s 1 B > C max (S * )/5 then again take schedule S H specified by the pair of strings XII. Machine A has no idle time, i.e., if machine A terminates the schedule then C max (S H ) = T A + s 1 A , and the theorem holds due to inequality (23). Job 1 starts on B at time s 1 A + a 1 . Machine Fig. 10 . Schedule S H defined by the pair of strings XII, provided that s 1
B is idle only before processing job 1, and the length of this idle time is s 1 A + a 1 − (s 1 B + b 2 ). Due to inequalities (36) and (40), we derive that s 1 A + a 1 ≤ 3C max (S * )/5, and the length of the idle period does not exceed LB/5 because of inequality (41). See Fig. 11 .
Finally, if s 1 A + a 1 > s 1 B + b 2 but s 1 B ≤ C max (S * )/5, take schedule S H that is specified by the pair of strings XIII; see Fig. 12 . In this schedule an extra setup is run on machine B. If machine B terminates the schedule then C max (S H ) = max{s 1 B + T B , s A 1 + a 1 + b 1 } ≤ 6C max (S * )/5. If there is idle time on machine A before processing the block of jobs Y , then job 1 starts on B at the same time as block Y starts on A, so that machine B terminates the schedule and has no idle time due to inequalities (40) and (43); see Fig. 12(c) . If machine A terminates the schedule then it is optimal; see Figs. 12(a) and 12(b).
This completes the proof of the theorem.
Main algorithm and tightness
The procedures described and analyzed in the previous sections can be summarized as a general algorithm.
Algorithm Main
Step 1. Find schedule S 0 . Identify the long family. If necessary, renumber the families so that the long family is family N 1 . If necessary, rename the machines so that Equation (4) holds. If either C max (S 0 ) < s 1 A + a(N 1 ) + b(N 1 ) or family N 1 contains exactly one job, then output S 0 and stop. Otherwise, go to
Step 2.
Step 2. In the presence of large setup, i.e., if Equation (7) holds, run Algorithm LFLS and stop; otherwise go to Step 3. Step 3. Run Algorithm SplitXY to find a partition of the jobs in the long family. Run Algorithm LFSS and Stop.
The algorithm requires O(n) time. Its worst-case performance is described in the following statement.
Theorem 4. For the problem O2| f amily setup |C max the Algorithm Main takes O(n) time to find a schedule S H such that:
and this bound is tight.
Proof. We only need to prove the tightness of the bound; its correctness follows from the previous consideration, see Theorems 1, 2 and 3. To see that 6/5 is a tight bound, consider the following instance of problem O2| f amily setup |C max . There are two families: N 1 = {1, 2}, N 2 = {3}. All family setup times are zero, while the processing times are as follows:
It is easy to see that there exists an optimal schedule with a makespan of ten in which, e.g., machine A processes the jobs in the sequence (1, 2) and machine B in the sequence (2, 3, 1), so that family N 1 is split on machine B. On the other hand, family N 1 is the long family, while family N 2 can be seen as the block N 0 . The setup of the long family is zero; thus, we run Algorithms SplitXY and LFSS. The condition (25) in Step 2 of Algorithm SplitXY holds, so that the algorithm outputs Split 1 with X = {1} and Y = {2}. Since in Step 2 of Algorithm LFSS the condition (35) holds, the algorithm outputs schedule S H specified by the pair strings IX with C max (S H ) = b 3 + b 2 + a 2 = 12.
Computational experiment
In this section we report the results of a computational experiment with our algorithm.
For problem O2| family setup |C max no real-life data are available in the literature, and we therefore conducted the experiment on randomly generated data.
In the preliminary stages of the design of the experiment we observed that the performance of the algorithm depends not on the range of the processing times or the range of the setup times alone, but rather on the relative duration of these parameters. Thus, in our final experiments we considered the instances of problem O2| family setup |C max with 100 jobs, and in all instances the processing times of the jobs were drawn from a Uniform distribution over the interval [1, 100] . To generate the setup times, we followed recommendations in the recent studies by Al-Anzi and Allahverdi (2007) and Luo and Chu (2007) ; namely, the setup times were drawn from a Uniform distribution over the interval [1, 100k] for various values of k.
Recall that the crucial issue in solving problem O2| family setup |C max is that of handling a so-called long family.
Our preliminary experiments showed that the more families are contained in the original instance, the smaller is the total processing requirement of a family, and therefore, the smaller the chance of the presence of a long family. Thus, in our experiments we considered instances that for each range of the setup times contain from two to nine families.
The results of the described experiments are listed in Tables 1 and 2. Sixty four sets of input data were generated, 50 instances in each set. Each set is characterized by two parameters: the range of the setup times represented by a multiplier k and the number of families. In Table 1 , we report on the instances with smaller setup times, for which k ∈ {0.2, 0.6, 1.0, 1.4, 1.8}, i.e., k stays below two. Table 2 presents the results for sets of instances with larger setup times, for which k ∈ {2.5, 5.0, 10.0}. We distinguish between these two types of instances, since our algorithm follows different branches, depending a whether or not the setup time of the long family exceeds one fifth of the lower bound. In each table, the value of k and the number of families are presented in the first two columns. Column 3 shows how many instances of each set appear not to contain a long family, so that schedule S 0 is optimal. Columns 4 and 5 report the average performance ratio and the maximum ratio for each set. For each instance, the ratio is computed up to four decimal places by dividing the best delivered makespan by the lower bound (1). It can be seen that the average relative error of the algorithm does not exceed 5% in general and is less than 3% for the instances with at least three families. For a fixed range of the setup times, the average ratio exhibits a general trend of decreasing as the number of families grows. It is interesting to observe that for several generated sets the maximum ratio is very close to the theoretically proved bound of 1.2. On the one hand, this demonstrates the quality of our analysis, however, on the other hand, it shows that the problem under consideration possesses some major difficulties. Indeed, as a rule, an example that demonstrates the tightness of a worst-case bound is purpose built and often has a degenerate structure (a small number of jobs, either very large or very small time parameters, etc.); here, however, it was possible to obtain by random generation worst-case examples with 100 jobs. Also, observe that as the range of the setup times becomes more extended, both the average ratio and the maximum ratio become very close to unity; in fact, for k = 10 our algorithm delivers an optimal solution for all instances with at least three families and for 46 out of 50 generated instances with two families. For all considered ranges of the setup
