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Abstract
Using the skew-symmetry of the differential operators and multiplication oper-
ators in the canonical representations of finite-dimensional classical Lie algebras,
we obtain some noncanonical polynomial representations of the classical Lie alge-
bras. The representation spaces of all polynomials are decomposed into irreducible
submodules, which are infinite-dimensional. Bases for the irreducible submodules
are constructed. In particular, we obtain some new infinite-dimensional irreducible
modules of symplectic Lie algebras that are not of highest weight type.
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1 Introduction
In Lie algebras, the highest weight representation theory plays a fundamental role (e.g.,
cf. [4], [5]), where one of the most beautiful things is the Weyl character formula for finite-
dimensional irreducible modules of finite-dimensional simple Lie algebras. However, the
irreducible modules are only identified as the unique irreducible quotient module of the
corresponding Verma modules and their bases are not explicitly given. Moreover, no
information on infinite-dimensional irreducible highest weight modules is given. Gelfand
and Tsetlin [2, 3] constructed a basis for finite-dimensional irreducible modules of special
linear Lie algebras and orthogonal Lie algebras, and gave the representation formulas
of simple root vectors. Molev [6] generalized their works to symplectic Lie algebras.
A deficiency of these works is that the representation formulas of general elements in
the Lie algebras are too complicated to give. There are also other works on basis for
finite-dimensional irreducible modules of finite-dimensional simple Lie algebras, such as
monomial basis, with a certain deficiency.
Canonical polynomial irreducible representations (the known oscillator representations
in physics) (e.g., cf. [1]) of finite-dimensional simple Lie algebras are very important
from application point of view, where both the representation formulas and bases are
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clear. But they are special irreducible representations. So it is desirable to find more
polynomial irreducible representations in which both the representation formulas and
bases are explicitly given, especially infinite-dimensional ones.
In this paper, we use the skew-symmetry of the differential operators and multiplica-
tion operators in the canonical representations of classical Lie algebras, to obtain some
noncanonical polynomial representations of classical Lie algebras. The representation
spaces of all polynomials are decomposed into irreducible submodules, which are infinite-
dimensional. Bases for the irreducible submodules are constructed and Xu’s work [8] on
flag partial differential equations is used in some cases. In particular, we obtain some new
infinite-dimensional irreducible modules of symplectic Lie algebras that are not of highest
weight type. Below we give a more detailed technical introduction.
For convenience, we take the following notation of indices:
i, j = {i, i+ 1, ..., j}, (1.1)
where i ≤ j are integers. Let Ei,j be the square matrix whose (i, j)-entry is 1 and the
others are zero. The canonical polynomial representation of the general linear Lie algebra
gl(n,C) is given by
Ei,j = xi∂xj , i, j ∈ 1, n. (1.2)
Indeed the above representation shows that we can use (xi, ∂xj) as the coordinates (i, j)
of matrix. The canonical polynomial representation of sl(n,C), so(C, n) and sp(n,C) (n
is even) are given by the above formulas as restricted representations of Lie subalgebras
of gl(C, n). Denote A = C[x1, x2, ..., xn] and denote by Ai the space of all polynomials
of degree i in A. It is known that all Ai are irreducible sl(n,C)-submodules and are
irreducible sp(n,C)-submodules when n is even. Let Hi be harmonic polynomials of
degree i, that is,
Hi = {f ∈ Ai | (
n∑
i=1
∂2xi)(f) = 0}. (1.3)
View so(n,C) as the subalgebra of skew-symmetric matrices in gl(C, n). It is well known
that
Ai = Hi ⊕ (
n∑
r=1
x2r)Ai−2, (1.4)
where we treat A−1 = A−2 = {0}. An explicit basis for Hi is given in [8]. Moreover, Xu
[8] obtained similar result for the simple Lie algebra of type G2.
Denote by Z the ring of integers and by N the set of nonnegative integers. Xu [7]
observed that the positions of xi and ∂xi are skew symmetric as operators on A, that is,
[∂xi, xj ] = δi,j = [−xj , ∂xi ] (1.5)
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and gave the following noncanonical polynomial representation of gl(n,C):
Ei,j =


−xj∂xi − δi,j if 1 ≤ i, j ≤ m,
∂xi∂xj if 1 ≤ i ≤ m, m < j ≤ n,
−xixj if m < i ≤ n, 1 ≤ j ≤ m,
xi∂xj if m < i ≤ n, m < j ≤ n,
(1.6)
where m < n is a given positive integer. Define
A〈r〉 = Span {x
i1
1 x
i2
2 · · ·x
in
n | i1, ..., in ∈ N;
m∑
s=1
is −
n∑
t=m+1
it = r}, r ∈ Z. (1.7)
Then A =
⊕
r∈ZA〈r〉. It was proved in [7] that A〈r〉 forms an infinite-dimensional ir-
reducible highest weight sl(n,C)-module with xrm as a highest weight vector of weight
rλm−1 − (r + 1)λm if r ≥ 0, and with x
−r
m+1 as a highest weight vector of weight (r −
1)λm − rλm+1 when r < 0. Here and in the rest of this paper, λi always denotes the
ith fundamental weight. Our first goal of this paper is to decompose A as a direct sum
of irreducible submodules and construct a basis for each irreducible submodule for the
restricted noncanonical representation of so(n,C) and sp(n,C) (n is even) given by the
above formulas under an action of a permutation on 1, n. Xu’s work [8] on flag partial
differential equations is used in the case of so(n,C).
Let
B = C[x1, ..., xn, y1, ..., yn]. (1.8)
Define a representation of sl(n,C) on B via
Ei,j|B = xi∂xj − yj∂yi , i, j = 1, ..., n. (1.9)
Set
Bℓ1,ℓ2 = Span {x
α1
1 · · ·x
αn
n y
β1
1 · · · y
βn
n | αr, βs ∈ N;
n∑
r=1
αr = ℓ1,
n∑
s=1
βs = ℓ2} (1.10)
for ℓ1, ℓ2 ∈ N. Denote
Hℓ1,ℓ2 = {f ∈ Bℓ1,ℓ2 | (
n∑
i=1
∂xi∂yi)(f) = 0}. (1.11)
It was proved in [8] that Hℓ1,ℓ2 are irreducible sl(n,C)-submodules and
Bℓ1,ℓ2 = Hℓ1,ℓ2
⊕
(
n∑
i=1
xiyi)Bℓ1−1,ℓ2−1. (1.12)
Moreover, a basis for each Hℓ1,ℓ2 was given. Our second goal is to decompose B as a direct
sum of irreducible submodules under the noncanonical representation of sl(n,C) obtained
by swapping some −xr and ∂xr as (1.6). Again Xu’s work [8] is used to construct a basis
for each irreducible submodule.
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The paper is organized as follows. In section 2, we study the noncanonical polynomial
representations of sp(n,C) mentioned in the above. The results on the noncanonical
polynomial representations of so(n,C) with even n are given in Section 3. In Section 4, we
investigate the noncanonical polynomial representations of so(n,C) with odd n. Section
5 is devoted to the noncanonical polynomial representations of sl(n,C) mentioned in the
last paragraph.
2 Noncanonical Representations of sp(2n,C)
In this section, we study the canonical representation of the symplectic Lie algebra
sp(n,C) (n is even) defined via (1.6) and a permutation on 1, n . We decompose A =
C[x1, ...., xn] into a direct sum of irreducible submodules and give a basis for each sub-
modules.
For notational convenience, we use 2n instead of n. Moreover, in this section, we
always use G to denote the symplectic Lie algebra
sp(2n,C) =
n∑
i,j
C(Ei,j − En+j,n+i) +
∑
1≤i≤j≤n
[C(En+i,j + En+j,i) + C(Ei,n+j + Ej,n+i)].
Now A = C[x1, x2, · · · , x2n] is the algebra of polynomials in 2n variables. Note
H =
n∑
i=1
C(Ei,i −En+i,n+i),
is a Cartan subalgebra. Take {Ei,j − En+j,n+i, Ei,n+j + Ej,n+i | 1 ≤ i < j ≤ n} and
{Ei,n+i | i ∈ 1, n} as positive root vectors.
Recall that in the canonical representation (1.2), we can view (xi, ∂xj ) as the coordi-
nates of matrix. Let {S, T} be a partition of 1, 2n. Swapping
−xi ↔ ∂xi for i ∈ T,
we obtain the following noncanonical representation of sp(2n,C) on A via
Ei,j |A =


xi∂xj , if i, j ∈ S,
−xixj , if i ∈ S and j ∈ T,
∂xi∂xj , if i ∈ T and j ∈ S,
−xj∂xi − δi,j , if i, j ∈ T.
(2.1)
Set
A〈k〉 = Span {x
α | α ∈ N 2n;
∑
i∈S
αi −
∑
r∈T
αr = k}.
Since
[ξ|A,
∑
i∈S
xi∂xi −
∑
r∈T
xr∂xr ] = 0 for ξ ∈ sp(2n,C),
we have the following simple fact:
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Lemma 2.1 The subspace A〈k〉 is a sp(2n,C)-submodule of A. ✷
Define a bilinear form (·|·) on A by
(xα|xβ) = δα,β(−1)
P
i∈T
αi
α!, (2.2)
where α = (α1, · · · , α2n), x
α =
2n∏
i=1
xαi .
Lemma 2.2 For any α, β ∈ N2n and g ∈ gl(2n,C),
(g.xα|xβ) = (xα|tg.xβ) (2.3)
where tg is the transpose of g.
Proof. It is sufficient to show that
(
Ei,j .(x
αi
i x
αj
j )|x
βi
i x
βj
j
)
=
(
xαii x
αj
j |Ej,i.(x
βi
i x
βj
j )
)
for i 6= j ∈ 1, 2n, (2.4)
and (
Ei,i.(x
αi
i )|x
βi
i
)
=
(
xαii |Ei,i.(x
βi
i )
)
for i ∈ 1, 2n. (2.5)
If i, j ∈ S,
(
Ei,j.(x
αi
i x
αj
j )|x
βi
i x
βj
j
)
= αjδαi+1,βiδαj−1,βj(αi + 1)!(αj − 1)!
= δαi,βi−1δαj ,βj+1βiαi!αj !
=
(
xαii x
αj
j |Ej,i.(x
βi
i x
βj
j )
)
.
For i ∈ S, j ∈ T , we have
(
Ei,j .(x
αi
i x
αj
j )|x
βi
i x
βj
j
)
= −δαi+1,βiδαj+1,βj(−1)
αj+1(αi + 1)!(αj + 1)!
= δαi,βi−1δαj−1,βj(−1)
αjβiβjαi!αj!
=
(
xαii x
αj
j |Ej,i.(x
βi
i x
βj
j )
)
.
When i ∈ T, j ∈ S,
(
Ei,j.(x
αi
i x
αj
j )|x
βi
i x
βj
j
)
= αiαjδαi−1,βiδαj−1,βj(−1)
αi−1(αi − 1)!(αj − 1)!
= −δαi,βi+1δαj ,βj+1(−1)
αiαi!αj !
=
(
xαii x
αj
j |Ej,i.(x
βi
i x
βj
j )
)
.
Assuming i, j ∈ T , we get
(
Ei,j.(x
αi
i x
αj
j )|x
βi
i x
βj
j
)
= −αiδαi−1,βiδαj+1,βj(−1)
αi+αj (αi − 1)!(αj + 1)!
= −δαi,βi+1δαj ,βj−1(−1)
αi+αjαi!βjαj!
=
(
xαii x
αj
j |Ej,i.(x
βi
i x
βj
j )
)
.
If i ∈ S, (
Ei,i.(x
αi
i )|x
βi
i
)
= αiδαi,βiαi! = βiδαi,βiαi! =
(
xαii |Ei,i.(x
βi
i )
)
.
When i ∈ T ,
(
Ei,i.(x
αi
i )|x
βi
i
)
= −(αi + 1)δαi,βi(−1)
αiαi! = −(βi + 1)δαi,βi(−1)
αiαi! =
(
xαii |Ei,i.(x
βi
i )
)
.
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Hence (2.4)(2.5) holds. 
Let G+ be the Lie subalgebra spanned by positive root vectors of G. A nonzero element
f ∈ A is called singular (with respect to G) if
H.f ⊂ Cf, G+.f = {0}.
From now on, we count the number of singular vectors up to scalar multiple. Moreover,
an element g ∈ A is called nilpotent with respect to G+ if there exist a positive integer m
such that
ξ1 · · · ξm(g) = 0 for any ξ1, ..., ξm ∈ G+.
A subspace V of A is called nilpotent with respect to G+ if all its elements are nilpotent
with respect to G+. A linear transformation σ on A is called locally nilpotent if for any
f ∈ A, there exists a positive integer m such that σm(f) = 0. If the elements of G+|A are
locally nilpotent and
G+.Ai ⊂
i∑
r=0
Ar for any i ∈ N,
then any element of A is nilpotent with respect to G+ by Theorem 3.3 in [4].
Lemma 2.3 If a submodule N of A is nilpotent with respect to G+, N contains only one
singular vector v and (v|v) 6= 0, then N is irreducible.
Proof. Under the nilpotent assumption, any nonzero submodule of N contains a singular
vector. In particular, N1 = U(G).v an irreducible submodule by the uniqueness of singular
vector. Set N⊥1 = {u ∈ N |(u|w) = 0, ∀w ∈ N1} and R = {u ∈ N |(u|w) = 0, ∀w ∈ N}.
Notice that N1, N
⊥
1 , and R are submodules of N . Hence if R 6= 0, it should contain
a nonzero singular vector, which is impossible according to the assumption (v|v) 6= 0.
Therefore R = 0, and N = N1
⊕
N⊥1 . But N
⊥
1 = 0 by the same argument, and so
N = N1. 
Remark 2.4 Lemma 2.1-2.3 remain valid if G = so(n,C), A = C[x1, · · · , xn].
Set
S1 = {i ∈ 1, n| i ∈ S, n + i ∈ S},
S2 = {i ∈ 1, n| i ∈ S, n+ i ∈ T},
T1 = {i ∈ 1, n| i ∈ T, n+ i ∈ T},
T2 = {i ∈ 1, n| i ∈ T, n + i ∈ S}.
(2.6)
We first consider n = 2.
Case 1
T = {1}, S = {2, 3, 4} (2.7)
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In this case, A is nilpotent with respect to G+. Let f = f(x1, x2, x3, x4) ∈ A be a
singular vector. Since
E2,4(f) = x2∂x4(f) = 0,
equivalently,
∂x4(f) = 0,
and
(E1,4 + E2,3)(f) = (∂x1∂x4 + x2∂x3)(f) = x2∂x3(f) = 0
which implies
∂x3(f) = 0.
Therefore, f is independent of x3, x4. Since
(E1,2 − E4,3)(f) = ∂x1∂x2(f) = 0,
any singular vector must be of the form xk11 or x
k2
2 . Hence the only singular vector in A〈k〉
(resp. A〈−k〉) is x
k
2 (resp. x
k
1) when k ≥ 0.
Denote by λi the ith fundamental weight of sp(2n,C). By Lemma 2.3, we have:
Lemma 2.5 The subspace A〈k〉 (resp. A〈−k〉) is an irreducible highest weight sp(4,C)-
module with the highest weight −(k + 1)λ1 + kλ2 (resp. −(k + 1)λ1). The corresponding
highest weight vector is xk2 (resp. x
k
1). ✷
Case 2
T = {1, 2}, S = {3, 4} (2.8)
In this case, A is again nilpotent with respect to G+. Suppose f = f(x1, x2, x3, x4) ∈ A
is a singular vector. Since
(E1,2 −E4,3)(f) = −(x2∂x1 + x4∂x3)(f) = 0,
we can write f = g(x2, x4, u), where u = x1x4 − x2x3. Moreover,
E1,3(g) = −x2x4
∂2g
∂u2
= 0,
which means
∂2g
∂u2
= 0.
So we can rewrite g = g1(x2, x4) + g2(x2, x4)u. Furthermore,
E2,4(g) = ∂x2∂x4(g1) + u∂x2∂x4(g2)− x3∂x4(g2) + x1∂x2(g2)
= ∂x2∂x4(g1) + x1(x4∂x2∂x4(g2) + ∂x2(g2))
−x3(x2∂x2∂x4(g2) + ∂x4(g2)) = 0,
(2.9)
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which implies
∂x2∂x4(g1) = 0
and
(x4∂x4 + 1)∂x2(g2) = 0, (x2∂x2 + 1)∂x4(g2) = 0.
Hence
∂x2(g2) = 0, ∂x4(g2) = 0,
equivalently, g2 is independent of x2 and x4. Thus we obtain:
Lemma 2.6 All singular vectors in A are xk22 (k2 > 0), x
k4
4 (k4 > 0), x1x4 − x2x3 and
1. Moreover, A〈k〉 (resp. A〈−k〉) is an irreducible highest weight module with the highest
weight kλ1 − (k + 1)λ2 when k > 0. ✷
As for k = 0, we have the following result:
Lemma 2.7 The space A〈0〉 = U(G).1
⊕
U(G).(x1x4 − x2x3). Moreover, U(G).1 and
U(G).(x1x4 − x2x3) are irreducible highest weight modules with the highest weight −λ2
and −2λ2, respectively. They have the following bases
{(x1x3)
p(x2x4)
q(xt1x
t
4 + x
t
2x
t
3)|p, q ≥ 0, t ≥ 0}
and
{(x1x3)
p(x2x4)
q(xt1x
t
4 − x
t
2x
t
3)|p, q ≥ 0, t > 0},
respectively.
Proof. Set
V = Span{(x1x3)
p(x2x4)
q(xt1x
t
4 + x
t
2x
t
3)|p, q ≥ 0, t ≥ 0}.
We will show that V ⊂ U(G).1 first. For ∀p, q ≥ 0, t ≥ 0, if (xt1x
t
4 + x
t
2x
t
3) ∈ U(G).1, then
(x1x3)
p(x2x4)
q(xt1x
t
4 + x
t
2x
t
3) ∈ U(G).1 because E3,1 |A= −x1x3 and E4,2 |A= −x2x4. Now
we have 1 ∈ U(G).1. Suppose (xl1x
l
4 + x
l
2x
l
3) ∈ U(G).1 for l < t. Then
−(E41 + E32)(x
t−1
1 x
t−1
4 + x
t−1
2 x
t−1
3 )
= (x1x4 + x2x3)(x
t−1
1 x
t−1
4 + x
t−1
2 x
t−1
3 )
= xt1x
t
4 + x2x3x
t−1
1 x
t−1
4 + x1x4x
t−1
2 x
t−1
3 + x
t
2x
t
3
= (xt1x
t
4 + x
t
2x
t
3) + x1x3x2x4(x
t−2
1 x
t−2
4 + x
t−2
2 x
t−2
3 ).
So (xt1x
t
4 + x
t
2x
t
3) ∈ U(G).1. Hence V ⊂ U(G).1. Observe that U(G).1 is spanned by
{(E2,1 − E3,4)
i1(E4,1 + E3,2)
i2Ei33,1E
i4
4,2.1|i1, i2, i3, i4 ≥ 0}.
Moreover,
Ei33,1E
i4
4,2.1 = (−1)
i3+i4(x1x3)
i3(x2x4)
i4 ∈ V.
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Furthermore,
(E4,1 + E3,2).
(
(x1x3)
p(x2x4)
q(xt1x
t
4 + x
t
2x
t
3)
)
= −(x1x3)
p(x2x4)
q(x1x4 + x2x3)(x
t
1x
t
4 + x
t
2x
t
3)
= −(x1x3)
p(x2x4)
q(xt+11 x
t+1
4 + x2x3x
t
1x
t
4 + x1x4x
t
2x
t
3 + x
t+1
2 x
t+1
3 )
= −(x1x3)
p(x2x4)
q(xt+11 x
t+1
4 + x
t+1
2 x
t+1
3 ) + (x1x3)
p+1(x2x4)
q+1(xt−11 x
t−1
4 + x
t−1
2 x
t−1
3 ),
∈ V,
Thus (E4,1 + E3,2)V ⊂ V . Next
(E2,1 − E3,4).
(
(x1x3)
p(x2x4)
q(xt1x
t
4 + x
t
2x
t
3)
)
= −(x1∂x2 + x3∂x4)[(x1x3)
p(x2x4)
q(xt1x
t
4 + x
t
2x
t
3)]
= −q(x1x3)
p(x2x4)
q−1x1x4(x
t
1x
t
4 + x
t
2x
t
3)− t(x1x3)
p+1(x2x4)
qxt−12 x
t−1
3
−q(x1x3)
p(x2x4)
q−1x2x3(x
t
1x
t
4 + x
t
2x
t
3)− t(x1x3)
p+1(x2x4)
qxt−11 x
t−1
4
= −q(x1x3)
p(x2x4)
q−1(xt+11 x
t+1
4 + x
t+1
2 x
t+1
3 )− (q + t)(x1x3)
p+1(x2x4)
q(xt−11 x
t−1
4 + x
t−1
2 x
t−1
3 )
∈ V
that is (E2,1 − E3,4).V ⊂ V . Therefore,
(E2,1 −E3,4)
i1(E4,1 + E3,2)
i2Ei33,1E
i4
4,2.1 ∈ V, for all i1, i2, i3, i4 ≥ 0.
Hence U(G).1 = V .
Similar conclusion for U(G).(x1x4−x2x3) can be proved. For any k1, k2, k3, k4 (k1+k2 =
k3 + k4),
xk11 x
k2
2 x
k3
3 x
k4
4
=


1
2
[
(x1x3)
k3(x2x4)
k2(xk1−k31 x
k1−k3
4 + x
k1−k3
2 x
k1−k3
3 )+
(x1x3)
k3(x2x4)
k2(xk1−k31 x
k1−k3
4 − x
k1−k3
2 x
k1−k3
3 )
]
if k1 > k3,
1
2
[
(x1x3)
k1(x2x4)
k4(xk3−k11 x
k3−k1
4 + x
k3−k1
2 x
k3−k1
3 )−
(x1x3)
k1(x2x4)
k4(xk3−k11 x
k3−k1
4 − x
k3−k1
2 x
k3−k1
3 )
]
if k1 ≤ k3,
(2.10)
which implies A〈0〉 = U(G).1 + U(G).(x1x4 − x2x3). Finally, we have to show the inde-
pendence of {(x1x3)
p(x2x4)
q(xt1x
t
4 + x
t
2x
t
3)|p, q ≥ 0, t ≥ 0} and {(x1x3)
p(x2x4)
q(xt1x
t
4 −
xt2x
t
3)|p, q ≥ 0, t > 0}. Note A〈0〉 =
⊕
m≥0A〈0〉
⋂
A2m. Since
A〈0〉
⋂
A2m = Span {(x1x3)
p(x2x4)
q(xt1x
t
4 + x
t
2x
t
3) | p, q, t ≥ 0; p+ q + t = m}
⋃
Span {(x1x3)
p(x2x4)
q(xt1x
t
4 − x
t
2x
t
3) | p, q ≥ 0, t > 0; p+ q + t = m}
dim A〈0〉
⋂
A2m = (m+ 1)
2,
and
|{(x1x3)
p(x2x4)
q(xt1x
t
4 + x
t
2x
t
3) | p, q, t ≥ 0, p+ q + t = m}|
+|{(x1x3)
p(x2x4)
q(xt1x
t
4 − x
t
2x
t
3) | p, q ≥ 0, t > 0, p+ q + t = m}| = (m+ 1)
2.
Hence we are done. 
Case 3.
T = {1, 3}, S = {2, 4}, (2.11)
9
In this case, any submodule of A is not nilpotent with respect to G+. However, we
still have the following lemma.
Lemma 2.8 The submodules A〈k〉 (k ∈ Z) are irreducible submodules, which are not of
highest weight type.
Proof. Suppose k ≥ 0. Let N be the submodule generated by xk1. Note
E13|A = −x3∂x1 ,
(E21 − E34)|A = −x1x2 − ∂x3∂x4 ,
E42|A = x4∂x2 .
Indeed, the second operator shows that the submodules A〈k〉 (k ∈ Z) are not of highest
weight type.
For ∀ k1, k2, k3, k4(k1 + k3 − k2 − k4 = k),
xk11 x
k2
2 x
k3
3 x
k4
4 =
(−1)k2+k3+k4k1!k2!
(k1 + k3)!(k2 + k4)!
Ek442E
k3
13(E21 − E34)
k2+k4 .xk1. (2.12)
Therefore, A〈−k〉 = N .
Suppose that N ′ is a nonzero submodule of A〈−k〉. We will show that x
k
1 ∈ N
′, which
implies N ′ = A〈−k〉. Assume 0 6= f ∈ N
′. Since
E3,1|A = −x1∂x3 , E2,4|A = x2∂x4 ,
we can assume f = f(x1, x2) =
m∑
t=0
atx
k+t
1 x
t
2 with am 6= 0. If m = 0, we are done. We
prove by induction on m. Observe
(E12 −E43)(f) = f1 + f2
with f1 =
m∑
t=1
at(k + t)tx
k+t−1
1 x
t−1
2 , f2 =
m∑
t=0
atx
k+t
1 x
t
2x3x4. Moreover,
f3 = E
k+m
3,1 E
k+m+1
1,3 E3,1.(f1 + f2) = E
k+m
3,1 E
k+m+1
1,3 E3,1.(f2) = cx
k+m
1 x
m
2 x3x4
for some constant c 6= 0. Thus we get xk+m1 x
m
2 x3x4 ∈ N
′. Setting f ′ = f1 + f2 −
amx
k+m
1 x
m
2 x3x4 = f1 +
m−1∑
t=0
atx
k+t
1 x
t
2x3x4 and repeating above process, we get f1 ∈ N
′.
Hence xk1 ∈ N
′ by induction.
It can be proved similarly when k < 0. 
Now we go back to the general case G = sp(2n,C) for any positive integer n.
Lemma 2.9 All singular vectors in A should be xknn , x
k2n
2n and xn−1x2n − xnx2n−1 if T =
1, n.
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Proof. Let g(x1, · · · , x2n) ∈ A be a singular vector. Set
ui = xix2n − xnxn+i, i ∈ 1, n− 1.
We write
g = f(x1, · · · , xn, u1, · · · , un−1, x2n).
Since
(Ei,n − E2n,n+i)(f) = −xn∂xi(f) = 0, i ∈ 1, n− 1 (2.13)
equivalently,
∂xi(f) = 0, i ∈ 1, n− 1. (2.14)
Moreover,
(Eij − En+j,n+i)(f) = (−xjx2n + xn+jxn)∂ui(f) = 0, for 1 ≤ i < j < n, (2.15)
i.e.
∂ui(f) = 0 i ∈ 1, n− 2. (2.16)
Therefore, f is independent of x1, · · · , xn−1, u1, · · · , un−2. Now according to the repre-
sentation of sp(4,C) (Case 2), all singular vectors in A should be xknn , x
k2n
2n and un−1.

Theorem 2.10 If S1
⋃
T1 6= ∅ (cf. (2.6)), then A〈k〉 (k ∈ Z) are irreducible.
a) When S1 6= ∅ and T1 6= ∅, the irreducible modules A〈k〉 (k ∈ Z) are not of highest
weight type.
b) When S1 = ∅ or T1 = ∅, we can assume T = 1, t for some t ∈ 1, n− 1, the subspace
A〈k〉 is an irreducible highest weight module with the highest weight vector x
k
t+1(k ≥ 0) or
x−kt (k < 0), the corresponding highest weight is −(k + 1)λt + kλt+1(k ≥ 0) or −kλt−1 +
(k − 1)λt(k < 0).
If S1
⋃
T1 = ∅, we can assume 1, n = T2 by symmetry. In this case, we have that
e) A〈k〉(resp. A〈−k〉) is an irreducible highest weight module with highest weight kλn−1 −
(k + 1)λn, a corresponding highest weight vector is x
k
2n(resp. x
−k
n ) when k > 0;
f) A〈0〉 = U(G).1
⊕
U(G).(xn−1x2n−xnx2n−1). Both U(G).1 and U(G).(xn−1x2n−xnx2n−1)
are irreducible highest weight modules with the highest weight −λn and −2λn, respectively.
Moreover, U(G).1 has a basis
{
∑
r1+···+rn=
1
2
(k1+···+kn)
(r1 + · · ·+ rn)!
n∏
t=1
(
kt
rt
)
xkt−rtt x
rt
n+t
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j
|kt, ki,j ∈ N;
n∑
t=1
kt,
∑
ki,j ∈ 2N; ki,jkt = 0 for i < j < t; ki,jki1,j1 = 0 for
i < i1and j > j1},
(2.17)
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while U(G).(xn−1x2n − xnx2n−1) has a basis
{
∑
r1+···+rn=
1
2
(k1+···+kn)
(r1 + · · ·+ rn)!
n∏
t=1
(
kt
rt
)
xkt−rtt x
rt
n+t
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j
|kt, ki,j ∈ N;
n∑
t=1
kt ∈ 2N,
∑
ki,j /∈ 2N; ki,jkt = 0 for i < j < t; ki,jki1,j1 = 0 for
i < i1 and j > j1}.
(2.18)
Proof. We will prove it case by case.
1) If 1, n = S1
⋃
T1, then A〈k〉 is irreducible.
Suppose k ≥ 0. Take s ∈ S1 and let N be the submodule of A〈k〉 generated by x
k
s .
Note
(Es,j −En+j,n+s)|A = −xsxj − ∂xn+j∂xn+s, for j ∈ T1,
Ei,s − En+s,n+i|A = xi∂xs − xn+s∂xn+i , for i ∈ S1, i 6= s,
En+i,i|A = xn+i∂xi , if i ∈ S1,
Ej,n+j|A = −xn+j∂xj , if j ∈ T1.
Hence A is not nilpotent with respect to G+. For all α ∈ N
2n such that
∑
i∈S
αi−
∑
j∈T
αj = k,
xα = cE
αn+s
n+s,s
∏
i∈S1,i 6=s
E
αn+i
n+i,i(Ei,s−En+s,n+i)
αi+αn+i
∏
j∈T1
(−En+j,j)
αn+j(Es,j−En+j,n+s)
αj+αn+j .xks
for some c ∈ C. Therefore, xα ∈ N . Hence N = A〈k〉.
Suppose N ′ is a nonzero submodule of A〈k〉 and 0 6= f ∈ N
′. Since
Ei,n+i|A = xi∂xn+i if i ∈ S1,
and
En+j,j|A = −xj∂xn+j if j ∈ T1,
we can assume f is independent of xn+1, · · · , x2n. Take t ∈ T1. Observe
(Es,i − En+i,n+s)(f) = xs∂xi(f), i ∈ S1, i 6= s
(Ej,t −En+t,n+j)(f) = −xt∂xj (f), j ∈ T1, j 6= t.
So we can further assume f = f(xs, xt). By the same argument as sp(4,C) (Case 3), we
get xks ∈ N
′, which implies A〈k〉 = N
′.
It is similar for k < 0.
2) If 1, n = S1
⋃
T2, then A〈k〉 is irreducible.
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We assume T2 = 1, t for some t ∈ 1, n− 1. Any singular vector in A must be a
polynomial function in xt, xt+1, xn+t (and u = xt−1xn+t − xtxn+t−1 if t > 1). Suppose
f(xt, xn+t, xt+1, u) is a singular vector. Since
(Et−1,n+t+1 + Et+1,n+t−1)(f) = −xtxt+1∂u(f) = 0,
f is independent of u. By the same argument as in sp(4,C) (Case 1), we get that all
singular vectors should be xktt , x
kt+1
t+1 . Since
Ei,j − En+j,n+i |A=


−xj∂xi − xn+j∂xn+i if 1 ≤ i < j ≤ t,
∂xi∂xj − xn+j∂xn+i if 1 ≤ i ≤ t < j ≤ n,
xi∂xj − xn+j∂xn+i if t < i < j ≤ n,
Ei,n+j + Ej,n+i |A=


∂xi∂xn+j + ∂xj∂xn+i if 1 ≤ i, j ≤ t,
∂xi∂xn+j + xj∂xn+i if 1 ≤ i ≤ t < j ≤ n,
xi∂xn+j + xj∂xn+i if t < i, j ≤ n,
and
Ei,n+i |A=
{
∂xi∂xn+i if 1 ≤ i ≤ t,
xi∂xn+i if t < i ≤ n,
A is nilpotent with respect to G+. Therefore, A〈k〉 is an irreducible highest weight module
with the highest weight vector xkt+1(k ≥ 0) or x
−k
t (k < 0), the corresponding highest
weight is −(k + 1)λt + kλt+1(k ≥ 0) or −kλt−1 + (k − 1)λt(k < 0).
3) If 1, n = S1
⋃
T1
⋃
T2, then A〈k〉 is irreducible.
In this case, A does not contain a singular vector. Take s ∈ S1 and t ∈ T1. Let N be
the submodule generated by xks ( if k ≥ 0; x
−k
t if k < 0). N = A〈k〉 by 1) and 2). Now
suppose N ′ is a nonzero submodule of A〈k〉 and 0 6= f ∈ N
′. By the same argument as
1), we can assume that f is a polynomial function in xs, xt, xi, xn+i, i ∈ T2. Since
(Ei,t − En+t,n+i)(f) = −xt∂xi(f), i ∈ T2
and
(Es,n+i + Ei,n+s)(f) = xs∂xn+i(f), i ∈ T2,
we can get an f ′ = f ′(xs, xt) ∈ N
′. Now N ′ = A〈k〉 by the same argument as in 1).
4) 1, n = T2.
In this case, A〈k〉 (k 6= 0) has only one singular vector (x
k
2n if k > 0 and x
−k
n if k < 0)
by Lemma 2.9, hence irreducible by Lemma 2.3.
For technical convenience, we will prove b) in Section 5.

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3 Nocanonical Representation of so(2n,C)
In this section, we investigate some noncanonical representations of the special orthogonal
Lie algebra so(2n,C) defined via (2.1). We decompose A = C[x1, ...., x2n] into a direct
sum of irreducible submodules and give a basis for such submodules.
Denote by G the Lie algebra
so(2n,C) =
n∑
i,j=1
C(Ei,j−En+j,n+i)+
∑
1≤i<j≤n
[C(Ei,n+j−Ej,n+i)+C(En+j,i−En+i,j)], (3.1)
which acts on A via (2.1). Let
H =
n∑
i=1
C(Ei,i − En+i,n+i)
be a Cartan subalgebra and take {Ei,j − En+j,n+i, Ei,n+j − Ej,n+i | 1 ≤ i < j ≤ n} as
positive root vectors, which span a Lie subalgebra G+. Denote
hi = Ei,i − En+i,n+i − Ei+1,i+1 + En+i+1,n+i+1 for i ∈ 1, n− 1,
hn = En−1,n−1 −E2n−1,2n−1 + En,n −E2n,2n,
the fundamental weights λ1, · · · , λn are linear functions on H such that λi(hj) = δi,j.
Recall
S1 = {i ∈ 1, n | i ∈ S, n+ i ∈ S},
S2 = {i ∈ 1, n | i ∈ S, n + i ∈ T},
T1 = {i ∈ 1, n | i ∈ T, n + i ∈ T},
T2 = {i ∈ 1, n | i ∈ T, n+ i ∈ S},
(3.2)
and
A〈k〉 = Span {x
α|
∑
i∈S
αi −
∑
i∈T
αi = k}.
Set
∆ =
∑
i∈S1
∂xi∂xn+i +
∑
i∈T1
xixn+i −
∑
i∈S2
xn+i∂xi −
∑
i∈T2
xi∂xn+i , (3.3)
η =
∑
i∈S1
xixn+i +
∑
i∈T1
∂xi∂xn+i +
∑
i∈S2
xi∂xn+i +
∑
i∈T2
xn+i∂xi . (3.4)
Then we have
∆g = g∆ and gη = ηg for g ∈ so(2n,C), (3.5)
as operators on A and
∆A〈k〉 ⊂ A〈k−2〉, ηA〈k〉 ⊂ A〈k+2〉 for k ∈ Z. (3.6)
Denote
H〈k〉 = {f ∈ A〈k〉|∆(f) = 0}. (3.7)
If 1, n = S1, we get the canonical polynomial representation of so(2n,C). Before we
start to study the noncanonical polynomial representations, we first quote a useful lemma
found by Xu [8].
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Lemma 3.1 Suppose A is a free module over a subalgebra B generated by a filtrated
subspace V =
⋃∞
r=0 Vr (i.e., Vr ⊂ Vr+1). Let T1 be a linear operator on A with a right
inverse T −1 such that
T1(B), T
−
1 (B) ⊂ B, T1(η1η2) = T1(η1)η2, T
−
1 (η1η2) = T
−
1 (η1)η2 (3.8)
for η1 ∈ B, η2 ∈ V , and let T2 be a linear operator on A such that
T2(Vr+1) ⊂ BVr, T2(fζ) = fT2(ζ) for 0 ≤ r ∈ Z, f ∈ B, ζ ∈ A. (3.9)
Then we have
{g ∈ A | (T1 + T2)(g) = 0}
= Span {
∞∑
i=0
(−T −1 T2)
i(hg)|g ∈ V, h ∈ B; T1(h) = 0},
(3.10)
where the summation is finite under our assumption.
Now we assume 1, n 6= S1 and investigate noncanonical polynomial representations of
so(2n,C) via (2.1) according to the following cases.
Case 1. 1, n = T2
In this case, ∆ = −
n∑
i=1
xi∂xn+i and η =
n∑
i=1
xn+i∂xi .
Lemma 3.2 All singular vectors in A are xknn x
k2n
2n (kn, k2n ∈ N).
Proof. Let g ∈ A be a singular vector. Set ui = xix2n − xnxn+i for i ∈ 1, n− 1. Rewrite
g = f(x1, · · · , xn, u1, · · · , un−1, x2n).
Note
(Ei,n −E2n,n+i)(f) = −xn∂xi(f) = 0, for i ∈ 1, n− 1,
that is
∂xi(f) = 0, for i ∈ 1, n− 1.
Moreover,
(Ei,j −En+j,n+i)(f) = (−xjx2n + xn+jxn)∂ui(f) = 0, for 1 ≤ i < j ≤ n− 1,
which implies
∂ui(f) = 0, for 1 ≤ i ≤ n− 2.
Therefore, f is independent of x1, · · · , xn−1, u1, · · · , un−2. Furthermore,
(En−1,2n −En,2n−1)(f) = (xn∂xn + x2n∂x2n + un−1∂un−1 + 2)∂un−1(f) = 0.
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So
∂un−1(f) = 0.
Hence we are done. 
Set
H′〈k〉 = {f ∈ A〈k〉|η(f) = 0}. (3.11)
Theorem 3.3 If k ≥ 0, then A〈k〉 = H
′
〈k〉
⊕
∆A〈k+2〉 and H
′
〈k〉 is an irreducible highest
weight module with the highest weight kλn−1−(k+2)λn and a corresponding highest weight
vector xk2n. Moreover,
{
n∏
t=1
xktn+t
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j |kt, ki,j ∈ N;
n∑
t=1
kt = k;
ki,jkt = 0 for i < j < t; ki,jki1,j1 = 0 for i < i1 and j > j1}
(3.12)
forms a basis of H′k.
If k < 0, then A〈k〉 = H〈k〉
⊕
ηA〈k−2〉 (cf. (3.7)) and H〈k〉 is an irreducible highest
weight module with highest weight −kλn−1+(k−2)λn and a corresponding highest weight
vector x−kn . Moreover,
{
n∏
t=1
xktt
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j |kt, ki,j ∈ N;
n∑
t=1
kt = −k;
ki,jkt = 0 for i < j < t; ki,jki1,j1 = 0 for i < i1 and j > j1}
(3.13)
forms a basis of H〈k〉.
Proof. Note
Ei,j − En+j,n+i |A= −xj∂xi − xn+j∂xn+i, Ei,n+j −Ej,n+i |A= ∂xi∂xn+j − ∂xj∂xn+i
for 1 ≤ i < j ≤ n. So A is nilpotent with respect to G+. Suppose k ≥ 0. Solving the
characteristic equations of the partial differential equation (
n∑
i=1
xn+i∂xi)(f) = 0, we have
H′〈k〉 ⊃W = Span {
n∏
t=1
xktn+t
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j |kt, ki,j ∈ N,
n∑
t=1
kt = k}.
All singular vectors in A〈k〉 are x
kn
n x
k+kn
2n (kn ∈ N) by Lemma 3.2. Since
η(xknn x
k+kn
2n ) = knx
kn−1
n x
k+kn+1
2n ,
H′〈k〉 contains only one singular vector x
k
2n which is an element of the righthand side of
the above first expression. Therefore, H′〈k〉 = U(G).x
k
2n is irreducible according to Lemma
2.3. Set
Note
(En+p,q − En+q,p)(
n∏
t=1
xktn+t
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j)
=
n∏
t=1
xktn+t
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j(xpxn+q − xqxn+p) ∈ W,
16
(Eq,p −En+p,n+q)
n∏
t=1
xktn+t
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j
= −kqxn+px
kq−1
n+q
∏
1≤t≤n,t6=q
xktn+t
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j −
n∑
r=q+1
kq,r(xpxn+r − xrxn+p)
×(xqxn+r − xrxn+q)
kq,r−1
n∏
t=1
xktn+t
∏
1≤i<j≤n,(i,j)6=(q,r)
(xixn+j − xjxn+i)
ki,j −
q−1∑
l=1
kl,q
×(xlxn+p − xpxn+l)(xlxn+q − xqxn+l)
kl,q−1
n∏
t=1
xktn+t
∏
1≤i<j≤n,(i,j)6=(l,q)
(xixn+j − xjxn+i)
ki,j
∈ W.
So we have H′〈k〉 = U(G).x
k
2n = U(G−).x
k
2n ⊂W . Thus H
′
〈k〉 = W .
Since xk2n 6∈ ∆A〈k+2〉, H
′
〈k〉
⋂
∆A〈k+2〉 = {0}.
Set
Vk,m = Span {x
α ∈ A〈k〉|
n∑
i=1
αn+i = m}
and ϕ = (∆η)|Vk,m. Then A〈k〉 =
⊕∞
m=0 Vk,m. Moreover, each Vk,m is finite-dimensional
and ϕ is a linear map from Vk,m to itself. Since ∆ = −
n∑
i=1
xi∂xn+i and η =
n∑
i=1
xn+i∂xi,
swapping xi and xn+i with i ∈ 1, n yields
H〈k〉 = Span {
∏
t=0
xktt
∏
1≤i<j≤n
(xixn+j − xjxn+i)
ki,j | kt, ki,j ∈ N;
∑
kt = −k}
(cf. (3.7)). So H〈k〉 = 0 when k > 0. Hence
Ker ϕ = Ker η|Vk,m ⊂ H
′
〈k〉.
Furthermore, Im ϕ ⊂ ∆Vk+2,m+1. Therefore,
Vk,m ⊂ H
′
〈k〉 +∆A〈k+2〉,
which implies A〈k〉 = H
′
〈k〉
⊕
∆A〈k+2〉.
We still have to show that (3.12) is a basis of H′〈k〉. Set
H′〈k,m〉 = C[x1, xn+1, · · · , xm, xn+m]
⋂
H′〈k〉 (3.14)
and
Bk,m = {
m∏
t=1
xktn+t
∏
1≤i<j≤m
(xixn+j − xjxn+i)
ki,j | kt, ki,j ∈ N;
m∑
t=1
kt = k;
ki,jkt = 0 for i < j < t; ki,jki1,j1 = 0 for i < i1 and j > j1}
(3.15)
for m = 2, · · · , n. Obviously, Bk,2 forms a basis of H
′
〈k,2〉 for all k ≥ 0. Assume Bk,m−1
is a basis of H′〈k,m−1〉 for all k ≥ 0, we will show that H
′
〈k,m〉 = Span Bk,m, and Bk,m is
linearly independent.
Let
I = {~k = (k1, · · · , km, k1,2, · · · , k1,m, k2,3, · · · , km−1,m) ∈ N
m(m+1)
2 | ki,jkt = 0
for i < j < t; ki,jki1,j1 = 0 for i < i1 and j > j1;
m∑
t=1
kt = k}.
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Suppose ∑
~k∈I
a~k
m∏
t=1
xktn+t
∏
1≤i<j≤m
(xixn+j − xjxn+i)
ki,j = 0.
Let d = max {
m∑
j=2
k1,j|a~k 6= 0}. If d = 0, then a~k = 0 by inductive assumption. Otherwise,
for each fixed ι ∈ N,
∑
~k∈I, k1=ι,
P
k1,j=d
a~k
m∏
t=2
x
kt+k1,t
n+t
∏
2≤i<j≤m
(xixn+j − xjxn+i)
ki,j = 0.
Suppose ~k ∈ I such that k1 = ι,
m∑
j=2
k1,j = d and a~k 6= 0. Set ct = kt + k1,t, t ∈ 2, m and
denote
I(~k) = {~k′ ∈ I | k′1 = ι; k
′
t + k
′
1,t = ct, for t ∈ 2, m;
k′i,j = ki,j for 2 ≤ i < j ≤ m; a~k′ 6= 0}.
Then we have ∑
~k′∈I(~k)
a~k′ = 0.
Define t0 = min{t | ι+
t∑
i=2
ct > k}, whose existence is guaranteed by ι+
m∑
i=2
ct = k+d >
k. Pick ∀~k′ ∈ I(~k) and denote j0 = min {j | k
′
1,j > 0}. In particular, k
′
1,t = 0 and k
′
t = ct
for 2 ≤ t < j0. Moreover, k
′
1,j0
> 0 implies that k′t = 0 and k
′
1,t = kt + k1,t = ct for t > j0
by the definition of the set I. So k′j0 = k −
j0−1∑
t=2
ct − ι ≥ 0, which shows j0 ≤ t0. On the
other hand, k′1,j0 = cj0 − k
′
j0
= ι+
j0∑
t=2
ct − k > 0. Hence j0 ≥ t0. Thus j0 = t0. Now


k′t = ct, k
′
1,t = 0, if 2 ≤ t < t0,
k′t0 = k −
t0−1∑
t=2
ct − k1, k
′
1,t0
=
t0∑
t=2
ct + k1 − k
k′t = 0, k
′
1,t = ct, if t > t0,
that is, ~k′ is uniquely determined by ~k. Therefore, I(~k) = {~k}, which implies a~k = 0.
This leads a contradiction. So Bk,m is linearly independent.
For any
f =
m∏
t=1
xktn+t
∏
1≤i<j≤m
(xixn+j − xjxn+i)
ki,j ∈ H′〈k,m〉,
we can assume ki,jkm = 0 for all 1 ≤ i < j ≤ m− 1 because
(xixn+j − xjxn+i)xn+m = (xixn+m − xmxn+i)xn+j − (xjxn+m − xmxn+j)xn+i.
If ki,j = 0 for all 1 ≤ i < j ≤ m− 1, then f ∈ Bk,m. When km = 0, we can assume
m−1∏
t=1
xktn+t
∏
1≤i<j≤m−1
(xixn+j − xjxn+i)
ki,j ∈ SpanBk,m−1,
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by inductive assumption. Hence
m−1∏
t=1
xktn+t
∏
1≤i<j≤m−1
(xixn+j − xjxn+i)
ki,j(xm−1xn+m − xmxn+m−1)
km−1,m ∈ SpanBk,m.
(3.16)
Assume
m−1∏
t=1
xktn+t
∏
1≤i<j≤m−1
(xixn+j − xjxn+i)
ki,j
m−1∏
r=p+1
(xrxn+m − xmxn+r)
kr,m ∈ Span Bk,m,
we want to show that
m−1∏
t=1
xktn+t
∏
1≤i<j≤m−1
(xixn+j − xjxn+i)
ki,j
m−1∏
r=p
(xrxn+m − xmxn+r)
kr,m ∈ Span Bk,m. (3.17)
If kp,m = 0 or ki,j = 0 for p < i < j < m, then the above expression naturally holds by
the definition of Bk,m. Otherwise, kp,m > 0 and ki0,j0 > 0 for some p < i0 < j0 < m.
m−1∏
t=1
xktn+t
∏
1≤i<j≤m−1
(xixn+j − xjxn+i)
ki,j
m−1∏
i=p
(xixn+m − xmxn+i)
ki,m
=
m−1∏
t=1
xktn+t
∏
1≤i<j≤m−1,(i,j)6=(i0,j0)
(xixn+j − xjxn+i)
ki,j
m−1∏
i=p+1
(xixn+m − xmxn+i)
ki,m
×(xi0xn+j0 − xj0xn+i0)
ki0,j0−1(xpxn+m − xmxn+p)
kp,m−1[(xpxn+j0 − xj0xn+p)
×(xi0xn+m − xmxn+i0)− (xpxn+i0 − xi0xn+p)(xj0xn+m − xmxn+j0)] ∈ SpanBk,m
by induction on min{km,p,
∑
p<i<j<m ki,j}. Therefore,
m∏
t=1
xktn+t
∏
1≤i<j≤m
(xixn+j − xjxn+i)
ki,j ∈ SpanBk,m, (3.18)
which implies H′〈k,m〉 = Span Bk,m because of
H′〈k,m〉 = Span {
m∏
t=1
xktn+t
∏
1≤i<j≤m
(xixn+j − xjxn+i)
ki,j |
∑
kt = k}.
By induction Bk,n is a basis of H
′
〈k,n〉 = H
′
〈k〉.
The conclusion for k < 0 can be proved similarly. 
Case 2. 1, n = T2
⋃
S1
We can always assume T2 = 1, s for some s ∈ 1, n− 1 by symmetry. Suppose f ∈ A
is a singular vector. Set
G1 =
s∑
i,j=1
C(Ei,j −En+j,n+i) +
∑
1≤i<j≤s
[C(Ei,n+j −Ej,n+i) + C(En+j,i −En+i,j)]. (3.19)
19
G2 =
n∑
i,j=s+1
C(Ei,j−En+j,n+i)+
∑
s+1≤i<j≤n
[C(Ei,n+j−Ej,n+i)+C(En+j,i−En+i,j)]. (3.20)
Then f is also a singular vector if we view A as a G1-module. So f is independent of
x1, xn+1, · · · , xs−1, xn+s−1 according to Case 1. We continue our discussion according to
two subcases as follows.
1) s = n− 1.
In this subcase,
∆ = −
n−1∑
i=1
xi∂xn+i + ∂xn∂x2n ,
η =
n−1∑
i=1
xn+i∂xi + xnx2n.
Note
(En−1,n − E2n,2n−1)(f) = (∂xn−1∂xn − x2n∂x2n−1)(f) = 0,
(En−1,2n −En,2n−1)(f) = (∂xn−1∂x2n − xn∂x2n−1)(f) = 0.
Solving the first equation, we get
f ∈ Span{
k2n−1∑
t=0
kn!kn−1!k2n−1!
(kn + t)!(kn−1 + t)!(k2n−1 − t)!
xkn+tn x
kn−1+t
n−1 x
k2n−1−t
2n−1 x
k2n+t
2n | knkn−1 = 0}
by Lemma 3.1. Moreover,
(∂xn−1∂x2n − xn∂x2n−1)(
k2n−1∑
t=0
kn!kn−1!k2n−1!
(kn+t)!(kn−1+t)!(k2n−1−t)!
xkn+tn x
kn−1+t
n−1 x
k2n−1−t
2n−1 x
k2n+t
2n )
=
k2n−1∑
t=0
kn!kn−1!k2n−1!(k2n+t)
(kn+t)!(kn−1+t−1)!(k2n−1−t)!
xkn+tn x
kn−1+t−1
n−1 x
k2n−1−t
2n−1 x
k2n+t−1
2n
−
k2n−1−1∑
t=0
kn!kn−1!k2n−1!
(kn+t)!(kn−1+t)!(k2n−1−t−1)!
xkn+t+1n x
kn−1+t
n−1 x
k2n−1−t−1
2n−1 x
k2n+t
2n
= (k2n − kn)
k2n−1∑
t=1
kn!kn−1!k2n−1!
(kn+t)!(kn−1+t−1)!(k2n−1−t)!
xkn+tn x
kn−1+t−1
n−1 x
k2n−1−t
2n−1 x
k2n+t−1
2n
+kn−1k2nx
kn
n x
kn−1−1
n−1 x
k2n−1
2n−1 x
k2n−1
2n
= 0
if and only if
k2n−1 = kn−1k2n = 0 or k2n = kn = 0 or
{
k2n = kn
kn−1 = 0.
Therefore, f = xknn x
k2n
2n or η
lx
kn−1
n−1 . Thus all singular vectors in A are x
kn
n x
k−kn
2n (kn ∈ 0, k)
and ηlx2l−kn−1 . Moreover,
∆(xknn x
k−kn
2n ) = 0 iff kn(k − kn) = 0, (3.21)
∆(ηlx2l−kn−1 ) = 0 iff l = k or 0. (3.22)
Therefore, when k ≤ 0, H〈k〉 has only one singular vector x
−k
n−1; if k > 0, H〈k〉 has three
singular vectors xk2n, x
k
n and η
kxkn−1.
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Theorem 3.4 If k ≤ 0, then A〈k〉 = H〈k〉
⊕
ηA〈k−2〉 and H〈k〉 is an irreducible highest
weight module with the highest weight −kλn−2+(k−1)λn−1+(k−1)λn and a corresponding
weight vector is x−kn−1. Moreover,
{
∞∑
r1,··· ,rn−1=0
αn!α2n!
n−1Q
i=1
0
@ αn+i
ri
1
A(r1+···+rn−1)!
(αn+r1+···+rn−1)!(α2n+r1+···+rn−1)!
xαn+r1+···+rn−1n x
α2n+r1+···+rn−1
2n
n−1∏
i=1
xαi+rii x
αn+i−ri
n+i |α1, · · · , α2n ∈ N, αnα2n = 0, αn +
n∑
i=1
αn+i −
n−1∑
i=1
αi = k}
(3.23)
forms a basis of H〈k〉.
Proof. We first show that A〈k〉 ⊂ H〈k〉 + ηA〈k−2〉 (k ≤ 0). For ∀x
α ∈ A〈k〉, Theorem 3.3
enables us to write
xα = (
n−1∏
i=1
xαii x
αn+i
n+i )x
αn
n x
α2n
2n
=
∑
k2n−1−kn−1=
n−1P
i=1
(αn+i−αi)
ξkn−1,k2n−1x
kn−1
n−1 x
k2n−1
2n−1 x
αn
n x
α2n
2n ,
where ξkn−1,k2n−1 ∈ U(G
1). Thus it is sufficient to show that for ∀k2n−1+kn+k2n−kn−1 = k,
xkn−1n−1 x
k2n−1
2n−1 x
kn
n x
k2n
2n ∈ H〈k〉 + ηA〈k−2〉. Set l = min {kn, k2n}. If kn−1 < l, then
xkn−1n−1 x
k2n−1
2n−1 x
kn
n x
k2n
2n = η(
kn−1+1∑
i=1
(−1)i−1kn−1!
(kn−1−i+1)!
x
kn−1−i+1
n−1 x
k2n−1+i−1
2n−1 x
kn−i
n x
k2n−i
2n ).
Suppose kn−1 ≥ l. Observe
∆(
l+k2n−1∑
t=0
(kn − l)!(k2n − l)!(k2n−1 + l)!
(kn − l + t)!(k2n − l + t)!(k2n−1 + l − t)!
x
kn−1−l+t
n−1 x
k2n−1+l−t
2n−1 x
kn−l+t
n x
k2n−l+t
2n ) = 0,
xkn−1n−1 x
k2n−1
2n−1 x
kn
n x
k2n
2n = η(
l−t∑
i=1
(−1)i−1kn−1!
(kn−1−i+1)!
x
kn−1−i+1
n−1 x
k2n−1+i−1
2n−1 x
kn−i
n x
k2n−i
2n )+
(−1)l−t kn−1!
(kn−1−l+t)!
x
kn−1−l+t
n−1 x
k2n−1+l−t
2n−1 x
kn−l+t
n x
k2n−l+t
2n
for t ∈ 0, l, and
xkn−1n−1 x
k2n−1
2n−1 x
kn
n x
k2n
2n = η(
−l+t∑
i=1
(−1)i−1kn−1!
(kn−1+i)!
x
kn−1+i
n−1 x
k2n−1−i
2n−1 x
kn+i−1
n x
k2n+i−1
2n )+
(−1)t−l kn−1!
(kn−1−l+t)!
x
kn−1−l+t
n−1 x
k2n−1+l−t
2n−1 x
kn−l+t
n x
k2n−l+t
2n
for t ∈ l + 1, l + k2n−1. So
(
l+k2n−1∑
t=0
(−1)l−t(kn−1−l+t)!(kn−l)!(k2n−l)!(k2n−1+l)!
kn−1!(kn−l+t)!(k2n−l+t)!(k2n−1+l−t)!
)xkn−1n−1 x
k2n−1
2n−1 x
kn
n x
k2n
2n
=
l∑
t=0
(−1)l−t(kn−1−l+t)!(kn−l)!(k2n−l)!(k2n−1+l)!
(kn−l+t)!(k2n−l+t)!(k2n−1+l−t)!
η(
l−t∑
i=1
(−1)i−1kn−1!
(kn−1−i+1)!
x
kn−1−i+1
n−1 x
k2n−1+i−1
2n−1 x
kn−i
n x
k2n−i
2n )
+
l+k2n−1∑
t=l+1
(−1)l−t(kn−1−l+t)!(kn−l)!(k2n−l)!(k2n−1+l)!
(kn−l+t)!(k2n−l+t)!(k2n−1+l−t)!
η(
−l+t∑
i=1
(−1)i−1kn−1!
(kn−1+i)!
x
kn−1+i
n−1 x
k2n−1−i
2n−1 x
kn+i−1
n x
k2n+i−1
2n )
+
l+k2n−1∑
t=0
(kn−l)!(k2n−l)!(k2n−1+l)!
(kn−l+t)!(k2n−l+t)!(k2n−1+l−t)!
x
kn−1−l+t
n−1 x
k2n−1+l−t
2n−1 x
kn−l+t
n x
k2n−l+t
2n .
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Hence xkn−1n−1 x
k2n−1
2n−1 x
kn
n x
k2n
2n ∈ H〈k〉 + ηA〈k−2〉.
Note
Ei,j − En+j,n+i |A= −xj∂xi − xn+j∂xn+i, Ei,n+j −Ej,n+i |A= ∂xi∂xn+j − ∂xj∂xn+i
if 1 ≤ i < j ≤ n− 1,
Ep,n −E2n,n+p |A= ∂xp∂xn − ∂x2n∂xn+p , Ep,2n − En,n+p |A= ∂xp∂x2n − xn∂xn+p
if p ∈ 1, n− 1. So A is also nilpotent with respect to G+. Therefore, the submodule H〈k〉
is irreducible by lemma 2.3 when k ≤ 0. Since x−kn−1 /∈ ηA〈k−2〉, we get H〈k〉
⋂
ηA〈k−2〉 = 0.
Using Lemma 3.1 with T1 = ∂xn∂x2n , T2 = −
n−1∑
i=1
xi∂xn+i and
T −1 (x
α) =
xnx2nx
α
(αn + 1)(α2n + 1)
,
we obtain that (3.23) is a basis of H〈k〉. 
2) s < n− 1.
Let
u =
n∑
j=s+1
xjxn+j , (3.24)
we can conclude from the canonical representation and Case 1 that any singular vector
in A should be of the form f(xs, xn+s, u, xs+1). Note
(Es,j −En+j,n+s)(f) = xn+j(∂xs∂u − ∂xn+s)(f) = 0, s+ 1 < j ≤ n.
Thus
(∂xs∂u − ∂xn+s)(f) = 0.
Since
(Es,s+1 − En+s+1,n+s)(f) = ∂xs∂xs+1(f) = 0,
we have f = ηlxkss or η
lx
ks+1
s+1 . Recall the operator ∆ defined in (3.3). First,
∆(ηlx
ks+1
s+1 ) =
n∑
j=s+1
∂xj∂xn+j
(
(
n∑
j=s+1
xjxn+j)
lx
ks+1
s+1
)
6= 0 if l > 0.
Moreover,
∆(ηlxkss ) = ∆(
l∑
t=0
l!ks!
t!(l−t)!(ks−t)!
xks−ts x
t
n+su
l−t)
= −
l∑
t=1
l!ks!
(t−1)!(l−t)!(ks−t)!
xks−t+1s x
t−1
n+su
l−t +
l−1∑
t=0
l!ks!(l−t+n−s−1)
t!(l−t−1)!(ks−t)!
xks−ts x
t
n+su
l−t−1
=
l−1∑
t=0
l!ks!(−ks+l+n−s−1)
t!(l−t−1)!(ks−t)!
xks−ts x
t
n+su
l−t−1,
∆(ηlxkss ) = 0⇔ l = ks − (n− s− 1) or l = 0.
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Therefore, when k ≤ −(n−s−1),H〈k〉 contains only one singular vector x
−k
s ; if k > −(n−
s−1), H〈k〉 has two singular vectors x
k
s+1(if k > 0; x
−k
s if k ≤ 0) and η
k+(n−s−1)x
k+2(n−s−1)
s .
Theorem 3.5 If k ≤ −(n − s − 1), then A〈k〉 = H〈k〉
⊕
ηA〈k−2〉, H〈k〉 is an irreducible
highest weight module with highest weight −kλs−1 + (k − 1)λs, a corresponding highest
weight vector is x−ks .
{
∞∑
r1,··· ,rn−1=0
(−1)
nP
j=s+1
rj
αn!α2n!
n−1Q
j=s+1
0
@ αj
rj
1
A n−1Q
i=1
0
@ αn+i
ri
1
A(r1+···+rn−1)!
n−1Q
j=s+1
rj !
(αn+r1+···+rn−1)!(α2n+r1+···+rn−1)!
s∏
i=1
xαi+rii
n−1∏
j=s+1
x
αj−rj
j
n−1∏
i=1
x
αn+i−ri
n+i x
αn+r1+···+rn−1
n x
α2n+r1+···+rn−1
2n |
α1, · · · , α2n ∈ N, αnα2n = 0,
n∑
j=s+1
αj +
n∑
i=1
αn+i −
s∑
i=1
αi = k}
(3.25)
forms a basis of H〈k〉.
Proof. To show A〈k〉 = H〈k〉 + ηA〈k−2〉, it is sufficient to show that
xkss x
kn+s
n+s x
ks+1
s+1 u
ku ∈ H〈k〉 + ηA〈k−2〉 for ks+1 + 2ku + kn+s − ks = k. (3.26)
If ks < ku, then
xkss x
kn+s
n+s x
ks+1
s+1 u
ku = η(
ks+1∑
i=1
(−1)i−1ks!
(ks − i+ 1)!
xks−i+1s x
kn+s+i−1
n+s x
ks+1
s+1 u
ku−i).
Otherwise, note
∆(
kn+s+ku∑
t=0
(ks+1 + n− s− 1)!(kn+s + ku)!
t!(ks+1 + n− s− 1 + t)!(kn+s + ku − t)!
xks−ku+ts x
kn+s+ku−t
n+s x
ks+1
s+1 u
t) = 0, (3.27)
xkss x
kn+s
n+s x
ks+1
s+1 u
ku = η(
t−ku∑
i=1
(−1)i−1ks!
(ks+i)!
xks+is x
kn+s−i
n+s x
ks+1
s+1 u
ku+i−1)
+ (−1)
t−kuks!
(ks−ku+t)!
xks−ku+ts x
kn+s+ku−t
n+s x
ks+1
s+1 u
t
(3.28)
for ku ≤ t ≤ ku + kn+s,
xkss x
kn+s
n+s x
ks+1
s+1 u
ku = η(
ku−t∑
i=1
(−1)i−1ks!
(ks−i+1)!
xks−i+1s x
kn+s+i−1
n+s x
ks+1
s+1 u
ku−i)
+ (−1)
t−kuks!
(ks−ku+t)!
xks−ku+ts x
kn+s+ku−t
n+s x
ks+1
s+1 u
t
(3.29)
for 1 ≤ t < ku. Thus
(
kn+s+ku∑
t=0
(−1)ku−t(ks−ku+t)!(ks+1+n−s−1)!(kn+s+ku)!
t!ks!(ks+1+n−s−1+t)!(kn+s+ku−t)!
)xkss x
kn+s
n+s x
ks+1
s+1 u
ku
=
ku−1∑
t=0
(−1)ku−t(ks−ku+t)!(ks+1+n−s−1)!(kn+s+ku)!
t!(ks+1+n−s−1+t)!(kn+s+ku−t)!
η(
ku−t∑
i=1
(−1)i−1
(ks−i+1)!
xks−i+1s x
kn+s+i−1
n+s x
ks+1
s+1 u
ku−i)
+
kn+s+ku∑
t=ku
(−1)ku−t(ks−ku+t)!(ks+1+n−s−1)!(kn+s+ku)!
t!(ks+1+n−s−1+t)!(kn+s+ku−t)!
η(
t−ku∑
i=1
(−1)i−1
(ks+i)!
xks+is x
kn+s−i
n+s x
ks+1
s+1 u
ku+i−1)
+
kn+s+ku∑
t=0
(ks+1+n−s−1)!(kn+s+ku)!
t!(ks+1+n−s−1+t)!(kn+s+ku−t)!
xks−ku+ts x
kn+s+ku−t
n+s x
ks+1
s+1 u
t.
(3.30)
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Hence (3.26) holds.
Note
Ei,j −En+j,n+i |A=


−xj∂xi − xn+j∂xn+i if 1 ≤ i < j ≤ s,
∂xi∂xj − xn+j∂xn+i if i ≤ s < j ≤ n,
xi∂xj − xn+j∂xn+i if s < i < j ≤ n,
(3.31)
and
Ei,n+j − Ej,n+i |A=


∂xi∂xn+j − ∂xj∂xn+i if 1 ≤ i, j ≤ s,
∂xi∂xn+j − xj∂xn+i if 1 ≤ i ≤ s < j ≤ n,
xi∂xn+j − xj∂xn+i if s < i, j ≤ n.
(3.32)
So A is again nilpotent with respect to G+. If k ≤ −(n − s − 1), H〈k〉 is irreducible by
lemma 2.3. Since x−ks /∈ ηA〈k−2〉, we get H〈k〉
⋂
ηA〈k−2〉 = 0.
By Lemma 3.1 with T1 = ∂xn∂x2n , T2 = ∆− T1 and T
−
1 in the above of Theorem 3.4,
we get (3.25) is a basis of H〈k〉. 
4 Noncanonical Representation of so(2n + 1,C)
This section is devoted to the noncanonical polynomial representation of the Lie algebra
G = so(2n+ 1,C) =
n∑
i,j=1
C(Ei+1,j+1 −En+j+1,n+i+1)+∑
1≤i<j≤n
[C(Ei+1,n+j+1 − Ej+1,n+i+1) + C(En+j+1,i+1 −En+i+1,j+1)]
+
n∑
i=1
[C(Ei+1,1 −E1,n+i+1) + C(E1,i+1 − En+i+1,1)].
(4.1)
Pick a Cartan subalgebra
H =
n∑
i=1
C(Ei+1,i+1 −En+i+1,n+i+1).
Take {Ei+1,j+1 − En+j+1,n+i+1, Ei+1,n+j+1 − Ej+1,n+i+1 | 1 ≤ i < j ≤ n} and {Ei+1,1 −
E1,n+i+1 | i ∈ 1, n} as positive root vectors, which span a Lie subalgebra G+. Set hi =
Ei+1,i+1 − En+i+1,n+i+1 − Ei+2,i+2 − En+i+2,n+i+2 for i ∈ 1, n− 1 and hn = 2(En+1,n+1 −
E2n+1,2n+1). The fundamental weights λi, i ∈ 1, n are linear functions on H such that
λi(hj) = δi,j . Let S, T be a partition of 1, 2n+ 1, we can get a representation of so(2n +
1,C) on A = C[x1 · · · , x2n+1] via (2.1). We can always assume 1 ∈ S by symmetry. Set
S1 = {i ∈ 2, n+ 1| i ∈ S, n+ i ∈ S},
S2 = {i ∈ 2, n+ 1| i ∈ S, n + i ∈ T},
T1 = {i ∈ 2, n+ 1| i ∈ T, n + i ∈ T},
T2 = {i ∈ 2, n+ 1| i ∈ T, n+ i ∈ S},
(4.2)
and
∆ = ∂2x1 + 2(
∑
i∈S1
∂xi∂xn+i +
∑
i∈T1
xixn+i −
∑
i∈S2
xn+i∂xi −
∑
i∈T2
xi∂xn+i), (4.3)
η = x21 + 2(
∑
i∈S1
xixn+i +
∑
i∈T1
∂xi∂xn+i +
∑
i∈S2
xi∂xn+i +
∑
i∈T2
xn+i∂xi). (4.4)
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It is easy to see
∆g = g∆, ηg = gη for g ∈ so(2n+ 1,C), (4.5)
as operators on A. We still set
A〈k〉 = Span {x
α ∈ A|
∑
i∈S
αi −
∑
i∈T
αi = k},
H〈k〉 = {f ∈ A〈k〉|∆(f) = 0}.
Case 1. T = 2, n+ 1
In this case, we have
∆ = ∂2x1 − 2
n∑
i=1
xi+1∂xn+i+1 ,
η = x21 + 2
n∑
i=1
xn+i+1∂xi+1.
Since so(2n+1,C)) contains so(2n,C) as a subalgebra, any singular vector is of the form
f(x1, xn+1, x2n+1) by Lemma 3.2. Let f(x1, xn+1, x2n+1) ∈ A be a singular vector. Observe
(En+1,1 − E1,2n+1)(f) = (∂xn+1∂x1 − x1∂x2n+1)(f) = 0, (4.6)
Using lemma 3.1 with B = C[x1, xn+1], Vr = Span{x
α2n+1
2n+1 | α2n+1 ≤ r}, T1 = ∂xn+1∂x1 , T2 =
−x1∂x2n+1 and
T −1 (x
α) =
x1xn+1x
α
(α1 + 1)(αn+1 + 1)
,
we obtain
Lemma 4.1 All singular vectors in A are fp,q =
q∑
i=0
q!p!!
i!(q−i)!(p+2q−2i)!!
xp+2q−2i1 x
q−i
n+1x
i
2n+1 (p
is odd, p, q ∈ N) and ηlxkn+1n+1 (l ≥ 0, kn+1 ≥ 0). ✷
Note
∆(ηlx
kn+1
n+1 ) = 0⇔ l = 0.
Since
∆(fp,q) =
q∑
i=0
q!p!!(p+2q−2i−1)
i!(q−i)!(p+2q−2i−2)!!
xp+2q−2i−21 x
q−i
n+1x
i
2n+1
−2
q∑
i=1
q!p!!
(i−1)!(q−i)!(p+2q−2i)!!
xp+2q−2i1 x
q−i+1
n+1 x
i−1
2n+1
=
q∑
i=0
q!p!!(p−1)
i!(q−i)!(p+2q−2i−2)!!
xp+2q−2i−21 x
q−i
n+1x
i
2n+1,
we have
∆(fp,q) = 0⇔ p = 1.
Therefore, H〈k〉 has only one singular vector (f1,k−1 if k > 0 and x
−k
n+1 if k ≤ 0). Observe
Ei+1,j+1 − En+j+1,n+i+1 |A= −xj+1∂xi+1 − xn+j+1∂xn+i+1 , (4.7)
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Ei+1,n+j+1 − Ej+1,n+i+1 |A= ∂xi+1∂xn+j+1 − ∂xj+1∂xn+i+1 , (4.8)
for 1 ≤ i < j ≤ n, and
Ei+1,1 − E1,n+i+1 |A= ∂xi+1∂x1 − x1∂xn+i+1 (4.9)
if 1 ≤ i ≤ n. So A is nilpotent with respect to G+. Hence the subspace H〈k〉 is irreducible
by the analogue of Lemma 2.3 for so(2n+ 1,C).
By the similar argument as in theorem 3.4 and 3.5, we can get A〈k〉 = H〈k〉 + ηA〈k−2〉
(k ∈ Z).
Since x−kn+1 /∈ ηA〈k−2〉 when k ≤ 0 and x1 /∈ ηA−1, we have H〈k〉
⋂
ηA〈k−2〉 = 0 for
k ≤ 1. Now assume H〈k〉
⋂
ηA〈k−2〉 = 0 when k ≤ k0 for some k0 ≥ 1. Note
∆η = η∆+ 4x1∂x1 + 4
n∑
i=1
(xn+i+1∂xn+i+1 − xi+1∂xi+1) + 2. (4.10)
So
∆(ηig) = 2i(2k0 − 2i+ 1)η
i−1g 6= 0 (4.11)
for i ≥ 1 and 0 6= g ∈ H〈k0−2i+1〉. HenceH〈k0+1〉
⋂
ηA〈k0−1〉 = 0. Therefore,H〈k〉
⋂
ηA〈k−2〉 =
0 holds for all k ∈ Z.
Using Lemma 3.1 with T1 = ∂
2
x1
, T2 = ∆− T1 and
T −1 (x
α) =
x21x
α
(α1 + 1)(α1 + 2)
,
we obtain
Theorem 4.2 The space A〈k〉 = H〈k〉
⊕
ηA〈k−2〉. Moreover, H〈k〉 is an irreducible highest
weight module with highest weight (k − 1)λn−1 − 2kλn (resp. −kλn−1 + 2(k − 1)λn), a
corresponding highest weight vector is f1,k−1 (resp. x
−k
n+1) when k > 0 (resp. k ≤ 0) and
{
∞∑
r2,··· ,rn+1=0
2r2+···+rn+1ǫ!(r2+···+rn+1)!
nQ
i=1
0
@ αn+i+1
ri+1
1
A
(ǫ+2
nP
i=1
ri+1)!
x
ǫ+2
nP
i=1
ri+1
1
n∏
i=1
x
αi+1+ri+1
i+1 x
αn+i+1−ri+1
n+i+1
|ǫ ∈ {0, 1};α2 · · · , α2n+1 ∈ N, ǫ+
n∑
i=1
αn+i+1 − αi+1 = k}
forms a basis of H〈k〉 (k ∈ Z).
Case 2. 1 ∈ S, 2, n+ 1 = T2
⋃
S1
We can assume T2 = 2, s+ 1(1 ≤ s < n) by symmetry. Note
∆ = ∂2x1 − 2
s∑
i=1
xi+1∂xn+i+1 + 2
n∑
j=s+1
∂xj+1∂xn+j+1,
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η = x21 + 2
s∑
i=1
xn+i+1∂xi+1 + 2
n∑
j=s+1
xj+1xn+j+1.
Denote
v = x21 + 2
n∑
j=s+1
xj+1xn+j+1.
Let f ∈ A be a singular vector. Set
G1 =
s∑
i,j=1
C(Ei+1,j+1 −En+j+1,n+i+1) +
∑
1≤i<j≤s
[C(Ei+1,n+j+1 − Ej+1,n+i+1)
+C(En+j+1,i+1 −En+i+1,j+1)],
G2 =
n∑
i,j=s+1
C(Ei+1,j+1 − En+j+1,n+i+1) +
∑
s+1≤i<j≤n
[C(Ei+1,n+j+1 − Ej+1,n+i+1)
+C(En+j+1,i+1 −En+i+1,j+1)].
Denote A1 = C[x2, ..., xs+1, xn+2, ..., xn+s+1] and A2 = C[xs+2, ..., xn+1, xn+s+2, ..., x2n+1].
Then A = A1A2[x1]. Note that any singular vector of G1|A1 is of the form g1(xs+1, xn+s+1)
by Lemma 3.2. Moreover, G2|A2 is the canonical polynomial representation of so(2(n −
s),C), whose singular vectors are known to be of the form g2(xs+2, v). Observe that f can
be viewed as a singular vector of G1|A and a singular vector of G2|A. Thus we can write
f = f(x1, xs+1, xs+2, xn+s+1, v) by the above facts. Observe
(Es+2,1 − E1,n+s+2)(f) = xs+2∂x1(f) = 0,
that is
∂x1(f) = 0.
Moreover,
(Es+1,1 −E1,n+s+1)(f) = 2x1
∂2f
∂v∂xs+1
− x1
∂f
∂xn+s+1
= 0,
equivalently,
(2∂v∂xs+1 − ∂xn+s+1)(f) = 0.
Furthermore,
(Es+1,s+2 − En+s+2,n+s+1)(f) = ∂xs+1∂xs+2(f) = 0,
that is, ∂xs+2(f) = 0 or ∂xs+1(f) = 0.
Defining ∫
(z)
zt =
zt+1
t+ 1
,
we get,
f =
∞∑
t=0
(1
2
∫
(xs+1)
∫
(v)
)txps+1∂
t
xn+s+1
xmn+s+1
=
m∑
t=0
p!m!
2t(p+t)!t!(m−t)!
xp+ts+1v
txm−tn+s+1
= p!
2m(p+m)!
(v + 2xn+s+1∂xs+1)
mxp+ms+1 ,
= p!
2m(p+m)!
ηmxp+ms+1 , (m > 0),
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or
f =
∞∑
t=0
(1
2
∫
(xs+1)
∫
(v)
)tvp∂txn+s+1x
m
n+s+1
=
m∑
t=0
p!m!
2t(p+t)!t!(m−t)!
xts+1v
p+txm−tn+s+1
= p!
2m(p+m)!
(v + 2xn+s+1∂xs+1)
p+mxms+1,
= p!
2m(p+m)!
ηp+mxms+1, (m > 0),
or
f = vlx
ks+2
s+2 = η
lx
ks+2
s+2 (l ≥ 0, ks+2 ≥ 0).
Hence all the singular vectors in A〈k〉 are of the form η
lxk−2ls+1 or η
lx2l−ks+2 . Note
∆(ηlx
ks+1
s+1 ) 6= 0, ∆(η
lx
ks+2
s+2 ) 6= 0, if l > 0.
Therefore, H〈k〉 contains only one singular vector (x
k
s+2 if k ≥ 0; x
−k
s+1 if k < 0). Similarly,
by Lemma 3.1, we get
Theorem 4.3 The space A〈k〉 = H〈k〉
⊕
ηA〈k−2〉, and H〈k〉 is irreducible with basis
{
∞∑
r2,··· ,rn+1=0
(−1)rs+2+···+rn+12r2+···+rn+1ǫ!(r2+···+rn+1)!
nQ
j=s+1
0
@ αj+1
rj+1
1
Arj+1!
nQ
i=1
0
@ αn+i+1
ri+1
1
A
(ǫ+2
nP
i=1
ri+1)!
×x
ǫ+2
nP
i=1
ri+1
1
s∏
i=1
x
αi+1+ri+1
i+1 x
αn+i+1−ri+1
n+i+1
n∏
j=s+1
x
αj+1−rj+1
j+1 x
αn+j+1−rj+1
n+j+1 |ǫ ∈ {0, 1};
α2 · · · , α2n+1 ∈ N, ǫ+
2n+1∑
i=s+2
αi −
s+1∑
i=2
αi = k}
If k ≥ 0, the highest weight of H〈k〉 is −(k + 1)λs + kλs+1 when s < n − 1, and −(k +
1)λs+2kλs+1 if s = n− 1. When k < 0, the highest weight of H〈k〉 is −kλs−1+(k− 1)λs.
Moreover, xks+2 is a singular vector of H〈k〉 if k ≥ 0, and x
−k
s+1 is a singular vector of H〈k〉
when k < 0.
5 Noncanonical Representation of sl(n,C)
In this section, we study the noncanonical representation sl(n,C) obtained from (1.9) by
swapping some −xr,−ys and ∂xr , ∂ys .
Recall
sl(n,C) =
n∑
i,j=1,i 6=j
CEi,j +
n−1∑
i=1
C(Ei,i −Ei+1,i+1),
and
H =
n−1∑
i=1
C(Ei,i − Ei+1,i+1)
is a Cartan subalgebra of sl(n,C). Recall the fundamental weights λ1, · · · , λn−1 are linear
functions on H such that λi(Ej,j −Ej+1,j+1) = δi,j . Take {Eij|1 ≤ i < j ≤ n} as positive
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root vectors, which span a Lie subalgebra G+. Recall B = C[x1, · · · , xn, y1, · · · , yn]. Let
S, T be a partition of 1, n. Define a representation of sl(n,C) on B as follows:
Ei,j |B =


xi∂xj − yj∂yi , if i, j ∈ S,
−xixj − yj∂yi , if i ∈ S, j ∈ T,
∂xi∂xj − yj∂yi , if i ∈ T, j ∈ S,
−xj∂xi − δi,j − yj∂yi , if i, j ∈ T.
Set
∆ =
∑
i∈S
∂xi∂yi −
∑
i∈T
xi∂yi
and
η =
∑
i∈s
xiyi +
∑
i∈T
yi∂xi .
Then
∆ξ = ξ∆, ηξ = ξη for ξ ∈ sl(n,C)
as operators on B. Denote
Bl1,l2 = Span {x
αyβ ∈ B |
∑
i∈S
αi −
∑
i∈T
αi = l1, |β| = l2},
for l1 ∈ Z, l2 ∈ N, and
Hl1,l2 = {f ∈ Bl1,l2 | ∆(f) = 0}.
Then Bl1,l2 and Hl1,l2 are sl(n,C)-submodules.
We can always assume T = 1, s for some s ∈ 1, n by symmetry.
Case 1. s = n.
In this case ∆ = −
n∑
i=1
xi∂yi and η =
n∑
i=1
yi∂xi .
Bl1,l2 = Span{x
αyβ ∈ B | |α| = −l1, |β| = l2}
is finite dimensional. The subspace Bl1,l2 = 0 if l1 > 0.
Lemma 5.1 All singular vectors in Bl1,l2 are of the form x
−l1−t
n y
l2−t
n (xn−1yn−xnyn−1)
t (t ≥
0).
Proof. Let f ∈ Bl1,l2 be a singular vector. Denote ui = xiyn − xnyi for i ∈ 1, n− 1. We
can rewrite
f = g(x1, · · · , xn, u1, · · · , un−1, yn)
as a rational function in x1, · · · , xn, u1, · · · , un−1, yn.
Ei,n(g) = −xn∂xi(g) = 0 for i ∈ 1, n− 1,
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equivalently,
∂xi(g) = 0 for i ∈ 1, n− 1.
Ei,j(g) = −(xjyn − yjxn)∂ui(g) = 0, for 1 ≤ i < j < n,
which implies
∂ui(g) = 0, for 1 ≤ i ≤ n− 2.
Therefore, g is independent of x1, · · · , xn−1, u1, · · · , un−2. 
Set
H′l1,l2 = {f ∈ Bl1,l2|η(f) = 0}.
By the proof of Theorem 3.3, we get:
Theorem 5.2 If l1 + l2 ≤ 0,
Bl1,l2 = Hl1,l2
⊕
ηBl1−1,l2−1
(see the equation above Case 1), and Hl1,l2 is an irreducible highest weight module with
the highest weight l2λn−2− (l1+ l2)λn−1, a corresponding highest weight vector x
−l1−l2
n u
l2
n−1
and a basis
{
n∏
t=1
xktt
∏
1≤i<j≤n
(xiyj − xjyi)
ki,j |kt, ki,j ∈ N;
∑
ki,j = l2,
∑
kt = −l1 − l2;
ki,jkt = 0 for i < j < t; ki,jki1,j1 = 0 for i < i1 and j > j1}.
(5.1)
When l1 + l2 > 0,
Bl1,l2 = H
′
l1,l2
⊕
∆Bl1+1,l2+1,
and H′l1,l2 is an irreducible highest weight module with the highest weight −l1λn−2 + (l1 +
l2)λn−1 and a corresponding highest weight vector y
l1+l2
n u
−l1
n−1. The set
{
n∏
t=1
yktt
∏
1≤i<j≤n
(xiyj − xjyi)
ki,j |kt, ki,j ∈ N;
∑
ki,j = −l1,
n∑
t=1
kt = l1 + l2;
ki,jkt = 0 for i < j < t; ki,jki1,j1 = 0 for i < i1 and j > j1}
(5.2)
forms a basis of H′l1,l2.
Proof of Theorem 2.10 b)
Identify yi with xn+i for i ∈ 1, n and Ei,j with Ei,j − En+j,n+i. We can view sl(n,C)
as a subalgebra of sp(2n,C). Set
A〈0〉 =
⊕
m∈N
B−m,m =
⊕
m∈N
m⊕
l=0
ηlH−m−l,m−l =
⊕
l,m∈N
ηlH−m−2l,m. (5.3)
We want to show that
ηlH−m−2l,m ⊂ U(sp(2n,C)).1
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if m is even while
ηlH−m−2l,m ⊂ U(sp(2n,C)).(xn−1x2n − xnx2n−1)
if m is odd. Hence A〈0〉 = U(sp(2n,C)).1
⊕
U(sp(2n,C)).(xn−1x2n−xnx2n−1). Moreover,
(2.17) forms a basis of U(sp(2n,C)).1 and (2.18) forms U(sp(2n,C)).(xn−1x2n−xnx2n−1).
We claim that if there exists a nonzero element f ∈ ηlH−m−2l,m such that f ∈
U(sp(2n,C)).1 or U(sp(2n)).(xn−1x2n − xnx2n−1), then
ηlH−m−2l,m ⊂ U(sp(2n,C)).1 or U(sp(2n,C)).(xn−1x2n − xnx2n−1)
because ηlH−m−2l,m is an irreducible sl(n,C)-submodule. Since
ηlx2li =
(2l)!
l!
xlix
l
n+i ∈ U(sp(2n,C)).1,
we have ηlH−2l,0 ⊂ U(sp(2n,C)).1.
Suppose ηlH−m−2l,m ⊂ U(sp(2n,C)).1 for some even integer m ≥ 0. Taking 0 6= f ∈
ηlH−m−2l,m, we get
0 6= (xn−1x2n − xnx2n−1)
2f ∈ ηlH−m−2−2l,m+2,
(xn−1x2n − xnx2n−1)
2f
= (xn−1x2n + xnx2n−1)
2f − 4xn−1xnx2n−1x2nf
= −(E2n−1,n + E2n,n−1)
2.f − 4E2n−1,n−1E2n,n.f ∈ U(sp(2n)).1.
So ηlH−m−2−2l,m+2 ⊂ U(sp(2n,C)).1. Therefore, η
lH−m−2l,m ⊂ U(sp(2n,C)).1 if m is
even, and ηlH−m−2l,m ⊂ U(sp(2n,C)).(xn−1x2n − xnx2n−1) if m is odd by the same argu-
ments. This completes the proof of Theorem 2.10 b)
Case 2. s = n− 1.
Suppose f ∈ B is a singular vector. We rewrite
f = g(xs, ys, u, xn, yn)
by Lemma 5.1, where u = xs−1ys − xsys−1. Note
Es−1,n(g) = (ys∂xn + xsyn)∂u(g) = 0,
which implies ∂u(g) = 0. Since
Es,n(g) = (∂xs∂xn − yn∂ys)(g) = 0,
we have
g ∈ Span{
βs∑
t=0
αs!αn!βs!
(αs + t)!(αn + t)!(βs − t)!
xαs+ts x
αn+t
n y
βs−t
s y
βn+t
n |αs, αn, βs, βn ∈ N, αsαn = 0}.
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Lemma 5.3 All singular vectors in Bl1,l2 are
{
βs∑
t=0
l1!βs!
t!(l1 + t)!(βs − t)!
xtsx
l1+t
n y
βs−t
s y
l2−βs+t
n |0 ≤ βs ≤ l2}
if l1 ≥ 0, and
{
βs∑
t=0
(−l1)!βs!
t!(−l1 + t)!(βs − t)!
x−l1+ts x
t
ny
βs−t
s y
l2−βs+t
n |0 ≤ βs ≤ l2}
if l1 < 0. ✷
When l1 ≥ 0,
∆(
βs∑
t=0
l1!βs!
t!(l1+t)!(βs−t)!
xtsx
l1+t
n y
βs−t
s y
l2−βs+t
n )
= −
βs−1∑
t=0
l1!βs!
t!(l1+t)!(βs−t−1)!
xt+1s x
l1+t
n y
βs−t−1
s y
l2−βs+t
n
+
βs∑
t=0
l1!βs!(l2−βs+t)
t!(l1+t−1)!(βs−t)!
xtsx
l1+t−1
n y
βs−t
s y
l2−βs+t−1
n
=
βs∑
t=0
l1!βs!(l2−βs)
t!(l1+t−1)!(βs−t)!
xtsx
l1+t−1
n y
βs−t
s y
l2−βs+t−1
n .
So
∆(
βs∑
t=0
l1!βs!
t!(l1 + t)!(βs − t)!
xtsx
l1+t
n y
βs−t
s y
l2−βs+t
n )0 ⇐⇒ βs = l2 or l1 = βs = 0.
If l1 < 0, then
∆(
βs∑
t=0
(−l1)!βs!
t!(−l1+t)!(βs−t)!
x−l1+ts x
t
ny
βs−t
s y
l2−βs+t
n )
= −
βs−1∑
t=0
(−l1)!βs!
t!(−l1+t)!(βs−t−1)!
x−l1+t+1s x
t
ny
βs−t−1
s y
l2−βs+t
n
+
βs∑
t=1
(−l1)!βs!(l2−βs+t)
(t−1)!(−l1+t)!(βs−t)!
x−l1+ts x
t−1
n y
βs−t
s y
l2−βs+t−1
n
=
βs−1∑
t=0
(−l1)!βs!(l2+l1−βs)
t!(−l1+t+1)!(βs−t−1)!
x−l1+t+1s x
t
ny
βs−t−1
s y
l2−βs+t
n .
Thus
∆(
βs∑
t=0
(−l1)!βs!
t!(−l1 + t)!(βs − t)!
x−l1+ts x
t
ny
βs−t
s y
l2−βs+t
n ) = 0 ⇐⇒ l1 + l2 = βs or βs = 0.
Therefore, Hl1,l2 contains only one singular vector if l1+ l2 ≤ 0 or l1 > 0. Furthermore,
Ei,j |B= −xj∂xi − yj∂yi for 1 ≤ i < j < n,
Ei,n |B= ∂xi∂xn − yn∂yi for 1 ≤ i < n.
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So B is nilpotent with respect to G+. Thus Hl1,l2 is an irreducible submodule. Identifying
yi with xn+i (i ∈ 1, n) and by the similar argument as theorem 3.4, we obtain
Bl1,l2 = Hl1,l2 + ηBl1−1,l2−1 for l1 + l2 ≤ 0 or l1 > 0.
Hl1,l2
⋂
ηBl1−1,l2−1 = 0
when l1 + l2 ≤ 0, and
Hl1,l2
⋂
ηBl1−1,l2−1 ⊂ H〈l1+l2〉
⋂
ηA〈l1+l2−2〉 = U(so(2n,C)).η
l1+l2xl1+l2n−1
= ηl1+l2H〈−l1−l2〉 = η
l1+l2
∞⊕
t=0
H−l1−l2−t,t ⊂
∞⊕
t=0
B−t,l1+l2+t
if l1 + l2 > 0. Thus
Hl1,l2
⋂
ηBl1−1,l2−1 = 0 if l1 + l2 ≤ 0 or l1 > 0.
By Lemma 3.1 with T1 = ∂xn∂yn , T2 = −
n−1∑
i=1
xi∂yi and
T −1 (x
αyβ) =
xnynx
αyβ
(αn + 1)(βn + 1)
,
we get
Theorem 5.4 If l1 + l2 ≤ 0 or l1 > 0, then
Bl1,l2 = Hl1,l2
⊕
ηBl1−1,l2−1,
and Hl1,l2 is an irreducible highest weight module with the highest weight −l1λn−2 + (l1 +
l2− 1)λn−1 (resp. l2λn−2− (l1 + l2 + 1)λn−1) and a corresponding highest weight vector is
x−l1s y
l2
n (resp.
l2∑
t=0
l1!l2!
t!(l1+t)!(l2−t)!
xtsx
l1+t
n y
l2−t
s y
t
n) when l1 + l2 ≤ 0 (resp. l1 > 0). Moreover,
{
∞∑
r1,··· ,rn−1=0
αn!βn!
n−1Q
i=1
(βiri)(r1+···+rn−1)!
(αn+r1+···+rn−1)!(βn+r1+···+rn−1)!
xαn+r1+···+rn−1n y
βn+r1+···+rn−1
n
n−1∏
i=1
xαi+rii y
βi−ri
i
|α1, · · · , αn, β1, · · · , βn ∈ N;αnβn = 0;αn −
n−1∑
i=1
αi = l1,
n∑
i=1
βi = l2}
(5.4)
forms a basis of Hl1,l2. ✷
Case 3. s < n− 1.
Let f ∈ B be a singular vector. We can write
f = g(xs, ys, u, xs+1, yn, v)
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with u = xs−1ys− xsys−1 and v =
n∑
j=s+1
xjyj by the same arguments as those in Case 2 of
last section. Note
Es−1,n(g) = ysyn∂u∂v(g) + xsyn∂u(g) = 0 = yn(ys∂v + xs)∂u(g) = 0,
which implies ∂u(g) = 0. Moreover,
Es,n(g) = yn∂xs∂v(g)− yn∂ys(g) = 0,
i.e.
(∂xs∂v − ∂ys)(g) = 0,
and
Es,s+1(g) = ∂xs∂xs+1(g) = 0.
So any singular vector is the form
∞∑
t=0
(
∫
xs
∫
v
)txαss (∂ys)y
βs
s y
βn
n
=
βs∑
t=0
αs!βs!
(αs+t)!t!(βs−t)!
xαs+ts v
tyαs−ts y
βn
n
= αs!
(αs+βs)!
(ys∂xs + v)
βsxαs+βss y
βn
n
= αs!
(αs+βs)!
ηβsxαs+βss y
βn
n ,
or
∞∑
t=0
(
∫
xs
∫
v
)tvαv(∂ys)y
βs
s y
βn
n
=
βs∑
t=0
αv !βs!
(αv+t)!t!(βs−t)!
xtsv
αv+tyαs−ts y
βn
n
= αv!
(αv+βs)!
(ys∂xs + v)
αv+βsxβss y
βn
n
= αv!
(αv+βs)!
ηαv+βsxβss y
βn
n ,
or
x
αs+1
s+1 v
αvyβnn = η
αvx
αs+1
s+1 y
βn
n .
Using Lemma 3.1 with T1 = ∂xn∂yn , T2 = ∆− T1 and
T −1 (x
αyβ) =
xnynx
αyβ
(αn + 1)(βn + 1)
,
and using Theorem 3.5 with xn+i replaced by yi (i ∈ 1, n), we get
Theorem 5.5 If l1 + l2 ≤ −(n− s− 1) or l1 > −(n− s− 1), then
Bl1,l2 = Hl1,l2
⊕
ηBl1−1,l2−1,
and Hl1,l2 is an irreducible highest weight module with a basis
{
∞∑
r1,··· ,rn−1=0
(−1)rs+1+···+rnαn!βn!
n−1Q
j=s+1
(αjrj )
n−1Q
i=1
(βiri)(r1+···+rn−1)!
n−1Q
j=s+1
rj !
(αn+r1+···+rn−1)!(βn+r1+···+rn−1)!
s∏
i=1
xαi+rii
n−1∏
j=s+1
x
αj−rj
j
n−1∏
i=1
yβi−rii x
αn+r1+···+rn−1
n y
βn+r1+···+rn−1
n |
α1, · · · , αn, β1, · · · , βn ∈ N, αnβn = 0,
n∑
j=s+1
αj −
s∑
i=1
αi = l1,
n∑
i=1
βn = l2}.
(5.5)
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The highest weight ofHl1,l2 is −l1λs−1+(l1−1)λs+l2λn−1 (resp.−(l1+1)λs+l1λs+1+l2λn−1)
and a corresponding highest weight vector is x−l1s y
l2
n (resp. x
l1
s+1y
l2
n ) when l1+l2 ≤ (n−s−1)
or −(n− s− 1) < l1 ≤ 0 (resp. l1 > 0).
✷
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