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ÍNDICE DE FIGURAS IX
5.3. − ln〈T 〉 vs W para los estados electrónicos de la banda 3: (a) centro y (b) borde.
Las longitudes de la cadena corresponden a: L/a = 100 (magenta), L/a = 200
(verde), L/a = 300 (anaranjado), L/a = 400 (violeta). . . . . . . . . . . . . . . 47
5.4. 1/〈D〉 en función de L/a para los estados electrónicos del: (a) centro y (b) borde,
de la banda 3. Los niveles de desorden corresponden a: W = 0,00 (rojo), W =
0,10 (verde), W = 0,20 (azul), W = 0,30 (cian) para el: (a) centro, y (b) borde
de la banda 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.5. 1/〈D〉 en función del desorden para los estados electrónicos del: (a) centro y (b)
borde de la banda 3. Las longitudes de cadena corresponden a: L/a = 100 (ma-
genta), L/a = 200 (verde), L/a = 300 (anaranjado) para estados electrónicos
del: (a) centro y (b) borde, de la banda 3. . . . . . . . . . . . . . . . . . . . . . . 50
5.6. 〈D〉 en función del desorden para los estados electrónicos del: (a) centro y (b)
borde, de la banda 3. Las longitudes de cadena corresponden a: L/a = 100
(magenta), L/a = 200 (verde), L/a = 300 (anaranjado), L/a = 400 (violeta). . 51
5.7. 〈C〉 en función de L/a para el: (a) centro y (b) borde, de la banda 3. Los niveles
de desorden corresponden a: W = 0,00 (rojo), W = 0,10 (verde), W = 0,20
(azul), W = 0,30 (cian). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.8. 〈C〉 vs W para el: (a) centro y (b) borde, de la banda 3. Las longitudes de cadena
corresponden a: L/a = 100 (magenta), L/a = 200 (verde), L/a = 300 (anaranjado). 53
5.9. Distribución de probabilidad p asociada a |u| conforme se varı́a el nivel de des-
orden para una longitud de cadena L/a = 300. Aunque existen valores para
3 < |u| < 4 la escala se reduce a la mostrada para una mejor visualización. . . . 55
5.10. Diagramas de dispersión de las partes real e imaginaria de u para una cadena
de longitud L/a = 300 y diferentes niveles de desorden: (a) W = 0,012, (b)
W = 0,10, (c) W = 0,20, (d) W = 0,30, (e) W = 0,40, (f) W = 0,50. La escala
se reduce a la mostrada para una mejor visualización. . . . . . . . . . . . . . . . 57
X Resumen
Resumen
Los efectos del desorden estructural en las propiedades de transporte electrónico en un mo-
delo de sólido unidimensional (1D) desordenado son analizados mediante una medida estadı́stica
de complejidad propuesta por R. López-Ruiz, H.L. Mancini y X. Calbet. El modelo desordenado
1D se fundamenta en el conocido modelo de Kronig-Penney mediante una cadena de potenciales
delta con variaciones aleatorias en sus distancias. Dado que el cálculo de la complejidad nece-
sita de la densidad de probabilidad electrónica se utiliza el método de la matriz de transferencia
para obtener los estados electrónicos. La comparación del coeficiente de transmisión y la razón
de participación inversa con la complejidad indica tendencias definidas conforme se incrementa
el nivel del desorden. Más aún, los efectos del desorden, longitud de cadena finita y efecto de
borde se discuten para los estados electrónicos del centro y el borde de la banda. La anulación
de la corriente de probabilidad y la pérdida de fase del estado electrónico del centro de la ban-
da, como consecuencia del desorden, producen la saturación del coeficiente de transmisión, la
razón de participación inversa y la complejidad. Los resultados y análisis conducen a considerar
la complejidad como un indicador importante de las propiedades de transporte electrónico.
XII Abstract
Abstract
The influence of structural disorder on electron transport properties in a one-dimensional
(1D) disordered model of solid is analyzed by means of a statistical measure of complexity
proposed by R. López-Ruiz, H.L. Mancini and X. Calbet. The 1D disordered model is based
upon the so called Kronig-Penney model as a chain of delta potentials with random distances in
between. Since the calculation of complexity requires to know the electron probability density,
the transfer matrix method is used to obtain electron states. The comparison of transmission
coefficient and inverse participation ratio with complexity show clear trends as disorder level
increases. Furthermore, the effects of disorder, finite chain length and band edge are discussed
for band center and band top electron states. The cancellation of probability current and the loss
of electron phase for the band center state produce the saturation of transmission coefficient,
inverse participation ratio and complexity as a consequence of disorder. The results and their




Uno de los temas que ha venido desarrollándose desde mediados del siglo XX, de forma
independiente en las diferentes áreas del conocimiento, es el de la complejidad [1]-[6]. La trans-
disciplinariedad de este término ha generado que incluso al dia de hoy no se tenga unanimidad
sobre el concepto de complejidad. En el caso de las disciplinas cientı́ficas, esta situación ha
motivado diferentes propuestas tanto desde el punto de vista conceptual como operacional [7].
Algunas de ellas basadas en cantidades propias de la teorı́a de la información [8] como la en-
tropı́a de Shannon [9] o la entropı́a de Fisher [10].
Una de dichas propuestas, basada en parte en la entropı́a de Shannon, es la medida estadı́sti-
ca de complejidad propuesta por R. López-Ruiz, H.L. Mancini y X. Calbet [11]. Dicha medida
de complejidad se fundamenta en la noción intuitiva que los sistemas idealizados, como un sis-
tema completamente ordenado (e.g. cristal) o uno completamente desordenado (e.g. gas ideal),
no tienen complejidad alguna. Los sistemas con complejidad se ubicarı́an entre estos dos extre-
mos. La caracterización de los sistemas a través de dicha complejidad cubre un amplio espectro
como por ejemplo: distribuciones de probabilidad [12], economı́a [13], series de tiempo [14],
sistemas atómicos [15]-[17], moléculas [18],[19], gases fuera del equilibrio [20], estrellas [21],
entre otros. Justamente son estas correspondencias las que han motivado el presente trabajo, don-
de se plantea el estudio de la relación entre la complejidad (C) y las propiedades de transporte
electrónico en un modelo de sólido unidimensional (1D) con desorden estructural. La importan-
cia del estudio de sistemas 1D estriva en la posibilidad de extender, con el cuidado respectivo,
ciertas conclusiones a sistemas más reales como los sistemas tridimensionales. Asimismo, la in-
vestigación en sistemas con desorden [22], [23], aunque de larga data, constituye un campo de
estudio muy actual y con temáticas que aún resultan polémicas. Una de las más representativas
es la referida a la ausencia de transporte electrónico en sistemas con desorden [24]-[26]. P.W.
Anderson realizó uno de los primeros estudios en dicha área encontrando mediante una aproxi-
2 1. Introducción
mación tight binding que en todo sistema 1D el desorden, por mas pequeño que sea, inhibe el
transporte electrónico debido al fenómeno de localización electrónica [27].
Con la finalidad de contribuir en la investigación de sistemas con desorden, en el presente
trabajo se aborda el estudio de la influencia del desorden estructural sobre las propiedades de
transporte electrónico en un modelo de sólido 1D. Para ello, se utilizará cantidades tı́picas como
el coeficiente de transmisión (T ) y la razón de participación inversa (IPR), y se evaluará la infor-
mación que pueda brindar la medida estadı́stica de complejidad (C) propuesta por López-Ruiz et
al. sobre el transporte electrónico, buscando establecer correspondencias entre dichas cantidades.
Para tal fin, el trabajo está organizado de la siguiente manera: El capı́tulo 2 inicia con una
breve descripción en torno al concepto de complejidad comentando algunas de sus posibles medi-
das para luego centrarse en la medida estadı́stica de complejidad que se va a utilizar, exponiendo
también algunas caracterı́sticas de la extensión de la formulación discreta a la continua. En el
capı́tulo 3 se realiza el cálculo de C correspondiente a los estados electrónicos en el modelo
de Kronig-Penney periódico [28], usando para ello el teorema de Bloch. Asimismo, se compara
estos resultados con los que provee el método de la matriz de transferencia. Con la finalidad de
disponer de información sobre las propiedades de transporte electrónico se procede a calcular
la conductancia en la formulación de Landauer-Buttiker [29], [30]. En el capı́tulo 4 se aborda
el estudio de las propiedades de transporte electrónico en el modelo de Kronig-Penney con in-
clusión de desorden estructural para lo cual se introducen cambios pertinentes en la matriz de
transferencia. Los resultados obtenidos estimulan el estudio realizado en el capı́tulo 5 donde se
evalúan los efectos del desorden sobre la transmisión electrónica y complejidad para los estados
electrónicos del centro y del borde de la tercera banda. El análisis de la corriente de probabilidad
electrónica permite considerar a la medida estadı́stica de complejidad como un buen indicador
del transporte electrónico. En el capı́tulo 6 se plantean las conclusiones respectivas y se proponen
las perspectivas de trabajos futuros.
1.1. Objetivo general
Estudiar y caracterizar las propiedades de transporte electrónico en el modelo de Kronig-
Penney con desorden estructural mediante el coeficiente de transmisión, la razón de participación
inversa y una medida estadı́stica de complejidad.
1.2 Objetivos especı́ficos 3
1.2. Objetivos especı́ficos
Aplicar el método de la matriz de transferencia para la obtención de las funciones de onda
electrónica en un modelo de sólido unidimensional.
Evaluar los efectos del desorden estructural en el modelo a través del coeficiente de trans-
misión electrónica, la razón de participación inversa y la complejidad.




En este capı́tulo se realiza una recopilación de la información más relevante en torno al tema
de complejidad de manera que se tenga un panorama de su estado actual. Además, se comentarán
algunas propuestas desarrolladas para la medida de complejidad poniendo énfasis en la medida
estadı́stica de complejidad (C) propuesta por R. López-Ruiz, H.L. Mancini y X. Calbet [11], la
cual se utilizará en el presente trabajo.
2.1. Complejidad o ciencia de los sistemas complejos
Una de las instituciones pioneras y lı́deres en el estudio de la denominada complejidad es
el Santa Fe Institute (New México, EEUU). Cuenta la historia que como parte de su Escuela
de Verano en Sistemas Complejos del 2004, y para celebrar el 20 aniversario de su fundación,
se convocó a un panel con algunos de sus expertos más eminentes (cientı́ficos muy conocidos
en las áreas de fı́sica, ciencias de la computación, biologı́a, economı́a entre otras). La primera
pregunta fué: ¿Cómo se define la complejidad?. Luego de una primera sonrisa, cada panelista
procedió a dar una definición que resultaba distinta de las otras. A pesar de que ya ha pasado más
de una década desde aquel dı́a y aunque en diferentes áreas del conocimiento se tiene una idea
particular de lo que es complejidad, aún no existe consenso en cuanto a su definición. Estando
ası́ las cosas, una primera definición de lo que es complejidad la podemos obtener del diccionario.
El diccionario de la Real Academica Española indica que la palabra complejidad se refiere a la
cualidad de complejo; precisa también que el término complejo significa que se compone de
elementos diversos y que es enmarañado, de difı́cil comprensión. Una primera evaluación de
lo señalado nos lleva a reconocer que todo sistema (fı́sico, biológico, económico, etc.) al estar
formado por elementos que interaccionan tienen complejidad en alguna medida. Por otro lado,
atendiendo a la caracterı́stica de complejidad como cualidad, resulta evidente que se encarga del
estudio de los denominados sistemas complejos.
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2.1.1. Complejidad: un poco de historia
A mediados del siglo pasado, W. Weaver [31] (uno de los padres de la teorı́a de la informa-
ción) realiza un balance de los problemas que hasta ese entonces se han podido abordar con la
fı́sica y los que han quedado fuera de su alcance (propios de la medicina y la biologı́a) estable-
ciendo la siguiente clasificación: problemas de simplicidad, problemas de complejidad organi-
zada y problemas de complejidad desorganizada. Señala que los problemas de simplicidad son
aquellos resueltos hasta antes de 1900 y que consideraban unas pocas variables - máximo cuatro
variables - (e.g. dinámica de una bola de billar); los problemas de complejidad desorganizada son
aquellos que consideran una cantidad enorme de variables aleatorias y que pueden caracterizarse
por valores promedios obtenibles a partir de la teorı́a de la probabilidad y la mecánica estadı́stica
(e.g. dinámica de átomos, de estrellas, pronóstico de la frecuencia de llamadas, de muertes, leyes
de la termodinámica, leyes de herencia genética); y los problemas de complejidad organizada
son aquellos que (aún cuando pudieran no tener una cantidad intermedia de variables) involu-
cran una cantidad considerable de factores que estan inter-relacionados en un todo orgánico, es
decir constituyen entidades organizadas (no es errático) que hace inviable estudiarlos estadı́sti-
camente (e.g. ¿por qué una sustancia es dañina y otra, con la misma proporción de moléculas, es
inofensiva?, ¿de qué depende el precio del trigo?, ¿cómo se puede estabilizar la moneda?, ¿cómo
se puede explicar el patrón de conducta de un grupo de personas como un sindicato o una mi-
norı́a racial?). Weaver indica que este último tipo de problemas aparecen en una amplia gama de
áreas (biologı́a, medicina, psicologı́a, economı́a, ciencias polı́ticas, entre otras) y que la ciencia,
apoyándose en las capacidades de las computadoras y los equipos mixtos 1, deberá aprender a
tratar en los próximos 50 años.
Una decada después, H.A. Simon publica un ensayo [32] donde indica que un sistema com-
plejo es aquel que está formado por una gran cantidad de partes que interactúan de una manera
no-simple. En tales sistemas, el todo es más que la suma de sus partes, no en el sentido meta-
fisico sino pragmático; dadas las propiedades de sus partes y las leyes de sus interacciones no
resulta trivial inferir las propiedades del todo. La idea central que propone es que la compleji-
dad frecuentemente toma la forma de jerarquı́a 2 y que los sistemas jerárquicos tienen algunas
propiedades comunes que son independientes de sus contenidos especı́ficos. Las jerarquı́as las
1Grupos de trabajo multidisciplinarios surgidos en la 2da. guerra mundial, enfocados en un problema común
y formados por especialistas de diferentes campos del conocimiento: matemáticas, fı́sica, ingenieria, bioquimica,
psicologı́a, psicologı́a, fisiologia, ciencias sociales, etc.
2Por sistema jerárquico o jerarquı́a se refiere a un sistema que está compuesto de subsistemas interrelacionados
y estos, a su vez, estructurados en jerarquı́a hasta alcanzar el nivel más bajo de subsistemas elementales (e.g. átomo,
célula, estrella, aminoácido, familia.
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podemos encontrar en sistemas sociales (e.g. empresas comerciales, gobiernos, universidades,
tribus), sistemas biológicos (e.g. órganos, tejidos, células, núcleos), sistemas fı́sicos (e.g. gala-
xias, sistemas planetarios, moléculas), sistemas simbólicos (e.g. capı́tulos, secciones, párrafos),
etc. Simon señala que para el entendimiento de los sistemas complejos disponemos principal-
mente de dos tipos de descripción: la descripción del estado y la descripción del proceso; recalca
que la jerarquı́a es uno de los esquemas estructurales centrales que usa la arquitectura de la
complejidad.
Posteriormente, a inicios de los 70’s, P.W. Anderson [33], aunque acepta el reduccionismo 3
señala que la habilidad de reducir todo a simples leyes fundamentales no implica la capacidad de
reconstruir todo el universo a partir de ellas. Indica que el comportamiento de grandes y compli-
cados agregados de partı́culas, no se pueden comprender a partir de una simple extrapolación de
las propiedades de unas pocas partı́culas fundamentales. Reconoce que a cada nivel de compleji-
dad aparecen propiedades completamente nuevas y la comprensión de dichos comportamientos
requiere de investigación que considera de naturaleza fundamental.
Alrededor de 1990, C.H. Bennett [34] indica que los procesos irreversibles en la naturale-
za (e.g. evolución solar, biológica, cultural) tienen tendencia a la auto-organización (por medio
de la generación espontánea de complejidad) y que disponer de una definición de compleji-
dad permitirı́a abordar problemas asociados a fı́sica estadı́stica y teorı́a de la computación. Las
posibles definiciones de complejidad deberı́an capturar nociones intuitivas y además ser lo su-
ficientemente objetivas y matemáticas (i.e. operacionales), que permitan demostrar teoremas. A
continuación se enlista y comenta algunos candidatos para la medida de la complejidad en fı́si-
ca como: potenciales termodinámicos, universalidad computacional, complejidad computacional
espacio/tiempo, información algorı́tmica, información mutua de largo alcance, profundidad lógi-
ca, profundidad termodinámica, entre otros.
2.1.2. La complejidad y su medida
De la sección anterior queda patente el reconocimiento que en la naturaleza se presentan
fenómenos que son difı́ciles de analizar recurriendo a las teorı́as formales conocidas. Estos
fenómenos, identificados inicialmente como problemas de complejidad organizada, vienen a co-
rresponder en la actualidad a los denominados sistemas complejos.
3El reduccionismo es el enfoque filosófico según el cual la reducción es necesaria y suficiente para resolver
diversos problemas del conocimiento.
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Según se vió en las secciones anteriores, los sistemas complejos se caracterizarı́an por tener
una gran cantidad de componentes interrelacionados de manera no-simple, estar formados por
sub-sistemas que constituyen jerarquı́as, describibles por su estado o proceso, no analizables a
partir de un enfoque reduccionista y/o que presentan tendencia a la auto-organización. Es evi-
dente que bajo este panorama encontrar una definición que englobe estas caracterı́sticas es una
tarea difı́cil. A pesar de esto y aunque parezca contradictorio, en la actualidad se dispone de un
cúmulo de posibles definiciones y sus correspondientes medidas. S. Lloyd publicó una lista de al
menos 40 posibles medidas de complejidad (veáse la Ref. [7] para mayores detalles), señalando
además que éstas toman en cuenta alguno(s) de los siguientes aspectos de un sistema complejo:
la dificultad de su descripción, la dificultad de su creación y su grado de organización. Es in-
teresante notar que los dos primeros enfoques mencionados nos recuerdan a lo que H.A. Simon
denominó descripción del estado y descripción del proceso [32].
Con la finalidad de tener una idea de lo señalado, a continuación se comentará brevemente
algunas de las posibles medidas de complejidad.
Complejidad por tamaño
Si preguntamos: ¿qué tiene mayor complejidad, el ser humano o una ameba? es muy pro-
bable que la respuesta inmediata y obvia sea: ¡el ser humano! Esta respuesta intuitiva se
ve confirmada y formalizada si tomamos en cuenta que a nivel genómico, el tamaño del
ADN del ser humano (∼3 000 Mb) es mayor que el de la ameba (∼ 600 Mb); es más,
podrı́amos decir que el ser humano es cinco veces más complejo que la ameba. Sin em-
bargo, tal criterio de complejidad (tamaño del ADN) no resulta adecuado si tomamos en
cuenta que existen especies de plantas, como el pino taeda, que tienen un ADN de mayor
tamaño (∼22 000 Mb) y que solemos considerar de menor complejidad.
Complejidad por entropı́a
Otra posibilidad para la medida de la complejidad de un sistema podrı́a ser por su con-
tenido de información. De la teorı́a de la información se sabe que tal cantidad existe y
es la denominada entropı́a de Shannon [9]. Consideremos un dispositivo (sistema) que
puede generar un mensaje (secuencia) utilizando solo dos sı́mbolos (A o B). La entropı́a
de Shannon asigna cero a un mensaje ordenado (e.g. secuencia AAAA) y valor máximo al
mensaje desordenado (e.g. secuencia ABBA). Se deduce entonces que en este caso la com-
plejidad máxima se le asigna al mensaje desordenado. En este caso la mayor complejidad
corresponde a un mayor desorden.
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Complejidad por contenido de información algorı́tmica
Otra alternativa para la medida de complejidad, desarrollada por A. Kolmogorov y en
forma independiente por G. Chaitin y R. Solomonoff, es el contenido de información al-
gorı́tmica (también llamada complejidad algorı́tmica o complejidad de Kolmogorov) [8].
Se define como el tamaño del programa más corto que generarı́a una descripción comple-
ta del sistema. Consideremos que el dispositivo anterior genera dos mensajes: mensaje 1:
AAAAAAAAAAAAAAA y mensaje 2: ABBAABAAAABABBB. Para generar el mensaje 1 el
programa serı́a Escribe ’A’ 15 veces, y para el mensaje 2 Escribe ’ABBAABAAAABABBB’.
Evidentemente el programa mas corto corresponde al del mensaje 1, y por lo tanto es el
que tiene menor contenido de información algorı́tmica. Tomando en cuenta que el mensaje
2 se ha generado de manera aleatoria y que en dicho caso el contenido de información
algorı́tmica es mayor, deducimos que en este caso la mayor complejidad se corresponde
con la secuencia de mayor desorden.
Complejidad por profundidad lógica
En la decada de los 80’s, C.H. Bennett propuso la noción de profundidad lógica [35] que
toma en cuenta la dificultad en la construcción (reproducción) de un objeto (sistema). Ben-
nett compara la construcción de un objeto con el cómputo de una cadena de ceros y unos
que lo codifican. Por ejemplo, asignando a los nucleótidos los siguientes códigos binarios:
A=00, C=01, G=10, y T=11, es posible convertir una secuencia de nucleótidos en una
cadena de ceros y unos. La profundidad lógica se relaciona con el número de pasos que re-
querirı́a realizar una máquina de Turing 4 para generar la secuencia deseada. Sin embargo,
puesto que diferentes máquinas de Turing pueden invertir distintos intervalos de tiempo, la
profundidad lógica viene dado por el tiempo de ejecución requerido por una máquina de
Turing universal para reproducir la secuencia deseada. Esta cantidad no es una medida de
aleatoriedad y es nula para secuencias tanto completamente ordenadas como aleatorias.
Complejidad por profundidad termodinámica
A finales de los 80’s, S. Lloyd y H. Pagels propusieron una medida de la complejidad
al que denominaron profundidad termodinámica [36], que se basa en la idea que los sis-
temas complejos son aquellos cuya generación presenta más dificultad. Esta medida es
una propiedad de la evolución del estado y no del estado en sı́, y se anula para estados
completamente ordenados como desordenados. Por ejemplo, para determinar la profun-
didad termodinámica del genoma humano podemos empezar con el genoma del primer
4Una máquina de Turing es un dispositivo hipotético que manipula sı́mbolos sobre una tira de cinta de acuerdo
a una tabla de reglas y que es capaz de simular la lógica de cualquier algoritmo de un computador.
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ser vivo que ha existido y enlistar todos los eventos genéticos (mutaciones, recombinacio-
nes, etc.) que han conllevado al ser humano moderno. Presumiblemente, puesto que el ser
humano evolucionó miles de millones de años después que las amebas, su profundidad
termodinámica es mayor y por consiguiente su complejidad.
Es importante notar que las medidas de complejidad por entropı́a y por contenido de infor-
mación algorı́tmica asocian valor nulo con sistemas completamente ordenados y valor máximo
con sistemas aleatorios; por ello son considerados más como medidas de aleatoriedad. Por otro
lado, las medidas de complejidad por profundidad lógica y por profundidad termodinámica con-
signan valor nulo tanto a sistemas completamente ordenados como desordenados. Justamente la
intuición nos indica que los sistemas complejos son los que subyacen entre esos dos extremos.
Tal como se muestra en la figura 2.1, estamos interesados en sistemas que no son completamente
ordenados ni desordenados, sino que están caracterizados por estructuras o jerarquı́as. Una de
las medidas de complejidad que ha considerado tal correspondencia es la que se discutirá en la
siguiente sección.
Figura 2.1: Patrones de referencia de sistemas no complejos (extremos) y complejo (centro).
Figura tomada de la Ref. [37].
2.2. Una medida estadı́stica de la complejidad
La Complejidad, C, es una medida estadı́stica de la complejidad propuesto por López-Ruiz
et al. [11] que se basa en la idea intuitiva que un sistema completamente ordenado (e.g. sólido
cristalino) y uno completamente desordenado (e.g. gas ideal) no presentan complejidad alguna.
El componente esencial para el cálculo de la complejidad C es la distribución de probabilidades
asociada a los posibles estados del sistema que se va a estudiar y dado que esta distribución puede
ser discreta o continua se pasará a discutir sus formulaciones respectivas.
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2.2.1. Definición de complejidad para un sistema discreto
Con la finalidad de plantear la expresión matemática de la complejidad, C, se considera un
sistema fı́sico que tiene un conjunto de N estados accesibles {x1, x2, ..., xN} con su correspon-
diente distribución de probabilidades {p1, p2, ..., pN} tal que
∑N
i=1 pi = 1.
Un primer factor caracterı́stico es la cantidad de información, H , requerida para la descrip-
ción del sistema fı́sico. Mientras que el sólido cristalino requiere mı́nima información (básica-
mente la asociada a su celda primitiva), el gas ideal requiere información máxima (e.g. la que
corresponde a las posiciones y velocidades instantáneas de cada una de sus moléculas). Justa-
mente C. Shannon [9] definió una cantidad que da cuenta de la información almacenada en un





pi log pi (2.1)
donde K es una constante positiva. Algunas de las propiedades de H son: (i) positividad:
H ≥ 0 para cualquier conjunto arbitrario {pi}; (ii) concavidad: H es concavo para cualquier
conjunto arbitrario {pi} y alcanza su valor extremo para la distribución equiprobable (pi = 1/N
∀i); (iii) aditividad: H(A ∪ B) = H(A) +H(B), donde A y B son sistemas independientes; y
(iv) continuidad: H es continuo en cada uno de sus argumentos. Es más, la única función sobre
el conjunto {pi} que satisface estas propiedades es la indicada en la ecuación (2.1).
Otro parámetro distintivo es el grado (o nivel) de orden de sus elementos constituyentes
asociados a una jerarquı́a dada. Mientras que el orden en el gas ideal (sistema aleatorio) es
mı́nimo (nulo), el del sólido cristalino (sistema periódico) es máximo. Esta noción de orden es
el que permite definir una cantidad denominada desequilibrio (D) que establece una especie
de distancia respecto de un sistema que tiene asociada una distribución equiprobable (sistema











No es difı́cil evaluar que para un sólido cristalino, caracterizado por un estado preferencial xc
(tal que pc ∼ 1 y pi ∼ 0 para todo estado xi 6= xc), se tiene queHc ∼ 0 yDc ∼ 1 (paraN → ∞).
De forma similar, para el gas ideal que tiene todos sus estados igualmente probables pi = 1/N ,
resulta Hg = K logN y Dg = 0. Esto demuestra que si bien H o D por sı́ solas no cumplen
con la idea intutiva de complejidad, su producto sı́ lo hace. El comportamiento esperado de tal
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Figura 2.2: Comportamiento esperado para la información (H), el desequilibrio (D) y la medida
estadı́stica de complejidad (C). Figura adapatada de la Ref. [11].
producto lo podemos observar en la figura 2.2 en el intervalo de un sistema completamente or-
denado (sólido cristalino) hasta uno completamente desordenado (gas ideal) de modo queC ≥ 0.
El análisis precedente sobre el comportamiento previsto de H y D permite definir la comple-
jidad C para un sistema caracterizado por una distribución discreta de estados como C ≡ H ·D,
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Ejemplo: Sistema con 2 estados
Aunque el estudio de sistemas con N = 2 estados es aparentemente sencillo, encierra gran
relevancia, tanto desde el punto de vista conceptual (permite afianzar ciertas nociones de las
cantidades que vamos a utilizar), como desde el práctico (permite realizar el cálculo de la com-
plejidad en un caso relativamente sencillo). Recordemos que en la naturaleza encontramos siste-
mas basados en solo dos estados, como es el caso de la información clásica (donde el bit puede
adoptar solo dos valores, cero o uno), o el modelo Ising (que considera spin up o down), entre
otros.
Sea un sistema con N = 2 estados y con probabilidades p1 = p y p2 = 1 − p. En general
tenemos que: 0 < H < K lnN y 0 < D < 1 − 1/N . Tomando en cuenta los valores máximos
de H y D obtenemos los valores correspondientes normalizados como: h = H/K lnN y d =
D/(1− 1/N) del cual obtenemos c = h · d como la complejidad normalizada.

















Figura 2.3: (a) Entropı́a de Shannon normalizada (lı́nea color magenta) y desequilibrio norma-
lizado (lı́nea color cian) en función de la probabilidad de uno de los posibles estados para un
sistema de 2 estados. (b) Complejidad normalizada como función de la entropı́a normalizada.
Tal como se observa en la figura 2.3 -(a) h y d presentan un comportamiento inverso; es decir,
el aumento de una de ellas se corresponde con la reducción de la otra tal como prevee la defini-
ción inicial. Por otro lado, en la figura 2.3 -(b) se puede comprobar el comportamiento intuitivo
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esperado de la complejidad, asignando valor cero tanto a un sistema ordenado (con un estado
preferencial, i.e. p1 = 1 y p2 = 0) como a un sistema aleatorio (con p1 = p2 = 0,5) de modo que
los sistemas complejos se ubicarı́an entre estos dos extremos. Es importante resaltar el hecho que
el valor máximo de la complejidad no corresponde al valor h = 0,5.
Resulta interesante realizar el estudio de sistemas con N > 2 estados con la finalidad de mo-
nitorear los cambios en la complejidad conforme se aumenta el número de estadosN del sistema.
Como se puede observar en la figura 2.4, para el caso deN = 3 estados, la correspondencia entre
c y h ya no es unı́voca. Esto se debe a que existen distintos conjuntos de probabilidades {pi} que
poseen igual entropı́a pero distinto desequilibrio, y por consiguiente distinto c. Se puede observar
que para una entropı́a dada, se tiene un valor máximo y mı́nimo de la complejidad. Al respecto,
X. Calbet et al. [20] han realizado un estudio sobre la maximización y y minimización de la
complejidad para un valor dado de H , encontrando que la maximización de C corresponde a una
maximización del desequilibrio, es decir Cmax(H) = Dmax(H) · H . En dicho trabajo obtienen
que Cmax se consigue cuando la probabilidad de un estado pmax varı́a de 1/N → 1 dejando
al resto de N − 1 estados con igual probabilidad de valor (1 − pmax)/(N − 1) que varı́an de
0 → 1/N . De manera similar, plantean que Cmin(H) = Dmin(H) ·H se obtiene cuando n esta-
dos tienen probabilidad cero, un estado tiene probabilidad pmin que varı́a entre 0 → 1/(N − n)
y el resto de N − n− 1 estados tienen igual probabilidad de valor (1− pmin)/(N − n− 1) que
varı́a entre 1/(N − n) → 1/(N − n− 1) (con n = 0, 1, ..., N − 2).
Figura 2.4: Complejidad normalizada c en función de la entropı́a normalizada h para un sistema
discreto con N = 3 estados. Se muestra también la complejidad máxima cmax (lı́nea color azul)
y la complejidad mı́nima cmin (lı́nea color rojo).
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2.2.2. Definición de complejidad para un sistema continuo
La extensión de la medida estadı́stica C al caso de un sistema con distribución continua de
probabilidades requiere ciertas consideraciones tal como fueron planteadas por R. Catalán et al.
[38].
Reformulación de H
La formulación de H para una distribución continua p(x), con dominio en [−L,+L] y tal
que
∫ +L
−L p(x)dx = 1, puede realizarse dividiendo el intervalo [−L,+L] en sub-intervalos
de igual longitud ∆x = xi − xi−1, i = 1, ..., n, con xo = −L y xn = +L; y consideran-
do la siguiente aproximación {pi} = {p(xi) ∆x} con xi un punto interior del segmento
[xi−1, xi]. Esto genera:









La segunda sumatoria en la ecuación (2.4) crece con log n conforme n tiende a infinito.
Por ello, R. Catalán et al. consideran razonable tomar en cuenta únicamente la primera








p(xi) log p(xi)∆x] = −K
∫ +L
−L
p(x) log p(x)dx (2.5)
Reformulación de D
Para el caso continuo, la extensión natural de la distribución equiprobable, con dominio
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Es importante tomar en cuenta que la extensión al caso continuo, tanto de la entropı́a de
Shannon (ecuación 2.5) como del desequilibrio (ecuación 2.7), requiere el paso de un con-
junto discreto de estados (pi) a una función definida sobre un continuo de estados (ρ(x)),













Asimismo se debe tomar en cuenta que el cálculo de la complejidad mediante la ecuación
(2.8) requiere que tanto la variable x como L se encuentren normalizadas respecto a un
valor de escala de manera que sean adimensionales.
A continuación se estudiará mediante un ejemplo las caracterı́sticas de C definido en la
ecuación (2.8) y se evaluará su comportamiento en los casos lı́mite de los sistemas com-
pletamente ordenado y desordenado.
Ejemplo: Función de distribución normal
La función de distribución normal es una distribución que juega un papel importante en la
teorı́a de la probabilidad, estadı́stica, teorı́a de errores, teorı́a de la conducción del calor, teorı́a del
riesgo de finanzas y seguros, y en muchas otras ramas de la matemática, fı́sica y ciencias sociales.










−∞ ρ(x)dx = 1. La evaluación del comportamiento de la distribución normal en
función de su desviación σ (véase la figura 2.5-(a)) nos permite asociar al sistema completamente
ordenado con σ → 0 y al sistema completamente desordenado con σ → +∞. Esto se debe a que
en el primer caso la distribución tiende a un estado preferencial y en el segundo la aproximación
es hacia un conjunto de estados equiprobables. Esta asociación hace posible la evaluación de
la entropı́a, el desequilibrio y de la complejidad conforme a un parámetro caraterı́stico de la
distribución que viene dado por σ. Justamente, el cálculo explı́cito de C, a partir de la definición














Como se puede observar en la figura 2.5-(b), se comprueba que en esta reformulación H y D
mantienen un comportamiento aproximadamente inverso, con D ≥ 0; sin embargo, se observa
queH adquiere valores negativos. Esto, además de ser contradictorio con la formulación original
de Shannon (que considera que H ≥ 0), produce valores negativos de C, lo cual desvirtual la
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noción intuitiva original de la propuesta que siempre C ≥ 0. Por otro lado, se hace evidente que
para un sistema completamente ordenado C → −∞ y para uno completamente desordenado
C → 0.





















Figura 2.5: (a) Caracterización de la tendencia de la distribución normal para σ = 0,05 (curva en
rojo), σ = 0,5 (curva en verde). (b) Comportamiento de H,D,C en función de σ.
Del ejemplo anterior se evidencian ciertas inconsistencias respecto a la reformulación de la
medida estadı́stica de complejidad para sistemas con distribución continua. Tal como fue indi-
cado por Anteonodo et al. [39] y mostrado en el ejemplo, esta reformulación (ecuación (2.8))
admite valores negativos de C (esto se debe a que H ≤ 0 aún cuando D ≥ 0). Con la finalidad
de recuperar la positividad de C, R. Catalán et al. [38] proponen considerar la forma exponencial









Esta definición de la medida estadı́stica de complejidad para sistemas con distribución con-
tinua además de restaurar la positividad de C, posee propiedades como la de ser invariante bajo
transformaciones de traslación, re-escalamiento y replicación. Adicionalmente encuentran que
Cmin = 1 (para un sistema equiprobable) y Cmax no tiene un valor definido y puede ser infinita-
mente grande.
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2.3. Resumen del capı́tulo
La formulación original de R. López-Ruiz et al. de la medida de complejidad C = H ·D
para un sistema discreto de estados reproduce lo esperado (C = 0) tanto para un sistema
completamente ordenado como para uno desordenado.
Para sistemas discretos con número de estados N > 2 la correspondencia entre la entropı́a
de Shannon y la complejidad C no es unı́voca pues diferentes distribuciones de probabili-
dad tienen el mismo valor de H .
El parámetro estadı́stico de complejidad aplicado a sistemas con distribución continua de
estados requiere una interpretación cuidadosa de los resultados, pues los sistemas com-
pletamente ordenados (periódicos) y desordenados (aleatorios) no se corresponden con el
valor C = 0 de la definición original.
La reformulación de la medida de complejidad para sistemas con distribución continua
de estados, como C = eHD, recupera la positividad de C y redefine los valores lı́mite
correspondiente a los sistemas completamente desordenado (Cmin = 1) y ordenado (Cmax
puede ser infinitamente grande).
Capı́tulo 3
Complejidad en el modelo de
Kronig-Penney periódico
Una de las caracterı́sticas más resaltantes de los sólidos cristalinos viene a ser la disposi-
ción periódica de sus elementos constituyentes (base) 1. Esto hace posible que al investigar las
propiedades electrónicas en cristales, y utilizando la aproximación del electrón independiente,
se considere al potencial de interacción electrón-cristal como un potencial de tipo periódico.
Justamente es esta caracterı́stica de periodicidad la que incorpora el modelo de Kronig-Penney
periódico (MKPP) [28]. El MKPP es un modelo unidimensional (1D) que ha sido empleado
exitosamente en diferentes investigaciones, como por ejemplo en el estudio de la estructura de
bandas electrónicas en sólidos ordenados, en el fenómeno de localización en sólidos desordena-
dos [40] y lı́quidos [41], superconductividad en superredes [42], tunelamiento quark en modelos
nucleares [43], entre otros.
Justamente la distribución de energı́a del electrón en zonas permitidas (bandas) y prohibi-
das (gaps) constituye un ingrediente esencial para distinguir a los materiales como metálicos,
semiconductores o aislantes.
Dado que el MKPP es representativo para sólidos periódicos resulta adecuado para el estudio
del transporte electrónico en materiales cristalinos y superredes 2. Eventualmente también se
pueden estudiar materiales amorfos incorporando adecuadamente el desorden respectivo.
El estudio del transporte electrónico en un medio periódico es generalmente más sencillo
y directo que en un medio no periódico (aperiódico o aleatorio). Esto se debe justamente a las
simplificaciones asociadas a su periodicidad que hace posible reducir el estudio del transporte
1Se denomina base al átomo o grupo de átomos que asociados a una red dan origen al sólido cristalino.
2Las superredes son materiales artificiales obtenidos mediante crecimiento sobre substratos de una cantidad
determinada de capas de dos o más cristales quı́micamente similares, en un secuencia periódica apropiada.
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electrónico en todo el material como a aquel que se produce solamente en la celda unitaria to-
mando adicionalmente las consideraciones de frontera adecuadas (e.g. condiciones periódicas).
3.1. Cálculo de la complejidad mediante la función de Bloch
El MKPP original considera una sucesión de barreras o pozos de potencial de anchos finitos
que se alternan at infinitum [28]. Un caso especial se consigue al sustituir las barreras de potencial
por potenciales tipo delta (esto se logra haciendo que el ancho de la barrera tienda a cero y la
altura a infinito de manera que su producto se mantenga constante) como el que está representado











Figura 3.1: Representación del potencial de interacción electrón-cristal periódico del modelo de
Kronig-Penney a través de una cadena de potenciales tipo delta. Los potenciales equidistantes
están separados una distancia a. Para los cálculos se considerará a = 1,0 Å.
Como se ha visto en el capı́tulo anterior, el cálculo de la complejidad se fundamenta en el
conocimiento de la distribución espacial de los estados del sistema en estudio. En el presente
caso, esta información viene dada en la función de densidad de probabilidad ρ(x) = |ψ(x)|2.
Esto implica que para obtener C primero se debe conseguir la función de onda electrónica ψ(x),
para lo cual se requiere resolver la ecuación de Schrödinger para el electrón con el potencial de
interacción expresado en la relación (3.1) y aplicar las condiciones de frontera pertinentes.
Tomando en consideración que se tiene potencial nulo entre dos cualesquiera potenciales
tipo delta contiguos, es posible expresar la función de onda electrónica como una combinación
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ψ(x) = A sen(kx) + B cos(kx) (3.3)
Es importante señalar que debido a que todas las celdas son fı́sicamente equivalentes, es
suficiente obtener la función de onda electrónica en una celda (e.g. en la celda 0 < x < a), por
lo que la densidad de probabilidad requerida para obtener C se puede obtener como:
ρ(x) = |A|2 sen2 kx+ (A∗B +B∗A) sen kx cos kx+ |B|2 cos2 kx (3.4)
Puesto que el potencial de interacción es periódico, el teorema de Bloch establece que la
eigenfunción del electrón tiene la forma de una onda plana modulada por una función periódica
u(x) cuyo perı́odo corresponde al de la red cristalina, es decir ψ(x) = eiqxuq(x) con uq(x) =
uq(x + a) (a parámetro de red) o de forma equivalente: ψ(x + a) = e
iqaψ(x). Esto permite
expresar la eigenfunción electrónica en a < x < 2a como:
ψ(x) = eiqa [A sen k(x− a) + B cos k(x− a)] (3.5)
con A y B cantidades en general complejas y k =
√
2mE/~2. Puesto que en nuestro caso el
potencial no es acotado, las condiciones de frontera en x = a requieren tanto la continuidad de
ψ(x) como la discontinuidad de dψ(x)/dx. Tales condiciones se expresan como:






con ǫ → 0. Reemplazando las las relaciones (3.3) y (3.5) en las ecuaciones anteriores se
obtiene un sistema de ecuaciones que en forma matricial se puede expresar como:
(
sen(ka) cos(ka)− e+iqa











22 3. Complejidad en el modelo de Kronig-Penney periódico
Sabemos que la condición para obtener soluciones no-triviales (es decir con A,B 6= 0) re-
quiere que el determinante sea nulo, de lo cual se deduce que:




La estructura de bandas electrónica del cristal unidimensional esta contenida en esta ecua-
ción. Los posibles valores adoptados por q determinan las diferentes zonas de Brillouin (ZB)
que pueden expresarse como: (m − 1)π ≤ |qa| ≤ mπ (donde para m = 1 se tiene la 1era. ZB,
m = 2 la 2da. ZB, etc). Esta relación imponte una restricción importante sobre los valores de k
(y por consiguiente sobre los valores de E), pues solamente aquellos que al ser evaluados en la
parte derecha de la ecuación (3.9) y reproduzcan valores entre −1 y 1, serán válidos. Justamente
los valores de k ∈ R determinan la región de energı́as permitidas y los k ∈ I determinan las
regiones de energı́as prohibidas (gaps).
Considerando la ecuación (3.9) y como era de esperar, se comprueba que para Ωa → 0
todas las energı́as son permitidas (i.e. k = q) y se tiene un espectro de energı́as continuo que
corresponde al caso del electrón libre. Asimismo, para Ωa→ ∞ resulta que solo ciertas energı́as
son permitidas, aquellas con k = nπ/a y que determinan un espectro discreto de energı́as que
corresponde al caso del electrón en un pozo de potencial infinito.
Para el caso intermedio (i.e. 0 < Ωa <∞) la ecuación (3.9) tiene que evaluarse para el valor
especı́fico de Ωa. Por ejemplo, el cálculo de las bandas de energı́as permitidas y prohibidas para
ka > 0 y con Ωa = 4,0 (también utilizado en la Ref. [44]), tomando en cuenta la condición
establecida en la ecuación (3.9), permite obtener las siguientes primeras bandas de energı́a:
2,16 ≤ ka ≤ π (1er. banda)
4,58 ≤ ka ≤ 2π (2da. banda)
7,29 ≤ ka ≤ 3π (3er. banda)
10,18 ≤ ka ≤ 4π (4ta. banda)
(3.10)
En la figura 3.2 se puede observar el correspondiente espectro de energı́as donde se evidencia
claramente que no todo valor de energı́a está permitido. Asimismo, se observa la disposición
simétrica de los valores permitidos de ka respecto al origen de coordenas.
Retomando la ecuación (3.8) se observa que para un k dado es posible expresar un coeficiente
en función del otro, como por ejemplo:
B = A
sen ka
eiqa − cos ka (3.11)
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Figura 3.2: Distribución de las energı́as permitidas y prohibidas (E) en función del número de
onda adimensional (ka) para Ω = 4,0 Å−1 y a = 1,0 Å.
Esto permite expresar la densidad de probabilidad (ecuación (3.4)) únicamente en función
del coeficiente A. Para determinar completamente la eigenfunción correspondiente (excepto por




(ka+sen ka cos ka) sen2 ka
2ka(1−2 cos qa cos ka+cos2 ka) +
2(cos qa−cos ka)(1−cos 2ka) sen ka
4ka(1−2 cos qa cos ka+cos2 ka)
+ka−sen ka cos ka
2ka
(3.12)
Puesto que ya se tiene la función de densidad de probabilidad electrónica ρ(x) y tomando
en cuenta que su estado corresponde a una variable continua, se puede realizar el cálculo de la
entropı́a de Shannon (H), el desequilibrio (D) y la medida estadı́stica de complejidad (C), para
lo cual se tomará en cuenta las reformulaciones presentadas en la sección 2.2.2.
En la figura 3.3 se muestran los resultados obtenidos para H , D y C correspondientes al
MKPP tomando en cuenta el teorema de Bloch y la normalización en la celda 0 < x < a. Tan-
to H como D y C conservan la estructura de bandas electrónicas caracterı́stica de los sólidos
periódicos y que tı́picamente se puede observar en el espectro de energı́a (veáse figura 3.2). Aun-
que los valores de dichas cantidades para el inicio y borde muestran diferencias notorias en las
primeras bandas, tal diferencia desaparece para las bandas superiores (aproximadamente a partir
de la quinta banda).




















Figura 3.3: (a) Entropı́a de Shannon, (b) desequilibrio y (c) complejidad, en función del número
de onda adimensional. El cálculo de las eigenfunciones se realizó mediante el teorema de Bloch
considerando Ω = 4,0 Å−1 y a = 1,0 Å.
También se observa en 3.3-(c) que, en cada banda, los estados electrónicos del centro están
caracterizados por tener complejidad mı́nima. Al respecto Sañudo et al. [45] plantea que puesto
que la alta conductividad se presenta en materiales cristalinos con su banda semillena, en dichos
materiales los estados electrónicos más energéticos estarı́an caracterizados por presentar comple-
jidad mı́nima. Este serı́a el caso que se presenta en materiales reales como los metales alcalinos
(Li, Na, K, Rb, Cs) que tienen su banda de conducción semillena [46].
Lo realizado hasta el momento corresponde al cálculo de la medida estadı́stica de compleji-
dad C para el caso del electrón cuya interacción con el conjunto de átomos del sólido cristalino
es de tipo periódico. Este tipo de potenciales se fundamenta en la periodicidad intrı́nseca de
los materiales cristalinos. Sin embargo, en la naturaleza no solo se presentan materiales crista-
linos sino también materiales amorfos y cuasicristales. Dado que en estos últimos se tiene una
estructura apériodica, la solución mediante funciones tipo Bloch ya no es viable. Surge enton-
ces la necesidad de encontrar procedimientos alternativos, analı́ticos o numéricos, que permitan
determinar los estados electrónicos para potenciales no periódicos y que en el lı́mite periódico
reproduzcan los resultados conocidos. Justamente a continuación veremos que tal metodologı́a
existe y además de ser sencilla de implementar computacionalmente resulta extensible a estruc-
turas desordenadas.
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3.2. Método de la matriz de transferencia
Como se vió en la sección anterior, el cálculo de la complejidad requiere determinar la fun-
ción electrónica y ello fue posible mediante la aplicación del teorema de Bloch. Sin embargo
este tipo de soluciones son propias de potenciales periódicos que pierden validez en el caso de
estructuras con desorden que es lo que se propone abordar en el presente trabajo. Esto conlleva al
desarrollo de procedimientos alternativos que aprovechan la capacidad de cálculo computacional
del cual se dispone. Uno de estos procedimientos de amplio uso en el estudio de la propagación
de partı́culas cuánticas es el método de la matriz de transferencia (MMT) [47]-[50]).
El MMT es una metodologı́a de amplio uso en el estudio de la propagación unidimensional
en materiales fotónicos y semiconductores. El método se fundamenta en la existencia de una
matriz que permite la transferencia de la función de onda de una posición a otra.
Figura 3.4: Potencial acotado definido en el intervalo a < x < b que representa la interacción de
una partı́cula cuántica con un sistema finito.
Consideremos la propagación de una partı́cula no-relativista que viaja a lo largo del eje x y
cuya interacción con un material viene caracterizado por un potencial localizado, real 3 y acotado
en cierta región del espacio (veáse figura 3.4).
El planteamiento fı́sico-matemático más general de este caso requiere iniciar con la ecuación











La teorı́a establece que siempre que el potencial sea real e independiente del tiempo, es
posible expresar la función de onda como el producto de un factor espacial y otro temporal, i.e.
3El caso de potenciales complejos implicarı́a la posibilidad de creación o aniquilación (absorción) de partı́culas.
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Ψ(x, t) = ψ(x)e−iEt/~ donde ψ(x) es la eigenfunción que se obtiene al resolver la ecuación de









ψ(x) = Eψ(x) (3.14)
Las solución de la ESIT en cada región del potencial considerado se puede expresar en fun-
ción de ondas planas asociadas a la regiones externas y una función general correspondiente a la







Ae+ikx +Be−ikx x < a
αf(x) + βg(x) a < x < b
Ce+ikx +De−ikx b < x
(3.15)
Puesto que el potencial es acotado (finito) debemos considerar la condición de continuidad
de la eigenfunción y de su primera derivada en los puntos frontera del intervalo a < x < b.
Al aplicar estas condiciones en el punto x = a se obtiene un par de ecuaciones que relacionan
A y B con α y β. Asimismo, al evaluar dichas condiciones en el punto x = b se producen
otro par de ecuaciones que relacionan α y β con C y D. Tomando en cuenta las cuatro relaciones
anteriores y utilizando notación matricial se encuentra que existe una matriz M (relación (3.16)),
denominada matriz de transferencia que relaciona las amplitudes de las ondas planas asociadas














con las siguientes propiedades:
det(M) = 1 (3.17)
M11 =M
∗
22 y M12 =M
∗
21 (3.18)
La propiedad expresada en la ecuación (3.17) se fundamenta en la invarianza temporal de la
ESDT y la indicada en la ecuación (3.18) proviene de la conservación de la corriente de proba-
bilidad (para mayores detalles mire apéndice A).
4Matemáticamente esta ecuación corresponde a un problema del valor propio.
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Con la finalidad de verificar estas propiedades y de aplicar la metodologı́a de la matriz de
transferencia se procederá a resolver el caso de la propagación del electrón en un potencial de
interacción representado como una cadena de finita de potenciales tipo delta.
3.3. Cálculo de la complejidad mediante el método de la ma-
triz de transferencia
Sea un electrón que incide en un material estructuralmente ordenado y cuya interacción se
puede representar por un potencial periódico 1D ubicado a lo largo del eje x. Consideremos










Es importante destacar que a diferencia del caso periódico en donde el teorema de Bloch
permitı́a estudiar el potencial ad infinitum, para el enfoque del MMT estudiaremos solo una
región finita (0 < x < na) correspondiente a n celdas, cada celda formada por un potencial delta
y un potencial nulo (veáse figura 3.5). Se espera que para n → ∞ se reproduzcan los resultados
obtenidos en la sección 3.1.
Figura 3.5: Representación del potencial de interacción y de las eigenfunciones correspondientes
al intervalo de interes de longitud L = na.
Como se ha visto en la sección anterior, el MMT establece una correspondencia entre las
amplitudes (An, Bn) y (Ao, Bo) a tráves de una matriz de transferencia que en este caso viene a
ser una matriz de transferencia global (P), pues corresponde a una super-celda conformada por
n celdas, de manera que P = Mn...M2.M1, es decir:











Sin embargo, debido a que las n celdas son idénticas P = Mn donde M = Ma.Mδ [50]











+iω (1 + iω)
)
(3.22)
donde se ha considerado ω = Ω/k (mire apéndice B para mayores detalles).
Tomando en cuenta las matrices de las ecuaciones (3.21) y (3.22) (e incluso su producto Mj)
se puede comprobar con facilidad las propiedades dadas en las ecuaciones (3.17) y (3.18). Es
interesante notar que realizar el cálculo de P resulta una tarea sencilla computacionalmente pues
implica realizar el producto de matrices para un a, k y Ω dados. Para los cálculos se tomará en
cuenta lo siguiente: a = 1,0 Å (longitud de referencia) y Ω = 4,0 Å−1 tal que Ωa = 4,0
(adimensional).
Debido a la caracterı́stica periódica del potencial, se puede plantear a continuación, la con-
dición de frontera de Born-von Karman que establece que la eigenfunción electrónica ψn(x) al






















Esta última relación genera como resultado que P=1, lo cual se cumple solo si los valores
propios de M tienen la forma λ+,− = exp(±2πim/n) (dondem = 0, 1, ..., n−1) y puesto que la
traza(M) debe ser igual a la traza de la forma diagonalizada de M, se tiene que |traza(M)/2| ≤
1, que establece una condición para las energı́as permitidas.
Sin embargo, la solución mas general de la ecuación (3.20) se obtiene al plantear el problema
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Cabe mencionar que cuando λ = 1 se tiene el caso especial expresado en la ecuación (3.23).
Por lo tanto la ecuación (3.24) es el planteamiento mas general.
La solución de la ecuación (3.24) nos conduce a dos relaciones importantes:
(1) La primera se obtiene de la condición de no trivialidad de soluciones (i.e. Ao, Bo 6= 0),
por lo que se considera que det(P− λI) = 0, de donde se obtiene:
λ = s±
√
s2 − 1 (3.25)
con s ≡ 1
2
(P11 + P22) y se ha aplicado det(P) = 1. Tomando en cuenta la conservación de
la corriente de probabilidad encontramos otra restricción para λ:
|An|2 − |Bn|2 = |Ao|2 − |Bo|2
→ |λ|2(|Ao|2 − |Bo|2) = |Ao|2 − |Bo|2
(3.26)
Esto implica que |λ|2 = 1 cuyas soluciones son: λ+ = eiθ y λ− = e−iθ, por lo cual se deduce
que λ debe tener la forma de un número complejo. Tomando en cuenta ello en la ecuación (3.25)
concluimos que:
s2 ≤ 1 (3.27)
Esta relación es muy importante pues restringe los valores admisibles de s. Recordando que
s es función de los elementos de la matriz de transferencia global P y estos a su vez dependen
del valor de k, la ecuación (3.27) impone una restricción sobre los valores permitidos de k. Es
decir, viene a ser el equivalente de la relación de dispersión electrónica obtenida en la ecuación
(3.9) y que da cuenta de la estructura de bandas electrónica.
(2) Por otro lado, la comparación de las ecuaciones (3.20) y (3.24) permite expresar un coe-




→ Bn = uAn (3.28)
Tomando en cuenta que ψn(x) = Ane
+ikx +Bne
−ikx, obtenemos:
ρn(x) = |An|2[1 + ue−i2kx + u∗e+i2kx + |u|2] (3.29)
Lo que queda por realizar es la normalización de la eigenfunción electrónica. Sin embargo
esto no es una cuestión trivial pues nos encontramos con el problema de la normalización de
5La comparación indicada permite obtener un par de relaciones que al ser equivalentes hace posible la utilización
de cualquier de ellas.
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una onda plana la cual sabemos representa al electrón extendido en todo el espacio (−∞ < x <
+∞). Este problema se puede resolver recordando que el intervalo de normalización es arbitrario




ρn(x)dx = 1 obtenemos una relación en función de parámetros
que permiten determinar la amplitud An. Explı́citamente esta relación es expresable como:
1
|An|2
= na(1 + |u|2) + i(u− u
∗)
2k




Habiendo determinado completamente la eigenfuncion electrónica (salvo un factor de fase)
tenemos lo necesario para calcular H , D y C.
Normalización en <0,a>
Tomando en cuenta la misma región de normalización utilizada en el cálculo de la compleji-
dad basado en el teorema de Bloch (intervalo 0 < x < a) se han obtenido los comportamientos
de H , D y C mostrados en la figura 3.6. Como se puede verificar, mediante la comparación con
la figura 3.3 y con lo obtenido en la Ref. [45], los resultados del cálculo utilizando la metodologı́a
de la matriz de transferencia proveen resultados óptimos que se traducen en resultados similares




















Figura 3.6: (a) Entropı́a de Shannon, (b) desequilibrio y (c) complejidad, en función del número
de onda adimensional. El cálculo de las eigenfunciones se realizó utilizando el método de la
matriz de transferencia para Ω = 4,0 Å−1, a = 1,0 Å y normalizando en el intervalo < 0, a >.
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Normalización en <0,100a>
Una inquietud inmediata es la evaluación de los efectos sobre los resultados que se generan
en caso de la ampliación del intervalo de normalización con miras al estudio del sistema con
desorden, pues tal región debe ser representativa del desorden en la cadena finita de potenciales.
Realizando la ampliación del intervalo de normalización al intervalo < 0 < x < 100a se ha
obtenido los resultados mostrados en la figura 3.7.
Se observa que este cambio genera curvas de H , D y C simétricas en torno al centro de cada
banda permitida, de modo que tanto el inicio como final de la banda alcanzan los mismos valores
para cada cantidad calculada. La ampliación del intervalo de normalización reproduce en gran
medida el comportamiento obtenido mediante las funciones tipo Bloch del MKPP. Para el caso
especı́fico del modelo de sólido cristalino considerado, se podrı́a indicar que un sólido con una
banda casi vacı́a (muy pocos estados eléctronicos disponibles ocupados) o casi llena (la mayorı́a
de sus estados electrónicos disponibles ocupados), está caracterizado por tener a sus electrones



















Figura 3.7: (a) Entropı́a de Shannon, (b) Desequilibrio y (c) Complejidad, en función del número
de onda adimensional. El cálculo de las eigenfunciones se realizó utilizando el método de la
matriz de transferencia para Ω = 4,0 Å−1, a = 1,0 Å y normalizando en el intervalo< 0, 100a >.
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3.4. Conductancia mediante el método de la matriz de trans-
ferencia
Otra propiedad importante que resulta viable de estudiar mediante el MMT es el de la con-
ductancia (G) en el MKPP. Esto lo podemos realizar considerando el formalismo de Landauer-
Büttiker [52], [53] que establece que:
G = GoT (3.31)
con Go = 2e
2/h el quantum de conductancia y T representa el coeficiente de transmisión
electrónica (e es el valor de la carga del electrón y el factor 2 indica la degeneración del spin).
Con la finalidad de estudiar la transmisión electrónica en el MKPP consideramos la región
finita 0 < x < na y tomamos Bn = 0 (es decir, al final de la cadena no hay posibilidad de flujo














Recordando que el coeficiente de transmisión se define como el la razón del flujo transmitido
(vn|An|2) al flujo incidente (vo|Ao|2) y considerando las propiedades asociadas a P, especı́camen-
te de unimodularidad (ecuación (3.17)) y de complejos conjugados de sus elementos (ecuación





El gráfico correspondiente de la conductancia para las seis primeras bandas electrónicas es
mostrado en la figura 3.8. Aunque en la figura 3.8-(a) pareciera que se tiene conducción máxima
para todo valor permitido en cada banda, una evaluación minuciosa (veáse figura 3.8-(b)) eviden-
cia que tal situación solo ocurre para ciertos valores permitidos que corresponden a los estados
con resonancia. Es más, la conductancia muestra un comportamiento oscilante alcanzando valo-
res máximos conforme varı́a el valor de ka (y correspondientemente la energı́a) encontrándose
además que en promedio la conducción es mayor para los estados electrónicos asociados a la
región central de la banda que los correspondientes a los extremos de la misma.
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Figura 3.8: Conductancia normalizada en función del número de onda adimensional: (a) primeras
seis bandas, (b) ampliación de la tercera banda. Cálculo realizado considerando Ω = 4,0 Å−1,
a = 1,0 Å y n = 100.
3.5. Conclusiones del capı́tulo
De lo analizado en las secciones anteriores se puede establecer lo siguiente:
Tanto el cálculo de complejidad utilizando la metodologı́a de las eigenfunciones tipo Bloch
como el MMT, correspondiente al intervalo de normalización 0 < x < a, proveen resul-
tados similares. Esto se puede verificar mediante una comparación directa de los espectros
de complejidad mostrados en las figuras 3.3 y 3.6.
La extensión del intervalo de normalización a 0 < x < 100a utilizando la MMT muestra
una variación notoria en relación a la complejidad de los estados electrónicos en los bordes
de las bandas obtenidas mediante las eigenfunciones tipo Bloch.
Cabe destacar que, ası́ como el espectro de conducción (figura 3.8) pone de manifiesto la
estructura de bandas electrónica, el espectro de complejidad (figura 3.7) conserva dicha
caracterı́stica del transporte electrónico en sistemas cristalinos. Es decir, el espectro de
complejidad constituye una representación complementaria de las bandas electrónicas.
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La comparación de los espectros de complejidad (figura 3.7) y de la conducción (figura
3.8) permite establecer que los estados electrónicos correspondientes a los extremos de
una banda y que muestran una baja conducción tienen una complejidad máxima. Por el
contrario los estados electrónicos asociados a la región central y de alta conducción tie-
nen complejidad mı́nima. Esto caracterizarı́a a los electrones de las regiones centrales con
complejidad mı́nima y a los de los bordes con complejidad máxima dentro del modelo de
Kronig-Penney.
Capı́tulo 4
Complejidad en el modelo de
Kronig-Penney con desorden estructural
El estudio realizado de la complejidad en el MKPP, aunque básico como estudio inicial,
resulta importante tomando en cuenta que el avance actual de la tecnologı́a permite la fabricación
de estructuras periódicas, como es el caso de las superredes semiconductoras (SL) [54]-[56]. Sin
embargo, como en todo proceso de manufactura, el sistema no está libre de imperfecciones que
van a dar origen a defectos en su estructura como en su composición.
En esta parte del trabajo se abordará los efectos que, sobre las propiedades de transporte
electrónico y su complejidad, produce la incorporación de desorden en nuestro sistema inicial-
mente periódico, es decir se realizará el estudio del modelo de Kronig-Penney con desorden
(MKPD).
4.1. Tipos de desorden
En general, se distinguen los siguientes tipos de desorden:
Un sistema tiene desorden estructural (o posicional) cuando carece de orden de largo al-
cance (aunque puede tener orden de corto alcance). En dicho caso la disposición de sus
constituyentes no esta asociado a alguna red de Bravais que sı́ es tı́pico de los sistemas
cristalinos. Como ejemplo de tales sistemas tenemos al vidrio (SiO2).
Un sistema presenta desorden quı́mico (composicional o sustitucional) si la distribución
de los tipos de elementos constituyentes es aleatoria, a pesar de tener asociada una red de
Bravais (y por consiguiente simetrı́a traslacional). Un ejemplo especı́fico lo constituye el
cuarzo (SiO2).
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4.2. Complejidad en el modelo con inclusión de desorden
Con la finalidad de incorporar desorden de tipo estructural en el MKPP procederemos de
la misma manera al indicado en la Ref. [50], la cual se explica a continuación. Se reubican los
potenciales delta de manera que ya no se distribuyan de forma regular en las posiciones xj = j.a,
sino fuera de ellas. Esto se logrará ubicando a los potenciales conforme a la siguiente relación
xj = j.a + aǫ (veáse figura 4.1) con −W/4 < ǫ < W/4 donde ǫ es un número aleatorio que
varı́a en el rango indicado y W es un parámetro adimensional que nos sirve para monitorear
el nivel de desorden. Cuando W = 0 no hay desorden y es de esperar que los resultados se
correspondan con los ya obtenidos en el MKPP del capı́tulo anterior. Con W = 1 tendremos
el máximo desorden considerado en el presente estudio y los potenciales delta pueden ubicarse
como máximo a un cuarto de distancia de la posición asociada al caso periódico. Es importante
notar que las relaciones planteadas evitan solapamientos de potenciales y como máximo dos
potenciales deltas contiguos solo pueden acercarse hasta una distancia de a/2.
Figura 4.1: Representación de la super-celda en el modelo de Kronig-Penney con desorden es-
tructural.
Aunque los potenciales han sido reubicados, la fenomenologı́a de la propagación de la onda
electrónica a través del sistema (ahora desordenado) es la misma, pues los mecanismos de re-
flexión y transmisión también estarán presentes. Es factible entonces considerar que al sistema
llega una onda plana con amplitudes Ao, Bo que va sufrir multiples procesos de dispersión y lue-
go de n potenciales va a resultar una onda con amplitudes An, Bn de forma que estas van a estar















1. Es importante notar que las matrices M
′
j asociada a la celda j-esima
van a seguir correspondiendo al producto de una matriz representativa del potencial nulo y al de
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un potencial delta, es decir M′j = MδM
′
a. Considerando el caso particular de un potencial nulo






















→ M′a = Ma.Mǫ (4.3)
De lo anterior se deduce que la matriz correspondiente a la celda j-esima vendrá dada por:
M
′
j= MδMaMǫ, lo cual resulta conveniente pues el cálculo se basa nuevamente en el producto
de matrices; es más, al procedimiento realizado en el sistema periódico adicionamos una matriz
que contempla la reubicación del potencial delta y da cuenta del desorden estructural introduci-
do en el MKPP. Con la finalidad de que el cálculo de la complejidad estadı́stica y conducción
electrónica sean representativos del desorden estructural incorporado en el MKPP, es necesario
tomar varias muestras del sistema desordenado. Esto se logra realizando diferentes ensayos y
obteniendo valores promedios sobre la población de muestras.
Como se discutió en la sección 3.3 correspondiente al MKPP, la solución más general de la












Recordando que el det(P′) se puede obtener como el producto de los determinantes de las
3n matrices, se puede comprobar que det(P′) = 1. Tomando en cuenta la unimodularidad de P′
y la condición de no trivialidad de soluciones se tiene que:
λ = s±
√
s2 − 1 (4.5)




22). Considerando además la conservación de la corriente de probabilidad,
se consigue una condición sobre las energı́as permitidas:
s2 ≤ 1 (4.6)
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Por otro lado, de las ecuaciones (4.1) y (4.4) se puede establecer la siguiente relación entre
coeficientes:
Bn = An
λ+ − P ′11
P ′12
→ Bn = u′An (4.7)




= na(1 + |u|2) + i(u− u
∗)
2k




Habiendo determinado la función de onda electrónica correspondiente al MKPD podemos























Figura 4.2: Complejidad en función del número de onda adimensional para diferentes niveles
de desorden: (a) W = 0,0005, (b) W = 0,05, (c) W = 0,10, (d) W = 0,30. El promedio se
ha realizado con 100 configuraciones diferentes y considerando: Ω = 4,0 Å−1, a = 1,0 Å y
n = 100.
Como se puede observar en la figura 4.2-(a), cuando el nivel de desorden es prácticamente
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nulo (W ∼ 0), el comportamiento de C se corresponde bastante bien a lo obtenido para el caso
del MKPP (veáse figura 3.7). Esto indica que el procedimiento extendido del caso desordenado
incorpora de manera adecuada el caso especial ya estudiado del caso periódico.
También se observa que a medida que el nivel de desorden aumenta (casos (b), (c) y (d)) el es-
pectro de complejidad electrónica se torna más difuso y el mı́nimo de complejidad caracterı́stico
de cada banda del caso periódico desaparece; es decir, la complejidad de los estados electrónicos
en cada banda tienden a igualarse. Por otro lado, el incremento del nivel de desorden genera la
aparición de estados adicionales en las bandas de mayor energı́a, indicando que se tiene mayor





























Figura 4.3: Conductancia relativa en función del número de onda adimensional para diferentes
niveles de desorden: W = 0,0005 (rojo), W = 0,05 (verde), W = 0,10 (azul), W = 0,30 (cian).
El promedio se ha realizado con 100 configuraciones diferentes y considerando: Ω = 4,0 Å−1,
a = 1,0 Å y n = 100.
El estudio del espectro de conducción en función del número de onda adimensional que
se muestra en la figura 4.3 permite establecer una correspondencia entre la conducción y la
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complejidadC. Claramente se observa que los mı́nimos de conducción corresponden a los bordes
de las bandas; a su vez se observa que en los bordes se presenta complejidad máxima. Esta
correspondencia no se ve alterada conforme el nivel de desorden aumenta, al menos para los
niveles de desorden estudiados. Sin embargo, sı́ tiene impacto sobre los estados electrónicos del
centro de cada banda pues a medida que el desorden aumenta la conducción disminuye y el
mı́nimo de complejidad desaparece.
La influencia del desorden tanto sobre la complejidad como sobre la conductancia puede
evaluarse más detalladamente realizando el estudio en solo una banda de energı́a, como por
ejemplo la banda-4. Tal como se observa en la figura 4.4 la tendencia previamente identificada se
mantiene, es decir la complejidad de los estados electrónicos del centro de las bandas aumenta y
la conductancia se reduce a medida que se incrementa el desorden.
Aunque de la gráfica de conducción (figura 4.4-(a)) pareciera que la banda de energı́a se
reduce conforme se incrementa el desorden, el espectro de complejidad (figura 4.4-(b)) muestra
con mayor claridad que ocurre todo lo contrario; es decir, la banda crece debido a la aparición de
nuevos estados electrónicos en los bordes de las bandas.
























Figura 4.4: (a) Complejidad y (b) Conductancia normalizada en función del número de onda
adimensional correspondiente a la banda 4 con: W = 0,01 (rojo), W = 0,10 (verde), W = 0,20
(azul), W = 0,30 (cian). El promedio se ha realizado con 100 configuraciones diferentes y
considerando: Ω = 4,0 Å−1, a = 1,0 Å y n = 100.
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4.3. Conclusiones del capı́tulo
Del presente estudio se desprende lo siguiente:
La incorporación de desorden estructural produce un incremento de la complejidad de
la mayorı́a de estados electrónicos; es decir, los niveles de complejidad de los estados
electrónicos tienden a igualarse.
El transporte electrónico disminuye a medida que se incrementa el desorden. Esto se ob-
serva claramente al evaluar la conductancia como función del nivel del desorden.
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Capı́tulo 5
Influencia del desorden sobre la
complejidad de los estados electrónicos
Como se ha podido verificar en el capı́tulo anterior, la inclusión de desorden estructural pro-
duce un aumento en la complejidad de los estados electrónicos ası́ como una reducción de la
conductancia, además de propiciar la aparición de estados electrónicos en los bordes de las ban-
das. Estos comportamientos motivan la profundización en la relación entre la complejidad y la
conductancia o, equivalentemente, con la resistencia en sistemas afectados con el tipo de desor-
den indicado. El estudio de la influencia del desorden sobre la resistencia en sistemas unidimen-
sionales no es nuevo; sin embargo, en el presente estudio se indagará su posible relación con la
medida estadı́stica de complejidad propuesta por López-Ruiz et al.
A continuación, el estudio se centrará en los estados electrónicos del centro (ka = 8,36) y del
borde (ka = 9,42) de la banda 3, como representativo de los efectos sobre cualquier otra banda.
Los resultados mostrados en el presente capı́tulo se han realizado considerando los parámetros
Ω = 4,00 Å−1 y a = 1,00 Å, con 100 configuraciones diferentes de {ǫ} para el cálculo de los
valores promedio.
5.1. Efectos sobre la transmisión electrónica
Motivado por evidencia experimental en estudios con dirty wires a bajas temperaturas, R.
Landauer propuso una relación entre el coeficiente de transmisión (T ) y la resistencia eléctrica
(R) 1 [52]:
R = T−1 − 1 (5.1)
1En esta formulación la resistencia viene a ser una cantidad adimensional.
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El interés en las propiedades a cero grados Kelvin de estos sistemas radicaba en la hipótesis de
que su resistencia deberı́a incrementarse con el aumento de su longitud, de acuerdo a la siguiente
relación:
R = eαL − 1 (5.2)
con α denominada la inversa de la longitud de localización. Es importante indicar que debido
a la representación que se ha asociado al electrón (por medio de ondas planas), tal denominación
no es adecuada. En su lugar se considera α = 1/ξ, con ξ como longitud crı́tica. Justamente





Tomando en cuenta el planteamiento de R. Landauer, expresadas en las ecuaciones (5.1) y
(5.2), es de esperar una relación del tipo:
α.L = − ln(T ) (5.4)
Justamente, R. Ouasti et al. consideraron este tipo de relación para realizar estudios sobre
propiedades de localización en cadenas unidimensionales con desorden de tipo quı́mico [58]. En
el presente estudio se utilizará la ecuación (5.4) (obtenida de las ecuaciones (5.1) y (5.2)) para
profundizar en los efectos, tanto de la longitud finita como del desorden, sobre las propiedades
de transporte electrónico que son caracterizadas a través del coeficiente de transmisión.


























Figura 5.1: − ln〈T 〉 y α vs L/a correspondiente al estado electrónico del centro de la banda-3
para diferentes niveles de desorden: W = 0,00 (rojo), W = 0,10 (verde), W = 0,20 (azul),
W = 0,30 (cian).
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Como se observa en la figura 5.1-(a), correspondiente al estado electrónico del centro de la
banda-3, tanto el incremento de la longitud del sistema como del nivel de desorden producen
la reducción del coeficiente de transmisión lo cual indica la disminución en las propiedades de
transporte electrónico. Este comportamiento se podrı́a verificar experimentalmente a través de
medidas de la conductancia que, como se ha visto en una sección precedente (sección 3.4), es
directamente proporcional al coeficiente de transmisión 2. Asimismo, se verifica una relación
aproximada de tipo lineal de − ln〈T 〉 con L, la cual permite asociar a cada nivel de desorden una
longitud crı́tica que discrimina el tipo de regimen de transporte electrónico, tal como se plan-
teó mediante las relaciones (5.3). Por ejemplo, para el caso ordenado (periódico) ξ → ∞ lo que
indica que sin importar la longitud de la cadena el regimen de transporte es balı́stico.
Un estudio más en detalle de la constancia de α = 1/ξ, i.e. de la longitud caracterı́stica para
un nivel de desorden dado, puede realizarse a partir de la figura 5.1-(b). Aquı́ se puede observar
el comportamiento asintótico de 1/ξ y el orden de variación (≈ 10−2) conforme se alcanza la
longitud crı́tica. Más aún, se verifica que a mayor desorden y longitud, se produce una menor
longitud crı́tica. Considerando justamente una dependencia del tipo α = α(L) y que la pendiente











Resolviendo las ecuaciones (5.5) y (5.6), con L0 y α0 valores iniciales para un nivel de
desorden dado, se obtiene la siguiente expresión para la dependencia con la longitud de la cadena:
α = c− (c− αo)
L
Lo (5.7)
La ecuación (5.7) permite verificar que conforme la longitud de la cadena aumenta y para un
nivel de desorden dado, la dependencia de α con la misma se hace despreciable, corroborando
la tendencia de α = 1/ξ hacia un valor constante y por consiguiente hacia una longitud crı́tica
definida.
2Esta proporcionalidad se hace evidente al considerar la formulación de la conductancia según Landauer-Bütti-
ker.
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La dependencia del coeficiente de transmisión con la longitud de la cadena para el estado
eléctronico del borde de la banda-3, mostrado en la figura 5.2-(a), también indica una reducción
de las propiedades de transporte electrónico. Sin embargo, la relación de −ln〈T 〉 con L para un
nivel de desorden dado ya no corresponde a una de tipo lineal y el ritmo de reducción del coefi-
ciente de transmisión con la longitud es mayor que el que se observó para el estado electrónico
del centro de la banda. Adicionalmente, la dependencia de α = 1/ξ con L mostrada en la figura
5.2-(b), restringe la posibilidad de asociar una longitud crı́tica definida para un nivel de desor-
den dado. Todas estas caracterı́sticas mencionadas conllevan a considerar que las propiedades
de transporte electrónico correspondientes al estado del borde de la banda se ven afectados no
solamente por el nivel de desorden y la longitud, sino también la influencia de la posición del
estado en relación a la banda, y que se denomina efecto del borde de la banda.
Dado que el ritmo de reducción de las propiedades de transporte electrónico del estado del
borde de la banda es mayor que para el estado electrónico del centro (veáse los ordenes de
cambio de −ln〈T 〉 en las figuras 5.1-(a) y 5.2-(a)), se puede afirmar que el efecto combinado de
la longitud finita de la cadena y del desorden, resulta despreciable frente al efecto del borde de
la banda.


















Figura 5.2: − ln〈T 〉 y α vs L/a correspondiente al estado electrónico del borde de la banda 3
y para diferentes niveles de desorden: W = 0,00 (rojo), W = 0,10 (verde), W = 0,20 (azul),
W = 0,30 (cian).
Como ya se ha comentado, las propiedades de transporte electrónico se ven afectadas por la
longitud de la cadena, el nivel de desorden y el efecto del borde de la banda, siendo este último
el de mayor influencia.
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El estudio de la dependencia de −ln〈T 〉 con el nivel de desorden para diferentes longitudes
de la cadena, como el mostrado en la figura 5.3-(a), permite profundizar en el grado de influencia
de los dos primeros factores sobre la reducción del coeficiente de transmisión para el estado
electrónico del centro de la banda 3. Tal como se habı́a visto en un análisis anterior, se verifica que
la reducción en el coeficiente de transmisión electrónica, y por consiguiente en las propiedades de
transporte, es mayor conforme la longitud del sistema aumenta para un nivel de desorden dado.
Más aún, la comparación de las figuras 5.1-(a) y 5.3-(a) permite establecer que el efecto del
nivel de desorden sobre la transmisión electrónica es mayor que el de la longitud de la cadena.
Por otro lado, se observa también que para el sistema periódico e independientemente de la
longitud de la cadena, al estado electrónico del centro de la banda le corresponde T ∼ 1. Esto
implica que dicho estado electrónico tiene una gran probabilidad de atravezar completamente la
cadena de potenciales y, por consiguiente, dicho estado contribuye a las propiedades de transporte
electrónico.
























Figura 5.3: − ln〈T 〉 vs W para los estados electrónicos de la banda 3: (a) centro y (b) borde. Las
longitudes de la cadena corresponden a: L/a = 100 (magenta), L/a = 200 (verde), L/a = 300
(anaranjado), L/a = 400 (violeta).
El análisis correspondiente del estado electrónico del borde de la banda, mostrado en la figura
5.3-(b), indica un comportamiento global distinto a lo discutido previamente. Aunque todavı́a se
observa, al menos para bajos niveles de desorden (W < 0,40), el efecto combinado de longitud
finita y de desorden que se manifiesta en la reducción del coeficiente de transmisión, tal reduc-
ción va decayendo paulatinamente hasta que se alcanza un nivel de desorden umbral (W ≈ 0,40).
Para niveles de desorden mayores se observa que tanto el efecto de longitud finita como de des-
orden se han reducido apreciablemente. Otra caracterı́stica importante de señalar, y que ha sido
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reportado en la literatura, es que la incorporación del desorden conlleva a la aparición de estados
electrónicos en las bandas inicialmente prohibidas, por lo que la noción de estado electrónico del
borde de la banda va perdiendo significado. En nuestro caso, esto implicarı́a que a partir de un
nivel de desorden W ≈ 0,4 nuestro estado electrónico deja de ser el correspondiente al del borde
de la banda.
5.2. Efectos sobre la complejidad de los estados electrónicos
La caracterización de los estados electrónicos mediante la medida estadı́stica de complejidad
requiere conocer la entropı́a y el desequilibrio. Este último constituye a su vez una cantidad im-
portante en el fenómeno de localización electrónica por lo cual pasaremos a evaluar la influencia
del desorden tanto en el desequilibrio como en la complejidad de los estados electrónicos.
5.2.1. Caracterización mediante el desequilibrio
En la sección precedente se determinó que el desorden, además de la longitud finita y el
efecto del borde de la banda, reducen las propiedades de transporte electrónico. La eventual inhi-
bición del transporte electrónico también puede explicarse mediante el fenómeno de localización
electrónica, en cuyo caso el efecto del desorden conlleva a la localización espacial de la función
de onda electrónica en una región limitada del espacio que ocupa el sistema, afectando las pro-
piedades de transporte tal como fue planteado por P.W. Anderson a partir de una aproximación
tipo tight-binding. Con dicho trabajo se inició una lı́nea de investigación que se ha aplicado al
estudio de una diversidad de sistemas de interés como sistemas amorfos, nanopartı́culas [59], etc.
Una de las cantidades utilizadas para caracterizar el fenómeno de localización electrónica es
la razón de participación inversa (IPR) pues brinda información sobre la distribución espacial
de la función de onda electrónica en el sistema en estudio (e.g. cadena de potenciales), de tal
manera que valores pequeños (IPR → 0) están asociados a estados electrónicos extendidos y
valores grandes a estados localizados.
Aunque esta distinción entre estados extendidos y localizados no es aplicable al presente
estudio, pues la representación que utilizamos del electrón es por medio de ondas planas (i.e
nuestros estados electrónicos son extendidos), resulta interesante ahondar en la información que
esta cantidad nos puede proveer, sobretodo si se toma en consideración que la expresión del IPR
coincide con la del desequilibrio (D), de manera que se cumple:
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con Λ el volumen del sistema, que en nuestro caso está determinado por la longitud de la
cadena (L = Na → Λ). La evaluación de la ecuación (5.8) para el caso equiprobable, ası́ como
el comportamiento de la densidad de probabilidad electrónica para el centro y borde de la banda
3, nos permite plantear la siguiente relación:Dborde > Dcentro > Dequi = 1/Na. Para un longitud
de cadena dada, esto implicarı́a la posibilidad la posibilidad de asignar una longitud efectiva (l)
para los estados electrónicos del centro y borde de la banda, tal que: lequip = Na > lcentro >
lborde, por lo cual es posible plantear una expresión para D como función explı́cita de L = Na





con γ = 1 para un estado caracterizado por una densidad equiprobable. Cabe mencionar que
el estado electrónico correspondiente serı́a el de un electrón libre.
























Figura 5.4: 1/〈D〉 en función de L/a para los estados electrónicos del: (a) centro y (b) borde,
de la banda 3. Los niveles de desorden corresponden a: W = 0,00 (rojo), W = 0,10 (verde),
W = 0,20 (azul), W = 0,30 (cian) para el: (a) centro, y (b) borde de la banda 3.
De la figura 5.4-(a) correspondiente al estado electrónico del centro de la banda 3, se observa
que el coeficiente γ es independiente de la longitud para un nivel de desorden dado. También
se puede verificar que para el caso periódico (W = 0,0) γ ≈ 0,81, un valor cercano a 1. Este
resultado se justifica al considerar las ligeras oscilaciones de su densidad electrónica alrededor
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de la densidad equiprobable (ρ(x) = 0,01). El aumento inicial de desorden en el sistema produce
una disminución del valor de γ que eventualmente alcanza un valor mı́nimo de γ ≈ 0,61 para un
nivel de desorden de W = 0,30.
El análisis del estado electrónico del borde de la banda, mostrado en la figura 5.4-(b), eviden-
cia que no importando el nivel de desorden, e incluso para el caso periódico, se tiene γ ≈ 0,60,
que se corresponde bastante bien con el valor alcanzado para el estado electrónico del centro
de la banda para niveles de desorden altos. Este correspondencia confirma lo encontrado en la
sección anterior donde se concluyó que el efecto de borde de banda es mucho mayor que el del
desorden y de la longitud finita de la cadena.






















Figura 5.5: 1/〈D〉 en función del desorden para los estados electrónicos del: (a) centro y (b)
borde de la banda 3. Las longitudes de cadena corresponden a: L/a = 100 (magenta), L/a = 200
(verde), L/a = 300 (anaranjado) para estados electrónicos del: (a) centro y (b) borde, de la banda
3.
Se puede realizar un análisis complementario al estudiar la dependencia de 1/D con el nivel
del desorden para diferentes longitudes. Para el estado electrónico del centro de la banda se pue-
de observar en la figura 5.5-(a) que independientemente de la longitud de la cadena, el aumento
del nivel de desorden conlleva a un valor asintótico de 1/D caracterı́stico para cada longitud.
Este valor asintótico es mayor conforme se aumenta la longitud de la cadena.
En la figura 5.5-(b) se observa que el efecto de borde de banda produce que para cada longi-
tud, la cantidad 1/D alcance su valor asintótico desde niveles de desorden muy pequeños.
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Tomando en cuenta el efecto del borde de la banda mencionado, se puede reevaluar el com-
portamiento obtenido para el estado electrónico del centro de la banda y afirmar que, la incorpo-
ración del desorden y a partir de cierto valor (W ∼ 0,30 para L/a = 100), el estado electrónico
del centro de la banda se comporta como si correspondiera al estado del borde de la banda.
A modo de conclusión se puede ver que la reducción de las propiedades electrónicas obser-
vadas en el coeficiente de transmisión para una longitud finita, a consecuencia del aumento del
desorden, se manifiestan en un aumento en el valor del desequilibrio (veáse la figura 5.6) que se
puede asociar con la reducción en la longitud efectiva del correspondiente estado electrónico del
centro de la banda hasta que se alcanza un valor caracterı́stico comparable al del correspondiente
estado del borde que se observa incluso para el caso ordenado (W = 0,0).


















Figura 5.6: 〈D〉 en función del desorden para los estados electrónicos del: (a) centro y (b) borde,
de la banda 3. Las longitudes de cadena corresponden a: L/a = 100 (magenta), L/a = 200
(verde), L/a = 300 (anaranjado), L/a = 400 (violeta).
5.2.2. Caracterización mediante la complejidad
Ahora se evaluará el comportamiento de la complejidad correspondiente a los estados electróni-
cos del centro y borde de la banda 3 en función de la longitud de la cadena, y para distintos nive-
les de desorden. Para el estado electrónico del centro de la banda se puede observar, en la figura
5.7-(a), que para niveles de desorden bajos (W < 0,30) tanto la longitud de la cadena como el
desorden tienen influencia sobre la complejidad del estado electrónico. Más aún, para un nivel
de desorden dado, la complejidad tiende asintóticamente con la longitud de la cadena hacia un
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valor constante máximo C ≈ 1,106. Sin embargo, tal dependencia con la longitud se torna des-
preciable para niveles de desorden superiores (W > 0,30), pues como se observa, incluso para
longitudes de cadena corta se alcanza el valor de la complejidad máxima.




















Figura 5.7: 〈C〉 en función de L/a para el: (a) centro y (b) borde, de la banda 3. Los niveles de
desorden corresponden a: W = 0,00 (rojo), W = 0,10 (verde), W = 0,20 (azul), W = 0,30
(cian).
El comportamiento de la complejidad para el estado electrónico del borde de la banda para
cadenas desordenadas, mostrado en la figura 5.7-(b), indica que incluso para longitudes de cade-
na cortas (L/a < 300) se alcanza un valor constante para la complejidad del sistema. Tomando
en cuenta además que dicho valor coincide con el valor máximo de la complejidad alcanzada
para el estado electrónico del centro de la banda (C ≈ 1,106), se puede plantear que este com-
portamiento es consecuencia del efecto del borde de la banda. Esto implicarı́a que el efecto del
borde de la banda es equivalente al de los niveles superiores de desorden del caso correspondien-
te al centro de la banda.
Resulta interesante evaluar la complejidad de la cadena ordenada (veáse figura 5.7-(a) y -(b)),
donde tanto para el estado electrónico del centro como del borde de la banda se observan valores
prácticamente constantes pero diferentes, sin mayor efecto de la longitud de la cadena. Por un
lado, la constancia encontrada en la complejidad viene a ser consecuencia de la periodicidad de
la cadena; y por otro y de mayor relevancia, tal discriminación entre el estado electrónico del
centro y del borde de la banda no la muestra un indicador tı́pico del transporte electrónico como
el coeficiente de transmisión.
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El estudio de la complejidad en función del desorden para los estados electrónicos del centro
y borde de la banda, y para diferentes longitudes, nos brinda información complementaria.




















Figura 5.8: 〈C〉 vs W para el: (a) centro y (b) borde, de la banda 3. Las longitudes de cadena
corresponden a: L/a = 100 (magenta), L/a = 200 (verde), L/a = 300 (anaranjado).
En la figura 5.8-(a) se observa que la complejidad, para el estado electrónico del centro
de la banda y para diferentes longitudes de cadena, tienden asintóticamente al valor esperado
C ≈ 1,106 conforme se incrementa el nivel de desorden. Ya a partir de W ≈ 0,30 se ha alcan-
zado la complejidad máxima y no se observa mayor influencia de la longitud de la cadena. Esto
implica que para niveles de desorden W > 0,30, el efecto de la longitud de la cadena practica-
mente es despreciable en comparación con el del desorden.
El caso correspondiente al estado electrónico del borde de la banda, mostrado en la figura
5.8-(b), no muestra influencia alguna de la longitud de la cadena. Se observa también que la
complejidad del estado del borde de la banda permanece aproximadamente constante para todos
los niveles de desorden estudiados. Como ya se habı́a encontrado previamente (veáse la figura
5.7-(b)), aquı́ también se observa que el efecto del borde de la banda es equivalente al de los
niveles de desorden superiores para el caso del centro de la banda.
54 5. Influencia del desorden sobre la complejidad de los estados electrónicos
5.3. Análisis de la corriente de probabilidad
Como se ha encontrado en la sección 5.1 tanto la longitud de la cadena como el desorden
afectan la probabilidad de transmisión electrónica del estado del centro de la banda. 3 Especı́fi-
camente se determinó que el incremento del nivel del desorden, para una longitud finita de la
cadena, reduce la probabilidad de transmisión electrónica. Esta reducción debe mostrarse tam-
bién en una cantidad caracterı́stica de la propagación electrónica como la corriente de probabi-
lidad electrónica (J(x)). Aún más, la fenomenologı́a asociada a la representación e lectrónica
por medio de ondas planas, nos permite estudiar el efecto de la reducción en la probabilidad de
transmisión electrónica a través de la corriente de probabilidad (J(x)).
La corriente de probabilidad es una cantidad que viene dada en función del flujo de proba-
bilidad transmitido y el flujo de probabilidad reflejado, y se considera constante e igual en cada
celda (xi < x < xi+1, ∀i ∈ N ) de la cadena de longitud L = Na. Para fines prácticos se define




= |A0|2 − |B0|2 = jt0 − jr0 (5.10)
Considerando además la relación entre las amplitudes de la onda incidente (A0) y reflejada
(B0), obtenida en el capı́tulo 3 con el método de la matriz de transferencia como B0 = uA0, es
posible plantear para la primera celda (x0 < x < x1) que:
j0(x) = |A0|2{1− |u|2} (5.11)
La ecuación (5.11) nos indica que la corriente de probabilidad normalizada viene determinada
completamente por la distribución de valores de |u|. Esto permite plantear una clasificación de
los resultados en alguno de los siguientes casos:
|u| < 1 → |A0|2 > |B0|2 → jt0 > jr0
|u| = 1 → |A0|2 = |B0|2 → jt0 = jr0
|u| > 1 → |A0|2 < |B0|2 → jt0 < jr0
(5.12)
Con la finalidad de estudiar los efectos del desorden mediante la corriente de probabilidad
normalizada se pasará a evaluar la distribución de valores de |u| para una longitud finita de la
cadena (L = 300a) y distintos niveles de desorden.
3Con la finalidad de evitar efectos del borde de la banda, el análisis de la presente sección se centrará en el estado
electrónico del centro de la banda.


















Figura 5.9: Distribución de probabilidad p asociada a |u| conforme se varı́a el nivel de desorden
para una longitud de cadena L/a = 300. Aunque existen valores para 3 < |u| < 4 la escala se
reduce a la mostrada para una mejor visualización.
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En la figura 5.9 se muestra la distribución de valores de |u| conforme se aumenta el des-
orden. Para el caso casi-periódico (W ≈ 0,01) se observa la probabilidad preferente alrededor
|u| ≈ 0,25 < 1 lo cual implicarı́a mayor corriente de probabilidad transmitida. Este resulta-
do es compatible con lo encontrado en el caso periódico donde la probabilidad de transmisión
electrónica resultó T ≈ 1. 4
El aumento progresivo del nivel de desorden para 0,10 < W < 0,30 conlleva a una redistri-
bución de la probabilidad en el intervalo 0 < |u| < 4,0 con la desaparición del valor preferente
de |u| inicialmente encontrado. La distribución de probabilidad de |u| para los niveles de desor-
den mencionados indica una reducción importante de la corriente de probabilidad transmitida.
Esto comportamiento es compatible con lo encontrado mediante la probabilidad de transmisión
electrónica donde se observó el mismo resultado.
Para niveles de desorden con W ≥ 0,30 se obtiene un aumento significativo de la probabili-
dad en torno al valor |u| = 1 (comparable al caso W ≈ 0,01) lo lo cual indicarı́a una reducción
apreciable de la corriente de probabilidad normalizada, i.e. j ≈ 0 debido a que jt0 ≈ jr0 (veáse
la ecuación 5.12). Esta reducción en la corriente de probabilidad es compatible con lo obtenido
para la probabilidad de transmisión. Más aún, identifica un valor de nivel de desorden umbral
(W ≈ 0,30) a partir del cual la corriente de probabilidad no va variar apreciablemente y que
además coincide con el nivel de desorden para el cual la razón de participación inversa (equiva-
lentemente desequilibrio) y la complejidad alcanzan su correspondiente valor asintótico.
El estudio de la distribución de valores de las partes real (ur) e imaginaria (ui) de la relación
de amplitudes en función del nivel de desorden, mostrada en la figura 5.10, permite encontrar
adicionalmente que la relación de fases entre la onda electrónica transmitida y reflejada, para
el estado del centro de la banda, se ha tornado aleatoria; i.e. se ha perdido la coherencia de
fase a consecuencia del desorden en la cadena. De manera complementaria a lo encontrado en
la distribución de probabilidad de valores de |u|, se observa también que para W ≥ 0,30 la
distribución de valores de las partes real e imaginaria de u se ubican preferentemente en el cı́rculo
asociado a |u| = 1.
4El caso periódico W = 0,0 (no mostrado) indica una probabilidad p = 1 asociado a |u| = 0,25.





























Figura 5.10: Diagramas de dispersión de las partes real e imaginaria de u para una cadena de
longitud L/a = 300 y diferentes niveles de desorden: (a) W = 0,012, (b) W = 0,10, (c)
W = 0,20, (d) W = 0,30, (e) W = 0,40, (f) W = 0,50. La escala se reduce a la mostrada para
una mejor visualización.




Del estudio realizado para evaluar la influencia del desorden estructural sobre las propiedades
de transporte electrónico se desprenden algunas conclusiones importantes, las cuales se discu-
tirán a continuación.
La inclusión de desorden estructural en el modelo de Kronig-Penney conlleva a una reducción
del coeficiente de transmisión electrónica, ası́ como al incremento, tanto de la razón de partici-
pación inversa como de la complejidad, hacia un valor asintótico de saturación caracterı́stico,
asociado al estado electrónico del centro de la banda. Estos comportamientos en las cantidades
estudiadas son consecuencia de la cancelación de la corriente de probabilidad y de la pérdida de
fase del estado electrónico correspondiente conforme se incrementa el nivel de desorden en el
modelo (cadena de potenciales).
Las tendencias mostradas por el coeficiente de transmisión, la razón de participación inversa
y la complejidad, a medida que se incrementa el nivel de desorden, caracterizan adecuadamente
la reducción de las propiedades de transporte electrónico a consecuencia del desorden incluido
en el sistema en estudio. Más aún, tanto la razón de participación inversa como la complejidad
del estado electrónico del centro de la banda alcanzan sus correspondientes valores de satura-
ción a partir de un nivel de desorden umbral, que en el primer caso depende de la longitud de
la cadena. Dada la no dependencia de la complejidad de saturación con la longitud de la cadena
se propone a la complejidad como un buen indicador de las propiedades de transporte electrónico.
60 6. Conclusiones y perspectivas
El inverso de la razón de participación inversa (i.e desequilibrio) en función de la longitud
de la cadena permite caracterizar los efectos sobre el transporte electrónico para un nivel de
desorden dado, por medio de una longitud efectiva caracterizada por un coeficiente γ que se
relaciona con la fracción de la cadena que define una longitud efectiva para el electrón. El valor
γ ≈ 2/3 es alcanzado por el estado electrónico del centro de la banda a partir de W ≈ 0,30
tornándose independiente de la longitud de la cadena.
6.2. Perspectivas
A partir del estudio realizado y la experiencia obtenida se proponen como posibles temas de
extensión del presente estudio los siguientes puntos:
Como ya se indicó, estudios de influencia de desorden en estructuras unidimensionales
son de relevancia actual debido a que la manufactura de los mismos no está libre de la
incorporación de defectos. En ese sentido y complementario al estudio desarrollado se
propone evaluar los efectos del desorden quı́mico a partir de la metodologı́a planteada
buscando evaluar la influencia de este tipo de desorden sobre las propiedades de transporte
electrónico. Un caso importante y representativo de lo indicado viene a ser el ADN donde
la disposición regular de los cuatro tipos de nucleótidos permite su representación como
una cadena de potenciales equidistantes pero con distintas intensidades de potencial.
La representación de la onda electrónica por medio de un paquete de onda utilizando meto-
dologı́as alternativas como la aproximación tight-binding permitirı́a complementar los es-
tudios en sistemas con desorden tanto estructural como quı́mico y de estructuras geométri-
cas más complejas (3D).
Apéndice A
Propiedades de la matriz de transferencia
Veremos a continuación que una propiedad matemática (asociada a la forma de la ecuación
de onda) y una propiedad fı́sica (asociada a la conservación de la corriente de probabilidad)
establecen condiciones restrictivas y convenientes sobre la matriz M.
A.1. Invarianza por reversibilidad temporal
Partimos de la Ecuación de Schrödinger dependiente del tiempo tomando en cuenta el caso










Considerando que el potencial V (x, t) esta definido en el intervalo a < x < b y es constante







Ae+ikx +Be−ikx x < a
αf(x) + βg(x) a < x < b
Ce+ikx +De−ikx b < x
(A.2)
El método de la matriz de transferencia toma en cuenta que existe una matriz M que relaciona
las amplitudes de las ondas planas de las regiones adyacentes al potencial, que expresado en














Si tomamos el complejo conjugado de la ecuación A.1 y consideramos el cambio t → −t,
obtenemos lo siguiente:






Ψ∗(x,−t) + V (x,−t)Ψ∗(x,−t) = i~ ∂
∂t
Ψ∗(x,−t) (A.4)
Puesto que la forma de la ecuación obtenida (ecuación A.4 es invariante respecto a la ex-
presión original (ecuación A.1), concluimos que si Ψ(x, t) es solución, entonces Ψ∗(x,−t) es







A∗e−ikx +B∗e+ikx x < a
α∗f(x)∗ + β∗g(x)∗ a < x < b
C∗e−ikx +D∗e+ikx b < x
(A.5)
Nótese que la dirección inicial de propagación de las ondas planas se han invertido (e.g.
A→ B∗). Tomando en cuenta la nueva forma de la solución (relación A.5 y la matriz M podemos
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de manera que la densidad de probabilidad (Pab) cumple que:
dPab
dt
= J(a, t)− J(b, t) (A.9)
Tomando en cuenta que trataremos únicamente con potenciales reales y dependientes única-
mente de la posición, observamos que Pab es independiente del tiempo. Por lo tanto se cumple la
conservación de J(x, t), con lo cual tendremos que Jx<a = Jx>b, es decir:
|A|2 − |B|2 = |C|2 − |D|2 (A.10)
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Utilizando la ecuación anterior, junto con las relaciones (A.7) y (A.10), se demuestra que:
det(M) = 1 (A.11)
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Apéndice B
Matrices de transferencia del potencial
delta y nulo
Como se ha planteado previamente, las amplitudes de las ondas planas en las regiones adya-
centes a un potencial se pueden relacionar por medio de una matriz cuyos elementos dependen
del tipo de potencial. A continuación se esboza el procedimiento para obtener la matriz de trans-
ferencia del potencial delta y nulo.
B.1. Matriz de transferencia para el potencial delta
Sea el potencial delta dado por V (x) = (~2/m) Ω δ(x − a). Sabemos que las soluciones en
las regiones adyacentes se pueden expresar como:
ψI(x) = Ae
+ikx +Be−ikx x < a
ψII(x) = Ce
+ikx +De−ikx a < x
(B.1)
En este caso la eigenfunción y su primera derivada deben cumplir las siguientes condiciones:
ψI |x=a = ψII |x=a
dψII
dx
|x=a − dψIdx |x=a = 2ΩψI |x=a
(B.2)
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B.2. Matriz de transferencia para el potencial nulo
En este caso consideramos el potencial V (x) = 0 en el intervalo 0 < x < a. Sabemos que en
este caso la onda plana asociada se puede expresar como:
ψ(x) = Ae+ikx +Be−ikx (B.4)
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