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It is shown that generalized Moore geometries of type GM,n(s, t, c) with c = s + 1 do not 
exist for m = 6 and rn = 7, if st > 1. 
1. Introduction 
We consider finite incidence structures with s + 1 points/line and t+ 1 
lines/point, such that the corresponding point graph has diameter m and with the 
additional property that any two distinct points are connected by a unique 
shortest path if their distance is smaller than m and by exactly c distinct shortest 
paths if their distance is equal to m. We call such an incidence structure a 
generalized Moore geometry of type GMm(s, t, c). For relationships to other 
incidence structures the reader is referred to [2, Section 1]. 
Since the point graph of a generalized Moore geometry is distance-regular we 
can apply the whole theory of distance-regular g aphs (cf., e.g. [1]). The question 
of the existence of a certain generalized Moore geometry then, in the first place, 
amounts to the investigation of the characteristic equation of the intersection 
matrix of the point graph. Its characteristic roots and eigenvectors have to satisfy 
certain--rather restrictive conditions, which are usually called feasibility 
conditions. 
In [2, 3] we studied GMm(s, t, s + 1) and we proved that this type of incidence 
structure cannot exist for st > 1, unless m ~< 7. In this paper we proceed by 
showing that also the cases m = 6 and m = 7 cannot occur if st > 1. 
2. Preliminaries 
We assume throughout the text that st > 1. One has by definition that the total 
number of distinct shortest paths between any two points with distance m in the 
point graph of GM(s, t, s + 1) equals s + 1. This number cannot be larger than 
t + 1, which is the total number of lines through a point, since otherwise we 
would have a pair of points in the point graph at distance <m, connected by more 
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than one shortest path. This cannot be the case (cf. Section 1). It follows that 
t >t s and hence t >I 2, since st > 1. 
In [1, Section 1] we introduced the intersection matrix Lm(s, t) of the point 
graph of GMm(s, t, s + 1). The reduced characteristic equation of Zm(s, t) was 
presented in [1, Section 2] in the form 
T2Sm(x) + 2zsm_,(x) + s2S _2(x)= o. (1) 
Here, z := V~, /U := ~. + 1 - s and x :=/u/z, where Z is any eigenvalue of Lm(s, t) 
different from s(t  + 1). The polynomials Si(x) satisfy the recurrence relation 
 s0x, S'x'xsa'x' si ,x,i  1 (2) 
- -  1, S l (X  ) "-  x 
(cf. [2, Eq. (2)]). 
We proved in [2, Theorem 2.1] that if Lm(s, t) is feasible and st > 1, then every 
eigenvalue ~. and hence also/U, is either rational or quadratic with respect o Q. 
Moreover, in the last case the defining equation of/U has the form 
/U2 + Au/U + Av  - 4st = O, 
where 
u = m(s  - 1) ( t -  1) - ( t -  s), 
v = m[(1 + st)(s + t) -4s t ]  + (1 + st)(t - s), 
and A is some rational number ~ 0 such that Au and Av are integral. 
In this paper we introduce for reasons of convenience 
R :=Au,  Q :=Av -4s t .  
(3) 
(4) 
(5) 
(6) 
It will also be convenient to define the p-order of a rational number, where p is 
any prime number. 
Definition 2.1. The p-order  o f  an integral number  q (~ 0), written ordp(q), is the 
largest number k, such that P~lq. If A=n/d ,  with n, d~Z,  ordp(A)= 
ordp(n) - ordp(d). 
When it does not give rise to confusion we shall write ord(q) in stead of ordz(q) 
(cf. [2, Section 4.1]). It turns out (as it also did in [2, 3]) to be useful to 
distinguish the following possibilities: 
Case 1. ord(s)>ord(t ) ;  
Case 2. ord(s) < ord(t); 
Case 3. ord(s) = ord(t). 
3. The case m = 7 
From [2, Section 2.1] we deduce that Eq. (1) can be split into the equations 
f (u )  :=/U3 + s/u 2 _ 2st/u - s2t = O, (7) 
g(/u) :=/U4 + s/u 3 _ 4$t/u 2 _ 3s2t/U + 2s2t  2 __ O. (8 )  
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As before (cf. [2, 3]) let k := ord(s) and l := ord(t). Since it follows from [2, 
Table 1] that we only have to consider Case 2 for m = 7, we assume that k < l in 
the remaining part of Section 3. From the expressions 
u = 7st - 6s - 8t + 7, v = (1 + st ) (6s  + 8t) - 28st 
it now follows that ord(u) = 0 and ord(v) = ord(6s) = k + 1. 
Lemma 3.1. I f  LT(S , t) is feas ib le ,  then Eq .  (7) has three integral  roots.  
Proof.  Assume that Eq. (7) has (two) quadratic roots. Then we can write 
f (~)  = (/z - /z , ) ( /z  2 + R/~ + a) ,  
where/z l  e 7/and #2 + R/z + Q is irreducible. The latter fact implies that R and Q 
are related according to (6). From (7) we deduce that 
(9) 
(10) 
(11) 
R - / . L1  = s , 
Q - R/~ 1 = -2st ,  
QI~ 1 = sZt. 
Solving the constant A from Eq. (10), yielding 
2st 
A= 
V -- UlZl' 
and substituting it in the expression 
4st (R  - #1) - Q#I  = 3s2t, 
which is a consequence of Eqs. (9) and (11), we obtain after some calculations 
#l(3su  - 2v) = s (3v  - 8tu). 
Using the expressions for u and v it turns out that both sides of this relation have 
a factor 9s -  16t. Since t ~>s this factor is not zero, hence we can divide by it, 
resulting in 
~l(s t  - 2s + 1) = 2s(s t  - 2t + 1). 
Now t is even and therefore (2s, st - 2s + 1) = 1. Since t >I s and st > 1 we have 
t/> 2 and thus 
s t -2s  + 1 = s ( t -  2) + 1 I> 1. 
It follows that 
st  - 2t + 1 
~77. 
st  - 2s + l 
However ,  one can easily verify that for 2 ~< s < t the value of the above fraction 
lies between 0 and 1, which gives a contradiction. In the cases s = t and s = 1 we 
find/z 1 = 2s and it I = -2  respectively, which do not satisfy Eq. (7). [] 
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Lemma 3.2. If LT(S, t) is feasible, then Eq. (8) has no quadratic roots for 
l~k+2.  
Proof. Assume that g(/z) has an irreducible quadratic factor. Then we can write 
g(/z) = (/z 2 + R/u + Q)(/u 2 + S/t + T), 
where R and Q are as defined in (6) and S, T • 7/. From Eq. (8) we now derive 
the following equalities 
S+R=s,  (12) 
T + Q + SR = -4st, (13) 
TR + QS = -3s2t, (14) 
TQ = 2s2t 2. (15) 
If ord(A) >I l, then ord(R) 1> 1 and ord(Q) i> k + l + 1. Hence, ord(S) = k and 
ord(T) <~ k + l, using (12) and (15) respectively. From (13) it now follows that 
ord(T) = ord(SR) = k +/,  hence ord(R) = l. But then ord(TR + QS) >12k + l + 1 
contradicting (14). 
If ord(A) < l, then ord(R) < 1 and ord(Q) ~< k + I. From (15) it follows that 
ord(T) 1> k + 1 + 1 and from (13) ord(Q) = ord(SR). Now ord(S) ~< k implies 
ord(Q) - ord(R) <~ k and hence ord(v) - ord(u) ~< k, which is false. Therefore 
ord(S) > k and so, using (12), ord(R) = ord(A) = k. This yields ord(Q) = 2k + 1, 
ord(S) = k + 1. Finally from (14) we have that ord(QS)=2k + l  and hence 
3k + 2 = 2k + l, which is a contradiction for l :~ k + 2. [] 
Remark 3.3. A number ~x is a solution of Eq. (7) if and only if the number 
#l/(S, t) is a solution of (7), with s and t replaced by s/(s, t) and t/(s, t) 
respectively. This is due to the fact that the left hand side of that equation is 
homogeneous in #, s and t. The same holds for solutions of Eq. (8). Therefore, if 
(7) or (8) has only integer roots the same holds for the corresponding modified 
equation. Consequently: 
If Eq. (7) has integer oots only then we may assume that s and t are coprime in 
that equation. The same holds for Eq. (8). 
We shall make use of this property in the proof of Lemma 3.5 and of Theorem 
3.7. For the next two lemmas we introduce kp := ordp(s) and lp :=ordp(t). 
Lemma 3.4. Let l~ 1 • Z be a root of Eq. (7) and let p be a prime number with 
p ~ (s, t). If ep := ordp(#l), then 
ep • {½kp, kp} if kp >O 
and 
%•{0,½1p) iflp>O. 
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Proof. Let p be any prime number such that kp > 0. Then p ~ 2, because l 2 =/ ,  
k2 = k and l > k > 0 would imply the contradiction 2 [ (s, t). Now one can easily 
verify that ordp(f(/za)) = 3ep if ep < ½kp. This contradicts f(/z l) = 0. In the same way 
one finds that ordp(f(/zl) ) is equal to kp + ep if ½kp < ep < kp and to 2kp if kp < ep. 
Both results contradict f ( / /1)  = 0. We conclude that ep • {½kp, kp}. 
For any prime divisor p of t we have analogously lp > 0 and kp = 0. One finds 
ordp(f(/zl) ) = 2ep if 0< ep < ½lp and ordp(f(tul))= lp if ep >½1p, proving the second 
relation. [] 
Lemma 3.5. I f  L7(s, t) is feasible, then st is a rational square. 
Proof. In case of feasibility the three roots /~i, i • {1, 2, 3}, of Eq. (7) are all 
integral by Lemma 3.1 and so we assume (s, t) = 1 (cf. Remark 3.3). Let kp > 0 
for any prime number p and hence, lp = 0. From the equality #l/Z2tu 3 = s2t we 
infer that 
3 
orclp(/~,) = 2kp. 
i=1 
Since ordp(/Z,) • {½kp, kp}, i • { 1, 2, 3}, by Lemma 3.4 it follows that kp is even 
and therefore that s is a rational square. 
Similarly we derive for a prime number p with lp > O, kp = 0 that 
3 
ordp(/Ai) = lp. 
i=1 
Applying Lemma 3.4 again we find that t is a rational square. In the general case 
that (s, t) :/: 1 it follows that st is a square. [] 
Lemma 3.6. Let l~ • Z be a root of Eq. (8), and k = O. If e := ord(/zl), then 
e•{0,½l, l+ 1}. 
The proof is completely similar to the proof of Lemma 3.4 and is therefore 
omitted. 
Theorem 3.7. L7(S, t) is not feasible. 
Proof. Assume that L7(s, t) is feasible. From Lemma 3.5 we know that 1: := V~ 
is an integer number, with ord0:) = ½ (k + l). So k + l is even. 
(i) If l ~ k + 2, Eq. (8) has four integer oots/~1, tu2,/z3 and/z 4 by Lemma 3.2. 
Applying Remark 3.3 we assume now that k = 0 and hence l > 2. 
Since ~1~2~3~4 = 2s2t2 we may say that ord(/zl)= 1 + l, ord(/~2)= ord(/~3)= ½l 
and ord(p4)=0, where we use Lemma 3.6. Furthermore, ord(z)=½l and 
therefore g(/z)mod(/~- 1:) is divisible by 2 (3t2)l+2. However, g ( r )= _z3(z + 2s) 
gives ord(g(~)) = aEl + 1 for l > 2 and we have a contradiction. 
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(ii) If l -  k + 2 we consider Eq. (7). By Lemma 3.4 its three integer roots 
satisfy ord(/zl) = ord(~2) = 1, ord(#3) - 0, where we assumed again that k -- 0 and 
applied/zl/t2/z 3 = sEt. Since we now have ord(Q = 1, f (~)  mod(lu - 1:) is divisible 
by 24, contradicting ord(f(Q) = ord( - r  3) = 3. [] 
4.  The  case m = 6 
The reduced characteristic Eq. (1) for m = 6 has the form 
~6 .~_ 2S~.15 + S(S -- 5t)/.t 4 -- 8S2t~ 3 + 3sEt(2t - s )~ 2 -~- 6S3t2/~ + S3t2(S -- t) =0. 
(16) 
Using [2, Theorem 3.2] we infer that only Cases 2 and 3 can occur for m = 6, i.e., 
k ~< I. According to [3, Section 2.1] Eq. (16) can be split into the equations 
h(/~) :=  it/3 + (S -~- "17)t[/2 + r (S  - -  2r)~ - r2(s + r )=0,  (17) 
k(/z :=  lU 3 -a t- (S --  " t ' )~/2 -  Z'(S + 2z)/~ - "172(s - 17) ~-- O. (18) 
In order to proceed in a similar way as in Section 3 we first shall prove that z • 7/ 
and hence, that h(/z) and k(#) are polynomials in 7/[/z]. 
Lemma 4.1. I f  L6(s , t) is feasible, then z • 71. 
Proof. We are finished as soon as we have proved that (16) has at least one 
integer oot, because substitution of such a root in (17) or (18) shows immediately 
that z • Z. Suppose that (16) has only quadratic roots. Then it can be written as 
3 
1--[(/~ 2+ R# + Q,)=0, (19) 
i=1 
where Ri and a i  are  of the form (6) for some rational constants A i (i • {1, 2, 3}). 
A straightforward calculation provides us with the following set of equations: 
X Ri -- 2s, (20) 
i 
~, R~j  + ~ Qi  "- s (s  - 5t), (21) 
i<j i 
X RiQj + R1R2R3 =-8s2t ,  (22) 
i~j 
QiQj + ~ RiRjQk = 3s2t(2t-s),  (23) 
i<j i<j 
k ~ {id} 
RiQjQk = Os3t 2, (24) 
j<k 
i~{j,k} 
Q1Q2Q3 = s3t2( s - t). (25) 
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From (20) and (21) we derive 
u ~ Ai = 2s and uZ~ Ar4j= Z, 
i i<j 
with Z := -2sv/u + s(s + 7t). 
Substituting these expressions in (22)-(25) provides us with 
A1AzAau 3 -2  Vz  = + 8s2t, (26) 
U 
3AaAzA3u2u = - Z + 8s t -  + s2t (s  - 14t), (27) 
U 
3A1A2A3uv 2 = 8st  v__ Z - 26s3t 2, 
U 
A1A2A3 v3 - -  4st Z - 32s3t  2 sat2(S + 63t). 
U 
Now we take the following linear combinations of (26)-(29): 
yielding 
5 {_Vu.(28)_3.(29 )}, 4 {3v" (26) - (27)} - set s
{(v )  2 } 3{(v )  2 v } 
2s 3 • (26) - (28) --$2"-- ~ " (28) - 3-.u (29) , 
- = s + 91t and 130 + 7(s - 65t) _v _ 52st = 0. 
U U 
Eliminating v/u from these equations gives finally 3s =65t, 
condition s <~ t. [] 
(28) 
(29) 
contradicting the 
Lemma 4.2. Let L6(S  , t) be feasible, then Eqs. (17) and (18) have no quadratic 
roots. 
Proof. If Eq. (17) has quadratic roots, we can write in case of feasibility 
h(/z) = (/~ -/ua)(/z 2 + R/t + Q), 
with /~1 • 2v and R and Q as defined in (6). This equality is equivalent o the 
following set of relations: 
R - / z  1 = s + r (30) 
Q - R/z1 = r(s - 2r), (31) 
Q/z x = z2(s + z). (32) 
Solving the constant A from Eq. (31) and substituting it in the expression 
4rE(R - / tx)  - Q/z 1 = 3rE(s + r), 
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which is a consequence of Eqs. (30) and (32), we obtain 
~11317(s + 17)u - (s + 217)v] = 317(s + 17)v - 417Z(s + 217)u. 
Using Eqs. (4) and (5) for m = 6 it turns out that both sides of this relation have a 
factor (s - 17)(5s + 717)/s in common. For 17 > s this factor cancels, yielding 
N1(2173 + 3172 + 217 - s17 z - 3s17 - s) = -17(3173 + 817 z+ 317 - 3s17 z - 4s17 - 3s ) .  
Since we can write the expression between brackets in the left hand side in the 
form (17 - s)(173 + 317 + 1) + 173 + 17, we conclude that this factor is larger than zero 
for 17 > s. Analogously the expression between brackets in the fight hand side 
appears to be larger than zero. Since furthermore 
(2173 + 3172 + lr - -  ST 2 - -  3s17 - s, 17) = (s, 17), 
we conclude that 
31.3 + 8172 + 317 - 3s172 - 4s17 - 3s  
2173 + 3/72 -b 217 - $17  2 - 3s17 - s 
ET/+.  
By writing this fraction as 
2 -  (17 + s)(17 - 1) z 
(17 - s)(172 + 317 + 1) + 173 + 17 
we see that its value is less than 2, since 1: > 1, leaving as only possibility/~1 = -17- 
However,  for 17 > s this contradicts Eq. (17). 
If 1: = s we have that h(/~) = (/u + 2s)(tt 2 - s2), again contradicting the assump- 
tion of quadratic roots. 
For Eq. (18) we can give a similar proof, substituting - r  for 17 in the above 
relations and using the conditions 17 > s and s >1 1. 
In the case 17 = s we can write h(/t) =/~(/~z _ 3s2). Since tt 2 - 3s 2 is not of the 
form (3) Eq. (18) has no quadratic roots either. [] 
It follows from the above lemma that, in case of feasibility, Eqs. (17) and (18) 
both have integer roots only. Therefore, in the remaining part of this paper we 
may assume that (s, t) -- 1 (cf. Remark  3.3). 
Lemma 4.3. Let Izl E 2z be a root of Eq (17) or (18). I f  e := ord(lux), then one has 
in Case 2 that e=O and in Case 3 that e • {O, ord(s +17)} for Eq. (17) and 
e • {0, ord(s - 17)} for eq. (18). 
The proof  is similar to the proof of Lemma 3.4. and is therefore omitted. 
Theorem 4.4. L6(s, t) is not feasible. 
Proof.  Assume that L6(s  , t) is feasible. Since (s, t) = 1 Case 2 is now equivalent 
tok=0,1>0 and Case3tok=l=0.  
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Case 2. The three integer roots of Eq. (17) all have order zero by Lemma 4.3. 
However, this is in contradiction with the equality #1#2#3 = 32( s + 3), since 
ord(r) > 0 in this case. 
Case 3. Now ord(s) = ord(3) = 0. Using again #1#2#3 = 32( s + 3) and applying 
Lemma 4.3 we may write ord(#l )=ord(#2)= 0, ord(p3)=ord(s + 3). Hence, 
h (#)mod(#-3)  is divisible by 22 . Since h ( r )=32(s -3 )  we have that 
ord(h(3)) = ord(s - 3). 
If ord(s + 3) > 1, then ord(s - 3) = 1 and we have a contradiction. If ord(s + 
3) = 1 and hence ord(s -  3 )> 1 we can derive a contradiction in the same way, 
using Eq. (18). [] 
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