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Introduction
Network location problems occur when new facilities are to be located on a network. The network of interest may be a road network, an air transport network, a river network, or a network of shipping lanes. For a given network location problem, the new facilities are often idealized as points, and may be located anywhere on the network; constraints may be imposed upon the problem so that new facilities are not too far from existing facilities. Usually some objective function is to be minimized. For single objective function problems, typically the objective is to minimize either a sum of transport costs proportional to network travel distances between existing facilities and closest new facilities, or a maximum of "losses" proportional to such travel distances, or the total number of new facilities to be located. There is also a growing interest in multiobjective network location problems. We remark in passing that imbedded networks can be more general than planar imbeddings; see, for example, [171. When N contains a unique shortest path between any x and y in N we call N a tree, and write T instead of N. A river network and its tributaries provide a natural example of a tree network. Tree-like networks may also be encountered in sparsely occupied regions or, alternatively, when having cycles is very expensive (e.g., in portions of interstate highway systems). Further, simple distribution systems with a single distributor at the "hub" can often be modeled as star-like trees.
Sometimes it is convenient to consider a location vector X = (x,, . . . , x'), with x; E= N, j = 1, ... ., m, in which case we say that X belongs to N"1 (or T"1), the m-fold Subsequently we shall consider a number of algorithms for solving location problems. Hence it is convenient to summarize the customary way of specifying the computational order of "effort" of such algorithms. Given a class of problems Pn, where n is some appropriately chosen measure of the "size" of the problems in the class, we say that an algorithm to solve the problem in Pn is of order f(n), written 0(f(n)), if cf(n) is an upper bound on the amount of effort to solve any problem in Pn, where f(n) is a real valued function, and c is some constant (usually unspecified). Note that 0(f(n)) is a worst-case measure, as it is an upper bound on the amount of effort needed to solve the "most difficult" problem in Pn. It follows, if an algorithm has a low order of effort, e.g., 0(nlogn) or 0(n2), that it is usually quite an efficient algorithm. However, an algorithm with a high order of effort may still be efficient in the sense that its average order of effort is not excessive. Unfortunately, the probability density function of the problems in a class is usually unknown, so that the average amount of effort can only be estimated, based on using the algorithm to solve some sample of the problems in the class. The statistical properties of such a sample are often unknown. However, in the case where the algorithm designer is the sampler, the reported results may not emphasize a sample of problems on which the algorithm performs badly.
We now give a brief overview of our survey. We devote ??2 through 5 to single objective location problems, while in ?6 we discuss the "distance constraints" problem, and convexity. We discuss multiobjective location problems in ?7. The results of ?4, and the latter part of ?7, exploit the results given in ?6 for the distance constraints. We point out convexity concepts intrinsic to tree networks [19] throughout wherever relevant, and summarize convexity concepts at the end of ?6. We discuss the covering problem in ?2 in relation to the p-center problem. In ?8 we give a brief discussion of path-location problems recently introduced by Slater [103] . In ?9 we give a brief discussion of the state of the art, and of current research trends in the area of network location.
The p-center and p-median problems discussed in ?2 and ?3 provide a basis for the other network location problems that we survey. Part I of this paper is devoted to these two fundamental problems as well as notation that will be employed in Part II. We remark that virtually all of the work surveyed in Part II exploits network structure. Specifically, it is based on the assumption that the network is a tree.
In the interest of keeping the paper to a manageable length and giving it a well-defined network emphasis, we have omitted much of the literature dealing with integer programming (IP) location problems. We have included recent IP literature where the problems are equivalent to network location problems, and we give brief surveys of recent mathematical programming-based procedures for dealing with the IP problems. We have chosen to emphasize work which deals directly with a network, rather than transforming a network problem to an integer programming problem. Our omission of much of the IP literature is in no way a value judgement; rather, it is a reflection of our interests and an attempt to give the paper a focus. 
The p-Center Problem
Given functions fi, i E I, define the function f for X C N by f(X) = max{fi(D(vi, X)): i E I}.
The p-center problem is to find an absolute p-center X* = {xl, . . ., xp} and the p-radius rp for which rp -f(X*) = min[f(X) : IXI =p, X C N].
The problem can be considered as one of locating centers either to minimize a maximum loss, or to provide good service. Supposing travel from centers to possible emergency locations specified by the vi, fi(D(X,v1)) can be interpreted as the loss incurred during the time required to travel from the closest center to vi, in which case f(X) is the maximum loss incurred given the centers specified by X. Minimizing f thus minimizes the maximum loss: a conservative approach. Alternatively, fi(D(X, v)) can be interpreted as the time to travel from vi to the nearest "service center," in which case minimizing f minimizes the maximum time to travel from a vertex to a closest service center, thus providing good service.
If X is restricted to subsets of V, the problem will be referred to as the vertex restricted case. In the majority of the literature on this problem, the function fi(D (vi, X)) takes the form wiD(vi,X) + ai, where the wi are positive weights and the ai are addends. In this case, when the wi are all unity, we refer to the problem as the unweighted problem; otherwise, we refer to the problem as the weighted problem. In the case where each point y in N is a demand point, as -opposed only to vertices, the definition of f(X) will be f(X) = max[D(y, X) : y E N] and the corresponding problem will be referred to as the (unweighted) continuous p-center problem.
In what follows, if we make no mention of addends with respect to a problem, then all addends are zero. If we mention addends with respect to a problem, then at least one ai is nonzero.
1-Center Problem on a General Network
The absolute 1-center weighted problem was defined and solved by Hakimi The concept of a security center is motivated in a competitive environment where it is desired to find a vertex, u, which maximizes the minimum of the differences between the number of vertices strictly closer to u and the number of vertices strictly closer to any vertex v. Slater showed that the search for a security center of a network N with unit edge lengths can be reduced to a search over a single block of N, where a block of N is any subnetwork S, of N, which is maximal with respect to the property that the removal of any vertex of S will not disconnect S. Slater showed that the security center of a tree is identical to the vertex restricted 1-center of a tree.
p-Center Problem on a General Network (p > 2)
The p-center problem was formulated by Hakimi [43] . Subsequently, a number of solution procedures have been suggested. A common characteristic of all these procedures is that they all rely on solving a sequence of set covering problems.
For completeness, we first define a set covering problem and an r-cover problem. At this point we depart from our practice of discussing only research working directly with the networks of interest, because early integer programming set covering research preceded, and appears to be the basis for, research working directly with the networks.
Let A be a matrix of zeros and ones, y a vector of zero-one variables yi. The problem of minimizing E i yi so that each row of Ay is greater than or equal to one is called the (minimal) set covering problem. Given the function f(X) = max{w1D(vj,X): i E I}, the problem of minimizing IXI so that f(X) < r for some given value of r is called the r-cover problem.
Denoting by q(r) the minimum value of the r-cover problem, it can be readily shown that, if q(r) = p for some r, and q(r') > p for any r' < r, then r is the p-radius and any X which solves the r-cover problem is an absolute p-center.
Minieka [81] considered the unweighted case on a general network and showed that the problem can be reduced to a computationally finite one. Minieka identifies a finite point set P' such that there exists an absolute p-center contained in P = P' U V. A point x on some edge is a member of P' if and only if x is the unique point on its edge such that d(vi, x) = d(x, vj) for some two distinct vertices vi and Vj. Based on this result, Minieka suggested a rudimentary algorithm that relies on solving a finite sequence of set covering problems. Based on the framework provided by Minieka, an exact algorithm, in which the number of columns may be reduced, was given by Garfinkel, Neebe, and proposed a relaxation approach, in which both the number of rows and columns may be reduced, which appears to perform well on large scale problems. As observed in [58], the above methods apply, with minor changes, to the weighted case.
For the weighted case, Christofides and Viola [13] gave a solution procedure which relies on solving a sequence of r-cover problems with successively increasing values of r. In the process, one also obtains the solutions for n -1, n -2, . .. , p + 1 center problems. The solution of each r-cover problem is obtained in two stages: first, all feasible solutions to the r-cover problem are obtained by finding all regions on the network that can be reached by a vertex within a radius r. Then, among all the feasible solutions, one with minimum cardinality is found by solving a set covering problem.
Kariv and Hakimi [66] showed that the p-center problem on a general network is NP-hard. They also showed that the weighted case can be reduced to a computationally finite one. Based on this finiteness property they gave an algorithm whose complexity is 0[IEIP(n2P-1)(logn)/(p -1)!]. Also they gave an algorithm for the unweighted problem in which unity replaces log n in the foregoing order.
Hsu and Nemhauser [62] showed that finding an approximate solution to the vertex restricted or absolute p-center problem whose value is within either 100% or 50%, respectively, of the optimal value is NP-hard.
Minieka [82] considered a continuous p-center problem on a general network, assuming all points on each edge must be served by a single center. He showed that it can be reduced to a computationally finite one.
The vertex restricted p-center problem is considered by Toregas, Swain, ReVelle, and Bergman [115] . A solution procedure is given which relies on solving a sequence of set covering problems, each corresponding to a specified radius r.
A A somewhat different approach, which relies on finding a clique cover of a related intersection graph, is given by Chandrasekaran and Tamir [9]. The intersection graph Gr, defined with respect to a given radius r, has nodes corresponding to demand points (which are not necessarily vertices) and arcs connecting pairs of nodes whenever the corresponding pairs of demand points can be jointly covered by a single center within a radius of r. Once Gr is formed, finding a clique covering of Gr provides a solution to the r-cover problem. The procedure is repeated for different values of r until a smallest value of r is found for which the clique cover solution generates at mostp cliques. The computational effort is polynomial in the number of demand points and the number of potential center locations. In particular, the computational effort for finding a clique cover of Gr is polynomial due to the fact that Gr is chordal (i.e., for any circuit of order at least four there exists an arc, not of the circuit, which connects two nodes of the circuit). Megiddo, Tamir, Zemel, and Chandrasekaran [79] developed a tree decomposition scheme to find the kth longest path in a tree in 0(n log2n) time. Using their method, they improved the time complexity of the earlier algorithms to 0 (n log2n) for the cases where either the demands or the centers or both are restricted to vertices of a tree network. The bound is applicable for both the unweighted and weighted cases. For the continuous p-center problem, their algorithm is of 0(n min(p log2n, n log p)).
Tamir and Zemel [110] considered the unweighted p-center problem on a tree in a more general setting with "supply" and "demand" sets I and A, each consisting of a collection of finite number of disjoint, closed and connected subregions of T, some of which may possibly consist of just one point. They presented a polynomial algorithm which confines the search for rp to a finite set R consisting of the distances between any "extreme" point of a subregion in I and any "extreme" point of a subregion in A. The algorithm is based on solving the related covering problem for various values of r chosen from R. Using the special data structure based on the decomposition scheme of [79], the computation of R is bypassed, resulting in an O(nlog2n) bound for the case with both E and A discrete, and an O(n min{p log2n, n log p) bound if both E and A contain a full edge.
Duality for the p-Center and the Covering Problem
A number of duality results have been established in the literature on various versions of the covering problem and the p-center problem. The dual of the covering problem is to choose the maximum number of demand points no two of which are coverable by a common center. The dual of the p-center problem is to choose p + 1 demand points such that the minimum of the 1-radii computed with respect to all pairs of the chosen demands is as large as possible. For general networks, the primal objective value is always bounded below by the objective value of the corresponding dual problem. For the case of tree networks, equality is obtained at optimality (though this is not necessarily so for cyclic networks). Each dual problem can be given a physical interpretation as in [113] . In an attacker-defender context, the loss function version of the p-center problem can be interpreted as a (primal) defender's problem of locating troops so as to minimize the maximum loss, given some single vertex will be attacked. The (dual) attacker's problem can be interpreted as one of choosing a collection of vertices to threaten before attacking. The attacker's threat forces the defender to disperse his troops, as he cannot tell which vertex will be attacked until the attack occurs. Duality results on tree networks are a consequence of the property that the intersection graph of a family of subtrees of a tree is a chordal graph (see Buneman Goldman's algorithm is based on a "localization theorem" proved by Goldman and Witzgall [41] . The theorem provides sufficient conditions for a subset of N to contain a median. Given a compact subset S of N, S contains at least one median if S satisfies the following two conditions: (i) S must be a "majority" set, meaning that the sum of the weights corresponding to vertices in S must be at least as large as half the sum of all weights; (ii) S must be "gated" in the sense that for each t E N -S there must exist a unique (closest) point t' in S to t such that for every s E S it is true that d(t, s) = d(t, t') + d(t', s). (Condition (ii) is always satisfied when S is convex as well as compact, and illustrates the use of a convexity result in convex analysis, as is pointed out in [41].) Goldman's algorithm in essence is a repeated application of this theorem to a tree network. Goldman [37] also proposed an "approximate" localization theorem which somewhat relaxes the second condition and guarantees the existence of a point in S that approximates an actual median.
A median of a tree was shown to be the same as a "centroid" of the tree by Zelinka [117] for the unweighted case, and by Kariv and Hakimi [67] for the weighted case. To define a centroid, consider the subtrees T1, ..., Tk obtained by removing vertex vi from T. Let W(T7) be the sum of the weights of the vertices in T7, and define W(vi) to be the maximum of W(T7) for 1 < j < ki. A vertex v, which minimizes W(vi) over all vi in V is said to be a centroid of T. The location of a centroid is independent of the distances and can be found by using only the incidence relations. Goldman's earlier algorithm in essence finds a centroid of T. The generalized algorithm of Rosenthal, Hersey, Pino, and Coulter [99] also finds a centroid of T by making only two traversals of the vertices. All these algorithms are of 0(n), and solve the 1-median problem without having to compute the distance matrix.
We now consider some generalizations of the 1-median problem. Minieka [82] defined the general absolute median of a network to be any point on the network that minimizes the sum of (unweighted) distances from the point to the most distant point on each edge. Minieka showed that the general absolute median can be strictly interior to an edge; hence, the search cannot be confined solely to vertices of N. Minieka [84] also considered various versions of "conditional" 1-median problems, which are analogous both in formulation and solution approach to the conditional 1-center problems discussed earlier.
Goldman [39] took advantage of the convexity properties of trees to develop an 0(n) algorithm for localizing the optimum to a single edge of the tree for the case of the polynomial 1-median problem where the objective function is defined by the sum of polynomial functions of distances from any vertex to the median. His 0(n) algorithm finds the global minimum for the quadratic case (i.e., the sum of weighted squared distances). Goldman's algorithm is based on the computation of directional derivatives along the edges.
Slater [105] gave another generalization of the 1-median problem. In this generalization, each "demand" is a collection of vertices. The problem is to find a vertex such that the sum of the distances from that vertex to a nearest element of each collection is minimum. Slater showed that the set of vertices that solve this problem forms a connected path in T. For a general network, the problem can be solved by constructing a matrix that specifies the distances from each vertex to a nearest element of each collection, summing each row of this matrix and then choosing a vertex whose row sum is minimum.
p-Median of a Network and Vertex Optimality
Here we consider certain generalizations of Hakimi's vertex-optimality result for the p-median problem.
Levy [72] proved that the (vertex-optimal) result holds when the weights wi are replaced by concave cost functions ci(.) of the distance between vi and its nearest median.
Goldman [ considered the one-median problem when the vertex weights are random variables but the edge lengths are deterministic. The absolute expected median is defined to be a point in the network which minimizes the sum of the expected weighted distances to the vertices. The maximum probability absolute median is defined to be a point in the network where, given a real number R, the probability that the sum of weighted distances exceeds R is minimal. Techniques to find the optimum points are discussed and it is shown that the maximum probability absolute center is not always at a vertex of the network. Mirchandani and Odoni [88], [89] considered the p-median problem where network edge lengths are random variables and vertex weights are deterministic.
They introduced a utility function and defined the concept of an "expected optimal p-median." They demonstrated that if the utility function is convex and nonincreasing (in travel times), then there exists an expected optimal p-median on the vertices of the network. Berman and Larson [1] extended the vertex optimality result to the case where the availability of servers is a random variable. Mirchandani and Oudjit [90] studied the two-median problem on a tree network with deterministic weights and random edge lengths. They showed that when the edge lengths are deterministic, the optimal one-median lies on a single path between the optimal two-median pair. They then showed that this result does not always hold when the edge lengths are random variables. They give a "link deletion" method for solving the two-median problem on the stochastic tree network.
Recently, Berman and Larson [2] and Berman and Odoni [3] have considered the case of mobile servers on a stochastic network. In [2] a single server problem is considered where demands for service arise at vertices of the network according to a Poisson process. As demand occurs, the server is to be dispatched to the demand. Two models are considered. In the first model, the demand is rejected if the server is busy. The objective is to minimize the weighted sum of mean travel time plus cost of rejection. It is shown that an optimal solution is obtained at a vertex of the network. In the second model, the demand enters a first-come-first-served queue if the server is busy. The objective is to minimize the mean queueing delay plus the mean travel time. In this model, the optimal solution may not be at a vertex.
In [3], the demands are deterministic but the travel times on the network edges are stochastic (Markovian). Servers can be relocated at a cost. The objective is to minimize weighted travel times and server relocation costs. It is shown that when the relocation costs are concave functions of the travel time to new locations, the problem has an optimal solution at the vertices of the network. The resulting location-relocation problem is modeled as an integer programming problem.
Mirchandani, Oudjit, and Wong [91] provide a generalization of the modelling framework given in [87] and introduce the concept of a "stochastic multidimensional network". Their model allows for the possibility of multiple services along with stochastic demands and stochastic travel times. They make use of the following result given in Oudjit [94]: if the travel time from a point interior to an edge of the network to an end vertex of the edge is proportional to the distance from the interior point to the end vertex, and if the transport costs are concave in travel time, then an optimal solution exists on the vertices of the network. Using this result, they give mathematical programming formulations of the problems.
Chiu [11] considers several interesting generalizations of the 1-median problem incorporating queueing aspects. In a problem he terms the stochastic loss problem, demands for service are generated at vertices of the network by a time-homogeneous Poisson process. A single facility is to be located to station n mobile servers. A call for service is "lost" at a (nonnegative) cost if, upon arrival, all n servers are busy. The facility is to be located so as to minimize the sum of expected travel time (the 1-median model) and the weighted cost of the loss. Chiu shows that the optimal server location coincides with a location that minimizes the expected travel time. In a second related problem, termed the stochastic queue median problem, if all servers are busy, then a call (instead of being lost) enters an infinite capacity queue operating on a first-comefirst-serve basis. The facility is to be located so as to minimize the expected response time, defined as the sum of the expected travel time and the expected queueing delay time. For the case where the network is a tree, Chiu shows that the response time function is convex (when finite) and, for the tree case, exploits convexity to develop an efficient solution procedure. Chiu generalizes the stochastic queue median problem, for a tree network, to the allow demands to be continuously distributed on arcs (as well as discretely distributed on vertices) and obtains parallel results.1 ' We would like to thank, collectively, the many colleagues who have contributed to our bibliography, and provided comments on our paper. Also we wish to apologize, in advance, to authors whose work we have overlooked. The field of Network Location Theory is growing so rapidly that continually updating our bibliography would postpone the publication of our paper indefinitely.
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