All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

Global climate change---specifically, global warming---constitutes one of the most important issues to face human beings in the 21^st^ century \[[@pone.0138666.ref001]\]. That greenhouse gases, most notably carbon dioxide (CO~2~) emissions from the combustion of fossil fuel, are the main influencing factor of global warming which is now a matter of global consensus and, since CO~2~ emissions are closely related to socioeconomic development, climate change has gone from being an issue for pure scientific research to becoming an international political, economic and diplomatic hot topic \[[@pone.0138666.ref002]\]. Locating the key influencing factors of CO~2~ emissions, in order to effectively curb these emissions, is an increasingly important task, especially for China, the world's largest developing country \[[@pone.0138666.ref003]\]. Studies show that China---as the world's largest energy consumer, consuming nearly half of all coal produced in the year of 2008, and the world's highest CO~2~ emitter, accounting for one-quarter of the world's CO~2~ emissions in the year of 2011 --has been responsible for 80% of global increases in CO~2~ emissions since 2008 \[[@pone.0138666.ref004]\]. It is therefore vitally important that an optimal development model be identified which has the capacity to enable China to reduce CO~2~ emissions while maintaining economic growth. It is now generally recognised that energy consumption is the key impact factor of CO~2~ emissions; in order to realise CO~2~ emissions reduction targets, though, we also need to examine other important influencing factors in relation to CO~2~ emissions. Consequently, the following questions are critical to China's sustainable development: How does the scale of the population, the economic level, energy intensity, and the level of urbanization affect CO~2~ emissions? Do CO~2~ emissions continue to growth rapidly? Modelling and forecasting China's CO~2~ emissions would allow us to determine the optimal development model for future socioeconomic development.

Studies are increasingly being undertaken in order to examine the factors that affect CO~2~ emissions in a range of different countries and regions \[[@pone.0138666.ref005]\]. The existing literature addressing the influencing factors of CO~2~ emissions mainly falls into four categories, which can be differentiated in terms of different methods used in their studies. The first category of studies rely upon the stochastic impact by regression on population, affluence (GDP) and technology (IPAT) model, in its extended form---the STIRPAT model. The STIRPAT (IPAT) model is one of the most popular methods for exploring the impact factors of CO~2~ emissions, and it has been used in a large range of studies---for instance, in studies undertaken by York et al. \[[@pone.0138666.ref006]\] and Shi \[[@pone.0138666.ref007]\], who adopted the model in order to estimate the influence of population scale on CO~2~ emissions; in Xu and Chen \[[@pone.0138666.ref008]\], a study which analysed the impact of population and affluence on emissions in China; in Fan et al.'s \[[@pone.0138666.ref009]\] exploration of the influence of population, GDP and technology on the CO~2~ emissions of countries fallen into different groups based on income levels; and in Liu and Liu's \[[@pone.0138666.ref010]\] study of the determinants of CO~2~ emissions in China. Similar studies have also been also undertaken by Lin et al. \[[@pone.0138666.ref011]\],Yan et al. \[[@pone.0138666.ref012]\], Shao et al. \[[@pone.0138666.ref013]\], Sun et al. \[[@pone.0138666.ref014]\], Li et al. \[[@pone.0138666.ref015]\], Wang et al. \[[@pone.0138666.ref016]\] and Li et al. \[[@pone.0138666.ref017]\]. More recently, using an improved STIRPAT model, Wang et al. \[[@pone.0138666.ref018]\] found that the urbanization, GDP and industry structure all exerted a positive impact on CO~2~ emissions in Beijing city, while tertiary industry proportion, energy intensity and R&D output negatively influenced CO~2~ emissions. These results are supported by a number of Chinese studies---for instance those undertaken in relation to Jilin province by Ma et al. \[[@pone.0138666.ref019]\], Guangdong province by Wang et al. \[[@pone.0138666.ref020]\] and in Tianjin city by Zhao and Guo \[[@pone.0138666.ref021]\].

The second category comprises of research that has used structural decomposition analysis (SDA) and index decomposition analysis (IDA), mainly the Logarithmic Mean Divisia Index (LMDI) model based on time series data. This group of studies includes Ang et al. \[[@pone.0138666.ref022]\], Hoekstra and Van \[[@pone.0138666.ref023]\], Wang et al. \[[@pone.0138666.ref024]\], Wu et al. \[[@pone.0138666.ref025]\], Ma and Stern \[[@pone.0138666.ref026]\], Elif et al. \[[@pone.0138666.ref027]\], Song \[[@pone.0138666.ref028]\], Zhang et al. \[[@pone.0138666.ref029]\], Brizga et al. \[[@pone.0138666.ref030]\], Gui et al. \[[@pone.0138666.ref031]\] and Xu et al. \[[@pone.0138666.ref032]\]. Various index decomposition methods, based on decomposition formulations and index numbers, have been employed in this particular body of literature. In these studies, CO~2~ emissions have generally been decomposed, using the Kaya Identity model, into population scale, economic scale, energy intensity, energy consumption structure, industrial structure and carbon intensity \[[@pone.0138666.ref033]\]. Most studies of this character have found energy intensity and the economic level to be the key influencing factors in relation to CO~2~ emissions, in comparison to which economic structure, industry structure and energy structure have been found to have a lesser impact.

The third category is constituted by studies that have relied on panel data analysis. Typically, this method has been used to examine the influencing factors of CO~2~ emissions based on panel data. It is recognized that panel data models have many metrics over conventional cross-sectional and time series data models \[[@pone.0138666.ref034]\]. Recently, using the method of panel data analysis, Dinda and Coondoo \[[@pone.0138666.ref035]\] and Narayan and Narayan \[[@pone.0138666.ref036]\] analysed the relationship between economic growth and CO~2~ emissions, and Wang et al. \[[@pone.0138666.ref037]\], Ozkan and Ozkan \[[@pone.0138666.ref038]\], Zhu et al. \[[@pone.0138666.ref039]\] and Ozcan \[[@pone.0138666.ref040]\] have also attempted comprehensive analyses of the impact factors of CO~2~ emissions, finding population and economic level to be the main factors affecting those emissions.

The fourth category of studies is made up of research using a range of other determinant analysis models. The representative analysis methods in this group include: the input--output model \[[@pone.0138666.ref009], [@pone.0138666.ref041]\], the Laspeyres method \[[@pone.0138666.ref042]\], the AWD method \[[@pone.0138666.ref043]\], the GFI method \[[@pone.0138666.ref044]\], the ARDL model \[[@pone.0138666.ref045]--[@pone.0138666.ref046]\], the LR-MEF (long-run marginal emissions factor) method \[[@pone.0138666.ref047]\] and the Decoupling index formulation \[[@pone.0138666.ref048]\]. These methods have provided new insights into the influence mechanisms in relation to CO~2~ emissions, and have broadened our methodological perspectives.

These existing studies have enriched our understanding of the main human impact factors in CO~2~ emissions. However, most of the literature has been inclined to analyse influence mechanisms at a cross-country level \[[@pone.0138666.ref034]\], at a single-city level or at a national level \[[@pone.0138666.ref018], [@pone.0138666.ref020]\], and only a handful of studies have addressed the cross-province level of China. In addition, despite the fact that it is recognized that panel data sets have many metrics over conventional cross-sectional or time series data sets \[[@pone.0138666.ref033]--[@pone.0138666.ref034], [@pone.0138666.ref049]\], most models used in simulating China\'s CO~2~ emissions have been based on country or city level time series or cross-sectional data \[[@pone.0138666.ref033]\], with only a few studies being based on panel data models \[[@pone.0138666.ref002], [@pone.0138666.ref033]\]. More importantly, existing studies have mainly focused on estimating the influencing factors of CO~2~ emissions, seldom proceeding to analyse the development models that might promote a country's sustainable development.

Based on the above review, this study first calculated CO~2~ emissions for China's 30 provinces over the period 1995--2011, and then analysing the spatiotemporal characteristics. We proceed to examine the key influencing factors quantitatively using panel data models. Based on the coefficients calculated in this study, and taking China as an example, this paper sets up 10 different scenarios in order to forecast future CO~2~ emissions. Under a CO~2~ emissions constraint force, we attempt to identify the optimal development model for China.

The remainder of this study is organised as follows. Section 2 focuses on methods and data, presenting the models and the data utilized. Section 3 displays the results of the paper and sets out a discussion of the scenarios through which the optimal development model was selected. Finally, Section 4 summaries the main conclusions and policy implications.

Methodology and Data {#sec002}
====================

Estimating CO~2~ emissions {#sec003}
--------------------------

In this study, CO~2~ emissions are described in terms of CO~2~ equivalent emissions, a measure which refers to the carbon content of greenhouse gases with the same global warming potential. Currently, in China it is very difficult to acquire provincial data for CO~2~ emissions directly. However, because CO~2~ emissions are mainly released through fossil fuel combustion and cement production, these two measures prove useful in approximating CO~2~ emissions through energy-related statistical data. Based on methods developed in previous studies \[[@pone.0138666.ref033]\], this paper calculates CO~2~ emissions on the basis of these two aspects (that is, the burning of fossil fuel and the cement production process) for China's 30 provinces from 1995 to 2011. Using the CO~2~ emissions coefficients published by the 2006 the Intergovernmental Panel on Climate Change (IPCC) \[[@pone.0138666.ref050]\] and the National Coordination Committee Office on Climate Change and the Energy Research Institute under the National Development and Reform Commission \[[@pone.0138666.ref051]\], the CO~2~ emissions from fossil fuel can be calculated through the following formula: $$CE = {\sum\limits_{i = I}^{7}{CE_{i} = {\sum\limits_{i = I}^{7}{PEC_{i} \times F_{i}}}}}$$ where *CE* denotes the total CO~2~ emissions from energy consumption; *i* represents the types of fossil fuel; *PEC* ~*i*~ denotes the consumption quantity of fossil fuel *i*; and *F* ~*i*~ is the CO~2~ emissions coefficient of fossil fuels *i* ([Table 1](#pone.0138666.t001){ref-type="table"}).

10.1371/journal.pone.0138666.t001

###### CO2 emissions coefficients.

![](pone.0138666.t001){#pone.0138666.t001g}

  Source                        Coal    Coke    Gasoline   Kerosene   Diesel   Fuel oil   Natural gas   Cement
  ----------------------------- ------- ------- ---------- ---------- -------- ---------- ------------- --------
  CO~2~ emissions coefficient   1.647   2.848   3.045      3.174      3.150    3.064      21.670        0.527

Sources: IPCC (2006)

CO~2~ emissions from cement production can be calculated using: $$CC = Q \times F$$ where *CC* denotes the CO~2~ emissions from the production of cement; *Q* represents the quantity of cement production; and *F* is the CO~2~ emissions coefficient of the cement production process ([Table 1](#pone.0138666.t001){ref-type="table"}).

### Panel data analysis {#sec004}

Typically, panel data has two dimensions---time and cross-sections. However, compared to the cross-sectional or time series data models, panel data models have several advantages. Firstly, they can expand the amount of information and increase the degree of freedom of estimation and test statistics. Secondly, they can improve the effectiveness of the estimation. Thirdly, effects can be more efficiently recognised and measured than through other models. Fourth, panel data models help to provide the reliability of dynamic analysis. Fifth, they help to detect gradual change in a data structure and institution.

To explore the constraint effect of CO~2~ emissions on the economic development process, a CO~2~ emissions model was developed. Based on existing studies, four variables---namely, population, per capita GDP, energy intensity, and the urbanization level---were utilised as the determinants of CO~2~ emissions. The CO~2~ emissions model is established as follows: $$\text{ln}EM_{it} = \text{ln}\alpha_{it} + \beta_{1}\text{ln}P_{it} + \beta_{2}\text{ln}A_{it} + \beta_{3}\text{ln}T_{it} + \beta_{4}\text{ln}U_{it}$$ where ln is a natural logarithm; *EM* denotes CO~2~ emissions; *P* represents the resident population; *A* denotes per capita GDP; *T* represents technological level (energy intensity); *U* is the urbanization level; *β* ~1~, *β* ~2~, *β* ~3~ and *β* ~3~ are slope coefficients; *t* denotes time; and *i* denotes the cross-section (provinces).

### Panel unit root tests {#sec005}

It is well known that panel unit root tests have higher ability than unit root tests that are based on univariate time series or cross section data. This paper will introduce three types of panel unit root test---namely, the Levin-Lin-Chu (LLC) test \[[@pone.0138666.ref052]\], the Breitung test \[[@pone.0138666.ref053]\] and the Im-Pesaran-Shin (IPS) test \[[@pone.0138666.ref054]\]. These tests are commonly utilised because of their high power in stationary tests among variables. The LLC and Breitung tests are widely used in common root tests. The IPS test is widely used in individual root tests.

### Panel cointegration tests {#sec006}

Compared to normal time series cointegration, panel cointegration tests are widely used among researchers because of their high power \[[@pone.0138666.ref034]\]. As such, a Pedroni cointegration test, first developed by Pedroni \[[@pone.0138666.ref055]\], was introduced into the study to examine whether a cointegration relationship existed between the indicators. The Pedroni cointegration test allows for intercepts and trends with different individual effects, and this test is used for both balanced and unbalanced panel data. Compared to traditional panel data models, the Pedroni cointegration test includes a number of great improvements. Specifically, the Pedroni test allows for major differences between the slope coefficient, the fixed effect coefficient and the trend coefficient of different individuals.

Working under a series of assumptions, Pedroni \[[@pone.0138666.ref055]\] develops two types of residual-based tests. In the first type, four tests are distributed as being standard normal asymptotically and are based on average test statistics for no cointegration in the time series across the cross-section for the within-group \[[@pone.0138666.ref056]\]. The tests that make up this group are: panel v-statistics, panel ρ-statistics, panel t-Statistic (non-parametric) and panel t-Statistic (parametric). Within the second type, three tests---group r-statistics, group t-statistics (non-parametric) and the group statistics (parametric)--are also distributed as being standard normal asymptotically but are based on limits of piecewise numerator and denominator terms for the limiting distributions for the between-group \[[@pone.0138666.ref056]\]. Three of the four tests in the first type of test are based on the non-parametric correction test proposed by Phillips and Perron \[[@pone.0138666.ref057]\]; the remaining test follows the ADF parametric test. Two of the three second-type tests are based on non-parametric tests, and the third test is based on an ADF test.

### Panel data model {#sec007}

If variables are cointegrated, the Fully Modified OLS (FMOLS) estimator can be utilised to estimate each equation to find out the directions and magnitudes of the influences of the explanatory variables (in this study, population scale, economic level, energy intensity and urbanization level) on CO~2~ emissions. FMOLS, proposed by Pedroni \[[@pone.0138666.ref058]\], is a single equation estimator for cointegrated relationships. FMOLS uses errors to calculate the cumulative test volume. This approach has been widely used to deal with both temporal and cross sectional dimensions data, as a result of its ability to properly deal with the long-run correlation problem between the cointegrating equation and stochastic regressor innovations \[[@pone.0138666.ref029]\].

Scenario simulations {#sec008}
--------------------

Previous studies have found population, economic level, urbanization and energy intensity to have a significant impact on CO~2~ emissions. Using scientific analysis and a range of different scenarios, relevant existing literature has thus also attempted to identify which scenario might be most conducive to the mitigation of CO~2~ emissions. The identification of such a scenario will have great significance and meaning for the formulation of future economic development policy and the mitigation of CO~2~ emissions. Taking China as an example, in this study we attempted to find the optimal development model for China, from 10 different scenarios which we developed. We assumed that the 10 different scenarios share various evolution paths, so that we might focus on analysing differences in the various development patterns.

### Scenario description {#sec009}

\(1\) Economic growth scenario: [Table 2](#pone.0138666.t002){ref-type="table"} reviews the 3 economic growth scenarios. The "business-as-usual" scenario (B) assumes that the development policy on economic growth stays at the same level as in the Chinese government's 12th Five-Year Plan (2011--2015) within the forecasting horizon. According to the development experience of developed countries, after rapid economic growth, subsequent economic growth is likely to flatten. Thus, the economic growth rate of the "high economic growth" scenario and the "low economic growth" scenario increase and decrease by 1% respectively based on the economic growth rate in the business-as-usual scenario.

10.1371/journal.pone.0138666.t002

###### The economic growth rate of China in the following 10 years.

![](pone.0138666.t002){#pone.0138666.t002g}

  Scenarios                       2010--2015   2015--2020   2020--2025
  ------------------------------- ------------ ------------ ------------
  Business-as-usual scenario      7.5%         7%           6%
  Low economic growth scenario    6.5%         6%           5%
  High economic growth scenario   8.5%         8%           7%

\(2\) Population scenario: According to the U.S. Energy Information Administration's (EIA) \[[@pone.0138666.ref059]\] forecast and the Chinese government's 12th Five-Year Plan (2011--2015), the population of China will be controlled to 1.39 billion by 2015 and 1.42 billion by 2020 respectively. Given the above, the average population growth rate will be 0.5% from 2016 to 2020. According to this rate, we therefore can predict that the population of China in 2025 will be 1.45 billion. In the "high population" scenario, the population growth rate increases by 0.1%. [Table 3](#pone.0138666.t003){ref-type="table"} reviews the predicted population of China in the following 10 years.

10.1371/journal.pone.0138666.t003

###### The population of China in the following 10 years (billion).
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  Scenarios                  2015   2020   2025
  -------------------------- ------ ------ ------
  Middle population growth   1.39   1.42   1.45
  High population growth     1.40   1.43   1.47

\(3\) Urbanization scenario: China has made great success in urbanization, with the urbanization level increasing from 17.9% in 1978 to 51.27% in 2011, at an average annual growth rate of 1.01% \[[@pone.0138666.ref001]\]. According to the National New-type Urbanization Plan for China released in 2014, the country's urbanization level will rise by 1% annually, reaching 60% by 2020. Taking the Chinese government's 12th Five-Year Plan (2011--2015) into consideration, we assumed that the urbanization level in 2015, 2020, and 2025 would be 55%, 60%, and 65% respectively. The urbanization level in the "low urbanization" scenario will decrease by 2% correspondingly. [Table 4](#pone.0138666.t004){ref-type="table"} reviews predicted levels of urbanization of China for the following 10 years.

10.1371/journal.pone.0138666.t004

###### The urbanization of China in the following 10 years.
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  Scenarios                         2015   2020   2025
  --------------------------------- ------ ------ ------
  Middle urbanization development   55%    60%    65%
  Low urbanization development      53%    58%    63%

\(4\) Technological progress scenario: In the content of the 11th Five-Year Plan (2005--2010), China set its goal of reducing energy intensity by 20%. Through the 12th Five-Year Plan (2011--2015), the government plans to make a decrease of 16% in energy intensity \[[@pone.0138666.ref001]\]. Specifically, energy intensity is to decrease at an average annual rate of 3%. Thus we referred to the targets set out in these plans as constituting the basis for our "middle technology" scenario and assumed an additional 0.5% improvement under the "high technology" scenario. [Table 5](#pone.0138666.t005){ref-type="table"} reviews China's predicted technological progress in the following 10 years.

10.1371/journal.pone.0138666.t005

###### The technological progress of China in the following 10 years.
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  Scenarios                       2010--2015   2015--2020   2020--2025
  ------------------------------- ------------ ------------ ------------
  Middle technological progress   2.8%         3%           3.5%
  High technological progress     3%           3.5%         4%

Based on above analysis, together with the actual development of China in recent years, we set up 10 different scenarios ([Table 6](#pone.0138666.t006){ref-type="table"}). As setting up the 10 scenarios, we consider not only the permutations and combinations of the variables, but also the actual situation of China's development. Since the goal of this study is to find out the optimal development model for china's socioeconomic sustainable development and a reduction in CO~2~ emissions. The requires of the best model are not only the lowest CO~2~ emissions, but maintaining relatively high economic growth. Thus, the four variables (economic growth, population growth, urbanization development, and technological progress) combined 10 development scenarios (Scenario B, Scenario BTU, Scenario BH, Scenario L, Scenario LT, Scenario LH, Scenario H, Scenario HP, Scenario HT, and Scenario AH). The detailed content is listed in [Table 6](#pone.0138666.t006){ref-type="table"}.

10.1371/journal.pone.0138666.t006

###### The future developing scenarios of China and the descriptions.
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  Scenarios                                                                              Economic growth (*A*)   Population growth (*P*)   Urbanization development (*U*)   Technological progress (*T*)
  -------------------------------------------------------------------------------------- ----------------------- ------------------------- -------------------------------- ------------------------------
  Scenario B (business as usual)                                                         Business as usual       Middle                    Middle                           Middle
  Scenario BTU (business as usual, high technology, low urbanization)                    Business as usual       Middle                    Low                              High
  Scenario BH (business as usual, high technology, high population)                      Business as usual       High                      Middle                           High
  Scenario L (low economic growth)                                                       Low growth              Middle                    Low                              Middle
  Scenario LT (low economic growth, high technology)                                     Low growth              Middle                    Low                              High
  Scenario LH (business as usual, high technology, high population, high urbanization)   Low growth              High                      Middle                           High
  Scenario H (high economic growth)                                                      High growth             Middle                    Middle                           Middle
  Scenario HP (high economic growth, high population)                                    High growth             High                      Middle                           Middle
  Scenario HT (high economic growth, high technology)                                    High growth             Middle                    Middle                           High
  Scenario AH (all high growth)                                                          High growth             High                      Middle                           High

Note: "Low" denotes the low scenario, "Middle" denotes the middle scenario, and "High" denotes the high scenario.

### Methods for forecasting future CO~2~ emissions {#sec010}

According to the results of the panel data analysis, the following regression model will be utilized to forecast CO~2~ emissions for each province under 10 different scenarios for the year 2015 to 2025: $$\hat{\text{ln}EM_{it}} = \hat{\alpha} + {\hat{\beta}}_{1}\text{ln}P_{it} + {\hat{\beta}}_{2}\text{ln}A_{it} + {\hat{\beta}}_{3}\text{ln}T_{it} + {\hat{\beta}}_{4}\text{ln}U_{it}\text{+}{\hat{\eta}}_{i}$$ where *EM* denotes the total CO~2~ emissions both form the burning of fossil fuel and the cement production process.

The following exponential transformation will be further implemented since we aim to forecast *EM* ~*it*~: $$\hat{EM_{it}} = \text{exp}\left( {\hat{\alpha} + {\hat{\beta}}_{1}\text{ln}P_{it} + {\hat{\beta}}_{2}\text{ln}A_{it} + {\hat{\beta}}_{3}\text{ln}T_{it} + {\hat{\beta}}_{4}\text{ln}U_{it}\text{+}{\hat{\eta}}_{i}} \right)$$

Once each province's CO~2~ emissions are estimated, we then calculate the emissions of China using: $$\hat{EM_{t}} = {\sum\limits_{i = 1}^{30}\hat{EM_{it}}}t = 2015,\text{\,\,}2020,\text{\,\,}2025$$

Data {#sec011}
----

Based on the availability of data, this study used annual time series data for 30 provinces in China, in the period 1995--2011. Taiwan and Tibet were excluded on the basis of missing data for most of the years. Provincial data on resident populations, per capita GDP, cement, energy intensity and urbanization levels were derived from the China Statistical Yearbook and provincial statistical yearbooks. To eliminate the price effect, per capita GDP data were adjusted by considering the official price index in the year 2000, which was also used to calculate energy intensity in tons per 10^4^ Yuan. All the data on fossil fuel were derived from the China Energy Statistical Yearbook. The total energy consumption and each fossil fuel were all converted into standard coal measures (units of 10^4^ tons). Annual data on CO~2~ emissions for each province were estimated using ([Eq 1](#pone.0138666.e001){ref-type="disp-formula"}) and ([Eq 2](#pone.0138666.e002){ref-type="disp-formula"}). [Table 7](#pone.0138666.t007){ref-type="table"} displays the statistical description of the five variables in the 30 Chinese provinces, covering the years 1995 to 2011. The distribution parameters of the five variables in China's 30 provinces are presented as box and whisker plots with the bottom and top of the box representing the 25th and 75th centiles ([Fig 1](#pone.0138666.g001){ref-type="fig"}).

10.1371/journal.pone.0138666.t007

###### Summary statistics of the variables.
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  Variables          Symbol   Unit             Mean       Std. Dev   Min      Max
  ------------------ -------- ---------------- ---------- ---------- -------- ---------
  CO~2~ emissions    *EM*     10^4^tons        16830.07   12448.91   680.56   70542.8
  Population         *P*      10^4^ persons    4242.92    2576.69    456.2    10505
  Per capita GDP     *A*      Yuan             16224.63   14829.06   1853     85213
  Energy intensity   *T*      ton/10^4^ Yuan   1.73       0.98       0.21     7.66
  Urbanization       *U*      \%               43.33      16.40      17.19    89.30

![The distributions of the variables in box-chart form, for China's 30 provinces, 1995--2011.](pone.0138666.g001){#pone.0138666.g001}

Results and Discussion {#sec012}
======================

Spatiotemporal characteristics of provincial CO~2~ emissions {#sec013}
------------------------------------------------------------

Once the emissions of each province were estimated from 1995 to 2011, it is necessary to analyse the spatiotemporal characteristics in emissions. [Fig 2](#pone.0138666.g002){ref-type="fig"} provides a general overview of the growth of CO~2~ emissions in provincial China from 1995 to 2011. From [Fig 2](#pone.0138666.g002){ref-type="fig"}, we find that CO~2~ emissions for each province increased over time. During the study period, Shandong Province was the largest emitter with its emissions rising from 212.55 million tons in 1995 to 705.42 million tons in 2011, while Hainan Province was the smallest emitter with its emissions increasing from 6.81 million tons in 1995 to 32.18 million tons in 2011. The former province produces more CO~2~ emissions owing to its huge consumption of fossil energy compared to other regions. Notably, CO~2~ emissions form east regions were initially larger and increased more rapidly than their neighbours in central and west regions during the period studied. From the viewpoint of geography, CO~2~ emissions in China exerted noticeable regional discrepancies in 1995--2011 ([Fig 3](#pone.0138666.g003){ref-type="fig"}). Provinces with high CO~2~ emissions were found to be mainly concentrated in eastern coastal China; in fact, CO~2~ emissions decrease gradually from the eastern coastal region to the central region, and then to the western region.

![Growth trajectories of CO~2~ emissions in provincial China from 1995 to 2011.](pone.0138666.g002){#pone.0138666.g002}

![Spatial distributions of CO~2~ emissions for selected years.](pone.0138666.g003){#pone.0138666.g003}

We then calculated global Moran's I as an index to detect spatial dependence. [Fig 4](#pone.0138666.g004){ref-type="fig"} plots the trajectories of the spatial dependence of CO~2~ emissions in provincial China from 1995 to 2011. As indicated in [Fig 4](#pone.0138666.g004){ref-type="fig"}, Moran's I fluctuates around 0.2, all are significant at 95% confidence level over the period studied. This finding provided evidence of spatial dependence taking place in provincial China. In addition, the fluctuations of Moran's I reflect the temporal dynamics of the spatial dependence of CO~2~ emissions, which may weaken or strengthen the agglomeration of CO~2~ emissions over time. From the viewpoint of scatter distribution ([Fig 5](#pone.0138666.g005){ref-type="fig"}), HH and LL clusters constitute the main types of spatial dependence seen over the studied period.

![Moran's I for regional CO~2~ emissions in provincial China from 1995 to 2011.](pone.0138666.g004){#pone.0138666.g004}

![Moran scatter plot of CO~2~ emissions for selected years.\
HH means high values surrounded by high values; LH means low values surrounding by high values; LL means low values surrounded by low values; HL means high values surrounded by low values.](pone.0138666.g005){#pone.0138666.g005}

[Fig 6](#pone.0138666.g006){ref-type="fig"} provides an analysis of the emission level in 1995 and annual growth rate during the period studies. An estimated linear regression model (R^2^ = 0.2224) is also displayed in [Fig 6](#pone.0138666.g006){ref-type="fig"}. The negative slope of the linear regression equation implies a convergence trend in CO~2~ emissions in Chinese provinces.

![Annual growth rate and level of CO~2~ emissions.\
Ln denotes the nature log; EM represents CO~2~ emissions; T denotes year.](pone.0138666.g006){#pone.0138666.g006}

Influencing factors of provincial CO~2~ emissions {#sec014}
-------------------------------------------------

### Results of panel unit root tests {#sec015}

The analysis of casual relationships between variables has been the hot topic in modern panel data analysis. However, not all variables have cointegrating relationships. Thus, prior to cointegration estimation, it is necessary to test the stationarity of variables; this is known as a unit root test. In this study, we employed three types of panel unit root test: the Levin-Lin-Chu (LLC) test, the Breitung test and the Im-Pesaran-Shin (IPS) test. The LLC and Breitung methods are both suitable for common root tests, and the IPS method is suitable for individual root tests. [Table 8](#pone.0138666.t008){ref-type="table"} reviews the results of the panel unit root test for both types. As indicated by [Table 8](#pone.0138666.t008){ref-type="table"}, the results clearly show that all the variables cannot reject the null hypothesis at level, indicating that they were not stationary at level. However, all the variables were found to be stationary at the first difference, rejecting the null hypothesis. As such, we were able to carry out a Pedroni cointegration test in order to estimate whether a cointegrating relationship existed between the variables. If the variables were found to be cointegrated, the Fully Modified OLS estimator would be used to examine the relationship quantitatively.

10.1371/journal.pone.0138666.t008

###### Panel unit root test results.
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  Variable                                 Level     First difference                                                                                    
  ---------------------------------------- --------- ------------------------------------------------- ------------------------------------------------- -------------------------------------------------
  Levin-Lin-Chu test (common root)                                                                                                                       
  ln*EM*                                   9.86438   11.8364                                           -21.2607 [^a^](#t008fn002){ref-type="table-fn"}   -19.1668 [^a^](#t008fn002){ref-type="table-fn"}
  ln*P*                                    7.45089   3.37603                                           -12.1889 [^a^](#t008fn002){ref-type="table-fn"}   -13.6134 [^a^](#t008fn002){ref-type="table-fn"}
  ln*A*                                    12.8813   0.89036                                           -5.85314 [^a^](#t008fn002){ref-type="table-fn"}   -11.7708 [^a^](#t008fn002){ref-type="table-fn"}
  ln*T*                                    4.21049   7.39003                                           -15.8270 [^a^](#t008fn002){ref-type="table-fn"}   -14.3800 [^a^](#t008fn002){ref-type="table-fn"}
  ln*U*                                    7.11117   -0.14841                                          -12.1172 [^a^](#t008fn002){ref-type="table-fn"}   -12.4863 [^a^](#t008fn002){ref-type="table-fn"}
  Breitung test (common root)                                                                                                                            
  ln*EM*                                             -4.16615 [^c^](#t008fn004){ref-type="table-fn"}                                                     -8.94631 [^b^](#t008fn003){ref-type="table-fn"}
  ln*P*                                              0.93245                                                                                             -7.29138 [^b^](#t008fn003){ref-type="table-fn"}
  ln*A*                                              7.20825                                                                                             -5.48287 [^a^](#t008fn002){ref-type="table-fn"}
  ln*T*                                              -1.92443 [^b^](#t008fn003){ref-type="table-fn"}                                                     -2.07202 [^a^](#t008fn002){ref-type="table-fn"}
  ln*U*                                              -1.38384 [^c^](#t008fn004){ref-type="table-fn"}                                                     -6.69167 [^a^](#t008fn002){ref-type="table-fn"}
  Im-Pesaran-Shin test (individual root)                                                                                                                 
  ln*EM*                                   6.94940   5.96649                                           -17.0560 [^a^](#t008fn002){ref-type="table-fn"}   -13.5340 [^a^](#t008fn002){ref-type="table-fn"}
  ln*P*                                    0.43313   0.65222                                           -10.3251 [^a^](#t008fn002){ref-type="table-fn"}   -8.87672 [^a^](#t008fn002){ref-type="table-fn"}
  ln*A*                                    19.7374   7.53347                                           -3.75383 [^a^](#t008fn002){ref-type="table-fn"}   -8.69289 [^a^](#t008fn002){ref-type="table-fn"}
  ln*T*                                    2.02629   -5.47261 [^b^](#t008fn003){ref-type="table-fn"}   -15.0668 [^a^](#t008fn002){ref-type="table-fn"}   -11.1620 [^a^](#t008fn002){ref-type="table-fn"}
  ln*U*                                    2.31694   3.11780                                           -9.20053 [^a^](#t008fn002){ref-type="table-fn"}   -8.95612 [^a^](#t008fn002){ref-type="table-fn"}

Note: the unit root tests were carried out with individual trends and intercepts for each variable, and the optimal lag lengths were selected automatically using the Schwarz information criteria.

^a^ Denotes significance at the 1% level.

^b^ Denotes significance at the 5% level.

^c^ Denotes significance at the 10% level.

### Panel cointegration results {#sec016}

Since all the variables used in this study were stationary at their first difference, we proceeded to test the dependent and independent variables respectively for Pedroni cointegration in the data, using the heterogeneous panel cointegration test first proposed by Pedroni \[[@pone.0138666.ref055]\]. [Table 9](#pone.0138666.t009){ref-type="table"} presents the panel cointegration test results. To examine the cointegrating relationship more accurately, we employed three trend assumptions from the Pedroni cointegration test, namely: no deterministic trend, deterministic intercept and trend, and no deterministic intercept or trend. From the results detailed in [Table 9](#pone.0138666.t009){ref-type="table"}, we found that under the assumption of no deterministic trend, six statistics strongly rejected the null hypothesis of no-cointegration significantly at the 1% level; while under the assumption of deterministic intercept and trend, seven statistics were found to reject the null hypothesis of no cointegration at less than the 10% level. In addition, under the assumption of no deterministic intercept or trend, six statistics also strongly rejected the null hypothesis of no cointegration significantly at less than the 5% level. Thus we obtained clear evidence of the existence of a cointegrating relationship between the variables. Results also indicate that population scale, economic level, energy intensity and urbanization level had a long-run relationship with CO~2~ emissions in China's 30 provinces during the study period. The next step was to estimate this relationship using Fully Modified OLS regression.

10.1371/journal.pone.0138666.t009

###### Pedroni cointegration test results.

![](pone.0138666.t009){#pone.0138666.t009g}

  Trend assumption                                                         No deterministic trend                             Deterministic intercept & trend                    No deterministic intercept or trend
  ------------------------------------------------------------------------ -------------------------------------------------- -------------------------------------------------- --------------------------------------------------
  Alternative hypothesis: common AR coefficients (within-dimension)                                                                                                              
  Panel v-statistic                                                        -0.265419                                          -0.238256                                          -1.525700
  Panel rho-statistic                                                      2.603084                                           4.425116                                           1.319566
  Panel PP-statistic                                                       -2.458144 [^a^](#t009fn002){ref-type="table-fn"}   -2.526636 [^a^](#t009fn002){ref-type="table-fn"}   -3.103253 [^b^](#t009fn003){ref-type="table-fn"}
  Panel ADF-statistic                                                      -3.627780 [^a^](#t009fn002){ref-type="table-fn"}   -1.493838 [^c^](#t009fn004){ref-type="table-fn"}   -3.694388 [^a^](#t009fn002){ref-type="table-fn"}
  Panel v-statistic (weighted)                                             -0.191670                                          -0.150265 [^c^](#t009fn004){ref-type="table-fn"}   -1.649109
  Panel rho-statistic (weighted)                                           2.611259                                           4.579338                                           1.895627
  Panel PP-statistic (weighted)                                            -2.902991 [^a^](#t009fn002){ref-type="table-fn"}   -2.352576 [^a^](#t009fn002){ref-type="table-fn"}   -1.779753 [^a^](#t009fn002){ref-type="table-fn"}
  Panel ADF-statistic (weighted)                                           -4.649224 [^a^](#t009fn002){ref-type="table-fn"}   -2.532676 [^a^](#t009fn002){ref-type="table-fn"}   -2.592808 [^a^](#t009fn002){ref-type="table-fn"}
  Alternative hypothesis: individual AR coefficients (between-dimension)                                                                                                         
  Group rho-statistic                                                      4.931659                                           6.604612                                           4.056057
  Group PP-statistic                                                       -4.383673 [^a^](#t009fn002){ref-type="table-fn"}   -2.439537 [^a^](#t009fn002){ref-type="table-fn"}   -2.698744 [^a^](#t009fn002){ref-type="table-fn"}
  Group ADF-statistic                                                      -4.604860 [^a^](#t009fn002){ref-type="table-fn"}   -2.321178 [^b^](#t009fn003){ref-type="table-fn"}   -4.429429 [^a^](#t009fn002){ref-type="table-fn"}

Note: The optimal lag length was automatically selected based on the Schwarz. Newey-West automatic bandwidth was selected based on a Bartlett kernel.

^a^ Denotes significance at 1% level.

^b^ Denotes significance at 5% level.

^c^ Denotes significance at 10% level.

### Parameter estimations of the panel model {#sec017}

Since the variables used in this study were cointegrated, we proceeded to estimate the relation. A Fully Modified OLS test was utilised based on provincial panel data. A panel data model with a Newey-West fixed effect was adopted; the Kernel option of the model was based on the Bartlett law. [Table 10](#pone.0138666.t010){ref-type="table"} reviews the results of the Fully Modified OLS test. Parameter estimations of the panel data model reveal that the individual variable coefficients have important but various influence on CO~2~ emissions. Specifically, population scale, economic level and urbanization level have positive effects on CO~2~ emissions, while energy intensity produces negative, inhibitory effects. First, as expected, the increase of population directly leads to an increasing demand of energy resources and, in turn, produce a large amount of CO~2~ emissions. Second, since the Chinese economic reform in 1978, China has witnessed rapid economic growth. However, this rapid growth has been achieved by consuming a large amount of energy resources, leading to a great deal of CO~2~ emissions. Third, millions of people lived in rural areas moved to cities and towns across China every year. This migration creates increasing pressure on the country\'s urban sustainable development. Urbanization has a promoting effect on economic development, but it can also contribute to the increase of energy consumption. Finally, reducing energy intensity (per capita GDP energy consumption) is conducive to reduce CO~2~ emissions. That is because improving energy efficiency mean producing the same amount of GDP with mitigated energy use, which will indirectly migitate CO~2~ emissions \[[@pone.0138666.ref018]\]. In addition, the significance of the relationship between CO~2~ emissions and the four variables also varied across the provinces based on their scale of social and economic development. Similar results were found by Al-mulali \[[@pone.0138666.ref034]\] in the Middle East and Li et al. \[[@pone.0138666.ref056]\] at regional and national levels in China. From the perspective of geographic analysis ([Fig 7](#pone.0138666.g007){ref-type="fig"}), provinces with high coefficients of population and energy intensity were found to be mainly concentrated in northern and central China respectively. However, areas with relative high coefficients of the other two variables (per capita GDP and urbanization) were found to have decentralized distributions. Since this study used a panel data model, we will focus on the panel effect and panel analysis results in this paper. The panel FMOLS test results show that all the four variables---population, per capita GDP, energy intensity and urbanization---all maintained a positive long-run relationship with CO~2~ emissions---that is: a 1% increase in total population will increase CO~2~ emissions by 1.359500% and a 1% increase in per capita GDP will increase CO~2~ emissions by 0.373704%, and, in addition, a 1% increase in energy intensity will increase CO~2~ emission by 0.277178%. Finally, a 1% increase in urbanization will increase CO~2~ emission by 0.591743%. The results of the study indicate that population, per capita GDP, energy intensity and urbanization are the main human factors that influence CO~2~ emissions in the long run. These results are supported by studies undertaken by Wang et al. \[[@pone.0138666.ref018]\] in Beijing city, Wang et al. \[[@pone.0138666.ref020]\] Guangdong province, Al-mulali \[[@pone.0138666.ref034]\] in Middle East, Soytas et al. \[[@pone.0138666.ref060]\] in the United States, Hamit-Haggar \[[@pone.0138666.ref061]\] in Canada, Niu et al. \[[@pone.0138666.ref062]\] in 8 Asian-Pacific countries, Pao and Tsai \[[@pone.0138666.ref063]\] in BRIC countries, and Kum et al. \[[@pone.0138666.ref064]\] in G-7 countries.

![The spatial distributions of coefficients of the independent variables for China's 30 provinces, 1995--2011.\
Coef. (lnP, lnA, lnT, lnU) denote the coefficients of lnP, lnA, lnT, and lnU.](pone.0138666.g007){#pone.0138666.g007}

10.1371/journal.pone.0138666.t010

###### Fully modified OLS test results.

![](pone.0138666.t010){#pone.0138666.t010g}

  Province         ln*EM* is the dependent variable                                                                                                                                                            
  ---------------- -------------------------------------------------------------- ------------------------------------------------------------- -------------------------------------------------------------- --------------------------------------------------------------
  Beijing          0.824183 (11.30692) [^a^](#t010fn001){ref-type="table-fn"}     0.289275 (0.876098) [^c^](#t010fn003){ref-type="table-fn"}    -0.131756 (-1.333606) [^c^](#t010fn003){ref-type="table-fn"}   -0.152019 (-0.468544) [^c^](#t010fn003){ref-type="table-fn"}
  Tianjin          0.694356 (4.258218) [^a^](#t010fn001){ref-type="table-fn"}     0.171245 (2.248154) [^b^](#t010fn002){ref-type="table-fn"}    -0.254462 (-2.58327) [^b^](#t010fn002){ref-type="table-fn"}    -0.300521 (-0.492524) [^c^](#t010fn003){ref-type="table-fn"}
  Hebei            1.500945 (-0.612880) [^c^](#t010fn003){ref-type="table-fn"}    0.387984 (2.301110) [^b^](#t010fn002){ref-type="table-fn"}    -0.072337 (-0.412595) [^c^](#t010fn003){ref-type="table-fn"}   0.602407 (2.481098) [^a^](#t010fn001){ref-type="table-fn"}
  Shanxi           0.551093 (0.959887) [^c^](#t010fn003){ref-type="table-fn"}     0.301567 (4.208939) [^a^](#t010fn001){ref-type="table-fn"}    0.049979 (0.521487) [^c^](#t010fn003){ref-type="table-fn"}     0.541600 (2.967801) [^b^](#t010fn002){ref-type="table-fn"}
  Inner Mongolia   3.277176 (1.191737) [^c^](#t010fn003){ref-type="table-fn"}     0.036837 (0.239765) [^c^](#t010fn003){ref-type="table-fn"}    0.577542 (3.538200) [^a^](#t010fn001){ref-type="table-fn"}     3.431111 (1.865341) [^c^](#t010fn003){ref-type="table-fn"}
  Liaoning         1.845928 (0.890808)                                            0.173370 (2.402487) [^b^](#t010fn002){ref-type="table-fn"}    0.005342 (0.587733) [^c^](#t010fn003){ref-type="table-fn"}     0.375841 (4.107257) [^a^](#t010fn001){ref-type="table-fn"}
  Jilin            4.158499 (3.100181) [^b^](#t010fn002){ref-type="table-fn"}     0.321985 (21.05442) [^a^](#t010fn001){ref-type="table-fn"}    0.100307 (2.468636) [^b^](#t010fn002){ref-type="table-fn"}     -0.726538 (-2.130747)\*
  Heilongjiang     7.793006 (3.701333) [^a^](#t010fn001){ref-type="table-fn"}     0.334755 (2.814689) [^b^](#t010fn002){ref-type="table-fn"}    0.179252 (0.994231)                                            0.758633 (1.679754) [^c^](#t010fn003){ref-type="table-fn"}
  Shanghai         0.736489 (3.443010) [^a^](#t010fn001){ref-type="table-fn"}     0.199758 (1.771537) [^c^](#t010fn003){ref-type="table-fn"}    -0.319790 (-2.034266) [^c^](#t010fn003){ref-type="table-fn"}   4.801402 (1.974920) [^c^](#t010fn003){ref-type="table-fn"}
  Jiangsu          1.972789 (-0.750660)                                           0.454410 (1.710387) [^c^](#t010fn003){ref-type="table-fn"}    0.331841 (1.938560) [^c^](#t010fn003){ref-type="table-fn"}     1.324628 (3.837937) [^a^](#t010fn001){ref-type="table-fn"}
  Zhejiang         2.407720 (6.934410) [^a^](#t010fn001){ref-type="table-fn"}     0.095659 (1.908148) [^c^](#t010fn003){ref-type="table-fn"}    0.290727 (4.341431) [^a^](#t010fn001){ref-type="table-fn"}     2.492042 (16.88751) [^a^](#t010fn001){ref-type="table-fn"}
  Anhui            0.993859 (1.378247) [^c^](#t010fn003){ref-type="table-fn"}     0.326869 (4.872980) [^a^](#t010fn001){ref-type="table-fn"}    0.006397 (0.048812) [^c^](#t010fn003){ref-type="table-fn"}     0.309674 (4.702756) [^a^](#t010fn001){ref-type="table-fn"}
  Fujian           0.614288 (0.261912) [^c^](#t010fn003){ref-type="table-fn"}     0.521356 (-4.4651) [^a^](#t010fn001){ref-type="table-fn"}     -0.380492 (-2.72180) [^b^](#t010fn002){ref-type="table-fn"}    5.504444 (4.492441) [^a^](#t010fn001){ref-type="table-fn"}
  Jiangxi          1.181380 (0.852470) [^c^](#t010fn003){ref-type="table-fn"}     0.352563 (1.986303) [^c^](#t010fn003){ref-type="table-fn"}    -0.040064 (-0.435103)                                          0.721609 (4.703909) [^a^](#t010fn001){ref-type="table-fn"}
  Shandong         0.214461 (0.200950) [^c^](#t010fn003){ref-type="table-fn"}     0.088948 (2.750715) [^b^](#t010fn002){ref-type="table-fn"}    0.122598 (3.541862) [^a^](#t010fn001){ref-type="table-fn"}     2.252716 (15.74788) [^a^](#t010fn001){ref-type="table-fn"}
  Henan            2.091465 (4.251184) [^a^](#t010fn001){ref-type="table-fn"}     0.293459 (4.791035) [^a^](#t010fn001){ref-type="table-fn"}    -0.092854 (-1.355126) [^c^](#t010fn003){ref-type="table-fn"}   0.341816 (2.268962) [^b^](#t010fn002){ref-type="table-fn"}
  Hubei            3.467381 (2.927361) [^b^](#t010fn002){ref-type="table-fn"}     0.213272 (4.659398) [^a^](#t010fn001){ref-type="table-fn"}    -0.047483 (-0.577729) [^c^](#t010fn003){ref-type="table-fn"}   1.000147 (3.967640) [^a^](#t010fn001){ref-type="table-fn"}
  Hunan            1.053785 (3.175042) [^a^](#t010fn001){ref-type="table-fn"}     0.305124 (3.209294) [^a^](#t010fn001){ref-type="table-fn"}    0.008492 (0.209965) [^c^](#t010fn003){ref-type="table-fn"}     0.945590 (8.912996) [^a^](#t010fn001){ref-type="table-fn"}
  Guangdong        1.168380 (10.03458) [^a^](#t010fn001){ref-type="table-fn"}     0.050295 (-1.313565) [^c^](#t010fn003){ref-type="table-fn"}   -0.045818 (-1.522928) [^c^](#t010fn003){ref-type="table-fn"}   2.310187 (7.085244) [^a^](#t010fn001){ref-type="table-fn"}
  Guangxi          3.915327 (4.343413) [^a^](#t010fn001){ref-type="table-fn"}     0.323124 (1.796867) [^c^](#t010fn003){ref-type="table-fn"}    0.675417 (3.353234) [^a^](#t010fn001){ref-type="table-fn"}     1.140652 (1.956864) [^c^](#t010fn003){ref-type="table-fn"}
  Hainan           3.024624 (2.562536) [^b^](#t010fn002){ref-type="table-fn"}     0.353403 (1.097361) [^c^](#t010fn003){ref-type="table-fn"}    0.722216 (1.993635) [^c^](#t010fn003){ref-type="table-fn"}     -0.322842 (-1.181016) [^c^](#t010fn003){ref-type="table-fn"}
  Chongqing        1.280668 (4.016290) [^a^](#t010fn001){ref-type="table-fn"}     0.303874 (6.178282) [^a^](#t010fn001){ref-type="table-fn"}    0.028903 (0.561329) [^c^](#t010fn003){ref-type="table-fn"}     0.572423 (3.760052) [^a^](#t010fn001){ref-type="table-fn"}
  Sichuan          1.148358 (2.598093) [^a^](#t010fn001){ref-type="table-fn"}     0.609136 (14.35764) [^a^](#t010fn001){ref-type="table-fn"}    0.283824 (3.893509) [^a^](#t010fn001){ref-type="table-fn"}     -0.032401 (-0.232509) [^b^](#t010fn002){ref-type="table-fn"}
  Guizhou          2.579990 (3.144259) [^a^](#t010fn001){ref-type="table-fn"}     0.097241 (0.356331) [^c^](#t010fn003){ref-type="table-fn"}    -0.129274 (-0.723764) [^c^](#t010fn003){ref-type="table-fn"}   1.304333 (1.040142) [^b^](#t010fn002){ref-type="table-fn"}
  Yunnan           -6.159211 (-2.163103) [^c^](#t010fn003){ref-type="table-fn"}   0.146812 (0.747565) [^b^](#t010fn002){ref-type="table-fn"}    1.348419 (4.304103) [^a^](#t010fn001){ref-type="table-fn"}     4.021002 (4.038191) [^a^](#t010fn001){ref-type="table-fn"}
  Shaanxi          4.267050 (3.315569) [^a^](#t010fn001){ref-type="table-fn"}     0.243101 (6.012256) [^a^](#t010fn001){ref-type="table-fn"}    -0.010848 (-0.435752) [^c^](#t010fn003){ref-type="table-fn"}   -0.018400 (-0.058465) [^c^](#t010fn003){ref-type="table-fn"}
  Gansu            4.126984 (4.754707) [^a^](#t010fn001){ref-type="table-fn"}     0.306104 (0.109017) [^c^](#t010fn003){ref-type="table-fn"}    -0.093864 (-1.166967) [^c^](#t010fn003){ref-type="table-fn"}   0.942129 (5.731639) [^a^](#t010fn001){ref-type="table-fn"}
  Qinghai          2.147035 (4.759040) [^a^](#t010fn001){ref-type="table-fn"}     0.428308 (2.723734) [^b^](#t010fn002){ref-type="table-fn"}    0.339483 (2.309805) [^b^](#t010fn002){ref-type="table-fn"}     2.738816 (3.855121) [^a^](#t010fn001){ref-type="table-fn"}
  Ningxia          1.95013 (5.578269) [^a^](#t010fn001){ref-type="table-fn"}      0.551342 (-4.00193) [^b^](#t010fn002){ref-type="table-fn"}    -0.339291 (-3.29132) [^b^](#t010fn002){ref-type="table-fn"}    0.104496 (0.246638) [^c^](#t010fn003){ref-type="table-fn"}
  Xinjiang         0.194117 (0.302559) [^c^](#t010fn003){ref-type="table-fn"}     0.465409 (3.115279) [^a^](#t010fn001){ref-type="table-fn"}    -0.168746 (-1.181087) [^c^](#t010fn003){ref-type="table-fn"}   0.002431 (0.004111) [^c^](#t010fn003){ref-type="table-fn"}
  Panel            1.359500 (12.57321) [^a^](#t010fn001){ref-type="table-fn"}     0.373704 (15.77366) [^a^](#t010fn001){ref-type="table-fn"}    0.277178 (7.872822) [^b^](#t010fn002){ref-type="table-fn"}     0.591743 (8.880020) [^a^](#t010fn001){ref-type="table-fn"}

^a^ Denotes significance at 1% level.

^b^ Denotes significance at 5% level.

^c^ Denotes significance at 10% level.

Forecasting CO~2~ emissions {#sec018}
---------------------------

[Fig 8](#pone.0138666.g008){ref-type="fig"} plots the forecasting results of CO~2~ emissions in 2015, 2020 and 2025 under the scenarios listed at [Table 10](#pone.0138666.t010){ref-type="table"}. The results detailed in [Fig 8](#pone.0138666.g008){ref-type="fig"} reveal that China's CO~2~ emissions will reach 10.57--11.25, 12.18--13.49, and 13.63--15.60 billion tons by 2015, 2020, and 2025 respectively.

![The forecasting results of CO2 emissions under different scenarios, 2015, 2020, 2025.](pone.0138666.g008){#pone.0138666.g008}

[Fig 8](#pone.0138666.g008){ref-type="fig"} shows that, under Scenario B (business as usual), China's CO~2~ emissions are expected to reach 10.98, 12.95, and 14.83 billion tons by 2015, 2020, and 2025 respectively. On the basis of the B scenario, if the economic growth rate increases by 1% (Scenario H), China's CO~2~ emissions will increase by 0.15, 0.41, and 0.74 billion tons in 2015, 2020, and 2025 respectively. With rapid economic growth, if the population growth rate continues to increase (Scenario HP), China's CO~2~ emissions will increase by 0.26, 0.54, and 1.03 billion tons by 2015, 2020, and 2025 respectively, compared to Scenario B. However, if the development and use of low-carbon technologies could be promoted, and economic development simultaneously boosted (Scenario HT), China's CO~2~ emissions will decrease by 0.12, 0.28, and 0.42 billion tons by 2015, 2020, and 2025 respectively. If the population continues to increase on the basis of the HT scenario, China's CO~2~ emissions will increase by 0.23, 0.41, and 0.77 billion tons, in comparison with Scenario B.

The findings of this study indicate that in a scenario where the country's economic growth rate decreases by 1% and the process of urbanization concurrently slows (Scenario L), China's CO~2~ emissions will decrease by 0.39, 0.65, and 0.97 billion tons by 2015, 2020, and 2025 respectively, in comparison with Scenario B. If the economic growth rate decreases, however, and low-carbon technologies have been promoted (Scenario LT), China's CO~2~ emissions will decline by 0.41, 0.77, and 1.20 billion tons by 2015, 2020, 2025 respectively, compared to Scenario B. At the same time, of all the scenarios explored in this study, we find China to have the lowest CO~2~ emissions under Scenario LT. If the country's population continues to increase on the basis of Scenario LT, CO~2~ emissions will increase accordingly. If the economy has a middle level of growth, urbanization is relatively low, low-carbon technologies rapidly improve, and population growth occurs at a middle level (Scenario BTU), China's CO~2~ emissions will decrease by 0.27, 0.38, and 0.52 billion tons by 2015, 2020, and 2025 respectively, compared to Scenario B. However, if the population has a high growth rate, as in Scenario BH, China's CO~2~ emissions will increase accordingly by 0.34, 038, 0.54 billion tons by 2015, 2020, and 2025 (compared to Scenario BTU).

The above analysis indicates that China would have the lowest CO~2~ emissions under Scenario LT. However, Scenario LT requires that the economy maintain a relatively low level of growth, that population growth maintain a middle level, that urbanization increase at a low level, and that low-carbon technologies be promoted widely. The rapid development model currently pursued by China does not conform to these conditions. As the world's largest CO~2~ emitter, China faces the dual challenge of mitigating CO~2~ emissions while concurrently maintaining economic growth. Therefore, among the 10 scenarios, only the Scenario BTU conforms to the aim of maintaining a middle level of economic growth and effectively reducing CO~2~ emissions.

It is essential to compare the results of our estimations of CO~2~ emissions with other recent studies. [Table 11](#pone.0138666.t011){ref-type="table"} reviews the results of estimations made by Chen et al. \[[@pone.0138666.ref065]\], IEA \[[@pone.0138666.ref066]\], Cai et al. \[[@pone.0138666.ref067]\], EIA \[[@pone.0138666.ref068]\], ERI \[[@pone.0138666.ref069]\], Du et al. \[[@pone.0138666.ref033]\] and this study. The estimated emissions detailed in this study are higher than that of IEA \[[@pone.0138666.ref066]\], Cai et al. \[[@pone.0138666.ref067]\], and EIA \[[@pone.0138666.ref068]\], but are close to that of Du et al. \[[@pone.0138666.ref033]\]. It is notable that two sources were considered in estimating CO~2~ emissions in this study: the combustion of fossil fuel and the cement production process. It is noted that the studies identified above only consider fossil fuel related emissions. Du et al. \[[@pone.0138666.ref033]\], however, accounted for emissions from both the sources, but set scenarios and selected impact factors which varied slightly from those used in the present study. Despite these differences, we note that our forecasting result is quite close to the result obtained by Du et al. \[[@pone.0138666.ref033]\].

10.1371/journal.pone.0138666.t011

###### Compared with other studies estimating China's CO~2~ emissions.

![](pone.0138666.t011){#pone.0138666.t011g}

  Literature           Estimating methods                  Estimating period   2015 (100 million tons)   2020 (100 million tons)
  -------------------- ----------------------------------- ------------------- ------------------------- -------------------------
  Chen et al. (2004)   Structural decomposition analysis   2005--2020          ---                       130--200
  IEA (2008)           System optimization                 2007--2030          88.28                     100.04
  Cai et al. (2008)    Bottom-up sector-based analysis     2001--2020          ---                       53.67
  EIA (2009)           System optimization                 2015--2035          82.04                     94.17
  ERI (2009)           System optimization                 2005--2050          ---                       78.54
  Du et al. (2012)     Panel data econometrics             2010--2020          113                       147.09
  This study (2014)    Panel data model                    2015--2025          107.2                     125.7

Note: the forecasting results taken from Du et al. (2012) are estimated under a business-as-usual scenario. The forecasting results in this study are estimated under Scenario BTU.

Conclusions and Policy Implications {#sec019}
===================================

China's rapid economic growth has brought about increases in the scale of carbon dioxide (CO~2~) emissions produced by the country. A growing question lies in the optimal development model for China---which model would allow China to face the challenge of mitigating CO~2~ emissions while concurrently maintaining economic growth? In addressing this question, this paper investigated the spatiotemporal variations, influencing factors and scenario simulations of China's CO~2~ emissions, based on a provincial panel data set covering the period of 1995 to 2011. To examine the influencing factors of CO~2~ emissions quantitatively, a CO~2~ emissions model was developed considering CO~2~ emissions as the dependent variable and population, per capita GDP, energy intensity and the urbanization level as the independent variables. Panel unit root tests, a panel cointegration test, and FMOLS estimator were all utilised. Building on the estimated relationship between CO~2~ emissions and the four independent variables studied, and taking China as an example, this paper created 10 different scenarios to forecast future CO~2~ emissions. Under a CO~2~ emissions constraint force, we attempted to find the optimal development model for China.

There were significant differences of CO~2~ emissions among China's provinces. CO~2~ emissions of all provinces have increased over the studied period and the emissions varied across the provinces. In addition, evidence of spatial dependence was identified in provincial CO~2~ emissions, and the fluctuations of Moran's I may have important role in the agglomeration of CO~2~ emissions over time. A graphical analysis of the initial level and average annual growth rate of CO~2~ emissions suggested a convergence existing in provincial China.

Parameter estimations of the panel data model revealed that population scale, economic level and urbanization level positively influenced CO~2~ emissions, while energy intensity exerted negative, inhibitory effects. In addition, the significance of the relationship between CO~2~ emissions and the four variables varied across the provinces based on their scale of social and economic development. From the perspective of panel data analysis, and focusing on panel effect, a quantitative relationship between CO~2~ emissions and the four independent variables was identified: a 1% increase in population, per capita GDP, energy intensity and urbanization was found to result in an increase in CO~2~ emissions by 1.359500%, 0.373704%, 0.277178%, and 0.591743% respectively.

To achieve the goal of curbing CO~2~ emissions while maintaining economic growth, this paper reviewed 10 different developing scenarios. The study forecasted future CO~2~ emissions based on the relationship obtained from the panel data analysis. Under a CO~2~ emissions constraint force, scenario simulations further showed that Scenario BTU---that is, middle economic growth, middle population increase, low urbanization growth, and high technology improvement---would provide the best development model for China to realise socioeconomic sustainable development and a reduction in CO~2~ emissions.

The above findings thus contribute to the literature and suggest meaningful theoretical and policy implications \[[@pone.0138666.ref070]--[@pone.0138666.ref072]\]. First, from the evidence provided by the results of this study, population scale and urbanization are important factors that increase CO~2~ emissions. Since the Chinese economic reform in 1978, China has entered a period of rapid urbanization. Results suggest that China should continue to carry out the family planning policy, which has aimed to slow the robust growth of the country's vast population and maintain healthy levels of population urbanization-- according to official data, this policy has helped Asia's biggest economy reduce its population by millions. In addition, China should also continue to promote stable and relative low population urbanization and pay attention to optimizing population structure and quality. More importantly, it is essential for China to make greater efforts to improve low-carbon awareness, advocating for low-carbon consumption and healthy lifestyles and promoting sustainable consumption modes to households. Second, the results of this study clearly indicate that economic level positively influences CO~2~ emissions. Over the past thirty years, China has made great success in economic development, with an annual growth rate of 9.9%. Rapid economic growth can improve living standards, but it can also cause high levels of energy consumption, leading to high CO~2~ emissions. Rapid economic growth, however, retains a high strategic importance for the Chinese government. The government therefore aims to reduce CO~2~ emissions, while still fostering economic growth. The most feasible method to reduce CO~2~ emissions for the Chinese government is not, as such, to sacrifice future economic growth; rather, slowing economic growth relatively constitutes the most effective measure. Third, China pledged to reduce its energy intensity by 20% on average across all provinces by 2010. In the future, China should continue to target cuts in energy intensity. First, emissions reduction indicators, such as energy and emission intensity, should be set relative to physical output rather in terms of economic growth \[[@pone.0138666.ref004]\]. In addition, it is also important to take various measures such as producing more renewable technologies and low-carbon technologies, boosting recycling and renewable energies, and implementing incentive policies, amongst other measures, in order to strengthen energy conservation and emission mitigation \[[@pone.0138666.ref073]\].

From the view of methodology, this paper underscores the promising aspects of utilizing panel data models such as panel unit root models, panel cointegration tests, and the Fully Modified OLS in understanding the main determinants of CO~2~ emissions. The results of the panel data models are capable of better revealing the factors hidden in the CO~2~ emissions in Chinese provinces over the period studied. Our empirical analysis of Chinese provinces also demonstrates the appropriateness of setting up different scenario simulations for analyzing the optimal development model for China by addressing the influencing variables' dynamic evolution changes.
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