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The impurity Green’s function exact to the first order in the vacancy concentration has been
calculated in the framework of the five frequency model (5FM). The solution in terms of determi-
nant ratios has been obtained with the use of the Cramer’s rule. The determinant sizes varied from
54 for the most general case to three for the four frequency model. Both analytical and numer-
ical techniques has been used to analyze the solution. Special attention has been devoted to the
case of strong impurity-vacancy (I-v) binding in order to substantiate the picture of diffusion via
bound I-v pairs developed earlier in a phenomenological approach. Complete agreement with the
phenomenological theory has been established thus providing its rigorous justification. The solution
has been also applied to the calculation of the diffusional broadening of the Mo¨ssbauer resonance
in FeAl system and good agreement with available experimental data and calculations within the
encounter model has been found. The decay of the density of the nearest neighbor I-v pairs has
been discussed in detail and suggested to be used as an additional constraint on the parameters
of the 5FM. The possibility of experimental observation of the decay with the use of the positron
annihilation technique has been pointed out.
I. INTRODUCTION
In Ref. 1 (in the following referred to as I) the impu-
rity Green’s function (GF) of the five-frequency model
(5FM) of the vacancy-mediated diffusion2,3 was calcu-
lated in the limit of a strong impurity-vacancy (I-v) at-
traction. The solution was based on the phenomenolog-
ical approaches of Refs. 4 and 5 where the bound I-v
pairs were treated as quasiparticles which diffusion was
shown to be responsible for the non-Gaussian diffusion
profiles (NGDPs) and the non-Fickian diffusion experi-
mentally observed in the bulk diffusion in silicon4 and in
the Cu(001) surface layer.6 Because of the instability of
the bound pairs, the diffusion proceeds via repeated I-v
associations and subsequent decays with the encounters
separated by long periods of immobility because of the
low vacancy concentration that usually does not exceed
0.1 at.%˜ even at the melting point.7,8 After large number
of encounters the impurity density distribution acquires
the conventional Gaussian shape but at the early stage
of diffusion it exhibits the exponential-looking tails char-
acteristic of a defect-mediated diffusion.4,6,9,10
In I the phenomenological approach was implemented
within the 5FM with the model parameters taken from
the first-principles calculations of Refs. 11 and 12 and
the universal NGDPs4,13 were simulated. However, in
Refs. 9, 10, 14, and 15 it was shown both theoretically
and experimentally that for the existence of exponen-
tial profiles the I-v attraction is not indispensable and
may occur even under the I-v repulsion.14,15 Further-
more, the picture of bound I-v pairs diffusing at distances
much larger than the lattice constant does not accord
well with the numerical simulations of Ref. 16 where de-
spite rather strong I-v binding (0.29 eV) the I-v encounter
amounted on average to only two exchanges between the
impurity and the vacancy before their separation. This
is only 50% more than the tracer-vacancy exchanges in
the self-diffusion with no I-v attraction. So the question
arises about the uniqueness of interpretation of NGDPs
in terms of the pair diffusion and of interrelation of this
mechanism with the alternatives that do not require I-v
attraction, as well as of the ways of making distinction
between them.
The aim of the present paper is to justify the pair diffu-
sion picture suggested in I within a rigorous master equa-
tion and Green’s function formalism.17,33 Our approach
will be based on generalization of the technique devel-
oped in Refs. 18 and 19 for the cases of self-diffusion and
of the diffusion in a two frequency model. The method
of solution that will be developed in the present paper
can also be applied to diffusion in any elemental crys-
talline hosts and to more complex models with further
than nearest neighbor (NN) vacancy jumps and with ar-
bitrary but finite I-v interaction range. Such extensions
has been suggested in literature on the basis of physical
arguments and the first-principles calculations.3,11,20,21
The text of the paper is organized as follows. In the
next section an infinite system of rate equations for the
impurity GF accurate to the first order in the vacancy
concentration will be derived; in Sec. III it will be reduced
to a finite system of 54 equations amenable to solution by
Cramer’s rule. In Sec. IV the solution will be used for il-
lustrative calculation of the diffusional broadening of the
Mo¨ssbauer resonance16,22 and for discussion in this con-
text of the encounter model (EM).16,23–25 In Sec. V the
finite system obtained in Sec. III will be farther reduces
to the system of 13 equations which are sufficient for the
study of macroscopic diffusion. In Sec. VI the diffusion
constant and the parameters of the tightly bound I-v
pairs will be studied numerically to confirm the analytic
expressions derived in the phenomenological approach.
In Sec. VII the complications that arise in the case of I-v
interaction of arbitrary strength will be discussed and a
2simpler four frequency model (4FM) that makes possible
explicit analytic solution for impurity GF will be intro-
duced. Dissociation of NN pairs which may be present in
the initial state will be discussed in detail and a possibil-
ity of experimental measurement of the evolution will be
suggested. It will be shown that the data on the NN den-
sity evolution can provide additional information about
the values of the 5FM parameters. In final Sec. VIII the
main results will be briefly summarized.
II. RATE EQUATIONS FOR THE IMPURITY
GF
In the 5FM all interactions in the system comprising
the host crystal, the solute impurities, and the vacan-
cies are reduced to interactions within one I-v pair.1–3,26
Hence, the physics that the model can describe is that
of diffusion in a dilute alloy where each impurity can be
treated independently, so theoretical consideration can
be restricted to only one of them. Because during one
I-v encounter the impurity is displaced only on a micro-
scopic distance, for macroscopic diffusion a large num-
ber of repeated encounters is necessary.23 Therefore, the
“minimal model” that will be studied below is a host
crystal consisting of N →∞ sites containing one substi-
tutional impurity and cvN vacancies distributed within
the crystal with concentration cv ≪ 1. The large number
of vacancies makes the problem a truly many-body one
but the small vacancy concentration makes the solution
of the first order in cv in most cases to be sufficient. Be-
sides, the interactions of impurity with two and more va-
cancies would be very different from the simple superpo-
sition of independent I-v interactions and would require a
large number of additional parameters to be introduced,
such as the values of multi-vacancy interactions. This
would strongly diminish the usefulness of the model16 so
in the absence of adequate description of the impurity
interacting with more than one vacancy the physically
meaningful solution should not go beyond the pair I-v
interactions. This reduces the task to essentially a two-
body problem that can be solved exactly. Such a solution
will be presented below and from a physical point of view
it may be considered as the best possible one because it
cannot be improved further without redefinition of the
model.
Because 5FM is a stochastic model, it can be exactly
described by a suitable master equation (ME) (see Ref.
27 and Appendix A). Its direct solution, however, usu-
ally is efficient only in the case of a few-body system, like
the bound two-particle I-v pair treated in I with the use
of ME. In the case of the infinite number of vacancies a
straightforward use of ME would require dealing with the
coordinates of all cvN = O(N) vacancies in the system
which is superfluous and practically unfeasible. An ap-
propriate way of proceeding is to average over positions
of all vacancies that do not participate in the I-v en-
counter. This can be achieved within the rate equations
(REs) approach which is, in fact, a method of solution of
the ME, as explained in Appendix A.
To derive the necessary REs let us define the impurity
GF Gl(t) as the probability density of finding the impu-
rity at time t at the lattice site described by vector l with
the integer coordinates (lX , lY , lZ) if at time t = 0 it was
located at site 0 = (0, 0, 0)
Gl(t = 0) = δl0. (1)
This choice of the initial position was made for conve-
nience because GF for arbitrary initial position l′ can be
trivially obtained by the substitution l→ l− l′.
To express GF as a statistical average let us introduce
the occupation number ıˆl which is equal to unity when
site l is occupied by the impurity and is zero otherwise.
In this notation
Gl(t) = 〈ˆıl〉 (2)
where the angular brackets denote the average over the
time-dependent nonequilibrium statistical ensemble de-
fined in Eq. (A5). Thus, besides cvN vacancies the en-
semble contains the inhomogeneous impurity density dis-
tribution Gl(t). The evolution continues until the impu-
rity occupies all sites of the crystal with equal probability
1/N in which case the density gradient vanishes and the
macroscopic diffusion ceases.
Because the I-v exchanges are restricted only to NN
sites, the rate of change of the impurity density on site l
is determined solely by the I-v configuration on this site
and its NNs. Thus, the average impurity density at site
l may grow when the site is occupied by a vacancy while
the impurity occupies one of the NN sites, so that the
impurity can jump at the vacant site by the I-v exchange
and the density may diminish when site l is occupied by
the impurity and there is a NN vacancy for the impurity
to leave the site. The exchanges occur with frequency w2
and their rates are proportional to the joint probability
density of simultaneous presence of the I-v pair at the
NN sites as
d
dt
Gl(t) =
d
dt
〈ˆıl〉 = w2
∑
e
(〈ˆıl+evˆl〉 − 〈ˆılvˆl+e〉)
= w2
∑
e
[ρl+e(t,−e)− ρl(t, e)], (3)
where e is the set of 12 vectors connecting NN sites in
the FCC lattice and vˆl = 0, 1 is the vacancy occupation
number. The joint pair probability density is defined as
ρl(t,n) = 〈ˆılvˆl+n〉, (4)
where n is the relative position of the vacancy with re-
spect to the impurity at site l; the time dependence on
the right hand side (r.h.s.) is implicit in the nonequilib-
rium average Eq. (A5).
Thus, as could be expected on the basis of the general
rate equation Eq. (A6), the time derivative of the average
impurity density 〈ˆıl〉 in Eq. (3) depends on the average
3densities in Eq. (4) so to solve Eq. (3) further REs need
be derived. Fortunately, it is easy to see that to the first
order in the vacancy concentration the chain of the REs
terminates already at the equation for the joint proba-
bility density ρ. Indeed, because there is only one im-
purity in the system, higher order correlation functions
may contain only additional vacancy occupation num-
bers. But then they will be of higher order in cv and
thus can be omitted in the O(cv) approximation.
The second (and the last in the approximation chosen)
RE reads
d
dt
ρl(t,n) = w2
∑
e
δne[ρl+e(t,−e)− ρl(t, e)]
+
∑
e
wn+e,nρl(t,n+ e)−
(∑
e
wn,n+e
)
ρl(t,n). (5)
It is derived as follows. By the chain rule, the time deriva-
tive on the r.h.s. of Eq. (4) should consist of two contri-
butions: one corresponding to the change in the impurity
density and the other one in the vacancy density. There-
fore, the first line on the r.h.s. of Eq. (5) should coincide
with the r.h.s. of Eq. (3) only corrected by the factor δne
to account for the fact that the impurity can move only
when the only available vacancy at n is at a NN site to the
impurity. Similarly, the second line describes the diffu-
sion of a vacancy and formally has the same structure as
the equation for the free vacancy diffusion in Appendix B
but with an important difference that the jump frequen-
cies are not all equal to w0 but depend on the vacancy
position with respect to the impurity and on the jump
direction, as defined in the 5FM (see, e. g., Fig. 1 in I). In
matrix notation it can be described with the use of ma-
trix W˜ having the same structure as matrix W˜ 0 in Eq.
(B2) but instead of −12w0 at the matrix diagonal in W˜ 0
W˜ should contain the sum of all jump frequencies from
site n to the 12 NN sites (the negative term on the last
line of Eq. (5)) while the positive term should include
frequencies of all possible vacancy jumps from the sites
that are NN to n to this site (in W˜ 0 they are all equal to
w0).
As is seen, the equation for the rate of change of the
pair density Eq. (5) in O(cv) approximation depends only
on the pair density itself. So the density evolution can be
found from this equation alone, provided the initial con-
dition is known. With the initial location of the impurity
at the coordinates origin, it remains to chose the initial
distribution of the vacancies. In principle, in an out-
of-equilibrium system the distribution can be arbitrary.
But in order to describe the evolution towards thermal
equilibrium one would need to know in detail the vacancy
kinetics. For example, if the vacancies are in excess in
comparison with the equilibrium concentration than in
order to describe such phenomena as the creation of di-
vacancies, vacancy pores, or dislocation loops one would
need to know intervacancy interactions. Besides, both
under the vacancy excess or deficit their sources or sinks
must be introduced into the model in order to correctly
describe the kinetics leading to the equilibrium. Such
terms, however, are absent in the 5FM, so the model im-
plicitly presumes the vacancy concentration to be a con-
stant parameter independent of the kinetics. This is pos-
sible only at thermal equilibrium. This reasoning, how-
ever, is valid only for the global vacancy concentration
while a local distribution in the vicinity of the impurity
still can be arbitrary. The local density perturbation con-
cerns only O(1) number of vacancies which cannot influ-
ence global concentration cv in the thermodynamic limit.
But to farther simplify the problem, in the present paper
we will restrict our consideration to the simplest symmet-
ric distribution. Namely, we assume that at t = 0 the
vacancies are distributed homogeneously everywhere in
the crystal with the equilibrium density cv except at the
site occupied by the impurity where the density should
be zero by the vacancy definition and at the sites NN to
the impurity where the concentration cNN is assumed to
be different from cv because, e. g., of the I-v interaction.
These conditions are satisfied by the expression
ρl(t = 0,n) = δl0
[
cv − cvδn0 + (cNN − cv)
∑
e
δne
]
, (6)
where the first factor on the r.h.s. accounts for the initial
impurity position.
The initial value problem for a linear equation with
constant coefficients can be conveniently solved by means
of the combined integral Laplace and Fourier transform
(the LF-transform) that for an arbitrary function φ can
be defined as
LF [φl(t)] = φ(K, z) =
∫ ∞
0
dt e−zt
∑
l
e−iaK·l/2φl(t).
(7)
Under the transform Eq. (5) becomes
zρ(K, z,n) = cv − cvδn0 + (cNN − cv)
∑
e
δne
+w2
∑
e
δne
[
eiaK·e/2ρ(K, z,−n)− ρ(K, z,n)] (8)
+
∑
e
wn+e,nρ(K, z,n+ e)−
(∑
e
wn,n+e
)
ρ(K, z,n),
where
ρ(K, z,n) = LF [ρl(t,n)]. (9)
The first line on the r.h.s. in Eq. (8) is the Fourier trans-
formed initial value of the pair density Eq. (6). The re-
maining two lines originate from the first and the second
lines on the r.h.s. of Eq. (5). Thus, for each K we ob-
tain an infinite inhomogeneous system of equations for
the N -dimensional vector ~ρK with components
~ρK|n = ρ(K, z,n) (10)
which in the thermodynamic limit becomes infinite-
dimensional. In the next section it will be shown that
if the jump rates wn,m in Eq. (8) differ from the bulk
4rate w0 only within a finite region around the impurity,
the infinite set of equations can be reduced to a finite
linear system.
To conclude this section let us derive an expression for
the impurity GF in terms of the solution of Eq. (8). The
LF-transformed Eq. (3) reads
zG(K, z) = 1− w2
∑
e
(1− e−iaK·e/2)ρ(K, z, e), (11)
where use has been made of the fact that summations
over e and −e are equivalent due to the lattice symmetry.
Casting Eq. (11) in the form
G(K, z) =
1
z
+
1
z2
Σ(K, z), (12)
where
Σ(K, z) = −w2
∑
e
(1− e−iaK·e/2)zρ(K, z, e), (13)
is the diffusion kernel, one can recognize in Eq. (12) the
first two terms of the expansion of of the GF in the Dyson
form
G(K, z) =
1
z − Σ(K, z) , (14)
as discussed in Sec. IV in I. In the theory of vacancy-
mediated diffusion Eq. (14) can also be obtained in the
rate equation approach.24 In Appendix C we show that it
can be rigorously derived in the framework of the Mori-
Zwanzig memory-function formalism. But the equations
for the memory function (or the self-energy28) that can
be obtained from Eq. (C17) become useful mainly in
high order expansions where they significantly reduce the
number of contributions by restricting them only to ir-
reducible ones. The lowest order term that we are inter-
ested in is easily recoverable from the much simpler REs
for GF.
III. SOLUTION OF THE RATE EQUATIONS BY
THE CRAMER’S RULE
The method of solution presented below is a general-
ization to the case of the 5FM of the method suggested
in Refs. 18 and 19 for the cases of self-diffusion and for
the impurity diffusion in a two-frequency model. As will
be seen, the method can be applied to any model with
I-v interactions of finite range. Its essence is the reduc-
tion of the infinite (in the thermodynamic limit) set of
equations Eq. (8) to a finite linear system.
To begin with, we note that one component of ~ρK can
be found immediately. Examination of Eq. (8) shows that
ρ(K, z,n = 0) = 0 satisfies the equation independently
of the values of other components of ~ρK. Indeed, only
the terms on the third line on the r.h.s. of Eq. (8) could
potentially cause problems. But because simultaneous
presence of the vacancy and the impurity at the same site
are forbidden, the jump rates to- and from the impurity
site must be set equal to zero
w5 = we,0 = w0,e = 0. (15)
Here the fictitious sixth frequency w5 = 0 was introduced
in order to formally treat the jumps between all sites in
the lattice on the same grounds. Thus, ρ(K, z,n = 0) =
0 satisfies Eq. (8) and later will be excluded from consid-
eration.
Our next step is to subtract from both sides of Eq. (8)
vector W˜ 0~ρK with the components
W˜ 0~ρK
∣∣∣
n
=
∑
m
W˜ 0nmρ(K, z,m), (16)
where W˜ 0 is the matrix from Eq. (B2) that describes the
vacancy diffusion in the pure host crystal. The last line
in Eq. (8) has similar formal structure and can be written
down as W˜ ~ρK so that after the subtraction the terms on
the line become
(W˜ − W˜ 0)~ρK. (17)
Because beyond the forth coordination shell (CS) the
rates in W˜ are equal to those of W˜ 0 (see the discussion
following Eq. (5)), the matrix difference in Eq. (17) has
nonzero matrix elements only for m,n in a vicinity of
the impurity. This means that Eq. (17) contains only a
finite number of components of ~ρK. Taking into account
that ρK(n) on the second line in Eq. (8) are restricted
to the first CS, the number of the vector components on
the r.h.s. of Eq. (8) is also finite.
As can be seen from the definition of the 5FM and
from Fig. 1, there are 54 sites in four CSs plus one site
at n = 0 (55 in total33). In matrix notation the equation
can now be written as
(z − W˜ 0)~ρK = ~c0 + V ~ρK, (18)
where in the 55 × 55 matrix V we gathered all matrix
elements of Eq. (17) and also the terms on the second
line of Eq. (8). The inhomogeneous term is the vector
composed of the terms on the first line of Eq. (8)
~c0|n = cv − cvδn0 + (cNN − cv)
∑
e
δne. (19)
However, on the l.h.s. of Eq. (18) all components of the
vector ~ρK are still present after the subtraction:
(z − W˜ 0)~ρK. (20)
The components are mutually coupled because of the
structure of matrix W˜ 0 in Eq. (B2) which always con-
nects the vector components in a given CS to higher CSs.
To overcome this difficulty, let us multiply both sides of
the equation by the matrix
P˜ = (z − W˜ 0)−1 = [Pn−n′ ] (21)
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FIG. 1. Axisymmetric diffusion along Z direction of the FCC
lattice as described by the 5FM. The lattice sites in the vicin-
ity of the impurity (black circle) belong to 13 equivalence
classes marked as: Black points—the classified sites in the
vertexes of large cubes; crosses—sites at the centers of the
external faces of the cubes in the drawing, open circles—on
the internal faces.
with the matrix elements given by Eq. (B7). Under the
multiplication the number of unknown components of ~ρK
on the r.h.s. will not change but on the l.h.s. the compo-
nents now decouple from each other
~ρK = P˜~c0 + P˜ V ~ρK. (22)
So by retaining only those equations that contain on the
l.h.s. the same vector components that are present on the
r.h.s. one arrives at a finite system of linear equations
which in the conventional form reads
(I − P˜ V )~ρK = P˜~c0, (23)
where I is the unit matrix. The size of the system
can be restricted to 54 equations because the component
ρK(n = 0) = 0 is already known. As is easy to see, to ob-
tain the 54×54 matrix P˜V for the reduced equation it is
sufficient to multiply 54× 55 matrix P by 55× 54 matrix
V by omitting the row and the column corresponding to
n = 0 in the initial 55 × 55 matrices P and V , respec-
tively. The free term on the r.h.s. can be found explicitly
with the use of Eqs. (8), (B7), and (B8) as
(P˜~c0)n =
cv
z
+ [(cNN − cv)(12 + z
w0
)− cv]Pn. (24)
With the matrix on the l.h.s. and the inhomogeneous
term given by Eq. (24) being known explicitly, Eq. (23)
can now be solved by the standard means of linear alge-
bra. From Eqs. (13) and (14) it is seen that for the calcu-
lation of the impurity GF for general Fourier momentum
K only twelve NN components of ~ρK are needed. But
because FCC lattice is centrosymmetric this number can
be reduced to six, so the use of the Cramer’s rule seems
to be computationally simpler than the full matrix inver-
sion.
The GF obtained from the solution of the 54 equations
Eq. (23) can be used to describe situations where large
values of momentum K are of interest,16,22,25,29 which
will be illustrated in the next section.
IV. DIFFUSIONAL BROADENING OF THE
MO¨SSBAUER LINE
An important advantage of the rigorous solution for
the impurity GF is that it is not restricted to small values
of the Fourier momentum as the phenomenological GF
but is valid for arbitraryK. This makes possible theoret-
ical description of such techniques as the quasielastic neu-
tron scattering, the coherent X-rays and the Mo¨ssbauer
spectroscopies.16,22,25,29
As an illustrative example let us consider the diffu-
sional broadening of the Mo¨ssbauer line in the FeAl sys-
tem studied in Ref. 16. The system is interesting from
the point of view of the pair diffusion because of the
rather strong I-v attraction of 0.29 eV as estimated from
the experimental data.16 However, the diffusion profiles
simulated on the basis of the extracted 5FM parameters
were found to be roughly Gaussian (see Fig. 3 in Ref.
16). Furthermore, some other conclusions drawn by the
authors do not agree with the results obtained in I, so
below we will attempt to clarify these issues.
Diffusional behavior contributes to the Mo¨ssbauer
broadening through the van Hove correlation function
which at small impurity concentrations coincides with
the single impurity GF calculated in Sec. III. In the
Mo¨ssbauer studies it was found that the line broaden-
ing can be adequately described in the framework of the
EM16,23–25 so we first establish connection of our ap-
proach with the EM. To this end we note that an im-
portant parameter of the EM is the average number of
steps zenc that the impurity makes during one I-v en-
counter. Physically zenc is akin to the mean diffusion
distance λ of the phenomenological theory and establish-
ing a formal relationship between the parameters should
facilitate comparison between two approaches.
Formally the diffusional contribution to the Mo¨ssbauer
line broadening is given by the real part of the impurity
GF at z = γ/2 + iω, where γ is the natural width of
the Mo¨ssbauer line and ~ω is the energy transferred to
the system by the gamma ray, so our solution for the GF
should be sufficient for the task.16,24 However, in Refs.
16 and 24 it was pointed out that the solutions of the
kind of our Eq. (14) cannot be directly compared with
experimental Mo¨ssbauer spectra because the measured
quantity is the width of the line which can be accurately
fitted by the Lorentzian distribution. But the line shape
in Eq. (14) is not Lorentzian because of the z-dependent
diffusion kernel Σ. The difficulty is overcome by the EM
that describes the diffusion as a sequence of repeated
I-v encounters.23,24 In the course of the encounter a va-
cancy is always present in the vicinity of the impurity
so all impurity jumps occur within a short time inter-
6val ∆tenc = O(1) which is small in comparison with the
time interval between the encounters that is equal to the
association time
ta = g
−1 = O(c−1v )≫ ∆tenc. (25)
So to a good approximation ∆tenc can be neglected on
the scale of ta and the impurity transfer during the en-
counter from the initial to the final position may be con-
sidered as instantaneous. This picture can be translated
into the following approximation to GF. The diffusion
equation satisfied by GF in Eqs. (14) and (C16) under
the inverse LF-transform would read
∂Gl(t)/∂t =
∫ t
0
dt′
∑
l′
Σl′(t
′)Gl−l′(t− t′). (26)
Because Σ varies on the time scale O(∆tenc) which is
much shorter than t, the self-energy will differ from zero
only in a narrow region of its argument where t′ ≪ t so in
the argument of G in Eq. (26) t′ can be neglected: t−t′ ≈
t. Now the integration over t′ reduces to multiplication
of GF at time t by
∫ t
0 Σ(t
′) where the upper limit can
be safely extended to infinity.24 But such integration is
equivalent to z = 0 component of the Laplace transform
of Σ, so the LF-transformed GF in this approximation
will be
Genc(K, z) =
1
z − Σ(K, 0) (27)
(the correction due to the natural line width γ was found
to be negligible in the experimental conditions of Ref.
16). In this approximation the real part of GF becomes
a Lorentzian of width24
∆Γ = −2Σ(K, 0), (28)
and is a real non-negative function of K.
The quantity16
∆LW (K) = ∆Γ/|K| = −2Σ(K, 0)/|K| (29)
with K corresponding to the Mo¨ssbauer gamma rays and
with Σ from the Cramer’s rule solution of Sec. III has
been calculated and smeared with the experimental res-
olution. In Fig. 2 the curve thus obtained is compared
with the experimental data and the Monte Carlo (MC)
simulations of Ref. 16. The same parameters of the 5FM
were used in the calculations with a minor correction for
w2 which was reduced by 4% to account for the fact that
in the MC simulations the correlation factor was esti-
mated as f = 0.92 while Eq. (56) gives f = 0.96. So w2
was modified for the calculated diffusion constant agreed
with the fit to experimental data.16
In the EM the momentum-dependent line broadening
was found to be (see Eqs. (6) and (7) in Ref. 23)
∆Γ =
2
τenc
(1−W enc(K)) , (30)
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FIG. 2. Symbols and the dashed line: experimental data and
the calculated anisotropy of the Mo¨ssbauer resonance from
Ref. 16; solid line: Eq. (29) with the same parameters as
in Ref. 16 except the value of w2 being reduced on 4%, as
explained in the text.
where W enc is the Fourier transform of the distribution
of the impurity density over the lattice sites after the I-v
encounter with τenc being the average time between the
encounters. In the phenomenological approach similar
expression can be obtained by substituting Eq. (D3) from
Appendix D into Eq. (28):
∆Γ = 2g
(
1− 1
1 + (λK)2
)
. (31)
In the phenomenological approach τenc is equal to the
association time ta = 1/g so comparing Eqs. (31) and
(30) one may conclude that
W enc(K) ≃ 1/[1 + (λK)2]. (32)
The equality here may be achieved only for asymptoti-
cally small |K| → 0 in the region of validity of the phe-
nomenological theory. In the Mo¨ssbauer experiment, on
the other hand, |K| is finite and comparatively large so
W enc in Eq. (32) cannot be found in the small-K limit.
However, below we will see that the number of impurity
jumps zenc depends only on the small momenta, Eq. (32)
should be sufficient for establishing an exact relation be-
tween zenc and λ.
The relationship can be found with the use of the ex-
pression
zenc =
1
f
∑
l
W enc
l
l
2
e2
(33)
which is a slightly rearranged Eq. (8) from Ref. 23 written
in our notation. In the thermodynamic limit N → ∞
W enc can be found from the continuum inverse Fourier
transform as
W encl =
1
(2π)3
∫∫∫ π
−π
dK¯W enc(K¯)e−il·K¯ (34)
7where dimensionless momentum K¯ = aK/2 was intro-
duced to simplify notation and the use has been made of
the cubic symmetry. Substituting this into Eq. (33) and
using the identity
δ(K¯) =
1
(2π)3
∑
l
e−il·K¯ (35)
it can be seen that zenc depends only on the behavior
of W enc(K) at small |K|. Indeed, the sum over l in Eq.
(33) is calculated by first applying the Laplacian −∇2
K¯
to Eq. (35) and then carrying out the integration over
K by parts twice. The second derivatives at K¯ = 0 are
calculated with the use of Eq. (32) to give
zenc ≃ 12λ
2
f∞a2
. (36)
where we replaced general f by f∞ from Eq. (D7) be-
cause the phenomenological approach was developed for
the case of strong I-v binding. Now substituting λ from
Eq. (D4) into Eq. (36) and using the definition of Dm
Eq. (D5) one finds
zenc =
w2
r
=
w2
7w3p∞
(37)
where use has been made of the definition of r Eq. (D6).
As will be discussed below, this expression does not agree
with the qualitative conclusions about the dependence of
zenc on the 5FM frequencies reached in Ref. 16 on the
basis of the MC simulations. The comparison may be
not warranted because Eq. (37) has been derived for the
strong-coupling case while simulations covered also other
cases.
To clarify this issue let us calculate zenc for the general
5FM within the approach of Ref. 24. In this approach the
mean number of the impurity jumps is calculated as
zenc = 1/(1− pR) (38)
where pR is the probability for the vacancy to return from
the first CS on the impurity site. pR can be found as
follows. The rate of the vacancy return on the impurity
site is equal to the rate of I-v exchanges w2 irrespective
of the binding. The rate of the definite departure of the
vacancy away from the impurity is equal to the product
of the total rate of the vacancy jumps from the first CS to
higher shells 7w3 multiplied by the probability to diffuse
infinity far from the impurity p∞. Each factor in the
product r = 7w3p∞(w4/w0) can also be calculated for
any values of the frequencies, not only for the strong
binding case. With all rates being known, the return
probability is found as the ratio of the return rate to the
total rate30
pR =
w2
w2 + r
. (39)
Substituting this into Eq. (38) one finds
zenc = 1 +
w2
r
= 1 +
w2
7w3p∞
. (40)
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FIG. 3. The number of impurity jumps zenc during single I-v
encounter as obtained in MC simulations in Ref. 16 and as
calculated with Eq. (40); the dashed line corresponds to strict
equality between the two values.
This expression differs from Eq. (37) only on a numeri-
cal constant equal to unity while the dependence on the
frequencies is the same. It is interesting to note that
being derived in a more general case Eq. (40) looks as
more reliable than Eq. (37) restricted to the case of tight
binding. However, the latter seems to be more physical
because when w2 (hence, pR) vanish it predicts the cor-
rect number of impurity jumps equal to zero while Eq.
(40) predicts one jump. Nevertheless, below we will use
zenc from Eq. (40) for consistency with Ref. 16.
From Fig. 3 it is seen that zenc from Eq. (40) agrees
with the MC simulations for all sets of the 5FM param-
eters studied in Ref. 16. But the qualitative description
of the frequency dependence of zenc suggested in the pa-
per does not agree with Eq. (40). First disagreement
concerns the conclusion that zenc strongly depends on
w1/w3 ratio and weakly depends on the ratio w4/w0.
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But Eq. (37) does not depend on w1 at all while through
p∞ it strongly depends on w4/w0 ratio, especially when
it is large, as was shown with the use of MC simulations
in I and will be further confirmed below within the rig-
orous solution. Second, when w4/w0 → ∞ p∞ ∝ w0/w4
and so zenc in Eq. (37) will also strongly depend on the
w4/w3 ratio while in Ref. 16 it was concluded that zenc
does not depend on it. One source of the discrepancies
seems to be due to the fact that the case of large w4/w0
ratios was not investigated in Ref. 16 while in our study it
was of major importance because the first-principles cal-
culations discussed in I predict that it dominates strong
I-v binding, at least in the aluminum host.
Another apparent disagreement concerns roughly
Gaussian diffusion profiles obtained in the MC simula-
tions in Ref. 16 despite the large I-v attraction which
8according to our findings might lead to NGDPs. This,
however, is explainable by the small value of the param-
eter λ = 0.4a that can be calculated with the use of Eqs.
(36) and (D7) on the basis of the experimentally fitted
frequencies and zenc ≈ 2.16 The small values of both
quantities are mainly due to the small value of w2 found
in the fit. Thus even in the case of strong binding the
mobility of impurity can be low because of the reduced
frequency of the I-v exchanges that define the diffusion.
λ characterizes the extent of the exponential part of the
NGDP. But with λ = 0.4a being smaller than even the
NN distance non-Gaussian behavior is hardly detectable
in the 3D case, though in 2D the microscopic profiles were
reliably measured in Refs. 14 and 15. The small value of
zenc and λ in the FeAl system were partly due to the
high experimental temperature of 923 K. There is not
enough data to decide whether NGDPs can be observed
in this system at lower temperature, though λ usually
grows when the temperature is lowered.1,4,31
V. DIFFUSION ALONG A SYMMETRY AXIS
A major goal of the present study is to give a rigorous
justification to the phenomenological theory of impurity
diffusion in the FCC host developed in I. The theory
has been based on the notion of the mobile intermediate
state of the impurity introduced in Ref. 4 which in the
case of the 5FM has been identified in I with the tightly
bound I-v pairs. This has made possible derivation of
simple formulas for the impurity GF and the diffusion
profiles in stark contrast with the complicated expres-
sion for the rigorous solution of Sec. III. So our aim in
this section is to show that the phenomenological expres-
sions do agree with the rigorous approach in the limits
of strong I-v binding and the macroscopic diffusion that
corresponds to small values of z and |K| in the frequency-
momentum space or, equivalently, to macroscopic spa-
tiotemporal scale.
In cubic crystals diffusion is isotropic in the limit of
small |K| so instead of a general momentum K that re-
quires solution of 54 equation, the momentum along a
symmetry axis can be chosen in order to reduce the sys-
tem size. To this end let us chose the direction along Z
axis with K = (0, 0,K). In this case the components of
vector ~ρK in Eq. (23) can be divided into 13 equivalence
classes, as shown in Fig. 1. All components within a class
are equal so it is sufficient to retain only one equation for
each class which reduces the system of 54 equations to a
system of 13 equations
(I −HU)~ρK = P~c0, (41)
where on the r.h.s. only 13 components of vector Eq. (24)
corresponding to different classes has been kept, I is the
identity matrix of size 13 and H and U are 13 × 14 and
14× 13 matrices, respectively, that are obtained from P
and V as follows. Because all vector components belong-
ing to one class are the same, their precise coordinates
are irrelevant and can be characterized only by the class
number which is used as the subscripts of matricesH and
U . To find Hij one can take any site n from class i and
then sum Pn−n′ over all n
′ from class j. For example,
H51 = P011 + P013 + 2P112, (42)
as can be seen from Fig. 1 by taking the leftmost site from
class 5 and checking that there is exactly one NN site at
n = (1, 1, 0) belonging to class 1 (the leftmost in the
figure from this class), one at n = (3, 0, 1) (the rightmost
in the class) and two sites at n = (2,±1, 1). It is to be
noted that matricesH and U are not symmetric. Besides,
one would need also the matrix elements Hi0, where 0
refers to the “class” consisting of the site at the impurity
position. Hi0 are necessary to fill the 0-th column of
13×14 matrix H . All expressions of the matrix elements
of H in terms of Pijk needed in calculations below can
be found in ancillary file in Ref. 32.
Matrix U can be obtained from V in a similar way
by summing all contributions Vn,n′ into matrix elements
between the classes:
91 2 3 4 5 6 7 8 9 10 11 12 13
U =
0
1
2
3
4
5
6
7
8
9
10
11
12
13


4w¯5 4w¯5 4w¯5
U11 2w¯1 w2e
iK¯ w¯4 w¯4 2w¯4 2w¯4 w¯4
2w¯1 U22 2w¯1 2w¯4 2w¯4 2w¯4 w¯4
w2e
−iK¯ 2w¯1 U11 w¯4 w¯4 2w¯4 2w¯4 w¯4
4w¯3 −4w¯4
w¯3 2w¯3 w¯3 −4w¯4
4w¯3 −4w¯4
2w¯3 −2w¯4
w¯3 w¯3 −2w¯4
w¯3 w¯3 −2w¯4
2w¯3 −2w¯4
w¯3 −w¯4
w¯3 −w¯4
w¯3 −w¯4


, (43)
where
U11 = −2w¯1 − w2 − 7w¯3 − w¯5 (44)
U22 = −4w¯1 − 7w¯3 − w¯5. (45)
Matrix U has the familiar gain-loss structure (see Ap-
pendix A) with the barred frequencies w¯i in the off-
diagonal matrix elements having plus sign and the diago-
nal terms with the minus sign, but not necessary positive
or negative values because of the subtraction of w0. Thus,
for example, U41 is equal to 4w¯3 because there is exactly
four sites that are NN to a site in 4th class from which
a vacancy may jump at this site with the rates different
from w0 and similarly U44 is equal to −4w¯4 because there
is four sites (all from class 1) where the vacancy can jump
from a site in class 4 (see Fig. 1).
Because our goal is to find the impurity GF, we are in-
terested only in those components of vector ~ρK=(0,0,K) ≡
~ρK that enter into Eq. (11), that is, only in the compo-
nents belonging to the first and the third classes. More-
over, because for any NN vector e(1) from the first class
there exists an NN vector in the third class such that
e
(3) = −e(1), (46)
it is easily seen that one can express the solution for
G(K, z) in terms of only one of the components because
the FCC lattice is centrosymmetric. Because the initial
value Eq. (6) was also assumed to be centrosymmetric,
the kinetics will preserve the symmetry, so during the
whole system evolution the following equality will hold
〈ˆı−lvˆ−l−n〉 = 〈ˆılvˆl+n〉. (47)
Applying the LF-transform Eq. (7) to this equation and
changing the summation on the r.h.s. from K to −K one
arrives at the equality
ρ(K, z,−n) = ρ(−K, z,n). (48)
Thus, in view of Eq. (46), only two functions ρ±K(z, e
(k))
with k being either 1 or 3 are needed for the calculation
of the impurity GF in Eq. (11) . Choosing k = 1 with
the use of the Cramer’s rule one gets
ρ(K, z, e(1)) = ∆1(K, z)/∆(K, z), (49)
where
∆(K, z) = det(I −HU) (50)
is the determinant of the system in Eq. (41) and ∆1(K, z)
is this determinant with the first column replaced by the
r.h.s. vector P˜~c0 Eq. (74) according to the Cramer’s rule.
Due to the axial symmetry Eq. (13) simplifies to
Σ(K, z) = −w2a2
∑
{upperlower}
(1− e∓iaK/2)zρ(±K, z, e(1)),
(51)
where the summation is over the upper and the lower
signs in the summand and e(1) is any of the four lattice
vectors from the first class. Eq. (51) together with Eq.
(14) solves the problem of finding the impurity GF in the
uniaxial geometry.
VI. DIFFUSION OF TIGHTLY BOUND I-V
PAIRS
In the axisymmetric case the impurity GF is fully de-
termined by the diffusion kernel Σ Eq. (51) which in the
limitK → 0 in FCC lattice can also describe macroscopic
diffusion for any K with small absolute value.
In the phenomenological theory only the macroscopic
diffusion can be treated. The corresponding diffusion ker-
nel can be found from Eqs. (44) and (53) in I as
Σ(ph)(K, z) = − 12cNNz + g
z + r +DmK2
DmK
2, (52)
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where K2 was replaced by K2 to facilitate comparison
with the above rigorous expression. Thus, in order to
prove equivalence of the phenomenological approach and
the rigorous theory in the diffusion limit in the case of
strong I-v binding it is necessary to show that Eq. (52)
approximately reproduces Eq. (51) at small values of z,
K, and w3/w4 (see Eq. (D2)).
To this end let us first compare the values of the dif-
fusion constant in both approaches. Using Eq. (14) it is
easy to show that the diffusion constant is obtained from
the diffusion kernel as
D = lim
z→0,K→0
Σ(K, z)/K2 ≡ lim
z→0,K→0
D(K, z). (53)
Applying this to Eq. (52) one gets
D∞ = gDm/r, (54)
where the diffusion constant was supplied by the sub-
script ∞ to remind that the phenomenological expres-
sion is valid only in the case of strong I-v binding. Eq.
(54) is satisfied in the phenomenological theory (see Eq.
(55) in I) and we are going to show that this is also the
case in the rigorous approach. This amounts to showing
that D∞ agrees with the known expressions for D in the
tight-binding limit. But this would also hold if D is cor-
rect for all values of frequencies, not only in the limiting
case. Though rigorous analytic expression for D in the
canonical version of the 5FM has been derived in Ref.
33, below we present its numerical calculation which has
an advantage of admitting generalization to the extended
versions of the model.3,11,20,21
A. The diffusion constant
Correlation effects are conventionally accounted for in
the diffusion constant through the correlation factor f
defined as3,26,34
D = cvw2
w4
w3
fa2, (55)
where f in the 5FM case was shown to have the general
form20,33,34
f =
2w1 + 7F (w4/w0)w3
2w1 + 2w2 + 7F (w4/w0)w3
. (56)
This expression has been thoroughly studied in literature
and so may serve as a stringent test for new calculation
techniques.
The limit K → 0 in Eq. (53) can be calculated by first
expanding the K-dependent quantities in the nominator
and denominator of Eq. (51) to the second order in K as
D(0, z) = w2a2zρ(0, z, e(1))+4w2iad[zρ(K, z, e
(1))]
dK
∣∣∣∣
K=0
.
(57)
In this notation
D = lim
z→0
D(0, z). (58)
The limit is straightforward to calculate for the first term
on the r.h.s. of Eq. (57). As is easily seen from the def-
inition of the LF transform Eq. (7), if the correlation
function Eq. (4) has a non-zero asymptotic when t→∞,
the Laplace part of the transform develops the singu-
larity ∼ 1/z. But at large times and in the absence of
macroscopic fluxes, which is the case when K = 0, all
kinetics die out and the correlation function tends to its
equilibrium value
〈ˆılvˆl+n〉|t→∞ → N−1〈ˆı0vˆn〉(eq) = N−1c(eq)n , (59)
where c
(eq)
n is the equilibrium vacancy concentration at
site n relative to the impurity; the factor 1/N appears
due to the fact that as t → ∞ the only impurity in the
system occupies any of N sites with equal probability
1/N . The LF transform Eq. (7) of Eq. (59) at K = 0
gives
lim
z→0
zρ(0, z,n) = c(eq)
n
. (60)
Thus, the first term on the r.h.s. of Eq. (57) in the limit
z → 0 is equal to
w2a
2c
(eq)
NN = w2a
2cvw4/w3 (61)
where use have been made of Eqs. (D1) and (D2).
The limit z → 0 in the last term of Eq. (57) concerns
only ρ so it is convenient to first obtain it with the use
of Eq. (24)
lim
z→0
zP~c0 = cv (62)
and (49) as
lim
z→0
zρ(K, z, e(1)) = cv∆¯1(K, 0)/∆(K, 0), (63)
where ∆¯1 differs from ∆1 in that instead of P~c0 the limit-
ing value Eq. (62) is substituted and, besides, the vacancy
concentration is factored out of the determinant so that
the first column of ∆(K, 0) should be replaced simply
by the column of unities. Further, using the reflection
symmetry of the 1D geometry it can be shown that de-
terminant ∆(K, 0) is an even function of K, so only ∆¯1
contributes to the derivative in Eq. (57). The dependence
of ∆¯1 on K comes only from the matrix element
U13 = w2 exp(iaK/2) (64)
of matrix Eq. (43) that contributes to the third column
of matrix I −HU the terms of the form:
δ(I −HU)j3 = −w2Hj1 exp(iaK/2). (65)
Similar contributions to column one from the matrix el-
ement U31 disappear from ∆¯1 because this column is re-
placed by unities. Thus, differentiation of ∆¯1 with re-
spect to K in the limit K → 0 amounts to the following
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FIG. 4. Upper curve: 104 points for F from Eq. (68) calcu-
lated for random values of ratios wi/w0, i = 1 − 4; on the
scale of the figure the data would be indistinguishable from
the curves of Refs. 33 and 34. Lower curve: 104 points p∞
calculated with the use of Eq. (71) for random ratios wi/w0,
i = 1, 2, 4, w3 = 0; symbols: MC simulations from I.
expression for the second term in the diffusion constant
Eq. (57)
4w2ia
d[zρ(K, z, e(1))]
dK
∣∣∣∣
z,K=0
= 2cvw2a
2 ∆¯13
∆
∣∣∣∣
z,K=0
,
(66)
where ∆13 is the determinant of matrix I − HU where
the first column is replaced with unities and the third
one with the terms w2Hj1. Now adding the two terms
in Eq. (57) in the limit z → 0 with the use of Eqs. (60),
(D2), and (66) and using the definition of the correlation
factor Eq. (55) one arrives at
f = 1 + 2
w3
w4
∆¯13
∆
∣∣∣∣
z,K=0
. (67)
To compare with f in Eq. (56) the latter was solved with
respect to F as
F
(
w4
w0
)
=
2
7w3
(
fw2
1− f − w1
)
(68)
and f from Eq. (67) was calculated for more than 105 ran-
domly generated quartets of the ratios 10−5 < wi/w0 <
105, i = 1− 4. The calculated values were substituted in
Eq. (68) and as can be seen from Fig. 4, where for brevity
only about 10% of the simulation data are presented, no
noticeable dependence on wi/w0, i = 1− 3 is discernible.
This supports the results of Refs. 33 and 34 and confirms
the assumption that the general form of f in Eq. (56) is
exact to the leading order in cv.
B. Diffusion kernel in the strong-binding limit
The expression for D obtained from Eqs. (55) and
(67) is valid for all values of the frequencies, including
the tight-binding case. Thus, Eq. (54) provides one re-
lation between three phenomenological parameters and
the known diffusion constant so in order to calculate all
of them in the rigorous approach two additional relations
are needed. Let us begin with the calculation of the decay
rate r. It does not enter as a parameter in the rigorous
solution but has to be found from the assumption that
in the tight-binding case the exact diffusion kernel has
the form of Eq. (52) and that r depends only on w3 and
w4/w0 as in the phenomenological expression Eq. (D6).
Confirmation of these assumptions in the framework of
the rigorous theory would provide a nontrivial check of
the phenomenological approach.
As is seen from Eq. (D2), strong I-v binding means ei-
ther small value of w3, or large value of w4, or both. The
difficulty in studying the tight-binding limit within the
rigorous approach is that the cases w3 → 0 and w4 →∞
should be studied separately because the frequencies en-
ter in a different manner in both the decay rate Eq. (D6)
and in the determinants that define the diffusion kernel,
as can be seen from Eqs. (43), (49), (41), and (13). There-
fore, let us start from the w3 → 0 case. We first note that
the determinants in Eq. (52) are polynomial in their ma-
trix elements so the singular behavior at z, r,K → 0 may
originate only from the determinant in the denominator
of Eq. (49) which in this limit should be representable as
∆ = Ψ(z,K,w3)(z + r +DmK
2), (69)
where r and Dm are underlined to indicate that in this
expressions they in general are functions of z and K.
When the latter variables are equal to zero the under-
lined quantities would coincide with the constants r and
Dm. The function Ψ is fixed by the condition that z in
the second factor has the coefficient equal to unity when
z, K, and w3 are equal to zero and Ψ(0, 0, 0) 6= 0; for
brevity, only the variables that change their values in the
expressions below are explicitly shown as the arguments
of Ψ with other parameters being treated as constants.
From Eq. (69) one can derive the derivatives of the
determinant over its arguments as
∂∆/∂z|z,w3,K=0 = Ψ(0, 0, 0), (70)
(additionally assuming that r ∝ w3) so that if the decay
rate has the form of Eq. (D6) then
p∞ =
1
7
∂∆/∂w3
∂∆/∂z
∣∣∣∣
z,K,w3=0
. (71)
should be the function of only the ratio w4/w0 and should
agree with the runaway probability defined in I. In Fig.
4 it can be seen that this is indeed the case.
Similarly,
Dm =
∂∆/∂K2
∂∆/∂z
∣∣∣∣
z,K,w3=0
. (72)
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calculated for ∼ 105 randomly generated frequency ra-
tios agreed with Eq. (D5) to within the accuracy of the
calculations. With the use of Eq. (54) and taking into ac-
count that D, Dm, and r in the tight-binding case have
the same values as in the phenomenological theory to
the accuracy of the numerical calculations, we conclude
that the value of the association rate g in the rigorous
approach also has the correct value.
To finalize comparison with the phenomenological the-
ory in the w3 → 0 case it remained to consider the con-
tribution due to the associated pairs that may be present
in the initial state. The contribution is given by the term
in Eq. (52) proportional to cNN
δΣ(ph) = − 12cNNz
z + r +DmK2
DmK
2. (73)
In Eq. (51) this term should originate from Eq. (49)
through the similar contribution in the initial condition
Eq. (24)
δ(P˜~c0)n = 12cNNPn. (74)
In the Cramer’s rule solution it can be separated from the
rest of the terms because determinants are linear func-
tions of the column vectors. Explicit expression for δΣ
can be derived from Eqs. (51) and (49) with ∆1 in the
last equation replaced by ∆~P , where
~P is the vector of
size 13 composed of Pn from Eq. (74) with n belonging
to the respective classes (all Pn within the class are the
same). Now taking into account representation Eq. (69)
for ∆, δΣ from Eq. (51) can be cast in the form similar
to Eq. (73) as
δΣ ≃ −θ(z,K,w3) 12cNNz
z + r +DmK2
DmK
2 (75)
where notation is the same as in Eq. (69) and in
θ(z,K,w3) are gathered all factors not present in the rest
of the equality. Next, from Eq. (73) it is easy to see that
− lim
K→0
[
δΣ(ph)/(12cNNz)
]
z,r=0
= 1. (76)
Similar transformation of Eq. (75) leads to the follow-
ing condition of the agreement between the rigorous ap-
proach and the phenomenological theory:
θ(z → 0,K → 0, w3 → 0)→ 1. (77)
The limit K → 0 in the expression for δΣ in terms of
the determinant ratio can be found similar to the case of
the diffusion constant in Sec. VIA. But a simpler route
is to calculate it numerically. For K¯ = 0.01 105 trios of
the ratios w1/w0, w2/w0, and w4/w0 has been generated
and Eq. (77) has been found to be satisfied with very
high accuracy.
In the second case of tight-binding w4/w0 →∞ all cal-
culations were performed along the above lines with a few
technical modifications. From the computational point
of view the main difference between the two cases is that
the determinants in Eq. (49) are polynomials of tenth
order in w4, as can be seen from Eqs. (43) and (50) so
when w4 →∞ their ratio may be hard to compute with
sufficient precision. The difficulty was resolved by divid-
ing the last ten columns in the determinants by w4 so
both the matrix elements and the determinants became
bounded as w4 →∞ and thus easily manageable numer-
ically. The condition w3 = 0 in the equations above was
replaced by the condition 1/w4 = 0 and the derivative
over w3 replaced by the derivative with respect to 1/w4.
The calculations performed with the use of this trick con-
firmed asymptotic equivalence of the rigorous solution to
the phenomenological theory also in this case.
VII. I-V INTERACTION OF ARBITRARY
STRENGTH
The phenomenological theory developed in I has been
based on the notion of the mobile impurity state which in
the case of the 5FM has been identified with the tightly
bound I-v pairs.1,4,5 In previous sections we succeeded
in showing that the expressions derived in I can be rig-
orously justified within the rigorous approach but only
in the limit of tight binding. But this regime is obvi-
ously not universal and in different systems I-v interac-
tion will exhibit either only a weak or no attraction22 or
the repulsion.11 The rigorous solution in principle cov-
ers all possible cases but in view of the physical trans-
parency and simplicity of the phenomenological theory
it would be desirable to be able to asses its applicabil-
ity in the cases when the tight-binding condition is not
obviously satisfied.16 Besides, the pair diffusion picture
predicts such interesting and unusual phenomena as the
NGDPs and the non-Fickian diffusion but as was noted in
the Introduction, in Refs. 9, 10, and 15 it was shown that
NGDPs can occur even in the absence of I-v attraction.
This poses the question of whether the phenomenologi-
cal theory does not miss possible additional contributions
into the NGDP phenomenon. This question should also
be addressed within the rigorous approach.
Unfortunately, the rigorous solution is difficult to deal
with because of its complexity. Even in the simpler uni-
axial case it has been expressed through complex 13× 13
determinants which apparently can be calculated only
numerically. Besides, to find the diffusion profiles the
solution has to be inversely LF-transformed back to the
space-time variables which is a nontrivial task even in the
simple 1D geometry. Explicit expression for the trans-
formed impurity GF reads:
Gl(t) =
1
2πi
∮
dz ezt
1
L
∑
K
eiaKl/2G(K, z), (78)
where L is the number of planes along the chosen 〈100〉
direction. The contour in the integration over z in Eq.
(78) is defined as the vertical line passing to the right of
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FIG. 5. Complex-z plane with the deformed contour of inte-
gration over z in the inverse LF transform Eq. (78) shown by
dashed line. For farther explanations see the text.
all singularities of the integrand.35 But it can be shown
that in the 5FM all perturbations relax to the equilibrium
state corresponding to the zero-eigenvalue eigenmode and
all other eigenvalues are negative real numbers.17,27,36
Therefore, the integration contour can be deformed as
shown in Fig. 5. Now using the Green’s functions prop-
erty
G(K, z∗) = G∗(K, z) (79)
(the star means complex conjugate) we can restrict the
integration only to one of the contour branches as
1
2πi
∮
dz eztG(K, z) =
1
π
Im
∫
C−
dz eztG(K, z)
−−−→
ε→0
1
π
∫ 0
−∞
dE eEtImG(K,E−), (80)
where in the limit ε→ 0 the integration is over the neg-
ative real axis with E = Re z and E− = E − iε.
Thus, to calculate the diffusion profile at time t one
has to first integrate the imaginary part over E for
every Fourier momentum K and subsequently recover
G(X = al/2, t) via the inverse Fourier transform. Even
for small diffusion length of ∼ 10 nm in aluminum where
a/2 ≈ 0.2 nm one will have to cover the spatial range
∼ 100 nm ≃ 500 lattice planes in 〈100〉 direction which
gives an order of magnitude estimate of the number of
K-points (hence, integrations over E) needed in the cal-
culation. Farther, in performing the integrations over E
one has to calculate at every mesh point the complex-
valued functions Pn(z) from Eq. (B7) that enter into the
determinants via matrix H and vector P~c0 which can
also be calculated only numerically. And the mesh in E
should be sufficiently fine because, as will we seen be-
low, ImG(K,E−) may vary rather steeply. The prob-
lem somewhat alleviates in the diffusion limit t ≫ 1/w0
when the exponential function in Eq. (80) dumps the in-
tegrand at large negative values of E so the integration
range in the vicinity of E = 0 can be chosen to be of
O(1/t) ≃ w0. The number of Pijk(z) that need be calcu-
lated in the general case is sixteen (see Ref. 32) though
they can be recursively calculated in terms of only three
of them which, in their turn, can be expressed through
the complete elliptic integrals.37–39
A. Dissociation of NN I-v pairs
Though the bound pairs dominate the diffusion only
at sufficiently strong I-v attraction, the diffusion in the
5FM always goes via exchanges within NN I-v pairs. So
the difference with the binding case is only in the avail-
ability of the vacancy strongly enhanced in the case of
tight binding. This may amount to larger number of I-v
exchanges zenc and to longer mean diffusion distance λ
during one encounter which could translate in enhanced
diffusion constant and macroscopic NGDP. However, the
example of the FeAl system shows that this is not always
the case. Because of the small value of the exchange fre-
quency w2 both zenc ≃ 2 and λ ≃ 0.4a remain small
despite the small decay rate r in the denominator of Eq.
(40).16 Thus, a question arises on whether there exists a
possibility to detect strong I-v attraction in similar cases.
Below with the use of the rigorous solution we are going
to show that though the transition between the cases of
strong binding and its absence is not abrupt, there ex-
ists a qualitative differences between the time evolution
of the bound and non-bound I-v pairs with intermediate
cases exhibiting mixed behavior.
To see this, let us first consider the phenomenologi-
cal theory where the diffusion of the bound pair can be
described by the LF-transformed pair GF
G(ph)p (K, z) =
1
z + r +DmK2
(81)
that in the continuum space satisfies the initial condition
G(ph)p (R, t = 0) = δ(R) (82)
(see Eqs. (35) and (37) in I). As follows from the Fourier
transform definition and from Eq. (80), the time evolu-
tion of the total density of bound pairs can be found from
the inverse Laplace transform of the GF at K = 0 as
Gtotp (t) =
1
π
∫ 0
−∞
dE ImGp(0, E
−)eEt
(ph)
= e−rt, (83)
where the last equality was obtained with the use of the
identity
ImG(ph)p (K = 0, z = E − iε)|ε→0 = πδ(E + r). (84)
In the lattice case the definition of the pair GF is not
completely straightforward because NN I-v pair cannot
be placed on one site but occupies two sites. The point
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pair of the phenomenological approach is natural to asso-
ciate with the smallest pair occupying two NN sites. But
because there are 12 such sites around the impurity on
the FCC lattice, the total density of NN pairs should be
equal to the sum of 12 densities from Eqs. (4) and/or (9)
with n = e. In the K = 0 case in Eq. (83) all 12 densities
are equal so the total pair density
Gp(K = 0, z) = 12ρ(K = 0, z, e)|cv=0,12cNN=1 (85)
can be calculated with any of the NN vectors e. In
this definition the vacancy concentrations in the initial
state Eq. (6) were chosen to correspond to only one NN
vacancy near the impurity in otherwise empty system.
Physically this describes evolution of one associated pair
from the initial configuration during time interval when
new associations with the bulk vacancies can be neglected
(cv = 0). This may correspond to an early stage of
out-of-equilibrium evolution when t ≪ ta and the num-
ber of NN pairs in the initial state is large. The latter
can be achieved by means of an appropriate preparation
method, such as the ion implantation technique,40 or in
the tight-binding as a consequence of the strong I-v at-
traction when the initial state is prepared in equilibrium
at different temperature and free vacancies anneal faster
than the bound ones.
The density ρ on the r.h.s. of Eq. (85) can be found
with the use of the solution Eq. (49) as
Gp(K = 0, z) = 12∆1(0, z)/∆(0, z)|cv=0,12cNN=1. (86)
The time evolution of the NN density can be found by
substituting Gp(K = 0, E
−) into Eq. (83) and calculat-
ing the integral overE. Unfortunately, in general case the
GF can be calculated only numerically. But a qualitative
insight can be obtained from the analytic expression for
the 4FM GF (see Appendix E) which will be used below
in the discussion of the 5FM.
From Eq. (24) with the vacancy concentrations as in
Eq. (86) and n = e with the use of Eqs. (E17) and (E23)
one arrives at the expression
G4FMp (K = 0, z) =
1
z + r
(87)
that formally coincides with its phenomenological homo-
logue Eq. (81) except that now the decay rate is not a
constant but a function
r(w3, z) = w3
P−1
e
(z)− z(z + 13)
z + 12
, (88)
where H10 was replaced by Pe.
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A comment is in order about the dimensionalities in
Eq. (88) and in equations below. The expressions needed
in derivation of the analytic solution in Appendix E are
rather cumbersome so it was found convenient to set
w0 = 1 to simplify them. This can be achieved either by
introducing the “natural” time unit w−10 or by restoring
the missing dimensional coefficients as powers of w0 in
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FIG. 6. (Color online) Imaginary part of Gp as defined in Eqs.
(87) and (88) at the negative real values of z. In both panels
the values of w3 in units of w0 are 0.05, 0.1, 0.2, 0.5, 1 and
2 in order from the largest to the smallest curves maximums
(note difference in scale). For further explanations see the
text.
the final expressions. This should not cause difficulty be-
cause all relevant quantities have dimensionality of time
or its inverse (the rate or frequency) while the quantities
of dimension of length enter only via the dimensionless
combination K¯ = aK/2.
Eq. (B8) connects Pe(z) in Eq. (88) with the extended
Watson’s integral P0(z) which analytic properties are
well known (see Ref. 39 and references therein). The
most important to us is that P0(z), hence, Pe(z) have
the square root singularities at z = 0 (in 3D lattices to
which the discussion below will be restricted) which en-
genders important consequences. Namely, because for
E < 0
√
E is imaginary, the imaginary part of GF in
Eq. (87) extends over all negative values of E, as can be
seen in Fig. 6 and is not concentrated at a single point
as in the phenomenological approach. Due to the expo-
nential term in the integrand the t → ∞ asymptotic of
the integral in Eq. (83) is dominated by the small values
of |E|, so the asymptotic will be of the power-law type
∼ t−1/2, not exponential as in the phenomenological the-
ory. Moreover, because for small absolute values of z
|z| ≪
√
|z|, a priory it is the square-root contribution
that should be kept in approximations for GF at small
|z| while O(z) terms should be neglected. But z in the
denominator of G
(ph)
p originates from the time derivative
of the phenomenological diffusion equation (see Eq. (34)
in I and similar equations in Refs. 4 and 5), so by neglect-
ing it the possibility to describe the I-v pairs as diffusing
quasiparticles is lost.
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These observations are fully confirmed by the curves in
the lower panel of Fig. 6 which cannot be approximated
by the sharp delta-function imaginary part of the phe-
nomenological GF in Eq. (84) even crudely. In the upper
panel, however, the tallest curve is strongly peaked and
its approximation by a delta-function seems reasonable.
The difference between the two cases is in the structure
of the denominator in Eq. (87). At small |E| the GF can
be approximated to three leading powers of E as
Gp(K = 0, E < 0) ≈ 1
E + r(1 − iCr
√
|E|) , (89)
where Cr is a positive real constant of order unity. We
dropped the 4FM superscript because in Sec. VI B the
validity of Eq. (89) was, in fact, proved in the general
5FM case, though only by numerical means. The key
feature of Eq. (89) is that as r → 0, the square root
term enters into GF only with the prefactor r, similar to
the exact 4FM expression Eq. (88). If it were not so in
the 5FM case, the partial derivative over z in Eq. (70)
would have been infinite at z, r = 0 so p∞ and Dm in
Eqs. (71) and Eq. (72) would be equal to zero, which was
not seen neither in w3 = 0 case, nor for w4 = ∞. The
importance of the prefactor r is that it makes possible
for the phenomenological theory to hold for the values of
E satisfying the inequalities
Crr
√
|E| ≪ |E| ≪ 1 (90)
which can be satisfied for sufficiently small r. Thus, ac-
cording to Eq. (89) the pole singularity which in the phe-
nomenological theory is positioned at the real z axis at
E = −r in the rigorous theory is shifted to the complex
plane on the distance ∝ r3/2 ≪ r from the real axis, so as
r → 0 the width of the peaked structure in the imaginary
part of GF shrinks to zero and acquires delta-function-
like shape. It will dominate the integrand at not too large
values of the time variable t and the NN pair density will
behave as ≃ e−rt, thus justifying the phenomenological
approach for tightly bound I-v pairs.
However, at small but finite values of r the exponential
factor in the integrand sooner or later will suppress the
quasiparticle contribution, so at very large times the sin-
gularity at E = 0 will still determine the t→∞ asymp-
totic behavior. This is illustrated in Fig. 7 where the
integrand of Eq. (83) is shown at several stages of the
evolution.
As is seen, at some stage the end-point contribution
becomes dominant and the quasiparticle behavior ceases
to define the physics of the pair dissociation. This can
be used for establishing the range of validity of the phe-
nomenological theory by estimating the time interval dur-
ing which the quasiparticle picture remains adequate for
a given value of the decay rate r. It seems reasonable to
assume that the peaked structure dominance ends when
the value at the local maximum of the integrand near
E = −r becomes equal to the maximum near E = 0.
The value of the latter is found by standard means from
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FIG. 7. (Color online) The integrand of Eq. (83) for different
values of the time variable for Gp from Eq. (87) and w3 =
10−2w0. Curves from top to bottom correspond to t = 10,
100, 200, 300, and 400 units of w−1
0
.
the approximate expression
ImGp(K = 0, E
−)eEt|E→0 ≈ Cr
√
|E|eEt/r. (91)
Up to O(1) factors it scales at small r and large t as
∼ 1/(r√t). Near the peak at E = −r the integrand
behaves as ∼ e−rt/r3/2 so the crossover time between
the two regimes scales as
tc ∼ − ln r/r. (92)
Thus, for t < tc the phenomenological description should
be valid while for larger times the power-law behavior
should be observed. In more physical terms this time
interval can be estimated from the exponential decay law
in Eq. (83) that describes the evolution of the density of
bound pairs. Taking the initial density as unity, at time
tc according to Eqs. (92) and (83) it will decrease to r.
In Table II in I several systems with strong I-v binding
were identified on the basis of available first-principles
data.11,12 The parameter w0/w4 which is proportional to
r when w4 is large varied in those systems in the range
∼ 104 − 107 which suggests that the exponential decay
law may remain valid in the pair density range in several
orders of magnitude from unity to 10−4 − 10−7. But
there exists a natural time limit for the pair decay to
be observable. It is defined by the association rate g
which defines the average association time ta Eq. (25).
When tc is comparable to ta, the new pairs in the tight-
binding case will associate before the endpoint singularity
contribution becomes detectable, so experimentally only
the exponential behavior may be seen.
In the opposite case when the decay rate is of order
unity the square root behavior in the integrand of Eq.
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(83) will also extend over O(1) region of E near E = 0
(see the lower panel in Fig. 6), so the power-law decay of
the density will cover practically the whole relevant time
range. Thus, in these widely separated regions of r val-
ues the density dissociation will follow two qualitatively
different laws.
Experimental observation of the decay could be helpful
in experimental and theoretical validation of the 5FM.
The usefulness of the model is hampered by the large
number of parameters in its definition which cannot be
measured experimentally. In Ref. 41 on the basis of EM
it was argued that in cubic lattices only two of the five
frequencies can be found. This can be seen from the
phenomenological solution Eq. (D3) in which the diffu-
sion kernel is fully characterized by only two parameters
λ and g. As we saw in Sec. IV, the encounter approx-
imation corresponds to setting z = 0 in the diffusion
kernel while keeping its full momentum dependence. In
contrast, in the pair GF which is closely related to the
diffusion kernel (cf. Eqs. (85) and (51)) we have set the
momentum to zero but retained z-dependence intact, so
it may be expected that this would provide supplemen-
tary information to that obtainable from the momentum
dependence. Indeed, if measured, the time evolution of
the density of the tightly bound pairs would make possi-
ble determination of the decay rate r which cannot be ob-
tained from the parameters g and λ. Specifically, in Ref.
41 it has been shown that w2 and w3 cannot be uniquely
defined from the experimental data because they are lin-
early correlated and the same data can be described by
different frequency sets. The authors discussed FeCu22
system with a weak I-v attraction which is difficult to an-
alyze because of the complexity of the general diffusion
kernel. But in the strong binding case r in Eq. (D6) de-
pends on w3 but do not depend on w2 so the knowledge
of r will impose a restriction on w3 that is independent
of w2.
In Ref. 41 it was suggested that information about in-
ternals of I-v pairs can be obtained from the measurement
of the impurity hyperfine interactions. Another prospec-
tive approach for the experimental study of the NN pairs
may provide the positron annihilation technique (see Ref.
42 and references therein). In most cases the electron
density inside a vacancy depends on whether the vacancy
is associated with an impurity or is surrounded only by
the host atoms. As a consequence, the lifetime and/or
the momentum distribution of the gamma radiation pro-
duced by the annihilation of the positron caught within
the vacancy will depend on whether the vacancy is asso-
ciated or not. The contribution of the associated vacan-
cies can be separated from the annihilation spectra and
its time evolution may provide direct information about
the decay of NN pairs.
VIII. CONCLUSION
In the present paper a rigorous solution of the 5FM for
the FCC lattice has been obtained. Formally the solution
is exact only to the first order in the vacancy concentra-
tion but because of the small vacancy concentration in
solids this accuracy most probably exceeds the accuracy
of the model itself; besides, in order to account for higher
order corrections that may be necessary in some cases the
5FM should first be extended to include additional many-
body interactions that contribute to higher orders of the
expansion.16 So from a physical standpoint the first-order
solution is the best one that can be obtained within the
framework of the conventional 5FM.2,3
The model solvability is a consequence of the fact that
5FM describes interactions between only two particles:
the impurity and the vacancy and two-body problems
can usually be solved exactly. The method of solution
developed in Secs. II and III is quite general and can
be straightforwardly generalized on other lattices and on
more sophisticated models like those suggested in lit-
erature for more realistic description of the diffusion.
The generalizations proposed on the basis of physical
arguments and the first principles calculations3,11,20,21
usually include the vacancy jumps to higher CSs and
longer-ranged I-v interactions. However, in Ref. 41 it
was pointed out that this would necessitate introduction
of additional phenomenological parameters while even
the parameters of the conventional 5FM cannot be fully
determined from experimental data. The results of the
present paper may somewhat alleviate this difficulty. The
high accuracy of the solution should make the fit of the
additional parameters more reliable than within less rig-
orous approaches. Besides, in Sec. VII A it has been
shown that the time dependence of dissociation of the
NN I-v pair density can provide an additional constraint
on the parameters so it would be desirable to develop
techniques for its experimental measurement. It has been
suggested that in addition to the hyperfine interactions
technique suggested in literature the positron annihila-
tion is another prospective method for the study of as-
sociated I-v pairs. Besides, such experiments will make
possible investigation of the tight binding in the cases
when the binding energy is large but for some reason the
mean pair diffusion distance λ is small. FeAl system is
one such case where λ is small because of the small value
of the I-v exchange frequency.16 A number of similar sys-
tems can be predicted on the basis of the first-principles
calculations11,12 as, e. g., SAl where Eb = 0.46 eV but λ
is only about 1 nm at the room temperature.
The method of solution developed in the present paper
is applicable only to the models with finite-range interac-
tions. In this case the infinite set of REs can be reduced
to a finite system of linear equations and solved by the
Cramer’s rule. But because the equations are linear, a
rigorous solution in the case of long-range interactions
that appear, e. g., in some problems of dopant diffusion
in semiconductors40 should be also feasible.
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A major goal of the present study was to rigorously
justify the phenomenological approach developed in I on
the basis of the mobile state concept of Ref. 4 that was
introduced for the description of dopant diffusion in sil-
icon. By assuming that the mobile state in the 5FM
coincides with the tightly bound I-v pairs, a complete
agreement between the phenomenological expression for
the impurity GF in I and the tight-binding limit of the
rigorous solution has been established. Thus, the possi-
bility of observation of the most interesting phenomena
such as the NGDPs4,5 and the non-Fickian diffusion4 in
the FCC systems with the vacancy mediated diffusion
has been rigorously substantiated.
But the rigorous solution can be also used when the
conditions of validity of the phenomenological approach
are not fulfilled. The approach is applicable only to the
macroscopic diffusion at large spatiotemporal scale and
only in the case of strong I-v attraction. These conditions
are not satisfied, for example, in such techniques as the
quasielastic neutron scattering, the coherent X-rays, and
the Mo¨ssbauer spectroscopy where experimental data on
the impurity diffusion are gathered at large Fourier mo-
menta that in the real space correspond to microscopic
distances.16,25,29 As has been shown in Sec. IV, the dif-
fusional broadening of the Mo¨ssbauer resonance in FeAl
obtained in the framework of the rigorous approach ac-
cords well both with experimental data and with theo-
retical calculations within the EM.16,23–25 Besides, it has
been possible to establish quantitative relations between
the parameters of the phenomenological theory and of
the EM which may be helpful in cross-checking the data
obtained within the two approaches.
Farther, in view of the ongoing advancement of ex-
perimental techniques toward the microscopic scale, an
important advantage of the rigorous solution is that it
describes the impurity density at the lattice sites, i. e.,
at the atomic level. Thus, in addition to the macro-
scopic diffusion describable also within the phenomeno-
logical theory the rigorous approach is able to describe
the microscopic diffusion. From the results of Refs.
9, 10, 14, and 15 it may be concluded that the microscopic
NGDPs should exist in practically all host-impurity sys-
tems, including those with I-v repulsion. So the phe-
nomenon should be ubiquitous and the rigorous approach
provides adequate means for its theoretical description
for any values of the 5FM parameters.
But there exist important differences between the be-
havior of the NN pairs in the presence of strong bind-
ing and its absence. In Sec. VII it has been shown that
the NN pairs decay follows the exponential law in the
tight-binding case and the power law otherwise. More
important difference concerns the non-Fickian diffusion
predicted in the phenomenological theory.1,4,13,31,43 It
originates from the fact that in bound I-v pair the va-
cancy mediating the diffusion is permanently available,
so the diffusion flux due to the bound pairs is unrelated
to the distribution of the surrounding impurities and can
be non-zero in their absence (see, e. g., the discussion
in I) or even be directed along the concentration gradi-
ent (uphill diffusion31). Also, the diffusion equation for
the pair diffusion does not agree with the second Fick’s
law because the pairs are unstable and this their flux
(hence, the flux of the impurities they contain) is not
conserved.1,5 But this self-sustained diffusion can persist
only during the pair lifetime and so is restricted to dis-
tances of order λ. Fick’s laws describe impurity diffusion
at the macroscopic scale, so they are hardly applicable to
the microscopic diffusion where λ is of order of the lattice
constant or smaller. So the non-Fickian diffusion should
be sought in the systems with tightly bound pairs and
macroscopic values of λ.
In I it was shown that large λ at the room temper-
ature may be found in about 20% of impurities in the
aluminum host studied in the first-principles calculations
in Refs. 11 and 12. Unfortunately, at present the 5FM
parameters obtained in such calculations are not reliable
enough to predict even the sign of the I-v interaction in
some cases. For example, in FeAl system the calcula-
tions predict I-v repulsion12 while experimentally the in-
teraction is attractive and quite strong.16 Nevertheless,
it is believed that while not reliable in concrete cases, the
first-principles calculations can describe general trends in
large classes of systems.11 From this standpoint it can be
expected on the basis of the aluminum database12 that
I-v attraction should exist in about half of the systems,
though in many cases rather weak. But in stochastic dy-
namics the strength of the interaction is measured with
respect to the temperature, so it may be hoped that at
sufficiently low temperatures there exist FCC impurity-
host systems with the vacancy-mediated diffusion that
exhibit the phenomena characteristic of the non-Fickian
diffusion similar to those observed in the impurity diffu-
sion in semiconductors.4,13,31,43
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Appendix A: Master equation
The master equation (ME)27
dpM (t)
dt
=
∑
M ′
{WMM ′pM ′(t)−WM ′MpM (t)} (A1)
describes time evolution of the set (or vector) of proba-
bilities {pM (t)}, where M denotes possible states of the
system, for a stochastic system to be found in state M
at time t. Eq. (A1 is a set of liner equations with a gain-
loss structure in which the probability for the system to
be found in state M grows due to transitions from other
states M ′ with the rates WMM ′ (the first term on the
r.h.s.) and diminishes when the system leaves state M
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for some other state given by the negative second term.
More compactly ME can be written as
dpM (t)
dt
=
∑
L
W˜MLpL(t), (A2)
where
W˜ML =WM 6=L −
( ∑
M ′ 6=M
WM ′M
)
δML. (A3)
The inequality signs here can be dropped if we agree that
WMM = 0 for allM . This is legitimate because Eq. (A1)
does not depend on the diagonal elements of W . From
Eq. (A3) it is easy to see that∑
M
W˜ML = 0 (A4)
which means that the total probability
∑
M pM is con-
served by ME, as follows from Eq. (A2).
The ME is an efficient tool for studying systems with
a small number of states, like the I-v pair that consists
of one impurity and one vacancy that was treated with
the use of ME in Sec. 3 in I. In many-body systems, how-
ever, the number of variables, such as particle positions,
for example, is very large and both the probability dis-
tribution pM and the ME become too cumbersome to
deal with because they would account for all fluctuations
in the system though in practice one is usually interested
only in a few average quantities.27 In such cases a reduced
description by means of the rate equations (REs) for the
mean values of interest is usually more appropriate.
Let us derive a RE for the ensemble average of some
fluctuating quantity A
〈A〉 =
∑
M
AMpM (t). (A5)
For the purposes of the present paper it would be suf-
ficient to consider A that does not explicitly depend on
time. The rate of change of the average is obtained by
multiplying both sides of Eq. (A2) by AM and by sum-
ming over M as
d〈A〉
dt
= 〈B〉, (A6)
where
BM =
∑
L
ALW˜LM . (A7)
As is seen, new average value appeared on the r.h.s. to
which an additional RE can be derived and by recursion
an infinite system of REs will ensue in a general case. So
to obtain a finite closed system of REs some approxima-
tions would be necessary. In the main text of the article
this was achieved by restricting consideration by the lin-
ear terms in the vacancy concentration. In Appendix B
below a concrete example of application of the ME will
be presented.
Appendix B: Vacancy diffusion in perfect crystal
The problem of a vacancy diffusing in a periodic lattice
is a simple example of application of the ME. Let us
denote the probability for the vacancy to be found on
site n at time t as Pn(t) and assume that initially the
vacancy occupies site 0
Pn(t = 0) = δn0. (B1)
The vacancy jumps between NN sites with the same rate
w0 so the matrix in Eq. (A3) is
W˜ 0
nm
= w0
(∑
e
δn+e,m − 12δn,m
)
, (B2)
where e is the set of 12 vectors that connect NN sites on
the FCC lattice. Substituting Eq. (B2) into Eq. (A1) one
gets
dPn(t)
dt
=
∑
m
W˜ 0
nm
Pm(t)
= w0
(∑
e
Pn+e(t)− 12Pn(t)
)
. (B3)
Because the equation has constant coefficients, it can be
solved with the use of the LF transform Eq. (7). Applying
it to Eq. (B3) and solving the resulting algebraic equation
one arrives at the solution
P (K, z) =
1
z + w0a2ǫK
, (B4)
where
ǫK = a
−2
∑
e
[1− exp(iaK · e/2)] (B5)
is defined in such a way that at small |K| ǫK ≃ K2, so
that the coefficient before ǫK in Eq. (B4) can be identified
with the vacancy diffusion constant
Dv = w0a
2. (B6)
In Sec. III we need expressions for the inverse Fourier
transform of P (K, z)
Pn(z) =
1
N
∑
K
exp[−iaK · n/2]
z + a2w0ǫK
. (B7)
which are the well-known lattice GF and Watson’s inte-
grals. In Refs. 37–39 sophisticated analytical relations
between Pn(z) and the complete elliptic integrals were
derived that make possible efficient techniques of their
calculation at arbitrary complex values of z. For z ≥ 0
that is sufficient in the majority of calculations in the
present paper accurate values of all necessary Pn(z) can
be found by direct numerical integration of Eq. (B7) with
the use of the Monkhorst-Pack method.44
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From Eq. (B3) a useful relation between Pn(z) can be
derived
(z + 12w0)Pn = δ0n + w0
∑
e
Pn+e (B8)
which can be used to express Pn with a large value of |n|
through Pm with |m| < |n|.38 Efficiency of this technique
is enhanced by the fact that Pn satisfy all symmetries of
the cubic point group so that all Pn with any permuta-
tions of the components of vector n with any signs are
equal.
Appendix C: Dyson’s equation
From the standpoint of the Mori-Zwanzig memory-
function approach the impurity GF studied in the main
text is, up to normalization, the impurity autocorrelation
function and so can be treated within this formalism.28
The Dyson equation for the autocorrelation function that
we are interested in is derived as follows. First one needs
to re-write ME Eq. (A1) in the vector-matrix notation as
d
dt
|t〉 = W˜ |t〉 (C1)
where vector |t〉 has as its components the probabilities
pM (t) and W˜ is now the evolution operator acting on
the vector. The probability normalization
∑
M pM (t) =
1 in the vector notation can be expressed as the scalar
product
〈1|t〉 = 1, (C2)
where the components of vector 〈1| are equal to unity for
all M , so the product is just the sum over all states. Eq.
(C1) can be formally solved as
|t〉 = eW˜ t|t = 0〉, (C3)
where we assumed that |t = 0〉 is the initial state of the
system and operator W˜ is time-independent.
To proceed farther we introduce two equal size sets of
the “bra”
〈b¯l| = 〈1|ˆıl (C4)
and of the “ket” vectors
|bm〉 = ıˆm|0〉, (C5)
where ıˆn = 0, 1 is the impurity occupation number on
site n. The scalar product of the vectors
〈b¯l|bm〉 = 〈1|ˆılıˆm|0〉 = N−1δlm (C6)
is found as follows. The Kronecker symbol appears be-
cause there is only one impurity in the system, so dif-
ferent sites cannot be occupied simultaneously; 〈1|ˆıl|0〉 is
the probability of finding the impurity at site l which is
equal to 1/N because all sites are equivalent.
Following the standard procedure28 one introduces the
projection operators P and Q defined as
P = N
∑
n
|bn〉〈b¯n| = 1−Q, (C7)
which satisfy the usual conditions P2 = P , etc. Besides,
as is easy to see,
Q|bn〉 = 0 (C8)
for any n.
The correlation function
Clm(t) = 〈b¯l|eW˜ t|bm〉 (C9)
describes the probability of finding the impurity at site
m in the initial state and at site l at later time t. As is
seen, this definition differs from the definition of GF in
only one point: in the probability of finding the impurity
in the initial state which is equal to 1/N . In the definition
of GF this probability is defined as the certainty, i. e., the
impurity is at site m with probability one. Thus,
Glm(t) = NClm(t). (C10)
The Laplace transforms of the correlation function Eq.
(C9) can be formally calculated as
Clm(z) =
∫ ∞
0
dte−ztClm(t) = 〈b¯l| 1
z − W˜ |bm〉. (C11)
Now with the use of Eq. (C8) and the operator identities
1 = P +Q and
1
x− y =
1
x
+
1
x
y
1
x− y (C12)
Eq. (C11) can be transformed as28
Clm(z) = 〈b¯l|
(
1
z
+
1
z − W˜QW˜P
1
z − W˜
)
|bm〉. (C13)
Using Eq. (C7) one finds
P 1
z − W˜ |bm〉 = N
∑
n
|bn〉〈b¯n| 1
z − W˜ |bm〉 (C14)
Substituting this into Eq. (C13) and using Eqs. (C6),
(C10), and (C11) one gets
Glm(z) =
δlm
z
+N〈b¯l| 1
z − W˜QW˜ |bn〉Gnm(z). (C15)
This is an alternative form of the Dyson equation in lat-
tice coordinates. To see this we first apply the identity
Eq. (C12) to Eq. (14) to get
G(K, z) =
1
z − Σ(K, z) =
1
z
+
1
z
Σ(K, z)G(K, z). (C16)
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This would coincide with the Fourier transformed Eq.
(C15) provided the self-energy is
Σ(K, z) =
∑
l
e−iK¯·lN〈b¯l| z
z − W˜QW˜ |b0〉 (C17)
where the choice n = 0 has been made to simplify the ex-
pression and K¯ = aK/2. Eq. (C17) is rather complicated
because it is exact to all orders in cv. But as was argued
in the main text, only the first order term is physically
sound and it can be obtained by simpler means.
Appendix D: Expressions from the
phenomenological theory
Below are listed some formulas that are needed for
comparison with the phenomenological approach in the
main text. Their derivation can be found in I.
In the phenomenological theory the strong I-v attrac-
tion is characterized by large binding energy Eb > 0
which defines the equilibrium density of the vacancies
on the impurity NN sites as
c
(eq)
NN ≃ cveEb/kBT (D1)
and enters the detailed balance condition that imposes
the restriction on the jump frequencies3,26,34
w3
w4
≃ exp
(
− Eb
kBT
)
→ 0. (D2)
In the phenomenological theory the diffusion kernel at
z = 0 is
Σ(ph)(K, 0) ≈ −g
(
1− 1
1 + (λK)2
)
(D3)
(see Eq. (69) in I). The mean pair diffusion distance is
λ =
√
Dm/r (D4)
(Eq. (27) in I), where the pair diffusion constant
Dm =
w2(w1 + w3)a
2
12(w1 + w2 + w3)
=
w2
12
f∞a
2 (D5)
and the pair decay rate
r = 7w3p∞(w4/w0) (D6)
were introduced in I in Eqs. (24) and (28);
f∞ =
w1 + w3
w1 + w2 + w3
(D7)
is the correlation factor f in the strong coupling limit
(Eq. (7) in I); p∞ is the probability of the vacancy in
the I-v pair to diffuse from the impurity NN site at the
spatial infinity.
Appendix E: The four frequency model (4FM)
In the calculations of the diffusion constant for the
5FM it has been noted20,33 that the matrices needed in
the derivation greatly simplify when w4 = w0. It turns
out that in the general case of the diffusion kernel the
matrices in the determinants in the Cramer’s solution
Eqs. (49), (50), and (51) also become much simpler in
this case. When w4 = w0 the nonzero matrix elements
remain only in the first three columns of matrix U in Eq.
(43) and as a consequence in the matrix product HU .
The physical reason for this is clear. As can be seen from
Fig. 1, the region of influence of the impurity shrinks in
this case to only the first CS which in the axisymmetric
case contains only three components of vector ~ρ on the
r.h.s. of Eq. (18), so the set of equations, hence, the size
of determinants in Eq. (49) can be reduced to three:
∆|w4=w0 ≡
∣∣∣∣∣∣∣
d11 d12 d13
d21 d22 d23
d31 d32 d33
∣∣∣∣∣∣∣ = (E1)∣∣∣∣∣∣∣
1 + 4H10 −H11 + 2(H11 −H12)w¯1 + (H11 −H13e−iK¯)w2 +Aw¯3 d12 = d21(K¯ = 0) d(−K)31
4H10 −H21 + 2(H21 −H22)w¯1 + (H21 −H23e−iK¯)w2 +Bw¯3 1 + 4H10 −H22 + 4(H22 −H21)w¯1 + Ew¯3 d(−K)21
4H10 −H13 + 2(H13 −H23)w¯1 + (H13 −H11e−iK¯)w2 + Cw¯3 d12 d(−K)11
∣∣∣∣∣∣∣ ,
where the vertical lines on both sides of a matrix denote
its determinant and the superscripts designate the change
of sign K → −K.
Additional simplification takes place in determinant
∆1 in the numerator of the Cramer’s solution Eq. (49)
due to the fact that in 3×3 determinant only three com-
ponents of the r.h.s. vector Eq. (24) corresponding to NN
sites are needed. But all these components are equal be-
cause they depend on the same function Pe = P011 so
that similar to Eq. (63) the determinant can be calcu-
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lated with the first column in ∆ replaced by unities
∆¯1 = ∆|di1=1,i=1−3 (E2)
and then multiplied by the factor
ηNN = (P˜~c0)e =
cv
z
+ [(cNN − cv)(12 + z
w0
)− cv]P011.
(E3)
Further details of the calculation of determinants ∆ and
∆¯1 are given in Sec. E 1 below. Substituting Eqs. (E16)
and (E23) into Eqs. (49) and (11) one gets
G(K, z) =
1
z
(
1− 8w2ηNNA1A2(1− cos K¯)
A1(A2 + 2C2w2)A3 + 2w2
{
A3[C2(A4 + 2H12w1) + C4w3]−A2C3A4
}
(1− cos K¯)
)
(E4)
(notation is explained in Sec. E 1). This expression is ex-
act up to the first orders in cv and can be used to confirm
by explicit formulas the qualitative discussion of Sec. VII
and the numerical findings of Sec. VI, as well as relevant
expressions obtained in I within the phenomenological
theory. However, because in the 4FM w4 = w0, only the
small-w3 case of the tight binding can be considered.
To establish correspondence with the phenomenolog-
ical theory we have to find the behavior of GF in Eq.
(E4) in the region of validity of the phenomenological ap-
proach which is restricted to small values of z, K2, and
w3. To this end below we will approximate all necessary
expressions by only leading terms in the small quantities.
It is to be noted that we do not intend to develop a sys-
tematic expansion but simply keep the most important
terms to simplify Eq. (E4) to reveal its physical content.
In case the accuracy might seem to be insufficient, addi-
tional terms from the exact expression can be added to
improve the approximation.
Thus, below we will see that the terms in the numera-
tor of the phenomenological GF in Eq. (52) in I propor-
tional to cNN and g originate from the two leading terms
in powers of z in the initial condition Eq. (24)
ηNN ≈ cv/z + cNN12Pe = cv/z + cNNC3|z=0, (E5)
where use has been made of Eq. (E19). The approximate
expressions for Ai in Eqs. (E18), (E18), (E19), and (E24)
read
A1 ≈ 6C1w1
A2 ≈ 2C2w1
A3 ≈ C3z + w3
A4 ≈ −2C1w1. (E6)
As is seen, A3 to the leading order is linear in both z and
w3 so the first term in the braces in the denominator of
Eq. (E4) can be dropped because it is further multiplied
by K2 and thus will give a quadratic contribution. Under
the approximations Eq. (E4) simplifies to
G(K, z) =
1
z
(
1− 4w2ηNNfw3=0K¯
2
A3 − w2fw3=0C3(A4/A1)K¯2
)
,
(E7)
where
f |w3=0 =
A2
A2 + 2C2w2
=
w1
w1 + w2
. (E8)
Now substituting the approximate expressions Eqs. (E6)
into Eq. (E7) and remembering that K¯ = aK/2 one fi-
nally gets
G(K, z) ≈ 1
z
− (12ηNN/C3)D
w3=0
m K
2
z(z + w3/C3 +D
w3=0
m K2)
, (E9)
where Dm is given by Eq. (D5) and ηNN by Eq. (E5).
Eq. (E9) will agree with Eq. (52) from I provided that,
first,
w3/C3|z→0 = r = 7w3p∞(w4/w0 = 1). (E10)
This is indeed the case because of the following chain of
equalities
C−13 |z=0 = (12P011)−1|z=0 = 2.90 = 7p∞(1), (E11)
where the last equality was obtained in MC simulations
in I. The contributions proportional to g and cNN in Eq.
(52) in I also fully agree with the 4FM expression Eq.
(E9), as can be shown with the use of Eqs. (E5), (E11)
and Eq. (57) from I
g = 84cvw4p∞, (E12)
where in the 4FM w4 should be replaced by w0.
Thus, in the case of 4FM the phenomenological limit of
the impurity GF can be rigorously obtained by analytic
means.
1. Calculation of determinants
The coefficients of w¯3 in Eq. (E1) are the following
combinations of the matrix elements Hij :
A = 7H11 − 4H14 −H15 − 2H17 −H18 −H1,11
B = 7H21 − 2H15 −H18 −H19 −H1,12
C = 7H31 −H15 − 4H16 −H19 − 2H1,10 −H1,13
E = 7H22 − 2H25 −H28 −H29 −H2,12, (E13)
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Though the determinant of a 3× 3 matrix can be calcu-
lated analytically with the use of known elementary for-
mula, in the case of Eq. (E1) the resulting expressions will
be still too awkward for analysis. In this Appendix sev-
eral tricks are suggested to simplify the task. The main
tool to use is the identity Eq. (B8) satisfied by functions
Pijk(z). In Refs. 37–39 it was shown that Pijk(z) with
any indexes can be expressed through only three of them.
In our calculations we used this possibility only partially
by reducing Hij in Eqs. (E13) with high indexes to lower
ones as
A = 1 + 4H10 − (z + 3)H11 + 2H12
B = 4H10 − (z + 3)H12 + 2H22
C = 4H10 − (z + 3)H13 + 2H12
E = 1 + 4H10 − (z + 5)H22 + 4H12 (E14)
Similarly, by replacing barred frequencies w¯k in Eq.
(E1) with wk−1 (we remind that w0 was set to be unity)
it is possible to cast the determinant in the form
∆ =
∣∣∣∣∣∣∣
zH11 + 2(H11 −H12)w1 + (H11 −H13e−iK¯)w2 +Aw3 d12 = d21(K = 0) d(−K)31
zH12 + 2(H12 −H22)w1 +H12(1− e−iK¯)w2 +Bw3 zH22 + 4(H22 −H12)w1 + Ew3 d(−K)21
zH13 + 2(H13 −H12)w1 + (H13 −H11e−iK¯)w2 + Cw3 d12 d(−K)11
∣∣∣∣∣∣∣ , (E15)
First let us consider the simpler case of the determinant
∆¯1 that is obtained from ∆ by placing unities in the
first column in Eq. (E15). By subtracting the first line
from the second and the third ones a triangular matrix
is obtained with determinant
∆¯1 = (d22 − d12)(d(−K)11 − d(−K)31 ). (E16)
Using explicit expressions for dij from Eqs. (E15) and
(E14) it is easy to transform Eq. (E16) to
∆¯1 = A1[A2 + C2w2(1 + e
iK¯)], (E17)
where
A1 = d22 − d12 = w3 + C1[z + 6w1 − (z + 7)w3]
C1 = H22 −H12
A2 = w3 + C2[z + 2w1 − (z + 3)w3]
C2 = H11 −H13
The calculation of ∆ is more complicated but it can be
simplified by the observation that at K = 0 all columns
sum to the same value
A3 = C3z + [1− z(z + 13)H10]w3 (E18)
where
C3 = (z + 12)H10. (E19)
This can be shown with the use of the identities of the
kind
H11 +H12 +H13 = 2H12 +H22 = C3, (E20)
A+B + C = 2B + E = 1− z(z + 13)H10, (E21)
etc., obtained with the use of Eq. (B8). At finite K, by
adding the first and the third rows to the middle one the
second row will contain the following matrix elements:
[A3 + C3w2(1− e−iK¯), A3, A3 + C3w2(1− eiK¯)] (E22)
With A3 given by Eq. (E18) it is seen that in the limit of
strong binding w3 → 0 and the diffusion limit z,K2 → 0
all terms in the row are small being of the first order in
all these quantities. Because ∆ can be calculated as the
sum of these terms multiplied by corresponding minors,
∆ = A1(A2 + 2C2w2)A3 + 2w2
(
A3[C2(A4
+2H12w1) + C4w3]−A2C3A4
)
(1− cos K¯), (E23)
where
A4 = zH12 − 2C1w1 +Bw3
C4 = H13 − 2C2(2H10 +H12) (E24)
this shows that the general form of the determinant Eq.
(69) can be rigorously justified at least in the 4FM.
The derivations above are rather cumbersome but their
validity can be checked numerically. Because all identi-
ties used are purely algebraical, they can be verified for
real values of both z and iK (i. e., for complex K). As
was pointed out in Sec. B, for z ≥ 0 all Pijk can be
efficiently computed with the use of the special points
technique.44 All identities verified in this way were found
to be correct in most cases almost to the accuracy of
the double precision arithmetic for all values of z and K
studied.
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