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CHAPTER 1

INTRODUCTION

Recently, remote sensing technology has been diversely applied in numerous
fields including astronomy [1], agriculture [2,3], biomedical imaging [4], mineralogy [5],
surveillance [6, 7], etc. In geology [8], for instance, remote sensing can be applied to
analyze and map large, remote areas. Remote sensing interpretation also makes it
easy for geologists in this case to identify area’s rock types, geomorphology, and
changes from natural events such as a flood or landslide. Moreover, remote sensing
plays a significant role in Geographical Information System (GIS). The air photos
taken during remote sensing applications are used during GIS digitizing to create
polygons, which are later put into shapefiles to create maps such as Google Map [9].
Among all the remote sensing imaging techniques, hyperspectral imaging has
increasingly gained attention for its wide range of the electromagnetic spectrum which
allows this technique to reveal much more information of the objects than other
imaging techniques. The hyperspectral imaging technique collects information of a
target scene across the electromagnetic spectrum, from ultraviolet to long-infrared.
Also, since hyperspectral imaging is a non-destructive, non-contact technology, it
becomes an ideal tool for a wide range of applications. The enormous information
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collected by the hyperspectral imaging sensors facilitates the identification of objects.
For example, hyperspectral imaging in the Shortwave Infra Red (SWIR) spectral
region provides detailed information about the chemical composition of tablets, which
is not possible using normal imaging. It has the potential to transform early detection
and treatment of many life-threatening medical conditions [10–12]. It can be used in
dentistry to detect tooth decay without drilling or x-rays [13], help farmers to monitor
crops health [14], detect counterfeit goods and assess the quality of food products [15].
In recent years, this technique has even been extended to recognize the human faces
[16–19] because it can provide much more useful discriminants for human faces than
natural images especially when disturbance factors are present (such as noise, changes
in resolution, lack of focus, etc.). In fact, hyperspectral imaging technique has already
been applied to other recognition tasks such as palmprint recognition [20, 21], skin
recognition [22] and anomaly detection [23].

(a) Hyperspectrsl Imaging Sensor.

(b) Hyperspectral Imaging
Camera.

Figure 1.1: Hyperspectral imaging devices.
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Initially, the hyperspectral imaging sensors were deployed on the satellites or
airplanes to fully observe vast regions of the earth [24]. However, in the past decade,
this imaging technique has developed into other applications. Figure 1.1 shows the
hyperspectral imaging sensor on the satellite (left) and portable hyperspectral camera
(right). Next, hyperspectral imagery and the associated Regions of Interest (ROIs)
will be briefly introduced.

1.1

Hyperspectral Imagery

A hyperspectral image can be viewed as a three-dimensional data-cube with
two spatial dimensions and one spectral dimension [25, 26]. As an example, Figure 1.2, shows the datacube of one sample hyperspectral image, Indian Pines, from
NASAs Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) hyperspectral image datasets [27–29]. More figures of hyperspectral image datacube can be found in
Appendix A, Figure A.1 to Figure A.3. From Figure 1.2, it is easy to see a hyperspectral image dataset as a stack of individual images of the same spatial scene and
each image reflects a narrow portion of the electromagnetic spectrum [25]. Hence,
each individual image comes from a specific spectral band. Typically, one hyperspectral image dataset consists of hundreds of spectral bands. And the number of
bands is determined by the hyperspectral imaging sensor or camera with a variety of
configurations of spatial resolutions.
Instead of 8 bits/pixel for the natural images, the data precision of hyperspectral images normally is either 12 or 16 bits/pixel, which can be translated into much
wider pixel intensity value range [30]. Therefore, one hyperspectral image has a much
3

Figure 1.2: Hyperspectral image data-cube for a sample dataset, Indian Pines.

larger size compared to one natural image considering numerous spectral bands and
higher precision. On the other hand, there is an increasing need to observe or scan
certain regions continuously using hyperspectral imaging technique, for example, long
term surveillance over polluted water area or object tracking [31–33]. All these applications pose a challenge for hyperspectral data streaming technology. Furthermore,
most of the hyperspectral imaging based applications are known for their demanding
accuracy requirement. Therefore, handling hyperspectral image data properly plays
a vital role in the development of hyperspectral imaging technique and its variety of
applications.

4

(a) Spectral band 30.

(b) ROI map.

Figure 1.3: Sample dataset, “Indian Pines” (a), and the ROI map (b).

(a) Spectral band 30.

(b) ROI map.

Figure 1.4: Sample dataset, “Pavia University” (a), and the ROI map (b).
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(a) Spectral band 30.

(b) ROI map.

Figure 1.5: Sample dataset, “Salinas” (a), and the ROI map (b).

For a specific application, it is very likely that only some regions of the entire
image carry information of interest while other regions may not be directly related to
the specific application. In this particular scenario, those regions conveying relevant
information are called Regions of Interest (ROIs) while the regions of an image where
the data are considered of less interest are defined as no-data regions. This no-data
regions concept was proposed by [34] for the first time. Since the no-data regions do
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(a) Spectral band 30.

(b) ROI map.

Figure 1.6: Sample dataset, “Kennedy Space Center ” (a), and the ROI map (b).

not provide useful information to the applications, compression methods will benefit
significantly from simply not compressing those nodata regions for the sake of a higher
compression ratio [35].

1.2

Need for Compression

As discussed, hyperspectral data sets are normally of very large size which
makes data acquisition, storage and transmission tasks very difficult and even problematic when either network downlink bandwidth or the memory capacity is limited.
This problem inevitably becomes worse in the hyperspectral data streaming situation [36, 37]. Also, as the number of hyperspectral imaging sensors grows, it is clear
that data compression technique will play a crucial role in the development of hyperspectral imaging technique [26]. Lossy compression has been an effective technology
because it significantly improves the compression efficiency at the cost of selective
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information loss [38]. The fact that human visual and hearing system are not sensitive to certain types and levels of distortion caused by information loss enables the
lossy compression [39–41]. While lossy compression methods typically provide much
larger data reduction than lossless methods, they might not be suitable for hyperspectral images used in many accuracy demanding applications, where the images
are intended to be analyzed automatically by computers. For these applications,
lossless compression methods can guarantee no loss in the reconstructed data. Thus
lossless compression is more suitable choice for accuracy demanding remote sensing
applications than lossy compression [25]. Large efforts have been made to develop a
lossless compression algorithm for hyperspectral images. Although the state-of-theart hyperspectral image lossless compression methods can yield good performance,
the achievable compression ratios are still generally very small on hyperspectral images due to their large entropy. To improve the overall compression ratio without
losing any critical information, reseachers began to compress only selected regions in
the hyperspectral image [26, 35] recently.

1.3

Regions of Interest Compression
As an example of regions of interest, Figure 1.3 - Figure 1.6 show the 30th

bands of four sample hyperspectral images, Indian Pines, Pavia University, Salinas
and Kennedy Space Center [29] used in this research, with numerous ROIs identified
and the map of these different ROIs. For each ROI, it is marked with a different color.
If we focus our attention on a single ROI, then all other ROIs can be considered as
no-data regions. Three main situations where no-data regions arise in remote sensing
8

applications have also been listed in [34]: 1) geometric and radiometric correction; 2)
abnormal events cover; and 3) ROIs are determined by the user/application.
Many methods have been proposed to locate the ROIs in the hyperspectral
images. ROI classifiers are trained by applying supervised learning methods, such
as support vector machine (SVM) [42] and Game Theory [43], to the labeled hyperspectral images first. Recently, deep neural network [44–48] has been employed to
identify ROIs via learning hierarchical features of hyperspectral image data to achieve
higher identification accuracy. Once ROIs are identified, it is easy to predict if one
pixel belongs to the predefined ROI or not. Moreover, human factors also play an
important role in identifying the ROI. Experienced and trained specialists can manually select the ROI. However, different from the ROI of fixed size or regular shape,
flexibility is usually required in the ROI identification of the real-world applications.
Thus, ROIs of arbitrary shape and size are most likely to be expected for most of
the remote sensing applications [35]. It is fairly easy to see those ROIs of arbitrary
shape or size because of the existence of no-data regions in Figure 1.3(b): almost all
of those ROIs have irregular shapes while some of ROIs even have dots and holes.
In fact, the shape and size of ROIs vary significantly with different applications or
environment. To better illustrate the shape and size of each ROI, one color ROI map
has been converted to 17 binary ROI map and shown in Figure 1.7. It is easy to see
that some ROIs are of relatively small size (e.g. ROI 1, 7 and 9) and some ROIs
contain many mis-classified pixels (e.g. ROI 2, 10 and 11). Note that only the ROIs
spatially identified. In other words, once one pixel is identified as the ROI pixel, the
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co-located pixels over the entire spectrum are always available to the compression
engine.
After ROI identification, lossless compression is expected to be applied on the
identified ROIs. Different from traditional ROI compression, all the non-ROI pixels
are assumed not available in the ROIs with no-data regions compression situation
[26, 34, 35]. Therefore, the irregular shapes of the ROIs pose a very challenging case
to design efficient compression algorithms.
It is worth noting that the primary focus of this research work is not on
ROI identification, but rather, on achieving efficient compression on the ROIs once
they have been identified. Hence, the SVM was implemented to provide ROIs in
this research work. Although advanced deep learning based approaches [44–48] can
identify ROI pixels with higher accuracy than SVM based methods, there inevitably
exist mis-classified pixels, which cause the irregular shapes (e.g. ROIs with isolated
dots and holes) of the ROI map. In other words, the ROI map induced by the SVM
are already quite representative of the ROIs encountered in many real applications.
Hence, for a specific application, if the ROIs of the hyperspectral imagery can
be provided or identified, only the ROIs will be compressed and no-data regions will
be discarded. This ROI-only compression scheme can reduce the size of the compressed bitstream significantly without any loss of relevant information. Although
tremendous efforts have been made for hyperspectral image lossless compression, not
too much work has been done regarding the lossless compression of ROIs in hyperspectral images. It is not trivial to apply lossless compression method to ROIs given
they were designed and optimized for the entire hyperspectral image dataset [35].
10

Therefore, efficiently compressing the ROIs within the hyperspectral images without
any information loss is the focus of this thesis.
The rest of this thesis is organized as follows. Three predictive lossless compression approaches designed for ROIs in hyperspectral imagery will be introduced in
detail in the Chapter 4, Chapter 5 and Chapter 6. Bit rate comparison experiment
results will be presented in Chapter 7 along with several supporting comparison experiments. In the end, this thesis will be discussed and concluded in Chapter 8 with
some insights of the future work.

1.4

Summary of Contributions

In this research, the focus lies on the development of efficient predictive lossless compression method for the ROIs of arbitrary shapes in the hyperspectral imagery. An information-theoretic framework was built to evaluate the compression
efficiency gain via different predictors. With the framework, a new coding scheme using two independent Golomb-Rice coders was designed to encode full-context pixels
and boundary pixels within each ROI separately along with three different predictors.
First, the well-known “Fast Lossless (FL)” predictor used in the Consultative
Committee for Space Data Systems (CCSDS) Standard was modified and extended
to compress ROIs of arbitrary shapes and sizes. Then, the separate coding on fullcontext pixels and boundary pixels was applied. This method was compared with
the FL method with fixed learning rate on a standard dataset. The empirical test
results showed this method could produce higher compression ratios than the FL
method [25].
11

Second, I improved the predictor proposed in [26] based on a new cost function
which was induced by the newly-developed data similarity measure, Correntropy.
Given its nature of outlier rejection, this new predictor is more robust than the
classical Least Mean Square (LMS) filtering used in FL and [25] in non-Gaussian
conditions. This new predictor is called MCC-LMS predictor. In fact, this predictor
can be viewed as a predictor based on the vanilla LMS with a self-adjusting learning
rate, which allows this predictor to adapt quickly to the local statistics of the data and
produce relatively smaller prediction residuals. Extensive simulations were carried out
on four test datasets to compare with three other state-of-the-art methods. Besides,
a very similar predictor has been applied on 4D hyperspectral image data with some
minor modifications [37]. Temporal correlation was considered and embedded into
this MCC-LMS predictor to further improve the compression ratios.
Third, a two-stage prediction was proposed including a spatial Context Similarity Weighted Average (CSWA) predictor, and a Recursive Least Square (RLS)
filtering based predictor [35]. Here, the aforementioned Information-theoretic framework was formalized to analyze and evaluate the performance of the prediction, which
guided design of separate coding scheme from an information theoretic perspective.
Similar to [26], an experiment was conducted to verify the performance of this twostage prediction.

12

(a) ROI 0 (Background).

(b) ROI 1.

(c) ROI 2.

(d) ROI 3.

(e) ROI 4.

(f) ROI 5.

(g) ROI 6.

(h) ROI 7.

(i) ROI 8.

(j) ROI 9.

(k) ROI 10.

(l) ROI 11.

(m) ROI 12.

(n) ROI 13.

(o) ROI 14.

(p) ROI 15.

(q) ROI 16.

Figure 1.7: Individual ROI maps of Indian Pines (ROI pixels are shown in white
while non-ROI pixels in black). ROI 0-16 are shown in (a)-(q). Note: ROI 0 can be
viewed as the background, which contains all the pixels outside the other 16 ROI’s.
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CHAPTER 2

LITERATURE REVIEW

2.1

Overview

Tremendous efforts have been made to develop a compression algorithm for
hyperspectral images. Generally, majority of these compression algorithms can categoried into two classes: 1) transform based methods and 2) predictive methods
[35]. For transform based methods, Wavelets [49–51], Principal Component Analysis [52–55] and other data transformations have been applied to decompose the hyperspectral image into multiple components to reduce the existing correlation in the
hyperspectral image data and lower the entropy. Although transform based methods
were normally designed for the lossy compression, they can be extended to lossless
compression with some modifications. On the other hand, predictive methods [56–58]
exploit the correlation in the neighborhood of pixels to estimate the intensity value
of each pixel to produce residuals with reduced entropy. Different from transform
based methods, almost all the prediction based methods were initially developed for
lossless compression. Similarly, for ROI compression, both transform and prediction
based methods can be modified to work on ROIs with no-data regions even though
they were initially designed for compression of the entire dataset.
14

2.2

Review of Existing Work

Transform based methods in general take place in the image that is mapped
from the time domain into another space to exemplify the statistical properties in the
samples that can be better understood and exploited [40]. Instead of exploiting the
redundancy of intra and inter-bands, the compression techniques rely more heavily on
the properties of transform such as multi-resolution analysis and energy compactness.
Examples of transforms include Karhunen-Love Transform (KLT) [59–61], Discrete
Fourier Transform (DFT) [62], Discrete Cosine Transform (DCT) [63] and Discrete
Wavelet Transform (DWT) [64,65]. The commercially successful industrial standards
for image compression (JPEG standard) [66,67] and video compression (MPEG standard) [68, 69] belong to transform based signal compression. JPEG uses 8 × 8 DCT
and the later JPEG 2000 uses 2D DWT [34, 70–72]. In general, these transform
based compression techniques are implemented in three major steps: transformation
of signal samples, quantization of transform coefficients, and entropy coding of quantized coefficients. The attractive features of the transform-based coding are reversible
compression, resolution scalability, progressive transmission, random access to the bit
stream, and Regions of Interest coding [40].
In Chapter 1, the irregular shapes of the ROIs in the hyperspectral images have
been shown and briefly discussed. Traditional ROI compression methods like JPEG
2000 with maxshift [73–77] fail to work on these ROIs because of the existence of nodata regions. Shape-adaptive (SA) [78–81] coding technique was designed to handle
regions of arbitrary shape within the image, which makes itself a good tool to deal with
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no-data regions. ROIs within the hyperspectral image have arbitrary shape and size
only in the 2-D spatial configuration rather than the spectral dimension. Thus, SA
2-D methods can be extended easily to ROI with no-data region in the hyperspectral
image by applying 2-D SA methods for each spectral band separately. Currently, most
of the proposed SA ROI compression methods [34, 82–85] for hyperspectral images
can be generalized into a two-phase framework: 1) apply 2-D SA transform like SADWT to the ROIs of each spectral band, and then apply 1-D ordinary transform
(DWT or PCA) along the spectral dimension for each pixel in the ROI; 2) bitplane
encoding appproaches are applied to encode the transform coefficients obtained from
the previous stage for only ROI pixels, while non-ROI pixels are ignored. As reported
in [34], three different 3-D SA coding have been designed: 3-D Object Based-Set
Partitioning in Hierachical Tress (OB-SPHIT) [86], 3-D Object Based-Set Partitioned
Embedded Block Coder (OB-SPECK) [83], and 3-D-Binary Set Splitting with K-D
Tress (BISK) [84]. Also, as pointed out in the same paper, TARP [87] and Wavelet
Difference Reduction (WDR) [88] can be generalized to a 3-D SA version. JPEG
2000, a well-known compression standard based on wavelet transforms, provides the
capability of encoding ROIs in an image by using the Maxshift technique [89]. A
3-D SA encoding scheme has been developed in [34] specifically for multispectral
images containing no-data regions through the JPEG 2000 framework with delicate
modifications. The experimental results showed this scheme can yield better coding
performance than SA-SPHIT and BISK in a lossy way.
These aforementioned SA ROI compression methods are all transform based
methods. While transform based schemes can generally yield excellent lossy coding
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performance, their lossless coding performance is not as good as those specialized
prediction-based methods [90]. Given the fact that lossless compression is required
for those important ROIs, how to adapt the prediction-based compression methods
to ROIs with no-data regions becomes a more crucial problem. To achieve high
compression ratio without information loss, the prediction based methods need be
modified to be “shape-adaptive” to ROIs of arbitrary shape or size.
Prediction-based lossless compression approaches take advantage of the strong
correlation of image signals. The intensity value of pixel of interest is estimated based
on its context and the prediction error (residual) is encoded by an entropy coder. Since
this prediction scheme decorrelates the image signal, the entropy of the residual is
reduced, leading to smaller bit-rate. Note that in this discussion, all compressed bit
rates are fundamentally data dependent, and will vary somewhat from image to image
for the same compression algorithm. Given the fact that spectral bands in the hyperspectral image are highly correlated, linear model is usually utilized to decorrelate the
colocated pixels in different spectral bands [91]. [27] presents an optimal linear predictor in the minimum mean-square sense followed by an entropy code on the residual
signals. A linear predictor named as Spectral-oriented Least SQuares (SLSQ) is proposed in [92] to exploit the spectral correlation of the hyperspectral image. Wiener
filtering has also been adopted to hyperspectral image lossless compression [93]. [94]
proposed to use two predictors: one interband linear predictor, and the other is interband least square predictor. With the usage of more memory, the compression ratio
of this method is optimized. Recently, adaptive filtering techniques such as least
mean square (LMS) [95] and Kalman filtering [91] have been used as predictors in a
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online learning fashion for lossless compression of the hyperspectral image, yielding
good compression performance. It is worth mentioning that LMS method [95] developed by the NASA Jet Propulsion Lab (JPL) has been optimized and renamed as
“Fast Lossless (FL) algorithm and was selected as the core predictor in the CCSDS
new standard for Multispectral and Hyperspectral Data Compression [96]. As well as
linear prediction, nonlinear predictors have gained some success. [97] proposed a 3-D
CALIC (M-CALIC) for lossless and near-lossless compression of the hyperspectral
image, by extending classical 2-D CALIC to 3-D scenarios. In [90], a new non-linear
predictor known as Context-based Conditional Average (CCAP) was proposed for the
spatial decorrelation of hyperspectral image. In addition, some researchers intend to
cluster pixels with similar statistics together and apply prediction within each cluster. For example, [58,98] applied K-means to pre-process the hyperspectral image and
achieve the best compression performance by far. Fuzzy K-means has also been used
as a switch among a set of linear regression predictors in [99]. Although clustering
techniques help improve the prediction accuracy, it relies on the availability of data
information from all the spectral bands, while being normally not available or only
partially available in many real-world or real-time applications. Thus, clustering techniques has its limit for lossless compression of the hyperspectral image. Alternatively,
the idea of reordering bands of hyperspectral images is to maximize the correlation
of adjacent bands and optimize the predictors [100, 101].
The calibration-induced artifacts are introduced during the radiometric calibration which multiplies digital number (DN) values by a band- and image-dependent
factor that is larger than one [40]. It causes some pixels to appear at a high fre18

quency in each band of AVIRIS hyperspectral images. Some image compression
approaches achieve significant improvement by exploiting this calibration-induced artifacts [102–105]. The Lookup Table (LUT) based hyperspectral image compression
was proposed in [102–104] and it is also a causal method. Lookup Table method was
proposed in [102] and it predicts a current pixel by searching the nearest neighbor
pixel in the previous band that has the same value of the pixel located in the same
spatial location of the current pixel in the previous bands. The estimated pixel is
at the matching location of nearest pixel in the current band. All the search results
are stored in the lookup table to replace the time-consuming search procedure. To
enhance the performance of LUT, two LUTs re-code the near two neighbor pixels and
the guide for selection is based on the measurement of Locally Averaged Inter-band
Scaling (LAIS) [103]. Considering the LUT and LAIS-LUT method, [104] designs
the multiple LUTs for multiband images. Hence, in this extended method, the N
previous bands are used to generate the M number of LUTs; therefore, there are
N × M different predictors to choose from. [103] also showed that the LUT-based
method couples with spectral-RLP (S-RLP) and spectral-FMP (S-FMP) can outperforms LAIS-LUT up to 20%. The main drawback of using LUTs is that all tables
need to be available for decompression and extra memory is needed. In order to
reduce the memory for storing these tables, these values in the LUTs are uniformly
quantized. The performance of the LUTs based algorithm is very impressive especially for AVIRIS images, but this performance improvement depends heavily on the
calibration-induced artifacts of the hyperspectral image data.
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Unlike transform based SA ROI compression, there is not much prediction
based work has been done to compress ROIs within hyperspectral images losslessly.
In fact, to the best of our knowledge, our previous work [25] is the first attempt
to solve this problem by modifying the LMS predictor in FL adaptively, thereby
achieving good compression. Also, in [25], a separte coding scheme was proposed
for its first time to handle two types of pixels in the ROIs of arbitrary shape. This
separate coding scheme was later applied in [26, 35] for the lossless compression of
ROIs within hyperspectral imagery. It is well-known that the LMS filtering is only
optimal for Gaussian distributed signal [106–108], whereas the prediction residuals
more likely follow a Laplacian or Geometric distribution [109]. So the performance of
the conventional LMS predictor may degrade because of the presence of non-Gaussian
signals, especially in those very structured regions of one image. To improve the
robustness of the predictor, an adaptive filter based on the Maximum Correntropy
Criterion (MCC) was introduced in [108]. Experimental results have demonstrated
the outstanding capability of this proposed algorithm to compress individual ROIs
compared with the method proposed in [26] and other two representative state-ofthe-art methods [34]. However, there was no thorough mathematical analysis of the
separate coding scheme even though it has been proved efficient in [35]. Therefore, a
detailed information theoretic analysis of separate coding scheme has been conducted
in [35] to justify this scheme, along with a two-stage prediction approach, including the
spatial Context Similarity Weighted Averging predictor, and the spectral Recursive
Least Square (RLS) filtering based predictor. In contrast to simple LMS predictor
[35], RLS filtering based predictor is able to exploit the context correlation to achieve
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faster convergence especially in the condition of insufficient pixels in some ROIs for
either LMS or MCC-LMS to converge. This two-stage prediction prediction and
separate coding approach has been applied to four publicly available hyperspectral
image datasets, attaining significant improvements over several other state-of-the-art
methods including the methods in [25] and shape-adaptive JPEG 2000 method.
Additionally, vector quantization (VQ) has been applied to compress the hyperspectral images as well [110–112]. VQ approach generally consists of four steps:
vector formation, training set generation, codebook generation, and quantization.
The first step of VQ is to group the image into a set of vectors or blocks (also called
block coding). The second step is to choose a subset of the input vectors as a training
set. In the third step, a codebook is generated from the training set, normally with the
use of the Generalized Lloyd Algorithm (GLA) [113], Linde-Buzo-Gray (LBG) [114]
and Lattice Vector Quantization (LVQ) [115]. Code vectors in the codebook are assigned a binary index. In the end, the output vector is the closest code vector in the
codebook compared with input vector. Codewords and codebooks are transmitted.
Most of the VQ-based algorithms simplify the step of codebook generation to relax the complexity. [116] proposed mean-normalized vector quantification for lossless
compression. The VQ operates on purely spectral blocks, thus neglecting any spatial
correlation. In [117], the same VQ was applied first and then followed by a discrete cosine transform (DCT) to handle to residuals. However, offline codebook training and
online quantization index searching make VQ computationally expensive; meanwhile,
the size of the VQ codebook grows exponentially with the image size. In practice, the
hyperspectral image compression based on VQ is forced to use small vectors; thereby
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for the statistical dependencies only a small number of pixels and/or spectral bands
are exploited. Overall, it is very difficult to extend VQ approaches to apply to ROIs
within the hyperspectral images.
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CHAPTER 3

PROBLEM ANALYSIS

In Chapter 1 and Chapter 2, hyperspectral imagery and the concept of ROIs
with no-data regions have been introduced. It is well-known that hyperspectral image
data is of high dimensional and strongly correlated spatially and spectrally so that
decorrelation using transform based methods or predictive methods can reduce the
entropy of the transform coefficient or prediction residuals. In this work, these data
correlations are fully exploited to reduce the entropy of prediction residuals for each
ROI instead of the entire dataset. In this chapter, the problem of lossless compression
of ROIs with no-data regions within hyperspectral imagery will be formulated using
an information theoretic model. Then, information theoretic analysis will provide us
the insights of prediction and the guide to apply separate coding on ROI pixels.

3.1

The Formulation of the Problem

In general, most predictive lossless compression methods exploit either spatial
or spectral correlation or both to achieve a reduced entropy for hyperspectral images.
A salient property of hyperspectral images is that strong spectral correlation exists
throughout almost all bands. Figure 3.1 shows 30th , 31st and 32nd band of our test
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(a) Band 30.

(b) Band 31.

(c) Band 32

Figure 3.1: Indian Pines with the 30th , 31st and 32nd band.

(a) Band 87.

(b) Band 90.

(c) Band 91.

Figure 3.2: Indian Pines with the 87th , 90th and 91st band.

dataset, Indian Pines, respectively. From Figure 3.1, it is clear that these three
consecutive bands possess high similarity which can be translated as strong spectral
correlation. To better visualize this correlation, the correlation coefficient is applied
to provide a numerical measure of it as follows [118]:

Pm

− ā)(bi − b̄)]
2
2 Pm
i=1 (ai − ā)
i=1 (bi − b̄)

ρ(A, B) = qP
m

i=1 [(ai
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(3.1)
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Figure 3.3: Correlation coefficient between two adjacent bands of Indian Pines.

where ai and bi denote the individual pixels in arbitrary spectral band A and B
of a hyperspectral image dataset, respectively, ā and b̄ represent the mean of spectral
bands A and B, respectively, and m is the total number of pixels in one band.
Figure 3.3 shows the correlation between two consecutive bands of Indian Pines,
from the 1st band to the 200th band. For most bands, the correlation value ρ(A, B)
is close to one, although the dynamic range of pixels can be large and different in
neighboring bands. However, in certain bands, this correlation decreases and even
becomes very weak. This could be because, in these bands, the signal associated
with these frequencies is greatly attenuated by the atmosphere or the materials being imaged [90]. In other words, noise becomes the dominant factor in these bands.
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Figure 3.2 shows three noisy bands (87th , 90th and 91st band). Therefore, it is easy to
foresee the potential performance degradation using predictive model on these noisy
bands.
The focus of this work is to develop efficient lossless compression methods on
ROIs in the hyperspectral imagery with no-data regions. Figure 3.4 gives an example of ROI with no-data region in one hyperspectral image. Non-ROI pixels in this
hyperspectral image are all shown in white whereas these colored pixels are all from
one ROI. While the ROI has an arbitrary shape spatially (x and y dimensions), it
has the same shape in each spectral band (the z dimension). Among those ROI pixels, some of them have non-ROI pixels in their causal context. We call these pixels
boundary pixels (colored in dark green in Figure 3.4). Note that, for any ROI pixel,
its co-located pixels from previous bands are always considered available at predictor
because they will be decoded prior to the current pixel at decoder side. In contrast,
those ROI pixels whose causal context pixels belong to the ROI are called full-context
pixels (colored in light green). The existence of ROIs in the hyperspectral images
creates the boundaries separating the ROI and non-ROI pixels in the spatial dimension. This issue is often addressed by extending this boundary [78] in SA transform
based methods. Furthermore, non-ROI pixels can be skipped during the bitplane
coding in those transform-based methods. In contrast to transform-based methods,
boundary pixel issue is not trivial for prediction-based methods because of lack of full
context support, which makes prediction accuracy inconsistent for boundary pixels.
The prediction becomes less accurate for those cases in which a ROI pixel has only
one ROI pixel in its context. The simplest solution to this problem is to pad certain
26

Figure 3.4: A sample ROI with no-data region in an hyperspectral image. Boundary
pixels are colored in dark green while full-context pixels are colored in light green.
The red pixel is a randomly selected ROI pixel at the current band with two colocated
pixels from previous bands colored in blue.

pre-selected constants to those boundary pixels’ contexts to make up for those missing context pixels. But this substitution could cause a new problem: it may degrade
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the prediction performance and produce relatively larger residuals since the padded
constants do not reflect the actual statistics of the local image signal. As a result,
the overall compression ratio may suffer from this potential degradation. It is worth
noting that some ROI identification methods may create some random dots-or-holes
type ROI pixels out of false detection. Thus, those dots-or-holes like ROI pixel do not
have any ROI pixel in their context. Naturally, it is impossible to apply any existing
prediction scheme for this special ROIs of arbitrary shape and size in the hyperspectral image. Hence, adaptive modifications to those aforementioned prediction-based
methods are required in order to apply to ROIs with no-data regions.
The problem of lossless compression of ROIs within hyperspectral imagery has
been formulated with the concepts of boundary and full-context pixels. Next, an information theoretic analysis will be formalized to provide a statistical foundation for the
prediction based method with separate coding scheme proposed in [35], respectively.

3.2

Information Theoretic Analysis

Generally, prediction-based lossless compression utilizes the causal context pixels to estimate the value for each one of the pixels in the 2-D image. The values of
those context pixels will be available at the decoder during the decoding to allow for
lossless reconstruction. However, for some of ROI pixels, part of its causal context
belongs to no-data regions and are not available to the predictor. As a result, prediction scheme yields much more inaccurate performance. As discussed in previous
section, boundary pixels inevitably exist in each band of one hyperspectral image,
especially when ROIs are of irregular shape and large size. Fortunately, there is no
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such problem along the spectral dimension of the hyperspectral image, given the fact
that membership to ROI or no-data regions only affects pixels in the 2-D spatial scenario. Naturally, it is reasonable to separate prediction scheme into two stages and
apply different predictors accordingly [35].

3.2.1

Prediction Scheme
Similar to analysis in [91], the potential compression gain that can be achieved

is evaluated using an information-theoretic analysis. We investigate how the general
information changes with different prediction schemes for boundary and full-context
pixels and estimate the potential improvement.

3.2.1.1

2-D Spatial Prediction

Each band of one hyperspectral image can be considered as a 2-D image. In
other words, the entire hyperspectral image can be treated as a pile of such 2-D
images. So each band of the hyperspectral image will be analyzed independently
from the other bands. Moreover, we only work on one band at a time so that only
spatial correlation will be exploited. We treat a 2-D image as a random variable X
so that the average amount of information contained in this image is given as the
entropy H(X). Thus, X takes the values in the set A = {0, 1, ..., 2NB − 1} whose
cardinality equals 2NB where NB is the bpp data format for this hyperspectral image.
So the entropy H(X) can be further computed as H(X) = −
pi = P (X = i), i = 0, 1, ..., 2NB − 1.
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P

i∈A

pi log2 pi where

As we have already discussed, causal context pixels shown in the Figure 3.4 are
commonly used as inputs to the predictor to make the estimation. Therefore, the prediction scheme can be mathematically modelled by the conditional entropy because
conditional entropy quantifies the uncertainty associated with random variable when
conditional random variables are known. We denote the context of each pixel as Cj
and the conditional probability is actually a contextual probability, pi|Cj . The conditional entropy can be redefined as H(X|Cj ) = −

P

i∈A

pi|Cj log2 pi|Cj . Then the condi-

tional entropy of the entire image can be computed as: H(X|C) =

P

j

p(Cj )H(X|Cj ),

where p(Cj ) represents the probability of j th causal context. Boundary pixels, as
we defined earlier, only have part of their full causal contexts so the context Cb of
each boundary pixel is just a subset of the full context C, i.e., Cb ⊂ C. It follows H(X|Cb ) ≥ H(X|C) by the convexity of H, which indicates that the minimum
achievable bit rate for boundary pixels is usually larger than that of full-context pixels. So we propose to apply different 2-D spatial predictors to boundary pixels and
full-context pixels, respectively, in order to minimize H(X|Cb ) and H(X|C) at the
same time to eventually reduce the conditional entropy of each spectral band.

3.2.1.2

1-D Spectral Prediction

Spectral prediction is relatively easy because for each ROI pixel in each band,
the previous multiple bands of co-located pixel can be used as its context for prediction. In other words, each ROI pixel has a full support from its context in spectral
dimension so that the boundary pixel problem in the 2-D spatial domain does not exist in the spectral dimension. Moreover, [91] proved mathematically the effectiveness
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of decorrelating the dependency between the current band and previous band using
a similar conditional entropy analysis model. Here only ROI pixels will be considered instead of the entire hyperspectral image given the fact that no-data regions do
not carry any useful information and their intensity values are not accessible either.
Thus, a linear multiband prediction scheme can be easily applied to those ROI pixels
with minimal modification regardless of boundary or full-context pixels. For example,
in Figure 3.4, an arbitrary ROI pixel (colored in red) can be estimated by a linear
combination of its colocated pixels from previous bands (colored in blue).

3.2.2

Entropy Coding
It has been widely accepted that the global statistics of residuals from a pre-

dictor in one image can be well-modelled by a Geometric Distribution (GD) starting
from zero [109]. Therefore, in this section, we analyze the residuals of ROIs and
propose a new model based on GD to analyze the statistics of residuals of ROIs in
the hyperspectral image.
After the aforementioned two-stage prediction, two different prediction methods are applied to boundary and full-context pixels separately. Residuals produced
for boundary and full-context pixels tend to have different statistics as pointed out:
the conditional entropy for boundary pixels are usually larger than full-context pixels. Therefore, we propose that GD with different parameters, named as Mixture
Geometric Model (MGD), depicts the statistical characteristics of the residual data
for boundary and full-context pixels more accurately. Before we present the details
of this MGD model, we define two ratios for each band:
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ROI Ratio:
# of ROI pixels
,
T otal # of pixels

(3.2)

# of Boundary pixels
,
# of ROI pixels

(3.3)

R1 =

Boundary Ratio:

R2 =

According to our assumption, the distribution of residuals of boundary pixels
is modelled by one GD:

Pb (i) = (1 − θb )θb i , i ∈ Z+ , θb ∈ (0, 1).

(3.4)

While the distribution of residuals of full-context pixels is similarly modelled
by another GD:
Pf (i) = (1 − θf )θf i , i ∈ Z+ , θf ∈ (0, 1).

(3.5)

To our best knowledge, all the existing ROI lossless compression methods apply
only a single coder to the entire ROI. Thus, a single estimated GD will be computed
to model the residuals of entire ROI. We call this single geometric model (SGD) in
order to differentiate it from our proposed MGD. Let’s denote this estimated GD as:

Pe (i) = (1 − θe )θe i , i ∈ Z+ , θe ∈ (0, 1).

(3.6)

where parameter θe can be estimated from the sample residuals of all the ROI pixels
including boundary pixels and full-context pixels.
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Figure 3.5: Simulation results of ∆H when θb = 0.7.

Thus, the average number of bits required to encode the boundary pixels using
this estimated distribution can be represented using cross-entropy:

HPb |Pe = −

∞
X

Pb (i) log2 (Pe (i))

(3.7)

i=0

Similarly, the average bit rate required to encode the full-context pixels using this
estimated distribution can be represented as:

HPf |Pe = −

∞
X

Pf (i) log2 (Pe (i))

i=0

33

(3.8)
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Figure 3.6: Simulation results of ∆H when θb = 0.8.

However, in our proposed model, the minimal average bit rate needed to encode
boundary pixels and full-context pixels are defined as their entropies respectively:

HPb |Pb = −

∞
X

Pb (i) log2 (Pb (i))

(3.9)

Pf (i) log2 (Pf (i))

(3.10)

i=0

HPf |Pf = −

∞
X
i=0

Finally, the additional bit rate required to encode boundary pixels and full-context
pixels by using estimated distribution Pe in contrast to using Pb and Pf respectively
can be computed as: HPb |Pe − HPb |Pb and HPf |Pe − HPf |Pf . If we further simplify these
two equations, it is easy to derive these two entropy difference equations into the
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Figure 3.7: Simulation results of ∆H when θb = 0.9.

following expression:

∆HPb = HPb |Pe − HPb |Pb
= −

∞
X

Pb (i) log2 (Pe (i)) +

i=0

=

∞
X

Pb (i) log2 (

i=0

∞
X

Pb (i) log2 (Pb (i))

i=0

Pb (i)
)
Pe (i)

= KL(Pb ||Pe )
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(3.11)

∆HPf = HPf |Pe − HPf |Pf
= −

∞
X

Pf (i) log2 (Pe (i)) +

i=0

=

∞
X

Pf (i) log2 (Pf (i))

i=0

Pf (i) log2 (

i=0

∞
X

Pf (i)
)
Pe (i)

(3.12)

= KL(Pf ||Pe )

which correpond to the Kullback–Leibler (KL) distance [119] between the exact probability distributions Pb and Pf and the estimated one Pe respectively. More specifically,
Equation 3.4 and Equation 3.5 can be plugged into Equation 3.11 and Equation 3.12
respectively and yield:

∆HPb = KL(Pb ||Pe )
= log2 (

1 − θb
θb
θb
)+
log2
1 − θe
1 − θb
θe

(3.13)

∆HPf = KL(Pf ||Pe )
= log2 (

1 − θf
θf
θf
)+
log2
1 − θe
1 − θf
θe

(3.14)

Hence, the total bit rate saving by encoding all the pixels using MGD based
separate coding can be computed as the weighted KL distances where the weights are
determined by the ratio R2 :

∆H = R2 · KL(Pb ||Pe ) + (1 − R2 ) · KL(Pf ||Pe )
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(3.15)

Our goal is to evaluate the potential gain that can be achieved if MGD-based
coding is employed. To make a fair comparison, we use this ∆H as a cost function.
So the optimal estimated Pe can be obtained by minimizing this cost function. After
solving d∆H/dθe = 0, we have



1 R2 · θb (1 − R2 )θf
1
=
+
.
1 − θe
θe 1 − θb
1 − θf
Let K =

R2 ·θb
1−θb

+

(1−R2 )θf
,
1−θf

(3.16)

then the optimal θe is computed as:

θeopt =

K
.
K +1

(3.17)

Furthermore, we can rewrite the equations above in terms of sample mean
µb , µf and µe for each geometric distribution, Pb , Pf and Pe given the fact that µ =
θ/(1 − θ) for the geometric distributions. It can be further shown from Equation 3.17,
we can further derive that µopt
e = R2 × µb + (1 − R2 )µf , which is exactly the sample
can be replaced with µb and µf to express ∆H as
mean of this MGD. So this µopt
e
a lower bound of performance gain using MGD, since this optimal estimated Pe is
already the solution to the minimizer of ∆H.
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After subsitituting µb , µf and µe into Equation 3.18 and Equation 3.19 and
simplifying the equations, we find that,

θb
θb
1 − θb
)+
log2
1 − θe
1 − θb
θe
µe + 1
µb
+ (1 + µb ) log2 (
)
= µb log2
µe
µb + 1
µb
= µb log2 [
]
R2 · µb + (1 − R2 )µf
R2 · µb + (1 − R2 )µf + 1
+(1 + µb ) log2 [
]
µb + 1

∆HPb = log2 (

1 − θf
θf
θf
)+
log2
1 − θe
1 − θf
θe
µf
µe + 1
= µf log2
+ (1 + µf ) log2 (
)
µe
µf + 1
µf
= µf log2 [
]
R2 · µb + (1 − R2 )µf
R2 · µb + (1 − R2 )µf + 1
+(1 + µf ) log2 [
]
µf + 1

(3.18)

∆HPf = log2 (

(3.19)

One of the important properties of the KL distance, KL(P ||Q) ≥ 0, known
as Gibbs’ inequality, guarantees that ∆H, the total saved bit rate, is always nonnegative. In other words, we can always benefit from using MGD under our assumption.
To show the effectiveness of this MGD model numerically, a simple simulation
has been conducted: a total number of 5 × 105 data points are first generated using a
mixture of two geometric distributions R2 × Geom(θb ) + (1 − R2 ) × Geom(θf ) where
R2 , the boundary pixel ratio, determines which GD source is the dominant one. We
define ∆θ = θb − θf as a measurement of the deviation of θf from θb and we fix θb at
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{0.7, 0.8, 0.9}. Owing to a large pixel intensity range of the hyperspectral images, it
is very likely that the prediction residuals are still considerably large. Moreover, the
prediction of boundary pixels in the ROI suffers insufficient context, which produces
typically larger residuals compared to the full-context pixels as shown in our prior
analysis. So it is reasonable to assume θb is relatively larger than θf in this experiment
for a better approximation of the real case. Therefore, ∆θ is set to vary from 0 to 0.1 at
step size of 0.01 in our simulation. For each pair of R2 and ∆θ, the corresponding ∆H
values were computed using Equation 3.15 and reported in the Figure 3.5-Figure 3.7.
It can be seen that ∆H increases with ∆θ generally. This means that the advantage
of the MGD model becomes most pronounced when θb and θf deviates the most from
each other. Also, we can see that the ∆H tends to maximize as R2 approaches 50%.
As mentioned earlier, R2 determines which GD dominates this simulated data from
two mixed sources. In the case of R2 = 50%, two GDs play an equal role in this mixed
data, therefore the separate coding based on the MGD model is expected to provide
the largest possible coding gain than the SGD model. In addition, the range of each
colorbar in Figure 3.5-Figure 3.7 show the theoretical performance gain of the MGD
model over SGD model corresponding to different θb . Obviously, this gain increases
as θb goes higher (up to 1). As we have explained, high θb value can actually better
approximate the real case.
After the MGD model being established, two separate entropy coders are employed on the boundary and full-context pixels subsequently. Golomb-Rice codes
[120, 121] are often used to compress prediction residuals found in many data compression applications [109, 122]. Parameterized with a single integer, Golomb-Rice
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codes are easy to implement, and are optimal for sources with geometric distribution.
However, coding parameter has to be estimated from the input data, which might deviate from the assumed geometric distribution. And the efficiency of the Golomb-Rice
codes depends directly on the estimation accuracy [123].
Specifically, a geometrically distributed source X is defined as follows:

P (X = k) = (1 − p)pk ,

(3.20)

where p ∈ (0, 1) and k is a non-negative integer. Given p, the minimal expected code
length is achieved by selecting a coding parameter m as follows [124]:


m = log2

log(1 + p)
−
log p


,

(3.21)

which plays a central role in the actual coding process as described in [120]. In
practice, we often estimate m from the input data. For example, [95] used the following formula to estimate m from the prediction residuals for hyperspectral data
compression.
 l
 µ m
,
m = max 0, log2 −
2

(3.22)

where µ is the arithmetic average of the data to be coded. In this research, the parameters for two separate Golomb-Rice coders are estimated according to the Equation 3.22.
Based on this information theoretic analysis framework, we will introduce three
predictive lossless compression methods on ROIs with no-data regions for the hyper-
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spectral imagery in the next three chapters: Least Mean Square filtering for Regions
of Interest (ROI-LMS), Maximum Correntropy Criteria based Least Mean Square
filtering (MCC-LMS) and a two-stage predictor using Context Similarity Weighted
Averaging filter and Recursive Least Squares (CSWA-RLS).
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CHAPTER 4

LEAST MEAN SQUARE FILTERING FOR REGIONS OF INTEREST

A 3D prediction method proposed in [95], named as “Fast Lossless” (FL) can
efficiently capture the potentially strong spatial and spectral correlations within the
hyperspectral image data, thereby yielding efficient data compression. However, for
the problem of ROI compression, the context model used for prediction in [95] could
be crippled by incomplete contexts in the absence of non-ROI pixels. To this end,
we propose to use only pixels belonging to a predefined ROI to produce an estimate
for the current data sample. Intuitively, pixels in a certain ROI tend to share certain
similarity, making them good candidates to predict other pixel values within the same
ROI. Therefore, a new prediction method based on ROI pixels as the contexts was
proposed. Depending on whether a ROI pixel is a boundary pixel or a full-context
pixel, we can use either a simple averaging method, or an adaptive LMS filtering
method, similar to that used in [95]. In the following, we give a brief introduction to
this adaptive LMS filtering method.
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4.1

Adaptive LMS Method

Following the work in [95], the sign algorithm, which is a variant of LMS
filtering, was applied to predict the pixel values. The difference between the estimated
pixel values and its actual values (i.e., the residuals) are encoded into the compressed
bitstream by using Golomb-Rice code because of its simplicity and efficiency. The
decoder will duplicate this prediction operation on the previously decoded samples
and reconstruct the pixel values by adding the predicted values and decoded residuals
together.

Y
Z
X

Previous
three bands
Current band

Current pixel

Figure 4.1: The 3D context adaptive prediction: current pixel is colored in red and
its context pixels used in the prediction are colored in blue.
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One can start with the upper-left pixels to encode the pixel one-at-a-time
in a raster scan order for a certain ROI within a given spectral band. For ease of
comparison, we adopt the notations of [95] in the following discussions. For each ROI
pixel k, an estimate of its value dˆk = wkT uk , where uk and wkT represent an input vector
and the weight vector associated with it respectively. Hence, the error between the
estimate and actual value will be computed as ek = dˆk − dk , given the actual value is
dk . In the process of predicting all the pixels of the ROI, the weights will be updated
by the sign algorithm: wk+1 = wk − µ · uk · sign(ek ), where µ is defined as a positive
scalar defined as the learning rate for LMS algorithm. In a specific implementation,
index k indicates the current pixel of the ROI and increases sequentially when we
move to the next pixel.
Figure 4.1 illustrates the 3D context model for the sign algorithm. The bottom
layer represents the current spectral band and upper three layers are the previous three
spectral bands. The spectral band is indexed by z while x and y are the 2D spatial
coordinates of the image in a specific spectral band. The current pixel is colored in
red and its causal neighborhood pixels are colored in blue.
Initially, the local mean estimation and subtraction method is employed to ensure the sign algorithm would yield a good steady-state performance with a sufficiently
fast convergence. Hence, within each spectral band, a causal neighborhood pixel set
illustrated above is used to generate the estimate value of current centered pixel by
simply computing the arithmetic average. Denote the current pixel as I(x, y, z) and
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its local mean is computed as:

ˆ y, z) = I(x − 1, y − 1, z) + I(x − 1, y, z) + I(x, y − 1, z) .
I(x,
3

(4.1)

Once we compute the local mean for each pixel, we subtract this local mean
from each pixel to provide entries for the input vector uk defined in (Equation 4.2).
In this 3D context model, the input vector has six input entries (colored in blue in
Figure 4.1): three of them are from the causal neighborhood pixel set, and one pixel
each from the three previous bands.



ˆ y, z)
 I(x − 1, y − 1, z) − I(x,


 I(x − 1, y, z) − I(x,
ˆ y, z)



 I(x, y − 1, z) − I(x,
ˆ y, z)


uk = 
 I(x, y, z − 1) − I(x,
ˆ y, z − 1)




ˆ y, z − 2)
 I(x, y, z − 2) − I(x,


ˆ y, z − 3)
I(x, y, z − 3) − I(x,





















(4.2)

This 3D context prediction technique estimates each pixel value by using fully
the 2D spatial and spectral neighborhood. After all the ROI pixels are visited, the
difference (or error), ek = dk − dˆk , is then mapped to a non-negative value by using
the following function:

f (n) =






2n, if n ≥ 0,
(4.3)



 −2n − 1, if n < 0.
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In actual implementations, rounding the error ek to the nearest integer is
required before this mapping and the decoder will duplicate this operation to ensure
lossless decoding and reconstruction. After the mapping, all the error values are nonnegative so that the Golomb-Rice code will be applied. The coding parameter (2k )
of the Golomb-Rice code encoding performance can be estimated based on the data
to be coded [95]. More specifically, k is chosen such that

k = min{k : 2k > avg},
k

(4.4)

where avg denotes the arithmetic average of the non-negative residuals over each
spectral band. Note that there is one coding parameter (power of 2) chosen for each
band. Hence, all these parameter values should be kept in the compressed file header
as side information.

4.2

ROI Pixel Prediction

Prior to applying the LMS filtering method, a binary ROI map should be
created to let the predictor know whether a pixel belongs to this ROI or not. Figure 4.2(a), Figure 4.2(c), Figure 4.2(e) and Figure 4.2(g) show the four ROI maps
associated with the four ROIs in our test dataset. The binary map for each ROI can
be compressed using an arithmetic code. Since the ROI map can be compressed to
a fairly small size compared to the size of bitstream for image data, the bits for the
ROI maps were not involved in the performance evaluation of the proposed method.
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Given the arbitrary-shape nature of the ROI’s, we modified the 3D prediction
model in [95] so that the prediction would be based on ROI pixes only, as indicted by
the binary ROI map. Figure 4.3 shows a total of 7 cases for ROI pixels prediction,
where the yellow (darker in black and white version of the paper) block refers to
the current pixel to be predicted.

0 0

0 and 0 10 represent non-ROI and ROI pixels

respectively. Since some pixels in the causal neighborhood do not belong to the ROI,
these non-ROI pixels will not be used in the prediction. For instance, in Figure 4.3(f),
one of the causal pixels is not a ROI pixel. So the corresponding entry of uk is set
to 0. That is, the boundary pixels without only two (out of three) causal pixels from
the same ROI will be predicted using an incomplete context. Note that the estimated
local mean of each ROI pixel should be changed accordingly. Besides, if a spectral
band does not have three previous bands, the entry associated with each missing band
of the input vector is set to 0 as well.
Nonetheless, there is a potential issue with incomplete contexts. Since the
prediction error of the current pixel will be used to determine the weights of the
adaptive LMS filter for subsequent pixels, large errors caused by incomplete contexts
will accumulate, thereby degrading the downstream prediction performance. Figure 4.2(b), Figure 4.2(d), Figure 4.2(f), Figure 4.2(h) clearly illustrate this problem.
Those brighter colored pixels (with colors closer to the red end of the color bar) in
these figures represent pixels with large prediction errors, most of which are boundary
or isolated pixels. Since these boundary pixels suffers from a highly incomplete context, we propose to use a simple averaging of their contexts instead of LMS filtering
to predict these pixels. Consequently, boundary pixels will not be used to compute
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the weights for complete-context pixels in updating the weights for the LMS filter,
which now involves only the complete-context ROI pixels. One can quickly determine
if a ROI pixel is a boundary pixel or not by checking their causal neighborhood as
shown in Figure 4.3.

4.3

Entropy Coding

It is well known that Golomb-Rice codes provide efficient coding for data
with distributions close to the geometric distribution [90, 95, 109, 120]. We studied
the empirical distributions of the prediction residuals. As an illustrative example,
Figure 4.4(a) shows the histogram of residuals generated by LMS prediction for ROI
10. While prediction residuals are often modeled by geometric distributions [109],
Figure 4.4(a) shows that the “ups and downs” in the tail deviates from a standard
geometric distribution. Since ROI pixels consists of both boundary pixels and fullcontext pixels, Figure 4.4(b) and Figure 4.4(c) show the histograms for these two
types of ROI pixels, respectively. It is seen that the histogram of the residuals of
boundary pixels deviate more from the geometric distribution than that of the fullcontext pixels, which agrees well with the residual images shown in Figure 4.2(b),
Figure 4.2(d), Figure 4.2(f), Figure 4.2(h). These observations motivated us to use
two separate encoders with different coding parameters, one for boundary pixels, and
the other for full-context ROI pixels.
Since two separate Golomb-Rice encoders will be used, coding parameters are
estimated using Equation 4.4, where the average of residuals will be calculated using
the set of boundary pixels and the set of full-context ROI pixels, respectively. After
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Golomb-Rice coding, two bitstreams will be generated and concatenated to form
the overall compressed data file. In addition, coding parameters chosen for the two
Golomb-Rice encoders for each band should be retained in the file header to aid in
decoding.
Decoder will decode those two bitstreams using the Golomb-Rice decoders
with coding parameters retrieved from the file header and then map the decoded
data back to their original signs by reversing the mapping Equation 4.3. The pixel
values will be reconstructed losslessly by adding the decoded residuals back to the
predicted values based on the decoded causal contexts.

4.4

Parameter Setup

This method has only one parameter to tune, which is the LMS learning rate
(µ) for full-context ROI pixels. Extensive simulations show that µ = 10−9 produced
the best compression performance. Figure 4.5 shows the compressed bit rates of ROI
0 of sample dataset, Indian Pines corresponding to different mu values.
This method was proposed to target the lossless compression of ROIs in the
hyperspectral image. A simple arithmetic average filtering is applied to the boundary
pixels while conventional LMS is applied on full-context pixels followed by a separate
Golomb-Rice coding scheme. To our best knowledge, this method was the first attempt to solve hyperspectral image ROIs with no-data regions lossless compression
problem using prediction method. The performance of this method will be verified
along with other methods on multiple experiments later in Chapter 7.
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(a) ROI 0 binary map.

(b) ROI 0 residual image.
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(c) ROI 4 binary map.

(d) ROI 4 residual image.
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(e) ROI 10 binary map.

(f) ROI 10 residual image.
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(g) ROI 11 binary map.

(h) ROI 11 residual image.

Figure 4.2: Band 30 ROI’s and residual images: ROI 0, 4, 10, 11 are shown in
(a),(c),(e),(g) while their corresponding residual images are shown in (b), (d), (f),
(h).
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Figure 4.3: Seven boundary pixel cases: (a)-(g).

51

150

100

50

0

2000

4000

6000

8000

10000

12000

14000

(a) ROI 10 residual histogram.
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(b) Full-context ROI pixel residuals.
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(c) Incomplete-context boundary pixel residuals.

Figure 4.4: ROI 10 residual histograms: horizontal axis represents the pixel intensity
value and vertical axis represents the number of pixels.
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Figure 4.5: Bit rate (bpp) vs. learning rate µ on ROI 0 of sample dataset, Indian Pines. Note that log10 (µ) is shown in the horizontal axis for display purpose.
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CHAPTER 5

PREDICTIVE LOSSLESS COMPRESSION OF REGIONS OF
INTEREST IN HYPERSPECTRAL IMAGE VIA MAXIMUM
CORRENTROPY CRITERION BASED LEAST MEAN SQUARE
LEARNING

To the best of our knowledge, [25] was the first attempt to solve this ROI
only lossless compression problem by modifying the LMS predictor in FL adaptively,
thereby achieving good compression. The details of this work has also been presented
in Chapter 4. However, the LMS filtering is only optimal for Gaussian distributed
signal [108], whereas the prediction residuals more likely follow a Laplacian or Geometric distribution [109]. Thus, the performance of the conventional LMS predictor
may degrade because of the presence of non-Gaussian signals, especially in those very
structured regions of one image. To improve the robustness of the predictor, we introduce an adaptive filter based on the Maximum Correntropy Criterion (MCC) [106]. A
separate entropy coding of boundary and full-context pixels defined in Chapter 3 is applied to encode all the residuals to the compressed bitstream. MCC has been adopted
in many applications including classification [125, 126], channel estimation [127], sys-
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tem identification and noise cancellation [108], etc. However, this would be the first
time MCC was used in data compression.

5.1

5.1.1

The MCC-LMS Based Predictor

MCC-LMS
Correntropy was developed as a local similarity measure between two random

variables X and Y in [106], defined by:

Vσ (X, Y ) = E [κσ (X − Y )] ,

(5.1)

where κσ is a positive definite kernel with kernel width controlled by the parameter
σ, and the expectation E(·) is practically computed using sample arithmetic average.
By following [108], we choose the normalized Gaussian kernel with variance σ as the
kernel κσ (·) =

(·)2

√ 1 e− 2σ2 .
2πσ

In [106], Taylor series expansion was applied on the exponential term in the
kernel in Equation 5.1 so that the Correntropy can be viewed as a generalized correlation function containing even higher order moments of the error signal X − Y . Also,
it is justified in [106] that localization introduced by the kernel can reduce the detrimental effects of outliers and impulsive noise while second-order statistics, like Mean
Square Error (MSE), may suffer from bias in these conditions. The good behaviour of
second order moment and fast convergence of the higher order moments are combined
into this Correntropy measure. An adaptive filter was developed by replacing the conventional MSE with this Correntropy as the cost function. The detailed properties
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of Correntropy with derivation and analysis can be found in [106]. Assume we have
a pair of random variables with a finite number of samples {di , yi }N
i=1 where N is the
number of samples in each random variable. For example, di and yi can be viewed
as the actual pixel value and its estimate, respectively, in this work. Furthermore,
the estimate yi can be computed as yi = WTi Xi , a linear weighted average of input
vector Xi . The Correntropy based cost function, at nth time instant, can be written
as:
1
Jn = √
N 2πσ

n
X

2

exp

i=n−N +1

−(di − WTn Xn )
2σ 2

!
,

(5.2)

where Wn is the filter weight at the nth time instant. Since it is not easy to find
the weight W to maximize this cost function analytically, iterative gradient descent
method is chosen with a small learning rate µ. After computing the gradient of Jn
w.r.t Wn , we obtain:

Wn+1

µ
= Wn + √
N 2πσ 3

n
X




exp

i=n−N +1

−ei 2
2σ 2




ei Xi ,

(5.3)

where ei = di − WTn Xn . Inspired by the stochastic gradient, N is set to 1 to approximate the sum in Equation 5.3. Therefore,

Wn+1

µ
exp
= Wn + √
2πσ 3



−en 2
2σ 2


en X n ,

(5.4)

which is very similar to the weight updating function of LMS. In fact, this Correntropyinduced updating function can be viewed as LMS with a self-adjusting learning rate,
which reflects the outlier rejection property of the Correntropy. It is worth noting
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that this MCC-LMS is more robust to the outliers at almost no additional cost of
algorithmic complexity compared to the conventional LMS.
9
8
7
6
5
4
3
2
1
0
(a) Spectral band 50.

(b) ROI Map.

Figure 5.1: Sample dataset, Pavia University (a), and ROI Map (b).

In many remote sensing applications, sensors are assigned to capture the images of scenes with complex structures, for example, streets or facilities in the city
landscape as shown in Figure 5.1. These structures will be reflected in the hyperspectral images as strong edges and corners. Besides, the boundaries of ROIs also
contribute to this structural complexity. This non-linearity property of the image
signal directly contributes to relatively larger residual values and consequently out-
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liers for the residual data distribution because linear predictors cannot fully reduce
the redundancy in these cases. Consequently, the compression performance will be
compromised. To improve the compression performance, we utilize the MCC-LMS
to tackle structured regions in the ROIs for its outlier rejection property. On the
other hand, convergence speed of the adaptive filtering plays a crucial role in the
prediction. Slow convergence often leads to less accurate estimation in the prediction. MCC-LMS provides a steady performance in the non-Gaussian condition with
a faster convergence compared to the conventional LMS. Therefore, MCC-LMS can
help greatly enhance the prediction accuracy, which will further contribute to better
compression.

5.1.2

MCC-LMS based Predictor
A hyperspectral image dataset has multiple spectral bands, and there exists

strong spectral correlation between consecutive bands. Although ROIs may have
irregular shapes, for any ROI pixel in a band, we have access to all the co-located
pixels from the previous bands. Irregular shape only affects spatial decorrelation of
one predictor. In our compression algorithm, we propose to use a two-stage predictor
followed by a separate entropy coding scheme. For the sake of low computational
complexity, we compute, band by band, the simple arithmetic average of all available
ROI pixels in the context of each ROI pixel as its estimate to reduce the spatial
redundancy. Note that the context of each ROI pixel is defined as the nearest four
causal pixels in this work. Moreover, for each ROI pixel in each spectral band, we
construct the input vector X by using the co-located pixels from three previous three
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bands and update the weight W using Equation 5.4 over all the raster-scanned ROI
pixels to make prediction until we reach the last ROI pixel in this band. Then, we
reset the parameters and weight W and repeat this MCC-LMS learning process for
the next band until we reach the end of the hyperspectral image dataset. In the end,
all the prediction values will be subtracted from the true value of each ROI pixels to
produce the residuals.

5.2

Entropy Coding

As pointed out in [25], a ROI pixel can be categorized into either boundary pixel
or full-context pixel according to its context condition. Since residuals of boundary
pixels tend to have relatively larger values, it is observed that they have different
statistics, i.e., two different underlying distributions. Golomb-Rice coding [120] is
known for its simplicity and minimal memory capacity requirement. Hence, in this
work, we employ separate Golomb-Rice coding on residuals of boundary and fullcontext pixels, respectively to generate the final bit sequence for the data transmission
and storage. The readers are referred to Chapter 3 for details of entropy coding.

5.3

Parameter Setup

We investigated with different parameters to achieve the best results. As a
result, we fix µ in Equation 5.4 at 0.1 in our test. Since the number of pixels in each
ROI varies, we propose a simple yet effective method to determine σ value adaptively
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according to the ROI size:

σ=





10, if M < T,

(5.5)




50, otherwise,
where M represents the number of pixels in a specific ROI in one spectral band and
threshold T is empirically set to 2000 in our test. A small σ value will lead to relatively
large actual learning rate and vice versa. Therefore, a large learning rate is selected
for ROIs with only a small number of pixels to converge fast.
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CHAPTER 6

A TWO-STAGE PREDICTOR USING CONTEXT SIMILARITY
WEIGHTED AVERAGING FILTER AND RECURSIVE LEAST
SQUARES

In this chapter, a novel two-stage predictor is presented based on the information analysis theoretic framework detailed in Chapter 3. Context-Similarity based
Conditonal Average spatial predictor and Recursive Least Squares filtering will work
jointly on the removal of the data redundancy within the ROIs of hyperspectral imagery.

6.1

6.1.1

Two-stage Prediction

Context-Similarity Based Conditional Average Prediction
At the first stage, a Context-Similarity based Weighted Average Prediction

(CSWA) approach is presented to remove the redundancy for ROIs of the 2-D spatial
image of each band. More specifically, this approach is designed to reduce the 1storder entropy of the residuals. Within the each band, boundary pixels and full-context
pixels are processed differently due to their inherent different statistical characteristics.
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window
Figure 6.1: 2-D CSWA: the center pixel is colored in red and its causal context
pixels are colored in blue with a dash dotted search window.

Context-based Conditional Average (CCAP) was proposed in [90] to work as
2-D spatial predictor for hyperspectral image. Also, Median Edge Detector (MED)
proposed in JPEG-LS [109] was initially designed as a 2-D natural image predictor and has been proved effective as 2-D spatial predictor for hyperspectral image
in [95]. However, CCAP method neglects strong nonlinearity in the common structured regions in the hyperspectral image. As a remedy to this nonlinearity problem,
we propose a 2-D spatial predictor based on context-similarity between the current
context and the contexts of ROI pixels in the support of current pixel. In contrast to
CCAP, instead of simple average, we take into account the context distance/similarity
needs to be taken into account to make more accurate prediction. This was motivated
by an image denoising method, non-local mean (NLM) filtering [128–132], which is
essentially a weighted average filter with high weights assigned to highly similar sam-
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ple context and low weights assigned to less similar sample context. Specifically, we
modify the CCAP method by assigning large weights to those ROI pixels whose causal
contexts are similar to the current context and vice versa. In our CSWA method,
multiple distances metrics can be used to measure the context similarity, sum of absolute difference (SAD), sum of L2 norm or context correlation. In our work, SAD is
selected for its computational simplicity.
Figure 6.1 illustrates this CSWA method by showing a small patch of pixels of
one arbitrary band. Given a full-context ROI pixel of one band in the hyperspectral
image xi,j (colored in red in Figure 6.1, its causal context is denoted as Ci,j (colored
in blue in Figure 6.1) which represents all the ROI pixels in its context. Besides, the
search window of current ROI pixel is denoted as S(i, j) (dashlined region in Figure 6.1
and its size equals Q(Q + 1)), which only includes all the available full-context pixels
in the causal neighborhood for local estimation whereas boundary pixels are excluded.
Therefore, our CSWA method can be described by the following equation:

P
yi,j =

(m,n)∈S(i,j)
P

wm,n I(m, n)xm,n

(m,n)∈S(i,j)

wm,n I(m, n)

(6.1)

where yi,j is the estimate of xi,j at the location (i, j) using its support S(i, j) and the
weight of each ROI pixel in the S(i, j) can be computed by:

wm,n =

1
D(m, n, i, j)
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(6.2)

where D(m, n, i, j) is the distance measure between the Cm,n and Ci,j . And the
selection factor I(m, n) is defined as:

I(m, n) =




 1, if wm,n > T,

(6.3)



 0, if else.
where T is an empirically chosen threshold to filter out those small weights which
normally mean high dissimilarity. It is worth noting that using this selection factor
will eliminate certain amount of pixels from contributing to the prediction. Thus,
when the number of pixels after the thresholding selection is not sufficient to make
an accurate estimate, a simple arithmetic average will be used to replace this CSWA.
Given the fact that boundary pixels do not have a complete context, it is not practical
to find pixels with similar context. Hence, similarly, simple arithmetic average of
available ROI pixels in the context will replace this CSWA for those boundary pixels.
CSWA predicts the ROI pixel values according to the similarities between its
context and the contexts of pixels in the support. Those pixels with highly similar
contexts will contribute more to the prediction than those with less similarity. This
approach works very well in those common structured regions because of the fact that
pixels with similar contexts almost always exist in those structured regions of image.

6.1.2

Recursive Least Square Filtering
Linear adaptive filtering techniques, such as Least Mean Square (LMS) [95],

Least Square (LS) [92, 93] and Kalman Filtering (KF) [91], have been proposed to
decorrelate the hyperspectral image for further compression. With some modifica64

tions, these adaptive filtering approaches can be used for hyperspectral image ROIs
as well [25]. But LMS suffers greatly from its slow convergence speed, which makes
the prediction much less accurate especially when the data size is not large enough to
guarantee convergence, which is often the case for ROIs within an image. LS and KF
perform better than LMS regarding the convergence speed. But they both require
matrix inversion operations which normally cost too much computation. Given the
fact that most RS applications are time-sensitive, LS and KF may not be the best
choice for lossless compression of the hyperspectral image. Recursive Least Square
(RLS) [107] filtering is known for its fast convergence speed and its relatively higher
but tolerable computational complexity. Thus, we choose RLS over other linear optimization methods for spectral prediction.
For each data point in the training sequence, RLS filtering recursively finds
the optimal weights that minimize the weighted linear least squares cost function
2

defined as |d − uT w| , where d, u and w are the desired data, filtering input vector
and weight vector respectively. So the input vector uM ×1 of each pixel is defined, in
this application, as the previous M bands at the same spatial location and d is the
pixel value at the current band. A brief description of this adapted RLS applied in
our ROI spectral prediction is given as follows:
1) Initialize w(0) = 0 and the auxiliary matrix P(0) = I where I is the
identity matrix of size M × M and  is a small constant; The ROI pixel index i = 1.
2) For ROI pixel i compute

r(i) = 1 + u(i)T P(i − 1)u(i),
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(6.4)

k(i) = P(i − 1)u(i)/r(i),

(6.5)

e(i) = d(i) − u(i)T w(i − 1),

(6.6)

w(i) = w(i − 1) + k(i)e(i),

(6.7)

P(i) = P(i − 1) − k(i)kT r(i).

(6.8)

3) Update ROI pixel index to the next ROI pixel i = i + 1 and repeat 2) till i
reaches NROI , where NROI represent the total number of ROI pixels for each band.
4) Reset w(0), P(0) and i for each band.
Apparently, this RLS filtering for spectral prediction is one online learning
optimization method, which is very suitbale for this on-the-fly application. Instead of
using only instantaneous values as in LMS, RLS filtering uses M most recent input
vectors and desired data. With better appoximation, it is reasonable for RLS to
converge faster than LMS. This feature facilitates RLS to be a better tool for spectral
prediction when the number of ROI pixels are insufficent. Note that RLS distributes
the computation load into each iteration as pointed out in [107]. Thus, though RLS
converges faster than LMS, its complexity is typically higher than LMS and actual
run-time cost increases with the number of pixels involved. However, for the ROI
lossless compression, the number of pixels in each ROI is generally much less than
the number of pixels in the entire image. So RLS seems to be a good fit for ROI
spectral prediction.
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6.2

MGD Golomb Coding Implementation

In Chapter 3, we have already analyzed the statistical characteristics of ROI
pixels and proposed a MGD model to guide the coding: apply two different GR coders
on prediction residuals of boundary pixels and full-context pixels respectively. It is
well-known that GR Coder are usually applied to encode data whose distribution is
GD. Given a nonnegative integer y, m-th order GR scheme encodes it in two steps:
a unary representation of by/mc, and a binary representation of y mod m using m
bits.
After two-stage prediction, residuals of the all the pixels including boundary
and full-context pixels are obtained and mapped to non-negative numbers for GR
coding using Equation 4.3. Note that it is necessary to round all the residuals to the
nearest integer before this mapping and the decoder will duplicate this operation to
ensure lossless decoding and reconstruction.
Since the actual bitsream length is controlled directly by the GR coder parameter, we implement these two GR coders by following the entropy coding configuration
specified in CCSDS 123 standard [96] for our MGD model. With the assistance of
this MGD model and two GR coders, all the residuals of ROI pixels of each band will
be encoded into two separate bitstreams for further processing.
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CHAPTER 7

NUMERICAL SIMULATION RESULTS AND ANALYSIS

7.1

Datasets and Simulation Setup

A total of four hyperspectral image datasets were tested: Indian Pines, Salinas, Kennedy Space Center (KSC) and Pavia University as listed in Table 7.1. Detailed information of these datasets can be found in [29]. Based on their classification
ground truth maps provided in [29], Support Vector Machine (SVM) based classification method proposed in [42] has been implemented to produce their ROI maps with
high accuracy. Figure 1.3 has already shown the ROI map of dataset, Indian Pines.
Next, Figure 1.4, Figure 1.5 and Figure 1.6 show the ROI map of the remaining
three datasets, Kennedy Space Center (KSC), Salinas and Pavia University, respectively. These figures illustrate that each ROI within these datasets are of certain
shape and size, which creates a very challenging task for most of the Shape Adaptive
ROI compression methods.
As we introduced in Chapter 1, large effort has been made to compress the hyperspectral image losslessly. However, to our best knowledge, there is not much work
focusing on ROIs in the hyperspectral image so far. Most of the existing hyperspectral
image lossless compression approaches require various types of modifications at dif68

Table 7.1: DATASETS USED IN THE NUMERICAL SIMULATION
Dataset
Size (Row × Column × Band ) # of ROIs
Indian Pines
145 × 145 × 200
17
Pavia University
610 × 340 × 103
10
Salinas
512 × 217 × 204
17
Kennedy Space Center
462 × 464 × 176
14

Wavelength Range (nm)
400-2500
400-2500
400-2500

ferent levels to adapt to ROI compression. So we only select to modify two most representative methods: 1) FL method from CCSDS standard 2) shape-adaptive JPEG
2000 method. Then, three predictive approaches presented in Chapter 4, Chapter 5
and Chapter 6 are included to build a comparison group with total number of five
methods. These five methods are summarized as follows:

1) The ROI-LMS method was proposed to target this lossless compression of ROIs
in the hyperspectral image [25]. A simple arithmetic average filtering is applied
to the boundary pixels while conventional LMS is applied on full-context pixels
followed by a separate GR coding scheme. However, LMS suffers from slow
convergence on ROIs of small size. In addition, even though separate coding
was utilized in that work, a thorough mathematical analysis was missing. The
new method we present in this paper aims to address these issues.
2) In CCSDS standard, a variable learning rate for LMS was proposed for the
entire hyperspectral image [95]. However, it is almost impossible to directly
apply this FL method to ROIs becuase of the typically irregular shape given
the fact its variable learning rate is designed and optimized based on the entire
hyperspectral image rather than ROIs. Hence, we modified this method by
applying an arithmetic averaging operation on boundary pixels, while LMS with
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fixed learning rate will be applied to full-context pixels only. It is worth noting
that separate (boundary/full-context pixels) coding scheme is not applied in
this method. This method is denoted as ROI-FL.
3) SA JPEG 2000 (SA-JP2K) was proposed in [34] to handle ROIs of hyperspectral image and achieved excellent lossy compression performance over other
transform-based methods.

SA JPEG 2000 utilizes the shape-adaptive dis-

crete wavelet transform to decompose the image signal into multiple subbands
with different corresponding coefficients. Then, these coefficients are encoded
into binary sequence using Embedded Block Coding with Optimal Truncation
(EBCOT). This algorithm is chosen for two reasons: 1) This is the first time
the concept of “ROIs with no-data regions was introduced; 2) This work was
based on two popular techniques: shape adaptive wavelet transform and JPEG
2000, and produced excellent performance. In order to make a fair comparison,
we removed the truncation and quantization of this work so that it can support
lossless compression.
4) MCC-LMS based method [26] utilized a Correntropy based Least Mean Square
filtering to replace traditional LMS predictor to remedy non-Gaussian situation.
Essentially, this new predictor is believed to be a LMS with self-adjusted learning rate. The actual predictor gradually adapts the weights in the MCC-LMS
to the local statistics of the data, which provides a good solution to model the
underlying distribution of ROI pixel residual data. This method is denoted as
MCC-LMS.
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5) A two-stage predictive ROI lossless compression consists of Context Similarity Weighted Average (CSWA) spatial prediction and Recursive Least Squares
(RLS) spectral prediction. Different from using simple averaging to remove the
spatial redundancy [90], a new dedicated spatial predictor, CSWA, is employed
to decorrelate spatially. Then, RLS filtering plays a crucial role to remove the remaining spectral redundancy in ROIs especially when ROI size is relative small,
which is believed to be difficult case for LMS based methods. This method is
denoted as CSWA-RLS.

7.2

Comparison of Bit Rates on Four Datasets

Table 7.2: COMPARISON OF BIT RATES (BITS/PIXEL) ON “INDIAN PINES”.
ROI# CSWA-RLS
0
6.68
1
8.68
2
6.59
3
6.74
4
7.26
5
6.73
6
6.60
7
9.25
8
6.72
9
10.62
10
6.52
11
6.44
12
6.88
13
6.73
14
6.48
15
7.01
16
7.77

MCC-LMS
7.10
7.06
7.20
7.31
7.96
7.00
6.97
7.07
6.92
7.07
6.99
7.00
7.40
6.82
6.92
7.68
8.09

ROI-LMS ROI-FL SA-JP2K
7.76
8.46
9.03
7.05
10.02
11.29
7.35
10.62
9.87
7.62
10.38
10.04
7.83
8.56
9.91
6.87
9.81
9.26
7.04
9.21
9.22
6.93
9.75
11.35
6.84
9.00
9.08
7.26
10.16
11.46
7.10
10.56
9.96
7.20
10.24
9.57
7.46
10.52
9.84
6.80
9.56
9.21
6.98
7.94
8.91
7.61
8.93
9.72
7.98
10.47
10.88

R1
51.25
0.22
6.84
3.76
1.13
2.30
3.55
0.13
2.28
0.10
4.59
11.73
2.87
0.98
5.99
1.84
0.44

R2
21.27
56.52
36.09
38.81
23.21
26.65
27.75
57.14
15.42
100
36.75
28.83
32.28
20.98
14.14
21.50
39.78

Table 7.2 shows the bit rates achieved by five different lossless compression
methods on each ROI of the test dataset, Indian Pines, shown in Figure 1.7. All the
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lowest bit rates are highlighted in bold for all the tables in this section. As shown,
it is obvious that ROI-LMS, MCC-LMS and CSWA-RLS methods outperform the
ROI-FL and SA-JP2K [34] in all 17 ROIs. Among these three methods, CSWA-RLS
yields lower bit rate than ROI-LMS and MCC-LMS methods except for some small
ROIs (ROI 1, 7 and 9 in Figure 1.7). ROIs of extreme small size (low R1 ratio) can
not provide sufficient pixels for adaptive online learning algorithm to converge though
RLS is known for its fast convergence speed. Thus, the multi-band prediction using
RLS produces less accurate estimate, which increases the bit rate of the compressed
bitstream. Similar problems can be observed later in other datasets. Additionally,
MCC-LMS method performs better than ROI-LMS in general because of adaptive
learning rate introduced in MCC-LMS adaptive learning. However, in the same ROI
1 and 7, ROI-LMS outperforms MCC-LMS by a small margin even though the bit
rates produced by these two methods are significantly lower than the general-case
winner, CSWA-RLS method.

Table
7.3:
COMPARISON
“PAVIA UNIVERSITY”.
ROI# CSWA-RLS
0
6.58
1
6.54
2
6.37
3
6.55
4
6.63
5
7.20
6
6.49
7
6.49
8
6.57
9
6.38

MCC-LMS
6.73
7.77
6.84
7.38
7.97
9.60
7.72
7.05
7.34
7.04

OF

BIT

RATES

(BITS/PIXEL)

ROI-LMS ROI-FL SA-JP2K
9.17
9.42
8.67
8.40
9.74
9.01
7.65
8.42
8.30
7.47
10.07
9.33
8.52
10.51
9.01
9.90
11.25
9.86
8.37
9.16
8.86
7.21
9.76
9.16
7.55
10.58
9.29
7.13
8.81
8.21
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R1
79.38
3.22
9.06
0.96
1.46
0.65
2.38
0.63
1.81
0.46

ON

R2
8.11
49.41
11.81
54.12
68.41
32.84
19.37
34.35
67.55
63.29

Table 7.3 shows the bit rates achieved by five different lossless compression
methods on each ROI of the test dataset, Pavia University, shown in Figure A.7.
Apparently, ROI-LMS, MCC-LMS and CSWA-RLS, three methods presented in this
thesis, still outperform the ROI-FL and SA-JP2K [34] in almost all 10 ROIs (ROILMS method yields slightly worse compression for ROI 5). Furthermore, CSWA-RLS
produces the lowest bit rate for all ROIs including those ROIs of extreme small size
(ROI 3, 5, 7 and 9). Apparently, MCC-LMS is the second best method but it still
suffers from insufficient pixels problem as ROI-LMS method does.

Table 7.4: COMPARISON OF BIT RATES (BITS/PIXEL) ON “SALINAS”.
ROI# CSWA-RLS
0
4.97
1
4.69
2
4.72
3
4.80
4
4.72
5
4.72
6
4.91
7
4.64
8
4.81
9
4.78
10
5.04
11
4.97
12
4.79
13
4.98
14
5.08
15
4.85
16
4.80

MCC-LMS
5.27
5.02
5.50
5.62
4.93
5.31
5.72
5.18
5.67
5.40
6.33
5.71
5.85
5.74
6.31
6.04
5.31

ROI-LMS ROI-FL SA-JP2K
6.80
7.42
7.38
5.48
6.56
7.07
5.74
6.35
7.13
5.28
6.39
7.56
5.29
5.91
8.00
5.12
6.35
7.64
5.92
6.68
7.84
5.07
5.84
7.19
6.48
7.69
7.72
5.24
6.21
7.27
6.55
7.65
7.42
6.19
8.56
8.44
5.59
7.65
7.66
6.04
8.72
8.37
6.68
8.54
8.13
6.63
8.03
7.94
6.07
6.10
7.07

R1
51.28
1.81
3.35
1.78
1.25
2.41
3.56
3.22
10.50
5.60
2.94
0.96
1.74
0.82
0.96
6.18
1.62

R2
8.91
8.37
5.37
10.07
27.80
15.30
10.51
11.63
19.93
5.61
8.11
16.37
10.47
20.79
18.20
32.21
9.53

In Table 7.4, the bit rates of comparison experiment conducted on the test
dataset, Salinas, is presented. As expected, ROI-LMS, MCC-LMS and CSWA-RLS
methods outperform the ROI-FL and SA-JP2K again in all 17 ROIs. Also, CSWARLS produces the lowest bit rate for all ROIs and outperform other four methods
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by a remarkable margin, which indicates this method can adapt to data statistics
fast and easily. In addition, bit rates produced by MCC-LMS method are generally
lower than the ROI-LMS except for ROI 3, 5, 7 and 12. This observation implies
MCC-LMS method cannot yield good performance on these small ROIs consistently
although this method produces relatively lower bit rates on other small ROIs such as
ROI 1, 4, 10, 13 and 14.

Table
7.5:
COMPARISON
“KENNEDY SPACE CENTER”.
ROI# CSWA-RLS
0
5.25
1
3.28
2
3.75
3
3.71
4
3.85
5
4.00
6
3.95
7
4.04
8
3.47
9
3.24
10
3.82
11
3.41
12
3.94
13
2.91

MCC-LMS
7.65
3.93
4.14
4.06
4.33
4.43
4.31
4.17
4.03
3.92
5.15
4.52
5.18
3.35

OF

BIT

RATES

(BITS/PIXEL)

ROI-LMS ROI-FL SA-JP2K
8.30
8.36
5.84
4.28
5.79
6.18
4.52
6.25
6.69
4.19
5.94
6.95
4.66
7.30
6.99
4.45
6.35
6.74
4.57
6.46
6.73
3.99
5.88
6.62
4.37
5.74
6.10
4.15
5.26
6.19
5.40
5.90
6.62
4.70
5.94
6.41
5.44
6.29
6.39
3.07
3.38
5.24

R1
97.57
0.36
0.11
0.13
0.12
0.07
0.10
0.06
0.20
0.25
0.19
0.20
0.23
0.43

ON

R2
1.55
34.67
61.21
59.21
76.19
45.83
59.23
42.02
49.30
33.46
30.85
26.32
37.25
18.30

Table 7.5 shows the bit rates achieved by five different lossless compression
methods on each ROI of the test dataset, Kennedy Space Center, shown in Figure A.9.
There are many extremely small ROIs within this dataset while the background (ROI
0) takes the majority of pixels (R1 = 97.57%). Therefore, R2 ratios are generally
very high for ROI 1-13 compared to that in ROI 0. Not surprisingly, CSWA-RLS
method becomes the winner again in this comparison. However, it is very interesting
to see that SA JPEG 2000 method produces the second best result on ROI 0 in
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contrast to other three methods. In fact, there exists substantial impulsive noise in
this dataset. Hence, four predictive methods (CSWA-RLS, MCC-LMS, ROI-LMS
and ROI-FL) do not do very well on the ROI 0 although CSWA-RLS method still
yields the lowest bit rate. SA JPEG 2000 utilizes the shape-adaptive discrete wavelet
transform which can be viewed as a global method and has shown good robustness
against the impulsive noise. As a result, SA JPEG 2000 produces the second lowest
bit rate for this particular ROI. In general, MCC-LMS method is still the second best
method because ROI-LMS method outperform MCC-LMS method only for ROI 13.
12
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Figure 7.1: Compression bit rates on Indian Pines.
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Figure 7.2: Compression bit rates on Pavia University. Note that the horizontal
axis represents the ROI #.

To better visualize the performances of these five methods, Figure 7.1 - Figure 7.4 present the bit rates of the five methods on four datasets, respectively. Figure 7.5 shows the performances of these five methods on four datasets. Combining
with the Table 7.2 to Table 7.6, it is very straightforward to see that CSWA-RLS
method can produce the lowest bit rate compared to all other methods. Then, MCCLMS method is in general the second best method but it suffers from the insufficient
pixels problem as well as other two LMS based methods, ROI-LMS and ROI-FL.
Furthermore, all four predictive methods can perform better than transform based
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Figure 7.3: Compression bit rates on Salinas. Note that the horizontal axis represents the ROI #.

method, SA JPEG 2000. However, for those ROIs with certain amount of impulsive
noise, SA JPEG 2000 can produce higher compression than MCC-LMS, ROI-LMS
and ROI-FL methods. As for those extreme small ROIs, there are no sufficient pixels
for either RLS or LMS to converge hereby, the predictions are not accurate or stable. On the other hand, large coefficients are generated on the boundary of ROIs for
shape adaptive wavelet transform to be coded by EBCOT, which in return produces
high bit rate. Therefore, small size of some ROIs creates a challenge for all the ROI
lossless compression. Although CSWA-RLS method can produce better performance,
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Figure 7.4: Compression bit rates on Kennedy Space Center. Note that the horizontal axis represents the ROI #.

it also requires more computations than other methods especially those LMS based
methods. Hence, users can choose a specific method according the requirements of
the specific application.

7.3

MGD versus SGD

In this section, similar to the simulation in Chapter 3, we compared the MGD
model and estimated SGD model on the residuals of real hyperspectral image produced by CSWA-RLS method. Their bit rates are shown in the third and fourth
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Table 7.6: BIT RATES IN BITS PER PIXEL FOR LOSSLESS COMPRESSION
OF FOUR TEST DATASETS.
Dataset CSWA-RLS
IP
6.67
PU
6.56
SA
4.89
KSC
5.21

MCC-LMS
7.11
6.85
5.45
7.57

ROI-LMS ROI-FL SA-JP2K
7.49
9.12
9.30
8.92
9.39
8.68
6.38
7.25
7.49
8.20
8.29
5.85

9.5
CSWA-RLS
MCC-LMS
ROI-LMS
ROI-FL
SA-JP2K

9
8.5

Bit rate (bpp)

8
7.5
7
6.5
6
5.5
5
4.5
IP

PU

SA

KSC

Dataset name
Figure 7.5: Compression bit rates on four datasets.

column of the Table 7.7 respectively. Empirical Shannon entropy of residuals of the
MGD model, H, estimates the information lower bound of bit rate conveyed in each
ROI of the test dataset. As it shows, the MGD model has significantly lower bit rate
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than the estimated single GD model for each ROI in the dataset. Note that those
ROIs of extreme small size do not provide sufficient pixels to produce statistically
meaningful estimates of probabilities, thereby making H less useful. All these results
verify our information-theoretic analysis of MGD model. Particularly, for those ROIs
whose R2 values are close to 50%, the corresponding performance gain of MGD against
SGD is significantly higher than other ROIs. In the case where the true underlying
distributions of either the boundary pixels or the full-context pixels are not exactly
following the geometric distributions, the MGD model can provide a better approximate to the underlying distribution, thereby leading to higher compression ratios
than the SGD model. Furthermore, implementation of separate coding of boundary
pixels and full-context pixels are expected to produce shorter bitstreams.

7.4

Classification Accuracy and Compression Performance

Accurate ROI identification can remedy the irregular shape or arbitrary size
of the ROIs and hereby help lossless compression methods to produce better compression. However, it is worth noting that the primary focus of this research is not
on pattern classification, but rather, on achieving efficient compression on the ROIs
once they have been identified. That said, SVM classification was selected in this
work because it is widely believed to provide good classification accuracy. However
classification based on SVM is not perfect – there almost always exist mis-classified
pixels, which cause irregular shapes (e.g., ROIs with isolated dots and holes) of the
ROI map. The ROI maps induced by the SVM are quite representative of the ROIs
encountered in many real applications, where although a reasonably good classifier
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Table 7.7: BIT RATE GAIN ACHIEVED BY MGD.

ROI#
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

H
MGD
SGD
5.0543 6.6862 6.6889
4.5285 8.6804 9.2471
4.9763 6.5908 6.5964
5.0034 6.7403 6.7571
5.1309 7.1684 7.4701
4.8514 6.7348 6.7413
4.8986 6.6037 6.6048
3.8963 9.2579 9.9911
4.7801 6.7241 6.7878
3.9219 10.6273 10.6273
5.0189 6.5256 6.6345
5.0128 6.4491 6.4552
5.0296 6.8869 6.8869
4.7900 6.8338 7.1186
4.7307 6.4883 6.4949
4.9384 7.0157 7.0484
4.9362 8.0427 8.4159

R1
51.25
0.22
6.84
3.76
1.13
2.30
3.55
0.13
2.28
0.10
4.59
11.73
2.87
0.98
5.99
1.84
0.44

R2
21.27
56.52
36.09
38.81
23.21
26.65
27.75
57.14
15.42
100
36.75
28.83
32.28
20.98
14.14
21.50
39.78

has been used, the resulting ROI shapes still present a challenging case for us to
design efficient compression algorithms.
It holds generally true that different classification approaches would yield different ROI maps, which can be captured by the two ratios, R1 (ROI ratio) and R2
(Boundary ratio) in Equation 3.2 and Equation 3.3 for the information-theoretic analysis. The analysis shows that the bit rate savings will vary with varying combinations
of these two ratios (see Equation 3.15), as verified by the simulation result shown in
Chapter 3.
Following this direction, we conducted a simplified yet revealing experiment to
assess the impact of varying ROI map on the performance of the actual coder, which
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(a) Ground truth ROI map.

(b) SVM ROI map.

Figure 7.6: Ground-truth ROI map (a) vs. SVM ROI map (b).
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Table 7.8: BIT RATES (BITS/PIXEL) ON “INDIAN PINES” GROUND TRUTH
ROIs.

ROI# CSWA-RLS
0
6.68
1
8.68
2
6.55
3
6.71
4
7.26
5
6.71
6
6.59
7
9.25
8
6.71
9
10.62
10
6.48
11
6.41
12
6.86
13
6.73
14
6.44
15
7.01
16
7.77

R1
51.25
0.22
6.79
3.95
1.13
2.30
3.47
0.13
2.27
0.10
4.62
11.68
2.82
0.98
5.99
1.84
0.44

R2
21.27
56.52
21.71
22.89
23.21
25.88
25.62
57.14
14.85
100
23.46
16.58
24.62
20.98
12.89
21.50
39.78

consists in the components (e.g., the spatial CSWA and spectral RLS predictor)
presented in Chapter 6 of this thesis. In this experiment, we considered the ROI
map based on the ground truth as a benchmark, and we compared it with the ROI
map generated by the SVM classification. The ground-truth ROI map can be viewed
as the result of applying an ideal classifier. Figure 7.6(a) and Figure 7.6(b) show
the ground-truth ROI map and the SVM ROI map, respectively. Apparently, the
ground-truth ROI map looks much “cleaner” than the SVM ROI map. A comparison
between the two ratios R1 and R2 for these two ROI maps can be made by inspecting
Table 7.8 and Table 7.9, which also show the bit rates of the compressed bitstreams of
83

Table 7.9: BIT RATES (BITS/PIXEL) ON “INDIAN PINES” SVM ROIs.

ROI# CSWA-RLS
0
6.68
1
8.68
2
6.59
3
6.74
4
7.26
5
6.73
6
6.60
7
9.25
8
6.72
9
10.62
10
6.52
11
6.44
12
6.88
13
6.73
14
6.48
15
7.01
16
7.77

R1
51.25
0.22
6.84
3.76
1.13
2.30
3.47
0.13
2.28
0.10
4.59
11.73
2.87
0.98
5.99
1.84
0.44

R2
21.27
56.52
36.09
38.81
23.21
26.65
27.75
57.14
15.42
100
36.75
28.83
32.28
20.98
14.14
21.50
39.78

our method on the ground-truth ROIs and SVM ROIs, respectively. We can see that,
for those ROIs with the same R1 and R2 , the compressed bit rates are also the same.
However, the ground-truth ROIs were compressed slightly better than those of SVM
ROIs (see ROIs 2, 3, 5, 6, 10, 11, 12 and 14). Therefore, mis-classification tends to
generate ROIs slightly harder to compress. However, it seems that the compression
gains brought by more accurate classification are marginal. And again, we want
to emphasize that the focus of this paper is to study efficient lossless compression
methods for given ROIs in hyperspectral images. In most cases, we do not have
control on the choice of classification methods that generated the ROIs for us to
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compress. However, if we have the option of choosing whatever classifier that would
lead to the largest possible compression on the ROIs, it will be interesting to study
the joint optimization problem regarding classification and ROI compression.
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CHAPTER 8

CONCLUSIONS AND FUTURE WORK

8.1

Conclusions

In this thesis, an information theoretic analysis framework was introduced first
and three predictive lossless compression for ROIs with no-data regions was presented
based on this framework. According to this information theoretic analysis framework,
a unique hybrid coding technique was demonstrated: separate coding based on MGD
model. Simulation results have proven the effectiveness of this MGD model. Besides,
two-stage prediction was also proposed: spatial prediction and spectral prediction.
It was the first time to formulate the problem of lossless compression for ROIs with
no-data regions including prediction and entropy coding. ROI-LMS method modified,
“Fast Lossless”, the state-of-the-art lossless compression algorithm for hyperspectral
imagery to achieve the lossless compression of ROIs while discarding the no-data
regions. Similarly, in MCC-LMS method, Maximum Correntropy Criteria based Least
Mean Square filtering, an adaptive filtering algorithm based on the signal similarity
measure, Correntropy, was selected to replace the LMS filtering used in either ROILMS or ROI-FL. Due to the non-Gaussian nature of the prediction residual data,
MCC-LMS can model the image prediction residual data better and converge faster
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to the accurate estimation of the actual data to produce residual data of lower entropy.
Furthermore, the context similarity weighted averaging was utilized to form a spatial
prediction along with a recursive least square filtering based spectral predictor. In
Chapter 7, compressions on four sample datasets were conducted to demonstrate the
capabilities of these three predictive methods. Experimental results have shown the
good lossless compression performances of these three methods on all four datasets
in terms of low bit rates.
For ROIs of small size, adaptive filtering algorithm cannot converge because of
insufficient ROI pixels. As a result, inaccurate prediction causes larger residuals which
are very likely to require lots of bits to encode. Therefore, all the five methods included
into the comparison of this thesis did not perform very well on those small ROIs.
However, RLS is known for its fast convergence so CSWA-RLS yielded significantly
lower bit rates for most of ROIs but it still suffers from this problem to some extent
(see those extremely small ROIs).
Two existing methods, ROI-FL and SA JPEG 2000 methods, were initially
designed for compression of the entire hyperspectral image datasets rather than any
ROI. Hence, they did not produce comparable performances compared to three methods presented in Chapter 4, Chapter 5 and Chapter 6 in most cases. In general,
predictive methods are better choices for the lossless compression of ROIs with nodata regions. However, it is worth mentioning that the core of SA JPEG 2000 is
the shape adaptive wavelet transform which can be considered as a global method.
Hence, it showed good robustness to the impulsive noise and thereby outperformed
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MCC-LMS, ROI-LMS and ROI-FL methods significantly for ROI 0 of the dataset,
Kennedy Space Center, which contains substantial impulsive noise.
Compared to the traditional lossless compression of the entire hyperspectral
image dataset, ROI-only lossless compression can provide much higher compression
ratio while keeping the useful information of the data by completely discarding nodata regions. Hence, for a specific remote sensing application, this ROI with no-data
regions lossless compression can greatly improve the compression efficiency without
any loss of relevant information as long as the ROI can be identified precisely. This
work provides a deep insight into this problem and proposes several effective solutions.

8.2

Future work

Although an information theoretic analysis framework has been developed
and helped to formulate and guide the lossless compression of the ROIs with no-data
regions in the hyperspectral imagery, there are still many problems remaining open
for further research and discussions. More specifically, many problems have already
emerged during this research.
There are multiple parameters in these predictive methods and MGD coding
algorithm. Optimal parameter estimation plays a very crucial role in success of these
methods. However, this problem still presents a great challenge for us to further
improve the efficiency of these methods. For example, kernel width σ, can easily
change the performance of MCC-LMS method whereas this parameter was only empirically determined in Chapter 5. Also, Golomb-Rice coding parameter can influence
Golomb-Rice coding efficiency significantly. Current estimation approach is designed
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based on the assumption of geometrically distributed data. However, our MGD model
has somehow violated this assumption. Hence, how to select the coding parameters
is nontrivial for this particular model even though two Golomb-Rice coders are used
in this research. For the future work, parameter estimation still has its potential
to enhance the coding efficiency especially when the proper estimation can be done
according to the statistics of the data.
Almost all remote-sensing data are susceptible to impulsive noise. Hence, denoising methods targeting impulsive noise are usually applied before the captured
data can be really used. The denoised data would be “easier” to compress than their
original, impulse noise corrupted versions. Even though this research focuses on designing efficient algorithms to compress hyperspectral image data, the compression
results also highlight the necessity of denoising the data before applying the proposed
compression algorithm. Fortunately, there already exist a host of simple and efficient
filtering methods, which can provide protection against the negative impact of the
impulsive noise on prediction performance in a lossless compression algorithm. For
example, in the “Fast Lossless (FL)” method in the CCSDS new standard for Multispectral and Hyperspectral Data Compression, a register with fixed size is employed
to reduce the chance of an overflow occurring in the calculation of a scaled predicted
sample value. And, the minimum and maximum values of the weight resolution and
weight scaling factor can also be predefined by users to avoid sudden change of adaptive weights caused by impulsive noise. Besides, unary length limit and rescaling can
help prevent the compressed bitstream from the overflow of bits. While investigation
of these measures to limit the negative impact of impulse noise is beyond the scope
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of this work, we expect all three predictive methods would yield better compression
than the Fast Lossless method when identical noise-limiting protection mechanisms
are added in the future.
Nonlinear dependencies do exist among a few spectral bands we looked at.
In fact, there have been work in the literature on nonlinear predictor, which utilizes
the well-known “kernel trick” to capture the nonlinearity in the mapped feature space
instead of the original space. However, most existing hyperspectral image compression
methods employ only linear predictors along the spectral dimension. This is because
the correlation among spectral bands are so strong that linear predictors are sufficient
to capture the correlations. The loss of the prediction accuracy due to ignoring the
non-linearity tends to be negligible in terms of final compression gain. A similar
observation has been made in [91]. Although nonlinear predictors usually require
much more computation, which is not desirable given the typically limited computing
and power resources on hyperspectral imaging platforms, kernel trick is expected to
play more important role in the adaptive predictor to further remove the spectral
redundancy.
Additionally, as deep learning technique has already been used in many image
compression applications, it can also be introduced to learn the salient features of
the hyperspectral images when provided with sufficient data and then build a global
predictor. In fact, Convolutional Neural Network (CNN) and Deep Belief Network
(DBN) have already shown some success in the hyperspectral image classification
applications [44–48]. Therefore, we believe this research can be improved greatly by
introducing deep learning technique.
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APPENDIX A

SUPPLEMENTARY MATERIALS

Figure A.1: Hyperspectral image data-cube for sample dataset, Pavia University.

92

Figure A.2: Hyperspectral image data-cube for sample dataset, Salinas.
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Figure
A.3:
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Kennedy Space Center.
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Figure A.4: Correlation coefficient between two adjacent bands of Pavia University.
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Figure A.5: Correlation coefficient between two adjacent bands of Salinas.
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(a) ROI 0.

(b) ROI 1.

(c) ROI 2.

(d) ROI 3.

(e) ROI 4.

(f) ROI 5.

(g) ROI 6.

(h) ROI 7.

(i) ROI 8.

(j) ROI 9.

Figure A.7: Individual binary ROI maps of Pavia University (ROI pixels are shown
in white while non-ROI pixels in black). ROI 0-9 are shown in (a)-(j). Note: ROI
0 (reversed color) can be viewed as the background, which contains all the pixels
outside the other 9 ROI’s.
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(a) ROI 0.

(b) ROI 1.

(c) ROI 2.

(d) ROI 3.

(e) ROI 4.

(f) ROI 5.

(g) ROI 6.

(h) ROI 7.

(i) ROI 8.

(j) ROI 9.

(k) ROI 10.

(l) ROI 11.

(m) ROI 12.

(n) ROI 13.

(o) ROI 14.

(p) ROI 15.

(q) ROI 16.

Figure A.8: Individual ROI maps of Salinas (ROI pixels are shown in white while
non-ROI pixels in black). ROI 0-16 are shown in (a)-(q). Note: ROI 0 (reversed
color) can be viewed as the background, which contains all the pixels outside the
other 16 ROI’s.
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(a) ROI 0.
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(e) ROI 4.

(f) ROI 5.

(g) ROI 6.

(h) ROI 7.

(i) ROI 8.

(j) ROI 9.

(k) ROI 10.

(l) ROI 11.

(m) ROI 12.

(n) ROI 13.

Figure A.9: Individual ROI maps of Kennedy Space Center (ROI pixels are shown
in white while non-ROI pixels in black). ROI 0-13 are shown in (a)-(n). Note: ROI
0 (reversed color) can be viewed as the background, which contains all the pixels
outside the other 13 ROI’s.
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