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表5－2）文の文法規則
i（SOI）
1（s　02）
（SO3）
（　S　04）
??KOTEI
GIMON
狂1丁班
TOCHI
X　PR・9
X　PRザ9
X　王）R・9
X　V・9
　　PERIOD
　　QUESMARK
B　NEGA
C　P・C
＝＝　PERI’CD
：　PERIOD
〈YO2）??N
P・D　一・一一
咽5〕
N
一X　PR・9
文法規則の外部表現（一部の例として）
　　（E．R　3）　（SO3）
X　COP・9・一X　PR・9　X　PR・9
　　　　　　　　　　　　　　B　NEGA・・・…
　　　　　　　　　　　　　　＝　PERIOD一
S　HITE王
COP・9
．x　的に合成可能な旬を得る。同一レタル内に1つも文法的に合成された句
　　が存在しないならば，1つ前のレベル（L＝＝：L－1）にもどして，句の
　　分解にとぶ。、
2．3　句の書き換え
1）同一レベル内で合成項が互に交差しないで次の句としてとることができ
　　　るように，結合順を表4（LEVEL－GOSEI）のLINKに作る。、
2）LINKを用v・，組み合わせ表（表4－2：KUMIAWASE参照）を作
　　　る。合成句としてこのレベルでとる表4－1のITEM＃KをKU－
　　　MIAWASE．表にのせる。
4
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3）KUMIAWASE表＊にのせた合成句をOUT・・ITEM　’にうつす。
4）新しい自立項の表に書き換える。．（表3のレベルごとあX－ITEMSの
　　書き換えを参照）
5）tt単一の自立項にまとまったならば，文のチェックにうつる。
　　まとまらなかったなら，次のレベルの句の合成にとぶ。
2．4　文の解釈
1）単一の項と文末語の間のメタ言語にら熔て，（表5一一2）のような文の
　　規則の㌃カヒリレ・ク・7・プ蒲な・て・文≒して解痴きるかを
チ・・クす・・難 ｩR－xが・であるルー・レカ1三法規則で
　　ある。
2）OUT－RECORDを磁気テープに審き，ライγプジシタ｝ζ文の構造を外
＊注）
ある文の自立項の数がNのとき，文法規則の句のルrルがすべて2項則で書かれて
おり，合成可能な項について適用するルーールが金部存在したとする。その全組み合
わせ数をSUMK：（N）とすると，
　SUMI〈　（1）　F　1
・UMK（・）一」＊（TN－3）・SUMK（N一・）・・なる・
すなわち，その値は
??????????????SUMK　（N）
1
2
5
14
　　　（2）
　　　1－
　　　2－
　　　3－
　　　4－
　　5一
N
6ー ー?
．SUMK　（N）
42
1，886，672，865となる。
上の条件の下でN躍5のときの組み合わせの順序は下図のようになる。
（5｝
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　　部表示する6（図2，3を参照）
〔例）．文㊧多義的な解釈の例を示す。．（シンタクスとして）
例1－1）
　01　さわ沖かな　’X・KD－X　NnyX　N一一一X　COP－S
　02　9月i日、．．X．1．N－
　03　の　　　　　B
　O4朝　　　　X　N
O5　．．でy．、　X　COP
　O6　た
　　　e　：　PERIOD
　例1－2）　1－1）
　Ol　さわやかな　X　KD
　O29月1摂、XN
　O3の　　BPB……
　04朝　　　　X　N
例2－1）
ki　，一　）’
　08　目光　　　　　X
　O9　は　　　　　　　B
　10運動揚V・っぱいX
　11でし　　　　　x
　12　た・1：・
　13　e
例2－2）
　08　貝光　　　　　X
　O9・は　　　　　　　B
　10三三揚V・っぱV・X
　11　でし　　　　　　X
　12　た
・∴ヨ g
の1部分が別の解釈がされる。
　　　　　　X　NX　N－1
X　KD
cop
x　v
Nha－X
PD一・
KD－
COPt
＝　PER王OD
KD一X　KD藁
一S　KD
PD　一mm一一一一一一一一一一一一一＝一k；一一
KD
cop　一
　X　KD－1
X　KD
r190一
捌2－3）
　08　日光
　09　は
　10　運動揚いっぱい
　11　でし
　12　た
X　N
B
x
X
PD－
KD
cop
X　KD
2．5句の分解
1）KUMIAWASE表の下しV・ものから（Push－d◎wnで），合成句を分解
　　し，自立項をもとにもどす。
2）同一レベル内で薪しい組み合わせが可能であるかをチェックしたり，最
　　後の組み合わせかをチェックしたりなどして，あらゆる可能な組み合わ
　　せをとるように変化させる。
5．　自的・応用と今後の問題点
　3．1　目的と今後の課題
　この単位切りシステムは，テーブル・ルック・アップ方式を用いておるの
で，UserのV・ろV・ろな文法で辞書・文法規則を記述し，従来の国語学では方
法として欠けていた実験・試行錯誤による検証が可能になる。その際，単に一
意の解釈が得られるのではなく，可能な限りの解を求めることができるので，
さらに実験手段としての意義は大きい。このことはN本語のLDPの基礎とし
て機械翻訳・情報検索・自動抄録などを機械にのせようとする研究における第
一歩である。
　次に，CL（Computational　Linguistics）の研究における問題発見のために，
語彙・文法をどのように研究すべきかという観点からこのシステムるながめて
みる。このシステムを有効に利用するために，語をどのように分類し，ルール
をどのように組み立てるかとV｝うことにつV〕て語彙・文法を十翁に相互連関さ
れた研究が必要であり，そのために，その観点から用語調査の結果を分析する
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ことが必要である。ところで，我々が参加している語彙調査の分析において，
例えば語の認定という問題がある。．言語行動として入間が語の認定をしていく
とき，あらかじめ経験などによって得られた知識やその体系化を行なう能力な
どの詑憶をひきだして，前後の文脈をみて文を理解し意味・内容を限定してい
く。このような語の認定のための文解釈一表現～理解という言語行動一・．r＞
過程を，例えばこのAUTOSEGのようなモデルによって，シミェレートし
近似度を高めていくことにって，語彙調査における根本問題であるところの基
本語彙・基皇漢寄への擦疵が得られうので侭塗かろうか。
　今回のシステムは処理時間などの経済性を無視褥言語行動の1・？ρ近似モ
デルとしてのアをギリギ冷感を…却艮とした。機器構成なごハードウエア上Q制
約もあるが2・語重調査なξの実軍慮に準計るζとを目的とす登ならば，処理時
間の短縮をはからなければならない。ソフb，．9エアL．でる・例えば辞書に見出
し語形がないとき，晶詞の推測を行なう機能を含んでおらず，単位切りをその
時点で中断する。また，現シ7）テムは3つ。？，プログラム・セグPtc著ト炉単鱒直
列に並んでいる。これをデータの条件に応じてランダムにとりだして立体的に
処理したり，そのほか例えば品詞の推測・ルールの推測機能を加えて，能率の
よいコントロールができるよう改良することなども今後の課題である。第2プ
ログラム●ザ乳ン、ト嘩繊山廊ヤ’ても付送的婦の前に位置すべき語
ばかりでなく，逆方向嗜次に来るべき語のチェックを加えるζとなども考えら
れる・このシ身幅全体としてテーカレの照合によってV’るρで・テ一盛ビ
の醐・鰭リレ「・ゆ襯のしたか・テーカ9’・レック●ア・プの方法なξ
も処理時間の短縮に大きなウエイトきもつ。
　しかし，このシろテムにおける基本的奉機能のもとで，辞書（語彙）・tルー
ル（文法）の体系の記述を改良すること一例えば名詞の細分化≧か活用形情
報・意味情報の付加一を実験し奉がら，このシステ4の近似とその限界＊を
知り，質的機能の拡大・改良をはかることが当面の大きな課題と思う。
＊洩）　P．S．文法の限界に対して，第4セグメトとして照応陳述（照応と付加）検
　　　定を加える予定。
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　3．2　プ日ゲラム雷語への応用
　自然語に対してプログラム言語は人工語であるが，自然語と伺様に言語とし
ての固有の問題を含んでいる6プ．Ptグラム書語を大別すると，個々の計算機の
固有の論であ・鰍識ほぼ・規φ対応をしてv・るアセン方濱数
や固常語に近い形でのコンパイラーとにづ｝けられる。しかし，その文章のシン
タクス＊は聴納に違って・・る・アセンブラ．6は脚た・・配列噸に処理さ；｝・t”
るoperational　languageであるポこれに対して，灘ンパイラ・・一一の1種である・
ALGOLは単純な羅列ではなく，かっこで一ｭ≦、ちれた複雑lsi構造を一軍として
もっており，その文法はバッカス記号で厳密に定義されてv・るPhrase　S£ruc－
tre　Languageである。
また・諦齢新和ン・・イラー一＊＊は既に・・くつ醐発されやう晒か
し臼本語のLDP・Cしの研究のために・我々は漢字の処理を考慮した『ンノぐ
イラーの腰恥じてい・識々峨僻鞘攣難卯φシ彩嶋この
ような言語情報処理用プログラム言語の文法硬究のためにも応用できるものと
思われ・・以下で臨縮胸脚・な・磯式鯉に駅も諦
に似た構造をもったルールで記述できることの例として，8を法とする演算式
の処理をとりあげる。
・）の繕｝・よ・てAUTgSEr・｝・お・・て・鱗割増など叡蝉吟
に単位切りが行なわれる。ただし，数字は0から7までしか用いられない。2＞
　　　　　　　　　　　　　　　　　　　　りの接続規則により乗除詑号と等号に関して接続検定をする。加減記号は正負の
符号としても用いるので付属的な語に入れない。また，等号の左辺には英字し
か認めないので，等号をCグループとしてチェックしている。3）の文法規則を
もとに4）のRULE－F江Eを作り，実験したところ，5）の第2行貝のメタ言語
に対して，唯一の構文解析の解を得られた。
注＊）参考文献（4）第3章4．ALGOLのSyntax－Phrase　Structureを参照。
　＊＊）非数値演算を習的とするプログラム雷語としては，ttたとえばLISP，　COM－
　　　MIT，　SNOBOLなどがある。
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　　　8を法とする演箕式の解析
ユン辞書
　Basic　Symbols
　〔メタ言語〕〔文法情報〕〔見幽し〕
　　＜XA＞：鷲ぐ英字〉：tAlBlCl……………lXlY！Z
　　＜X9＞：＝〈数回〉：＝O11121314！51617
　　〈B＊〉：・〈乗除記号〉：＝＊i／…→〔接続情報〕1
　　〈X＋〉：＝〈加減記号〉＝＝＋1．一
　　〈X（〉：＝〈左かっこ〉：＝＝（
　　〈X）〉：＝〈右かっこ〉：＝）
　　〈CEΩ〉：＝：〈過勤〉＝x＝　　　…→〔接続情報〕2
　　＜＝END＞：＝＝〈入宋記号〉：謙；
　　＜⑨SPACE＞1＝〈空白〉：m⑬
2）　接続規則　　　　　　　　　　　　　　　　　　　　　　　　　　　ttt
　　1　＜英字＞1＜運筆＞1＜右かっこ＞
　　2　＜英字＞
3）文法規則
　Expression（句の文法規則）
　　＜XN＞婁＝＜Number＞：＝〈数字〉
　　＜XV＞・・一＝＝＜Variable＞：＝〈英字〉
　　＜XV＞＜CE9＞：＝〈英字〉〈等号〉
　　〈XTERM＞：＝＝〈Term＞：　：〈Number＞1〈Variable＞1
　　　〈左かっこ〉＜Expression＞〈右かっこ〉
　　〈XMUL＞　：　nc〈Multipling　Factor＞
　　　　　　　t＝＝＜Term＞1＜Multipllng　Factor＞〈乗除記号〉〈Term＞
　　〈XEXPR＞　：　＝＝〈Expresslon＞
　　　　　　　　：＝＜Mttltipling　Factor＞i〈加減記号〉＜Expression＞1
　　　＜Expression＞〈加減記号〉＜Multipling　Factor＞
　　〈XASSIGN＞　：　＝＝〈Assignment　StatemeRt＞
　　　　　　　　　：　＝〈Variable＞〈ee－Si，〉〈Expression＞
　Statement（文の文法規則）
　　〈STATEMENT＞　：　＝＝〈Basic　Statement＞
　　　　　　　　　　　　：＝＜Assignment　Statement＞＜文末記号＞
4）　RULE－FILE
RULE－IDNUMBER
VAR王三
VARI　2
TERM［1
TERM　2
TERM　3
MULT　1
X｝????R REWRT－METAXN
xv
xv
XTERM
XTERM
XTERM
XMUL
RULE－METAXg
XA
XA
XN
xv
x（
XTERM
一一　194　一
CE9
XEXPR　X）
　MULT　2　2　XMUL
　EXPR　I　2　XEXPR
　EXPR　2　2　XExPR
　F．XPR　3　3　XEXPR
　ASSIGN　2　XASSIGN
　STATE　e　STATEMENT
　5）構文解析
X　　　＝　A　　＋　　（　一
XA　CEQ・XA　X十　X（　X十1－1　Ixv　i　xv　　　I　　I　　　l　XTF．RM　　　i　　l
　　　i　XMUL　　　l・　l　　　i　XEXPR
XMUL
XMUL
X十
XEXPR
xv
XASSIGN
B＊
XEXPR
x十
CEQ
＝＝END
XTERM
XMUL
XEXPR
B　）　eeC　／　2　；
XA　X）Bes　XA　Bee　X9支。　段vik．
1一．”．．1　1　1一一一　．1　lXTERM　　　　　　　I　XTERM　I　XTERME
XM［ULf
XEXPRl
XEXPRE
?
XTERMlXMUL
XMUL
篇END
XMULl
XEXPRi
XASS夏GN
STATEMENT
　3．3　用語．用字の基本度などへの応用
　このプログラムでは，入力原文は日本語の通常の形である，漢宇かなまじり
文であっても，純粋なかな文であってもよい。その解析アルゴリズムは金く共
通である。このことは，さまざまな応用を可能にする。
　例えば，漢字を含まない文から漢宇を少し含む文……漢字を普通に含む文
……ﾈどとさまざまの程度の文を用意すれば・隅一のプログラム，同一の辞書
（ただし、見趨し語形の表記だけが異なるものを別語として登録）・嗣一の文
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　　　　　　　　　　　　　　　ぞ　ト　ぽめ　だ　　　　　　　　　　　　　　　　　　　　　す法襯・・よ・て・p・r’a・’・・を行〕越’デ；・の副馬騨ミは1～らオ・るP∵琴か
ら漢宇の読解に果す役割もさぐれるだろうし，個々の二三の基本度も測定でき
よう・「罰 @∴、　，，　　，：：　＼瓢∴
　このプログラム自身にはま滲その機能がなや・鰍ごもレ未登録の語の処理洗を
付加しえたとすれば一これはゆくゆくは例えば類推というようなことを奮め
蝉絢畔璽舛とカヨ秘婚塾そのた騨灘
のアリゴリズムを確立させる方法の碩郷必要である一，それによって淀
糊嚇叫古事磯牢もiで鱒ゆ・瞬ろう・「基本的な用語」につ・・ても
た面こ唖噸法が考えられる・・セたがマて漢醸数とr別な肪こ
よる，用語や用字の基本性への計量的な接近が驚能にな；ろう。・
AUTOSEG・・さわかち硬してv’な・プ6・！・6v’9わかち書きを行な・’1
繕か獺・つ・・ての文面軸入手する役目をもつ・：も礪文がわかち網
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　してあって，別に，単に辞書から語についてゐ支索情報を転記するプログラム
を作るならば，わかち書きをしたかな文を漢字かなまじ：り文に改めることに緯
える。もちろん，わかち書きをしていない原文を，漢字かなまじり文でもか奪
文でも・他の文輔成にコンノ“’“；：’：’　’　Sすることカ1可能であ，6・灘醐『り‡
をある標準的な表記（たとえば当用漢字現代かなつかい，あるいは読売式表詑
法）に改めることも可能である。ただしこのようなばあいにはゴ終わりに別な
小さいプログラムを付加する必要がある。これは，辞書の文字情報の部分だけ
をひろいあげて並べればよいというだけのものである。
　以上述べたことを次のようにまとめることができる。それぞれの碧雲に応じ
てプログラムの方式や内容を発展させてゆくことにより種々の応用が三三であ
る。臼本語の用語・粥字・表記などの硬究のためにも，構文解析を伴？た研究
が有益であり必要である。また，自然語ばかりではなく言語として共通の問題
をもつ入工語の処理などでも構文解析がその基礎的な手法として重要である。
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