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FROM TILTED TO CLUSTER-TILTED ALGEBRAS OF DYNKIN
TYPE
ASLAK BAKKE BUAN AND IDUN REITEN
Abstract. We show how a cluster-tilted algebra of finite representation type
is related to the corresponding tilted algebra, in the case of algebras defined
over an algebraically closed field.
1. Introduction
The cluster categories CH of finite dimensional hereditary algebras H were in-
troduced and studied in [BMRRT] in order to give a categorical model for some of
the central ingredients of the theory of cluster algebras introduced by Fomin and
Zelevinsky [FZ]. In particular tilting theory for cluster categories was investigated.
Associated with a tilting module T over a hereditary algebras is, in addition to
the tilted algebra Λ = EndH(T )
op, also the cluster-tilted algebra Γ = EndCH (T )
op,
investigated in [BMR1, BMR2, BMR3].
It is of interest to compare the algebras Λ and Γ associated with the same tilting
module. In general we do not know how to construct Γ from Λ. Here we deal with
the case where H is of Dynkin type over an algebraically closed field K. In this case
we show how the cluster-tilted algebra Γ is determined by the quiver and relations
of the tilted algebra Λ.
2. Background
In this section we recall some notions and basic results. LetK be an algebraically
closed field, and Q a finite quiver with no oriented cycles. Then the path algebra
H = KQ is a hereditary finite-dimensional algebra. Let modH be the category of
(left) finitely generated modules over H and let r denote the Jacobson radical of
an algebra.
2.1. Tilting modules and tilted algebras. A module T in modH is called a
tilting module if Ext1H(T, T ) = 0 and if T is maximal with respect to this property,
i.e. if Ext1H(T∐X,T∐X) = 0, then X is a direct summand in a direct sum of copies
of T . The endomorphism-algebras of tilting modules are called tilted algebras. See
[H] for basic properties of tilted algebras and further references.
2.2. Mutation of quivers. In connection with their definition of cluster algebras,
Fomin and Zelevinsky [FZ] defined a mutation-operation on skew-symmetrizable
integer matrices. Mutation of quivers can be seen as a special case of this, and can
be defined for any finite quiver with no loops and no oriented cycles of length two.
A quiver is called double path avoiding if it does not contain multiple arrows,
and if any quiver obtained by repeated mutating and/or factoring (i.e. removing
one or more vertices) also contains no multiple arrows. See Section 1 of [BMR3]
for more details on this. A fact that we will freely use here is that the quiver of a
cluster-tilted algebra of finite representation type is double path avoiding.
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2.3. Cluster categories and cluster-tilted algebras. Cluster categories were
introduced in [BMRRT] in order to give a categorical approach to cluster algebras
as defined by Fomin and Zelevinsky [FZ]. In [CCS1] a category was introduced for
Dynkin quivers of type An, which was shown to be equivalent to the cluster category.
The idea was to model the combinatorics of clusters on the set of tilting objects in a
cluster category. The first link from cluster algebras to tilting theory was given by
Marsh, Reineke and Zelevinsky [MRZ]. Given a hereditary algebra H , the cluster
category is defined as follows. LetD = Db(modH) be the bounded derived category
of H . This category has a triangulated structure. Let [1] denote the suspension
functor. It also has AR-triangles, by [H]. Let τ denote the corresponding auto-
equivalence onD with quasi-inverse τ−1. Consider the auto-equivalence F = τ−1[1].
The cluster category C is the orbit category C /F . That is, the objects of C are the
objects of D, while HomC(X,Y ) = ∐iHomD(X,F
iY ). The indecomposable objects
of D are stalk-complexes, and we identify modH with the full subcategory of D
where the objects are stalk-complexes in degree 0. It was shown by Keller [K] that
the cluster category is also triangulated and that the canonical functor D → C is
a triangle functor. It was shown in [BMRRT] that C is a Krull-Schmidt category
with AR-triangles, and that the canonical functor D → C preserves AR-triangles.
An object T of C is called a (cluster-)tilting object if Ext1C(T, T ) = 0 and T is
maximal with respect to this property, i.e. if Ext1C(T ∐ X,T ∐ X) = 0, then X
is a direct summand in a direct sum of copies of T . The endomorphism-algebra
EndC(T )
op of a tilting object T is called a cluster-tilted algebra. A cluster-tilted
algebra coming from H is of finite representation type if and only if H is of finite
representation type [BMR1].
We also need the following results from [BMRRT], [BMR1] and [BMR2] about
tilting objects and cluster-tilted algebras.
Theorem 2.1. Let C = CH for a hereditary algebra H, and let T be a tilting object
in C.
(a) Let Q be the quiver of a cluster-tilted algebra Γ = EndC(T )
op. Let Q′ be
the quiver obtained by mutating Q at the vertex k. Furthermore, let Tk be
the indecomposable direct summand of T corresponding to the vertex k and
assume T = T¯ ∐ Tk. Then there is a tilting object T
′ = T¯ ∐ T ∗k , such that
Q′ is the quiver of EndC(T
′)op.
(b) Assume H is of finite type, and let Ta and Tb be indecomposable direct
summands in T . Then dimHomC(Ta, Tb) ≤ 1. If there is a non-zero map
Ta → Tb in C, which lifts to a map Ta → FTb in D with Ta, Tb in modH,
then any non-zero map Tb → Ta in C lifts to a map Tb → Ta in D, with
Ta, Tb in modH.
2.4. Cluster-tilted algebras of finite representation type. The proof of the
main result of this paper strongly depends on results in [BMR3]. In that paper, the
main aim was to show that the cluster-tilted algebras of finite type are determined
by their quivers and to describe the relations. Some of the results and notions
needed to prove this are also useful here, so we recall them.
An oriented cycle in a quiver is called full if there are no repeated vertices and
if the subquiver generated by the cycle contains no further arrows. If there is an
arrow i → j in a quiver Q, then a path from j to i is called a shortest path if the
induced subquiver is a full cycle. Let Γ = KQ/I be a cluster-tilted algebra. The
elements in I are called relations if they are linear combinations k1ω1+ · · ·+ kmωm
of paths ωi in Q, all starting in the same vertex and ending in the same vertex, and
with each ki non-zero in K. If m = 1, we call the relation a zero-relation. If m = 2,
we call it a commutativity-relation (and say that the paths ω1 and ω2 commute).
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A relation ρ is called minimal if whenever ρ =
∑
i βi ◦ ρi ◦ γi, where ρi is a relation
for every i, then there is an index j such that both βj and γj are scalars.
For ease of notation we use the same symbol ω to denote a path, the correspond-
ing element in the path algebra, and the corresponding element in KQ/I.
The following was the main result of [BMR3]. A consequence is that a cluster-
tilted algebra of finite representation type is determined by its quiver, up to iso-
morphism.
Theorem 2.2. Let Γ = KQ/I be a cluster-tilted algebra of finite representation
type, and let i, j be vertices in Q.
(a) The ideal I is generated by minimal zero-relations and minimal commuta-
tivity relations.
(b) Assume there is an arrow i→ j. Then there are at most two shortest paths
from j to i.
(i) If there is exactly one, then this is a minimal zero-relation.
(ii) If there are two, ω and µ, then ω and µ are not zero in Γ, and there
is a minimal relation ω + λµ for some λ 6= 0 in K.
(c) Up to multiplication by non-zero elements of K, there are no other minimal
zero-relations or commutativity relations than the ones coming from (b).
We also need some results which were used to prove the above theorem in
[BMR3].
Proposition 2.3. Let Γ = KQ/I be a cluster-tilted algebra of finite representation
type, and let i, j be vertices in Q.
(a) A relation ρ is minimal if and only if ρ = ρ′ + ρ′′, where ρ′ is a minimal
commutativity relation or a minimal zero-relation, and ρ′′ is any relation.
(b) Given an arrow i→ j, and two distinct shortest paths ω and µ from j to i,
ω and µ are both non-zero, and there is a minimal commutativity relation
ω + λµ for some λ in K, where λ can be assumed to be −1.
(c) For any minimal commutativity relation involving paths ω and µ, the sub-
quiver generated by these paths has the form
· // · · // ·
<
<<
<<
<<
<
j
=
==
==
==
=
@@
ioo
· // · · // ·
@@
(d) In a full cycle in Q of length n, the composition of n− 2 arrows is always
non-zero.
(e) If the quiver Q is an oriented cycle of length n, then I = rn−1.
3. Main result
Let K denote an algebraically closed field, and let H be the path algebra over
K of some Dynkin quiver. Let T be a basic tilting module in modH , and let
Λ = EndH(T )
op and Γ = EndCH (T )
op be the corresponding tilted and cluster-
tilted algebra, respectively. Assume Λ = KQ′/I ′ and Γ = KQ/I. We will compare
the quivers Q and Q′.
Let addT denote the full subcategory of modH with objects the direct sum-
mands of directs sums of copies of T . We let (addT )C denote the full subcategory
of C = CH with objects the direct summands of directs sums of copies of T .
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The vertices Q′0 of Q
′ correspond to the indecomposable objects in addT , while
the vertices Q0 of Q correspond to the indecomposable objects in (addT )C. It is
clear that if we write T as a direct sum of indecomposables T = T1 ∐ · · · ∐ Tn in
modH , this is a also a decomposition into indecomposables in C. We therefore
identify the sets Q0 and Q
′
0.
Let Ta and Tb be indecomposable objects of addT . Using the definition of the
cluster category C = CH and the fact that dimHomC(Ta, Tb) ≤ 1 by Theorem 2.1
(b), we have that any non-zero map Ta → Tb in (addT )C is either the image of
a map Ta → Tb in D, or the image of a map Ta → FTb in D. Maps of the first
kind are called m-maps, while maps of the second kind are called f -maps. Up to
scalars, irreducible maps in (addT )C correspond to arrows in the quiver Q, while
irreducible maps in addT correspond to arrows in the quiver Q′. The arrows in Q
corresponding to irreducible m-maps, we call m-arrows, the other arrows are called
f -arrows. For the set of arrows Q1 in Q we thus have a partition Q1 = Q
m
1 ∪ Q
f
1 ,
where Qm1 are the m-arrows and Q
f
1 are the f -arrows. A path in the quiver Q
is called an f -path if it contains at least one f -arrow. The other paths are called
m-paths.
Lemma 3.1. (a) An irreducible map Ta → Tb in addT is also irreducible as
a map in (addT )C.
(b) Every irreducible map Ta → Tb in (addT )C which is the image of a map in
addT is also irreducible in addT .
Proof. (a): Trivial, since an m-map in CH can not factor through an f -map.
(b): Also trivial. 
This means that the set of arrows Q′1 in Q
′ corresponds to the set of m-arrows
Qm1 in Q. We want to show that the f -arrows are determined by the minimal
relations for Λ. We first compare the minimal relations in I ′ ⊂ KQ′ with the
minimal relations in I ⊂ KQ.
Lemma 3.2. A minimal relation in I ′ ⊂ KQ′ is also a minimal relation in I ⊂
KQ.
Proof. Given two indecomposable direct summands Ta and Tb in a tilting module
T , we have dimk HomC(Ta, Tb) ≤ 1 by Theorem 2.1 (b). A consequence is that
there cannot be both non-zero m-maps and non-zero f -maps from Ta to Tb.
Assume that ρ′ is a minimal relation in I ′ ⊂ KQ′. It is clear that ρ′ is also
a relation in I ⊂ KQ. Since I is generated by minimal commutativity-relations
and minimal zero-relations, by Theorem 2.2 (a), we can write ρ′ =
∑m
i=1 βiρiγi
in KQ, with ρi minimal commutativity-relations for i = 1, . . . , r and ρi minimal
zero-relations for i = r + 1, . . . ,m. Write ρi as a sum of scalar multiples of paths
ρi = ω
(0)
i +ω
(1)
i , for i = 1, . . . , r. It follows from Theorem 2.1 (b) that for i = 1, . . . , r
we have that ω
(0)
i is an f -path if and only if ω
(1)
i is an f -path. Hence, the terms
containing f -paths in the sum
∑m
i=1 βiρiγi cancel, and we are left with an expression
of ρ′ as a linear combination of relations in I ′ ⊂ KQ′. By the minimality assumption
on ρ′ in I ′, this means that for some i we have that βi and γi are scalars. By
Proposition 2.3 (a), we have that ρ′ is also minimal in I ⊂ KQ. 
Using Theorem 2.2 (c) we obtain as a consequence of the above that for any
minimal relation ρ in I ′ ⊂ KQ′, there is an f -arrow αρ in Q. It remains to show
that actually all f -arrows arise this way. Recall that Theorem 2.2 (a) says that the
the set of minimal zero-relations and minimal commutativity relations in I ⊂ KQ
generate I.
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Theorem 3.3. Let ρ1, . . . , ρd be the minimal relations in I
′ which are either zero-
relations or commutativity relations. Then the quiver Q is given by Q0 = Q
′
0 and
Q1 = Q
′
1 ∪ {αρi}.
Proof. Let us fix some notation used in this proof. Recall that if there is an arrow
i → j, then a path from j to i is called shortest if the induced oriented cycle is
full. A walk in a quiver is a sequence of arrows α1, . . . , αt such that αj connects
the vertices ij and ij+1 for j = 1, . . . , t − 1. If all arrows involved are m-arrows it
is called an m-walk. A path in a quiver is hence a directed walk, and an m-path is
a directed m-walk.
It remains only to show that for every f -arrow, say α : j → i, there is a minimal
relation involving paths from i to j in I ′ ⊂ KQ′.
We first show that there is an m-path from i to j, which is a shortest path.
We show this by induction. Note that a walk of length two between j and i is
necessarily an oriented path from i to j, since the quiver Q is double path avoiding.
We have the following observations.
Lemma 3.4. Every full oriented cycle of length n ≥ 4 contains exactly one f -arrow.
Proof. Since Q′ does not contain oriented cycles, it is clear that there is always at
least one f -arrow on every cycle. It is also clear that every path containing two (or
more) f -arrows must be zero, since such a path corresponds to a map Ta → F
2Tb in
D. On the other hand the composition of n−2 or less arrows on a cycle of length n
is non-zero by Proposition 2.3 (d). From this it follows that any full oriented cycle
of length ≥ 5 contains exactly one f -arrow. It also follows that two consecutive
f -arrows in a full oriented cycle of length 4 is impossible. To exclude a full oriented
cycle c1 ◦ c2 ◦ c3 ◦ c4 where c1 and c3 are f -arrows and c2 and c4 are m-arrows, note
that in this case c1◦c2 is non-zero and c3 ◦c4 is non-zero, so we have a contradiction
to Theorem 2.1 (b). 
It will actually follow from the remaining part of the proof, that also full oriented
cycles of length 3 have this property.
Lemma 3.5. Assume Q has a full subquiver of the form
k
<
<<
<<
<<
<
j
>
>>
>>
>>
>
@@
i
αoo
·
@@
where α is an f -arrow. Then the other arrows in this full subquiver are all m-
arrows.
Proof. By Theorem 2.1 (b) and Proposition 2.3 (c), it follows that either both paths
from j to i are f -paths, or both are m-paths. Assume both are f -paths. Mutating
at k one obtains a full subquiver which is a 4-cycle.
k∗
 



j
@
@@
@@
@@
@ i
__>>>>>>>>
·
??
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Assume Γ = EndC(T )
op, for a tilting object T in CH , and let Ti, Tj be indecom-
posable direct summands in T corresponding to the vertices i and j, respectively.
Since dimHomC(Ti, Tj) ≤ 1, by Theorem 2.1 (b), and using Proposition 2.3 (c),
it is clear that the arrow α and the composition i → k∗ → j represent the same
map (up to scalars) in (addT )C. Thus the composition i → k
∗ → j contains an
f -arrow, and we have a contradiction to Lemma 3.4. Thus all arrows except α are
m-arrows. 
Lemma 3.6. Assume there is an arrow x → y in Q, such that there is a walk
δ between y to x. Then there is a shortest path from y to x only passing through
vertices on δ.
Proof. This follows from the fact that the quivers of cluster-tilted algebras of finite
representation type are double-path avoiding, and the fact [BMR3] that any full
subquiver which is a non-oriented cycle, is not double path avoiding. 
The quiver Q′ is connected, since H is connected. There is therefore always an
m-walk between vertices of Q. It is a direct consequence of Lemma 3.6 that all
f -arrows lie on oriented cycles.
Assume now that there is an f -arrow α : i → j such that there is no shortest
m-path from j to i. For each such f -arrow there is at least one m-walk between i
and j. Let m(α) be the length of the m-walk between i and j of minimal length.
Amongst all f -arrows with the property that there is no m-path from j to i, choose
an α with smallest possible m(α).
By Lemma 3.6 there is a shortest path from j to i. By assumption this is not an
m-path. Hence, by Lemma 3.4, it is of length two. Assume the path is composed
by the arrows β : j → k and γ : k → i. At least one of the arrows β and γ is an
f -arrow. Consider also an m-walk δ between i and j of minimal length. Assume
the walk is of length t, and consists of arrows δ1, . . . , δt, where δ1 is an arrow either
starting or ending in j and δt is an arrow either starting or ending in i.
·
δ2
· ___ · ___ · ·
δt
<<
<<
<<
<<
j
β
))SSS
SSS
SSS
SSS
SSS
SSS
SS
δ1

iα
oo
k
γ
55kkkkkkkkkkkkkkkkkkkk
First assume that γ is an f -arrow, and that β is an m-arrow. Consider the case
where k is a vertex on the path δ. Then by the assumption that δ is a walk of
minimal length, we must have that β = δ1 : j → k. The induced m-walk δ
′ from
k to i given by the arrows δ2, . . . , δt obviously has length smaller than the length
of δ, so since γ is an f -arrow, and using the mimimality assumption, there exists
a directed path of m-arrows from i to k. It is clear that j is not a vertex on this
path, so we have the following commutative diagram.
· // · ___ · ___ · // ·
>
>>
>>
>>
i
α
))SS
SSS
SSS
SSS
SSS
SSS
SSS
@@
kγ
oo
j
β
55kkkkkkkkkkkkkkkkkkkk
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By the minimality assumptions on the walk δ it is clear that the two paths from i to
k are such that the subquiver generated by these paths is as in Proposition 2.3 (c),
and thus are non-zero and commute. By Theorem 2.1 (b) this is a contradiction,
since one path is an m-path and the other is an f -path.
Now consider the case where k is not on the walk δ. Then, by Lemma 3.6, there
is an alternative shortest path from j to i only passing through vertices on δ. By
assumption on α this path contains at least one f -arrow. Thus, it is of length two.
We get the following quiver
·
>
>>
>>
>>
>
i
@@        
<
<<
<<
<<
< k
oo
j
@@
with two shortest paths from i to k containing f -arrows, and hence we have a
contradiction to Lemma 3.5. This finishes the case where γ is an f -arrow, while β
is an m-arrow.
The case where β is an f -arrow, while γ is anm-arrow can be excluded by similar
arguments.
Now assume that both β and γ are f -arrows. Consider a shortest path ω from
j to i induced by the minimal m-walk, i.e. the path only passes through vertices
on the chosen minimal m-walk. This path is necessarily of length two, by Lemma
3.4. There are two cases. We first consider the case that ω is different from β ◦ γ.
In this case, the subquiver generated by these paths is as in Lemma 3.5, and hence
we have a contradiction to this lemma.
The second case is when these paths are equal. Then consider the f -arrow
β : j → k. The minimal m-walk between i and j induces a minimal m-walk δ′′
between j and k. By minimality, it is clear that i is not a vertex on δ′′. Thus the
shortest path φ from k to j induced by δ′′ is disjoint from the path γ◦α : k → i→ j.
Since φ clearly contains an f -arrow, it must be of length two. So, we have two
different paths of length two from k to j, and since Q is double path avoiding it is
clear that the subquiver generated by these paths is
·
=
==
==
==
=
k
@@
<
<<
<<
<<
< j
oo
i
@@
We thus have a contradiction by Lemma 3.5.
Let us now complete the proof of the theorem. We have established that for every
f -arrow i → j, there is at least one shortest path from j to i which is an m-path.
By Theorem 2.2 there are either exactly one or exactly two shortest paths from j
to i. From the same theorem it follows that in case there is exactly one, this is a
minimal zero-relation. Furthermore, in case there is a second shortest path from j
to i, this path must represent a non-zero map, and hence is an m-path. Thus there
is a minimal commutativity relation involving these two paths, by Propostion 2.3
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(b). Hence, in both cases there is a minimal relation in I ⊂ KQ involving m-paths
from j to i. It is clear that this is also a minimal relation in I ′ ⊂ KQ′. 
The following is obtained as a consequence of the last part of the proof of our
main theorem, using that there are no oriented cycles in the quiver of a tilted
algebra.
Corollary 3.7. Every full cycle in the quiver Q of a cluster-tilted algebra of finite
representation type contains exactly one f -map.
As mentioned in the introduction, it is shown in [BMR3] that a cluster-tilted
algebra of finite representation type is determined by its quiver. This has the
following consequence.
Corollary 3.8. Let H be the path algebra of some Dynkin quiver over an alge-
braically closed field K. Given a tilted algebra Λ = EndH(T )
op = KQ′/I ′ of type
H, the corresponding cluster-tilted algebra Γ = EndCH (T )
op is uniquely defined by
Q′ and I ′.
Note that it is well known that a tilted algebra Λ = EndH(T )
op can be of finite
type, even though H is not of finite type.
It would be interesting to know in which generality the main theorem and the
above corollary hold. We do not know any example where it does not hold.
4. An example
The path algebra of the quiver
·
β
=
==
==
==
α
  



·
γ
=
==
==
==
·
δ  



ǫ // ·
·
with relations αγ = βδ and βǫ = 0 as indicated, is a tilted algebra of type D5. The
corresponding cluster-tilted algebra is the path algebra of the quiver
·
β
=
==
==
==
α
  



·
γ
=
==
==
==
·
δ  



ǫ // ·
πpp
·
µ
OO
with relations given by the commutativity relation αγ = βδ and all other composi-
tions of two arrows equal to zero.
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