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Abstract
Hyperspectral images contain a huge amount of spatial and spectral information so that, almost any type of Earth feature can be
discriminated from any other feature. But, for this classification to be possible, it is to be ensured that there is as less noise as
possible in the captured data. Unfortunately, noise is unavoidable in nature and most hyperspectral images need denoising before
they can be processed for classification work. In this paper, we are presenting a new approach for denoising hyperspectral images
based on Least Square Regularization. Then, the hyperspectral data is classified using Basis Pursuit classifier, a constrained L1
minimization problem. To improve the time requirement for classification, Alternating Direction Method of Multipliers (ADMM)
solver is used instead of CVX (convex optimization) solver. The method proposed is compared with other existing denoising
methods such as Legendre-Fenchel (LF), Wavelet thresholding and Total Variation (TV) . It is observed that the proposed Least
Square (LS) denoising method improves classification accuracy much better than other existing denoising techniques . Even with
fewer training sets, the proposed denoising technique yields better classification accuracy, thus proving least square denoising to
be a powerful denoising technique.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Organizing Committee of ICACC 2016.
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1. Introduction
A new trend in remote sensing field is the Hyperspectral Imagery (HSI), which diﬀers from other imaging systems
in the sense that the number of bands captured by the imaging sensor is 100 to 200 or even greater. In a hyperspectral
image, contiguous or non-contiguous bands of around 10nm bandwidth are available within the range of 400-2500 nm
in the electromagnetic spectrum. The presence of a huge number of bands in a hyperspectral data makes it a hub of
information resource, which can be used to classify features from captured image with more precision and detail. They
can be used to precisely diﬀerentiate between land cover types and also to detect minerals, perform precision farming
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and urban planning, etc. 1 In recent years, many algorithms are being developed for many hyperspectral applications
namely, image classification, unmixing of bands, target detection, sub-pixel mapping, pansharpening, etc.
Classification of objects using HSI data is not contextual, where contextual means focusing on the relationship
between nearby pixels. Normal image classification is performed by grouping pixels to represent land cover features
such as urban, forest, agriculture, etc. But in HSI classification, each pixel vector is classified into diﬀerent categories.
Pixel vectors with similar characteristics are classified into the same group. A number of new classifiers are being
developed and experimented on HSI data. Important classifiers used till date are Support Vector Machines (SVM)2,
Polynomial based Multinomial Logistic Regression (MLR), Minimum Spanning Forest (MSF), Orthogonal Matching
Pursuit3, etc. Some of the classifiers are sparsity-based, including the one we have employed in this work. Basis
pursuit (BP), which is used here for classification, decomposes a signal to an optimal superposition of dictionary
elements. The optimization criterion of BP is L1-norm of coeﬃcients. It is superior in terms of stability and super-
resolution over many other methods like Best Ortho Basis, Matching Pursuit and more4. The L1-norm problem is
solved by using ADMM (Alternating Direction Method of Multipliers). It has been shown that ADMM is much faster
than other solvers like CVX (convex optimization)2.
But, the accuracy of classification is reduced by the presence of noise in the images. So, hyperspectral images need
to be pre-processed before they are classified. Here, a new denoising technique is put forward based on Least Square
(LS) Regularization which eﬀectively denoises the HSI data and improves classification accuracy. Also, the proposed
LS denoising is much faster than other denoising methods, thus reducing pre-processing time requirement. LS based
denoising is compared with other denoising techniques such as Legendre-Fenchel (LF)2, Wavelet based denoising
and Total Variation (TV) denoising techniques. Standard hyperspectral datasets such as Indian pines, Pavia University
and Salinas Scene1,2,3 are used for experimental purposes. This paper explains the application of LS denoising to
hyperspectral images in section 2, classification of hyperspectral images in section 3, and section 4 discusses the
experimental results and analysis.
2. Least Square based Hyperspectral Image denoising
The objective of denoising is to obtain a clean signal x from a given noisy signal y. Each pixel may be represented
by xi jb for signal x and yi jb for signal y. The indices i, j and b are the row position, column position and the band
number respectively for the signals x and y. Assuming that the noise is additive zero-mean Gaussian, we can represent
denoised signal y as
yi jb = xi jb + wb (1)
where, wb is the noise component with a standard deviation of σ and is band-dependent. Solution to this problem is
not unique as it is a problem of estimating xˆ from y, which has an L2 fidelity term, xˆ = argminx||y − x||22. This term is
extended for denoising approach as a Least Square problem, which is formulated as
minx ‖y − x‖22 + λ ||Dx‖
2
2 (2)
which states that the equation is to be minimized with respect to x. The terms λ and D are the control parameter and a
second order diﬀerence matrix respectively. Minimizing the first term in equation (2) forces output to be similar to the
original noisy signal. Minimization of second term leads to noise removal by smoothing the signal. So, λ is used to
control the degree of smoothness and holding similarity to the noisy signal. Solving the Least Square problem leads
to the following result
x = (I + λDTD)−1y (3)
For denoising 2D signal, i.e. an image, the LS solution is first applied on the columns of the 2D matrix, then applied
on its rows. So, the procedure of denoising with Least Square is a matter of a simple matrix operation. It makes
computation complexity to be reduced and requires lesser time to denoise when compared to techniques like Legendre-
Fenchel and Wavelet denoising.
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3. Hyperspectral Image Classification
In the supervised classification of hyperspectral images, a set of train pixels, usually 10% to 20% of hyperspectral
data is chosen randomly from each of the class, as mentioned by the ground truth. Rest of the pixels or all the pixels
are chosen for testing the classifier. Classifier generates class labels for each of the test pixels. In a sparsity-based al-
gorithm, each class is represented in a lower dimensional subspace, leading to faster classification task. Classification
is done by representing test samples in a sparse way with respect to the training samples. In this work, a sparsity-based
classifier known as Basis Pursuit is used as the classifier.
3.1. Basis Pursuit
Chen and Donoho4 have suggested a truly global optimization based decomposition technique called Basis Pursuit
(BP). In this technique, a signal is decomposed into an optimal superposition of dictionary elements, using L1-norm





αγφγ + R (4)
where, R is a residue. This dictionary is an overcomplete dictionary. So, the decomposition is not unique and some
elements in the dictionary may be represented in terms of other elements. It has the advantage of providing adaptation,
allowing us to choose amongmany representations that suits best for our purpose. The main advantages of using Basis
Pursuit classifier are its speed, sparsity, perfect separation, super-resolution and stability.
Out of many possible solutions to φα = s, BP chooses a coeﬃcient with minimum L1-norm: min ||α||1 subject to
φα = s. When the signal is having noise above σ > 0, BP performs approximate decomposition by solving
min||φα − s||22 + λn||α||1 (5)
where, λn = σ
√
2log(#D), #D indicates number of distinct vectors in the dictionary. This convex optimization
problem is fed to ADMM solver. The obtained residues are used for classifying the pixels into diﬀerent classes.
3.2. The Alternating Direction Method of Multipliers (ADMM) Algorithm
The ADMM algorithm is used to solve the convex optimization problems by breaking them into smaller problems
and hence making them easier to handle. ADMM takes the fortune of superior convergence property of method of
multipliers to blend with decomposability of dual ascent5. The algorithm solves the optimization problem as
minimize w(m) + r(n), subject to Am + Bn = c (6)
Here, w and r are assumed to be convex functions. The optimal output for this problem is denoted by
p∗ = inf {w(m) + r(n)) | Am + Bn = c} (7)
The augmented Lagrangian may be expressed as
Lρ(m, n, y) = w(m) + r(n) + yT (Am + Bn − c) + (ρ/2) ||Am + Bn − c||22 (8)
The algorithm consists of following iterations –
mk+1 := argminm Lρ(m, n
k, yk) (9)
nk+1 := argminn Lρ(m
k+1, n, yk) (10)
yk+1 := yk + ρ(Amk+1 + Bnk+1 − c), ρ > 0 (11)
The algorithm consists of minimization steps for m and n in equations (10) and (11), and a dual variable update
in equation (12). The terms m and n are updated in an alternating fashion, hence name ‘alternating direction’5. This
technique is an extended and advanced version of ‘method of multipliers’ algorithm.
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Application of ADMM to solve Basis Pursuit is used to obtain residue for all the test vectors across all the classes.
Then the text pixel is assigned to the class for which it has least residue value. Following this, a map that consists of
class values for each pixel vector of original or denoised hyperspectral image is developed. This map is the classified
output for the given hyperspectral data.
3.3. Mapping to Hyperspectral image classification
The classification task comprises of mainly two steps. One is to find the sparse solution m using basis pursuit
which is solved by using ADMM. The other one is to calculate the minimum residue which corresponds to the class
label for each of the test pixel vectors.
The 3-D hyperspectral image (p × q × b) is converted to 2-D (b × p ∗ q) by arranging all pixels in each spectral
band as corresponding rows. Now, the rows corresponds to the spectral bands and the columns corresponds to the
pixel vectors. A dictionary matrix A with size b × c is created which contains the training samples from every class.
All the columns of the dictionary matrix are normalized. Sparse solution m is determined using basis pursuit solved
using ADMM.The objective function of BP is
mˆ = argmin ‖m‖1, subject to Am = t (12)
where, m ∈ Rc, A ∈ Rb×c and t ∈ Rb.
The objective is to obtain a sparse solution. But, since the function is non-convex, convergence is diﬃcult to obtain
a solution. Hence, ADMM is utilized in order to speed up the convergence process2. The objective function of BP
can be written in ADMM format as
min g(m) + ‖n‖1, subject to m − n = 0 (13)
where g(m) is an indicator function of m ∈ Rc, given Am = t.
The update corresponding to mk+1, nk+1 and yk+1 are obtained using ADMM. Here, y is the Lagrangian multiplier
corresponding to the constraint m − n = 0. The augmented Lagrangian is given by,
Lρ(m, n, y) = g(m) + ‖n‖1 + ρ/2‖m − n + y‖1 (14)
The update for m, n and y are given as,
mk+1 =
(
I − AT (AAT )−1A
)
(nk − yk) + AT (AAT )−1t (15)
nk+1 = S 1/ρ(mk+1 + yk) (16)
where, S 1/ρ is the soft thresholding operator.
yk+1 = yk + mk+1 − nk+1 (17)
Once the sparse solution m is obtained, the residue for test pixel vector is calculated using the equation
resi = ‖t − Ainew ∗ m‖2 (18)
where, i is iterated through no. of classes, t is the test pixel vector and Ainew is the new dictionary matrix in which
the columns, except those belongs to iteration value, are made zero. The test pixel vector is assigned to the class for
which minimum residue is obtained.
4. Experimental Procedure
The intention of this work is to analyze the outcomes of the implementation of proposed LS based denoising tech-
nique before performing hyperspectral image classification. For this, we first classify the hyperspectral data without
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applying any denoising technique. Then denoising is applied to check improvement in classification. Denoising
experiments are performed on standard datasets, namely Indian pines, Salinas Scene and Pavia University. SNR
(Signal-to-Noise Ratio) values for each dataset after denoising using diﬀerent methods are measured and recorded.
Then the quality of denoising for each of the techniques is validated through classification experiment on Indian pines
dataset. The accuracy of the classification is found out by comparing the classified data with the ground truth data and
is recorded. Then, the diﬀerent denoising methods, viz. total variation, Legendre-Fenchel, wavelet and proposed least
square denoising are compared for their performance.
SNR calculation is a numerical approach for analyzing the amount of removal of noise from the signal or image. It
is a measure of signal power to noise power, expressed in decibels (dB). An SNR calculation approach when there is
no reference image present is explained by Linlin Xu in his paper6. In this approach, SNR for a signal is calculated as
S NR = 10log10
Σi j xˆ2i jb
Σi j(xˆi jb − mb)2
(19)
where, xˆi jb is the denoised pixel, mb is the mean value of {xˆi jb} in an area where the pixels are homogeneous6. Esti-
mation of SNR depends on the selection of homogeneous area. Ground truth data helps in finding the homogeneous
area. SNR is calculated over all the bands and all the pixels in each band.
Classification of data provides the best way to analyze the denoising techniques. One of the problems in using
SNR as ultimate quality measure tool is that an image which is more smooth will have higher SNR value although it
might have lost edge information. So, classification helps in better understanding of the performance of the denoising
techniques. Classification of hyperspectral data is performed after applying each of the denoising techniques. The
classification accuracy is measured in each case and compared for analysis.
5. Results and Analysis
5.1. Denoised Quality Measurement
The hyperspectral data after being denoised are analyzed visually and numerically with the support of SNR mea-
surement. The formula for measuring SNR of a denoised image is explained in the section (4). The figures 1, 2 and 3
show the denoised outputs of Indian pines, Pavia University and Salinas scene datasets respectively. It is observed that
the proposed LS denoising method performs as good as existing techniques LF and wavelet denoising and is much
better than TV denoising. It has been explained in section (2) that a control parameter λ controls the trade-oﬀ between
signal smoothing and holds the similarity to original data. Increasing the value of λ improves noise removal but fades
away the edge information. So, an optimal value of λ is to be chosen during denoising process. Table 1 shows the
comparison of SNR values of diﬀerent denoising methods on Indian Pines datasets. The values shown in the table are
the average SNR obtained over all bands of the hyperspectral data.
Table 1. Comparison of SNR values for diﬀerent denoising methods for Indian Pines data set
Denoising
Technique
Average Signal to Noise Ratio (dB)
Indian Pines Salinas Pavia University
Original Noisy image 29.05 8.05 14.74
Total variation 32.47 10.33 16.31
Wavelet 29.96 8.37 15.48
Legendre-Fenchel 29.07 8.06 14.77
Least square 29.82 8.55 15.41
5.2. Classification Accuracy
Indian Pines hyperspectral image was captured by NASA’s AVIRIS sensor. Indian Pines dataset constitutes of 145
× 145 pixels with 220 bands in the region 0.4 - 2.5 μm. It’s ground truth consists of 16 classes. The assessment of
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Fig. 1. Denoised outputs of band 3 of Indianpines dataset: (a). Noisy band; (b). TV denoised; (c). wavelet denoised; (d). LF denoised; (e).
proposed LS denoised
Fig. 2. Denoised outputs of band 15 of Pavia University dataset: (a). Noisy band; (b). TV denoised; (c). wavelet denoised; (d). LF denoised; (e).
proposed LS denoised
classification is done both subjectively and objectively. Visual interpretation is used for subjective assessment whereas
objective assessment is done through classification accuracy calculation. The important terms in objective assessment
are
classwise accuracy, CA = No. of pixels which are correctly classified in each class
Total no. of pixels in each class
× 100 (20)
overall accuracy, OA =
No. of pixels which are correctly classified
Total no. of pixels
× 100 (21)





where, CAc is the classwise accuracy of cth class and n is the total number of classes in the hyperspectral image.
Kappa coeﬃcient =
P ∗ C − S
P2 − S
(23)
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Fig. 3. Denoised outputs of band 2 of Salinas Scene dataset: (a). Noisy band; (b). TV denoised; (c). wavelet denoised; (d). LF denoised; (e).
proposed LS denoised
where, P is the total number of pixels, C represents the number of pixels that are accurately classified and S is the
sum of the product of rows and columns of the confusion matrix2.
Table 2. Classification quality analysis for diﬀerent denoising techniques on Indian Pines dataset
Denoising Technique Overall Accuracy (OA%) Average Accuracy (AA%) Kappa Coeﬃcient
Original Noisy image 69.158 58.8 0.6449
Total variation 97.6583 95.27 0.9733
Wavelet 90.8284 85.85 0.8952
Legendre-Fenchel 97.1802 95.99 0.9679
Least square 98.2047 96.89 0.9795
Table 2 contains the objective analysis of classification quality under each of the denoisingmethods. Figure 4 shows
the original ground truth image of Indian pines dataset and classified outputs under diﬀerent denoise techniques. It
can be seen that the improvement in classification after denoising is obvious and better for the proposed least square
technique than any other denoising techniques.
Improvement in classification for each case may be obtained by providing more training data. The outputs shown
in the table 2 is for 10% training input. Increasing training input gives improved accuracy but consumes more time to
execute the algorithm.
6. Conclusion
In this paper, we have proposed an extremely simple, yet eﬀective denoising approach based on least square
regression. The proposed LS technique has been verified for its capability with the help of SNR calculation and
hyperspectral image classification. SNR calculations show that the proposed denoise technique is competitive with
existing advanced denoised techniques like Legendre-Fenchel and wavelet-based methods. Classification of hyper-
spectral data has been carried out with Basis Pursuit classifier, which uses ADMM for solving the L1 optimization
problem. The improvement in classification after denoising with the least square method is appreciable and is better
than other denoising techniques discussed in this paper. So, the least square technique can emerge as an alternative to
existing denoising techniques for hyperspectral data, which is the future of the remote sensing field.
Accurate measurement of SNR, when there is no reference image available is a diﬃcult task and better solution
needs to be introduced. The method implemented in this work is based on the selection of a homogeneous area in the
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Fig. 4. Classified outputs under diﬀerent denoising techniques of Indian pines dataset (a). Original ground truth; (b). Total variation [OA =
97.6583%]; (c). Wavelet [OA = 90.8284%]; (d). Legendre-Fenchel [OA = 97.1802%]; (e). Least square [OA = 98.2047%]
image. In our future work, we can consider the implementation of more advanced methods for SNR estimation. Also,
the diﬀerence matrix, D, in the least square solution has the potential to improve denoising technique to much better
levels. So, varying the values of the D matrix may help to improve denoise quality. These ideas will be considered as
future work.
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