This paper presents an adaptive output feedback control for a manipulator under the presence of the time-varying output constraint and uncertainties. The proposed control is formulated based on a nonlinear extended state observer and a barrier Lyapunov function. The nonlinear extended state observer is developed to estimate the unmeasured states and the lumped uncertainties. Because the observer term in the nonlinear observer includes a linear term and a fractional-order term, its performance is enhanced significantly. Additionally, the barrier Lyapunov function is applied to guarantee the time-varying output constraint, which changes with respect to the desired trajectory in time. The asymptotic stability and output constraint satisfaction are theoretically demonstrated by using the Lyapunov theory. Finally, some simulations are conducted on a 3-DOF manipulator to verify the effectiveness of the proposed control.
I. INTRODUCTION
As one of the greatest potential techniques in the next phase of the industrial revolution, robotic has been significantly studied by researchers in universities, institutes, and technology companies in recent years [1] - [3] . To achieve the control performance of the robotic manipulators, some advanced controller methods have been developed to deal with the challenges such as high nonlinear dynamics, measurement noise, external disturbance, and modeling error. Many well-known robot controllers such as computed torque control [4] , proportional integrative derivative (PID) control [5] - [7] , adaptive sliding mode control [8] - [11] , disturbance observer-based tracking control [12] , [13] , adaptive backstepping control [14] - [16] , etc. have been successfully
The associate editor coordinating the review of this manuscript and approving it for publication was Zheng Chen . conducted in a wide range of robot applications. Almost these researches focus on tracking control errors and disturbance rejection.
In recent years, when robots have more physical interaction with humans and the environment, the output constraints in the physical robotic systems can lead to performance degradation, a hazard of system damage. In order to cope with these problems, some advanced approaches have been developed, including the model predictive control (MPC) [17] - [19] and the barrier Lyapunov function (BLF) approach [20] - [25] for the output constraints. The MPC deals with the output constraints within an optimization background by solving an online finite-horizon optimal control problem. In [26] - [28] , the results proved that the MPC is the effectiveness with not only the input constraints but also the output constraints. However, the MPCs require knowledge on the control systems and heavily computationally intensive algorithms to find the solution for the control problem [29] . Because the BLF possesses the property of approaching infinity whenever its augments approach some limits, then this function can help to guarantee the output constraints along the system trajectory [30] . In [20] , [21] , [31] , the BLF and neural networks were used together to compensate for the uncertainties and to guarantee the preventing the violation of the constant output constraints in manipulators. In [22] , [23] , the time-varying output constraints and the uncertainties of manipulators were considered. In these papers, neural network approximation was used to approximate the uncertainties in the manipulator. The results proved the superiorities of the neural network, such as the universal approximation property and parallel distributed structure. However, the structure, learning rate, and initial parameters of the neural network were usually determined by a trial-error approach based on the expert's experience.
An extended state observer (ESO), which was first presented by Jingquing Han in 1990s, showed effectiveness to estimate the disturbance from inaccuracy of mathematical models and strong nonlinearities in the system with a simple structure [32] . So that, the linear ESOs have been applied in sliding mode control for a three-phase power converter [33] , backstepping sliding mode control for a helicopter small-size helicopter [34] , integral sliding mode control for a bilateral teleoperation system [35] , and backstepping control for a hydraulic system [36] and for a motor-driven robot manipulator system [37] . In recent years, some finite time convergence ESOs have been proposed to improve tracking accuracy and convergence time. They were successfully applied in an unmanned surface vehicle [38] , a pneumatic cylinder servo system [39] , and a diesel engine air path [40] .
Based on the above analysis, this paper proposed a novel robust adaptive control for a manipulator with the existence of the time-varying output constraint, and external disturbance. The proposed control is developed from the backstepping technique with a nonlinear extended state observer. The main contributions of this paper can be summarized as follows:
(1) A novel nonlinear extended state observer is proposed to improve the robustness of the observer in estimating the unknown states and the lumped uncertainties. The proposed observer is a combination of a linear observer term and a nonlinear observer term. The nonlinear observer term is used when the observer errors are out of the predefined region to reduce the convergence time. The linear term is used when the errors are in the region to reduce the oscillations in the estimated lumped disturbance.
(2) Base on our knowledge, the proposed control is firstly developed for a manipulator regardless of time-varying constraints and uncertainties by using a nonlinear extended state observer to estimate the unknown states and the lumped uncertainties, and the auxiliary term of the barrier Lyapunov functions to isolate the output constraints.
(3) The stability and robustness of the proposed control are theoretically proven by the Lyapunov approach. Additionally, the varying output constraints are also guaranteed by the above analysis.
(4) In order to verify the superiority of the proposed approach, this algorithm is conducted in a 3-DOF manipulator by simulation with the presence of the time-varying output constraints, unknown frictions, external disturbance, and different working frequencies. Additionally, its results are compared with Proportional Derivative (PD) control, backstepping control, and the backstepping with linear extended state observer.
In the rest of this paper, the preliminaries and problem formulation are shown in Section II, the nonlinear extended state observer, the proposed control and the stability proof are presented in Section III, some simulations are provided in Sections IV, and the conclusions are expressed in Section V.
II. PRELIMINARIES AND PROBLEM FORMULATION A. PRELIMINARIES
Lemma 1: There exists any positive constant k b ∈ R, for ∀x ∈ R in the interval |x| < |k b | with k b being the constraint value; the following inequality holds [21] :
The n-DOF manipulator dynamics are expressed by [4] :
where q,q,q ∈ R n×1 derive position, angular velocity, and angular acceleration vectors of each joint, respectively; M (q) ∈ R n×n is the symmetric and positive definite matrix of inertia; C(q,q) ∈ R n×n denotes the Coriolis and Centrifugal term matrix; G(q) ∈ R n×1 is the gravity term; τ is torque acting on joints; J (q) denotes a nonsingular Jacobian matrix; τ fric derives the unknow frictions; and f presents external disturbances. Assumption 1: The unknown friction functions and the external disturbances are differentiable and bounded. The unknown friction model includes the viscous frictions and static frictions. The model is presented as follows:
. The manipulator dynamics possesses the following properties [41] :
Property 2: The inequality G (x 1 ) ≤ g b holds where g b is a known positive constant. VOLUME 7, 2019 Property 3: The inequality C (q,q) ≤ c b q satisfies, where c b is a known positive constant.
Property 4: The matrix M (q) is uniformly positive definite and there exist two positive constants, γ 1 , γ 2 , such that
Let x 1 = q ∈ R n , and x 2 ∈q ∈ R n , the robotic dynamics (2) can be represented in the state space form aṡ
where
. , x in ] T , (i = 1, 2); = J T (q) f + τ fric is a lumped disturbance which includes the external disturbance and unknown friction, u (t) presents for the input torque vector, τ . The control objective is to track a desired trajectory x d = [x d1 , x d2 , . . . , x dn ] T while guaranteeing the satisfaction of conditions, i.e., the system output
Assumption 2: It is supposed that x di ,ẋ di , andẍ di , (i = 1, 2, . . . , n) are respectively the position, velocity, and acceleration trajectory to the bounded and known.
III. PROPOSED CONTROL
In this paper, the lumped disturbance, M −1 (x 1 ) (t), of the manipulator dynamics (5) is expanded to a state which is presented by x 3 ∈ R n×1 . The system state is defined as
Note that this state x 3 is continuously differentiable and bounded as [42] . The manipulator dynamics (5) is represented as followṡ
where δ (t) is the derivative of the state x 3 (t);
). Assumption 3 [43] : The derivative of the state x 3 (t) is to be bounded, i.e., δ (t) ∞ ≤ δ, where δ is an arbitrary positive number.
Assumption 4: Based on the Assumption 2 and properties of the n-DOF manipulator, the functions F (x 1 , x 2 ) are locally Lipschitz continuous functions with respect to x 2 in its practical range.
Remark 1: The external disturbance and unknown frictions are considered as the lumped disturbances which are presented by the expanded state, x 3 (t). These lumped disturbances are estimated and compensated by the NESOs and a backstepping controller, respectively. In practice, the disturbances included both the continuous and discontinuous terms. The NESO [43] , [44] is well-known as the disturbance rejection with the continuous term. Furthermore, the control design procedure is implemented based on the Barrier Lyapunov function to handle the time-varying output constraints of the controlled system.
A. NONLINEAR EXTENDED STATE OBSERVER
The NESO is designed to not only estimate the unmeasured system state vector, x 2 , but also approximate the lumped disturbance, x 3 , for controller compensation in real-time. Let x derive the estimated system state of x andx present the estimation error x = x −x . The manipulator dynamics (6) are represented aṡ
 ; I n×n is a unit matrix with the size of n × n; 0 n×n is a zero matrix with the size of n × n.
We propose a following extended state observeṙ
The nonlinear function, g fal (x 1i , λ, ε), is defined as follows
where 0 < λ < 1 is constant. From (7) and (8), the state estimation error dynamics can be presented aṡ
From assumption 3, there exists a known constant how the below inequation holds
In the first condition,
, then the NESO (10) is represented aṡ
The time derivative of the fal function (9) is calculated as follows:
In the second condition, x 1 ∞ < εx, the derivative of the fal function (9) is computed as follows:
Theorem 1: Considering the nonlinear extended state observer (8) , inequation (11) , and assumption 2, then the estimation errors are bounded in finite time with the appropriate constant, κ 0 .
Proof of Theorem 1: Consider a Lyapunov function as follows:
where P is a positive definite matrix. The matrix, P, is selected how the below Lyapunov equation satisfies
From (12), the time derivative of the Lyapunov function (14) is expressed as followṡ
The time derivative of the Lyapunov function (16) is a neg-
When the bandwidth κ 0 increases, the estimation errors in NESO is reducing, and the stability of the NESO is guaranteed [45] .
B. NESO VIA OUTPUT FEEDBACK CONTROL WITH OUTPUT CONSTRAINT
This section describes an adaptive output feedback controller, which is a kind of adaptive output feedback control. The structure of the proposed control shown in Fig. 1 includes a full state feedback control and a nonlinear extended state observer. The nonlinear extended state observer estimates the lumped uncertainty in the manipulator dynamics and the velocity states, which are provided to the full state feedback control. Furthermore, the full state feedback control is developed from the barrier Lyapunov function to deal with the varying time output constraint.
Firstly, we define the tracking errors, e i , (i = 1, 2) for the proposed control as follows
where x d ∈ R n×1 is the desired trajectory. The time-varying bounds of e 1 are defined as
where k c (t) ≤ x 1i (t) ≤k c (t).
The virtual control, α 1 , is computed as
where K 1 ∈ R n×n is a positive diagonal matrix;K 1 = diag k 11 , . . . ,k 1n ∈ R n×n is a positive diagonal matrix which elements are defined as
The computed torque of the robotic manipulator is presented as follows is a positive diagonal matrix.
C. PROOF OF STABILITY
Step 1: The time derivative of e 1 is presented aṡ
Replace the virtual control signal, α 1 , into (22) . The result is presented as follows:
According to Yu et al. [46] , we define a positive definite barrier Lyapunov function as follows
We can define the variable
Then, the Lyapunov function (24) is represented as follows:
Because of |ξ i | < 1, the Lyapunov function (26) is a positive definite function. Taking the time derivative of the barrier Lyapunov function (26), we havė
Replacing (23) into (27), the result yields aṡ
Step 2: we take the time derivative of error, e 2 . The result is presented as followṡ
From (29) and (21), the time derivative of error,ė ξ 2 , is represented as follows:
where C (x 1 ,x 2 ) = C (x 1 , x 2 ) − C x 1 ,x 2 . Based on the assumption 2 and property 3, we assume that the functions in the vector C (x 1 ,x 2 ) α 1 are the Lipschitz continuous functions.
C (x 1 ,x 2 ) α 1 ≤ c 1 x 2 Consider the Lyapunov function as
Then, we take the time derivative of the Lyapunov function. The result is yielded as follows:
Replacing (28) and (30) into (32) with property 1. The result is presented as follows:
Theorem 2: The control law in (19) , (21) , and the nonlinear extended state observer in (8) are constructed for the robotic manipulator (5) . Then, all the tracking errors are semi-global uniformly ultimate bounded, and the output constraints are not violated. The error variable e 1 , e 2 , and ζ are bounded by the compact sets e 1 , e 2 , and ζ , respectively, defined as follows:
where E = 2 V (0) + D 2 c 0 ; c 0 and D 2 are positive constant; andĒ
Proof of Theorem 2: In order to prove the stability of the whole closed-loop system, the Lyapunov function is constructed based on (16) and (31) as follows:
The time derivative of the Lyapunov function (39) is calculated as follows:
We definex 3 
where c 0 and D 2 are two constants defined as follows
In order to guarantee that c 0 > 0, the below conditions must satisfy
By multiplying e c 0 t into (41), it is yielded as follows:
Integrating (46) yields
Then, we have
Additionally, we have inequality
where [.] denotes a vector; (.) presents a positive matrix. From (39) , (41) , (48), (49), and (Lemma 3 in [47] ), Theorem 2 is proved.
IV. NUMERICAL SIMULATIONS A. SIMULATION SETUP
To verify the feasibility and superiority of the proposed control, simulations are conducted based on a 3-DOF robotic manipulator, as shown in Fig. 2 . The detailed dynamics [14] and parameters are directly shown in Table 1 , and as follows: We set the initial position of the robot manipulator as Remark 4: In practice, the torque inputs are usually limited due to the physical constraints of the mechanical or electronic components. Then, the output of the controllers is bounded by the below equations.
where out = 2×10 2 (Nm) is the maximum output; and out = −2 × 10 2 (Nm) is the minimum output.
B. CONTROLLERS FOR COMPARISON
To verify the effectiveness of the proposed control, we take two controllers to compare: first controller -Proportional derivative (PD) control; Second controller -backstepping controller; Third controller -Nonlinear extended state observer via backstepping controller;
The PD control is presented as
The backstepping control without output constraints can be derived as follows
The nonlinear extended state observer via backstepping control can be achieved as follows:
wherex 3 is the estimated lumped disturbance which includes the external disturbance and unknown friction. This estimated lumped disturbance is computed from the nonlinear extended state observer as presented in (8) .
Remark 5: In this paper, we suppose that only the system output is measured. The angle velocity of the backstepping control is calculated by the numerical differentiation with the backward. The formula is expressed as follows
s where T s is given by the sampling time of 10 −3 seconds. The velocities in the 2 nd controller and the proposed controller are provided by the NESO.
Remark 6: In order to guarantee fairness in the comparison between the proposed control with two others. The proposed control parameters are inherited from the NESOBC, and the NESOBC parameters are received from the BC. The parameters of the controllers are fully shown in Table 2 . 
Remark 7:
The parameters of the BC are selected by the trial-error method. The parameters of the NESO are chosen how the derivative Lyapunov (15) is a negative function. Finally, the output constrained functions are chosen how the initial values belong to the predefined region and the stable values stay in the expected steady-state error.
C. SIMULATION RESULTS
In order to demonstrate the effectiveness of the proposed controller against time-vary disturbance, measurement noise, varying output constraints, some simulations are conducted on the manipulator under the working conditions, which are described in section IV. A. Additionally, they are employed with two specified frequencies which are 0.1Hz and 0.5Hz. These simulations are conducted by MATLAB 2019a. The simulation files are configured with a sampling time of 10 −3 seconds and automatic solver. The structure of the simulation is shown in Fig. 3 . Remark 8: Because the input unit of the sine and cosine function in the simulation file is radian, the angle and angle rate of each joint are multiplied with a constant, 180 π , to convert from radian unit to degree unit before these data are plotted on the figures.
1) CASE 1
In this case, the trajectories with a frequency of 0.1 Hz are set up. Fig. 4 shows the joint responses of the manipulator with four controllers which are the PD control with blue dot-dashed lines, the BC with blue lines, and the NESOBC with pink dot-dashed lines, and the proposed control with red lines. Additionally, the error of the output responses with respect to the references in Fig. 5 shows that the PD control with the blue dot-dashed lines without the dynamic compensator in blue dot-dashed lines and BC in blue lines are not good enough to improve the accuracy of the control performance when the external disturbance is altered at 15 th second in the simulation. Furthermore, they also violated the predefined boundaries, k ai (t) , k bi (t) , (i = 1, 2, 3) presented by black dot-dashed lines. The error efforts of the NESOBC with the pink dot-dashed line and the proposed control with the red line were improving significantly, and they stayed in the boundaries because the NESO helped to estimate the unmeasured variables and the lumped disturbance in the manipulator. Root mean square (RMS) values of the tracking errors of control strategies in Table 3 clearly shows the effectiveness of the NESO against the lumped disturbances in the NESOBC and the proposed control. Fig. 6 -Fig. 8 plot the estimated position error, estimated velocity error, and estimated lumped disturbance of the NESO in the joints of the manipulator, respectively. The results show that the NESO took a short time to estimate the velocity and the lumped disturbance. In Fig. 8 , estimated lumped disturbances in joint1, joint 2, and joint 3 are expressed with blue dash line, black dotted-dash line, and red dash line, respectively. In the first 15 seconds, although the external force has not been applied at the end-effector, the estimated disturbances are non-zero due to the unknown frictions and measurement noise. In the last 15 seconds, an external force of 100N along z-axis respect with the Cartesian coordinate has been applied at end-effector. Based on the geometric of the robotic manipulator, the external force will impact to the joint 2 and joint 3 in the manipulator. Then, the estimated lumped disturbance in joint 2 and joint 3 change more significantly than the joint 1, as shown in Fig. 8 . Remark 9: In this study, the chattering reduction is not considered. We only focus on improving the accuracy of the closed-loop system with the presence of the external disturbance and varying time output constraints. This problem will be mentioned in future work.
Remark 10: The effectiveness of the barrier Lyapunov function against the time-varying output constraints have not been clearly exhibited in this scenario.
2) CASE 2
Next, another scenario is continuously conducted to show the effectiveness of the proposed control. The frequency of the trajectories is increased from 0.1Hz to 0.5Hz. Fig. 10 -Fig. 12 shows the error efforts, the estimated lumped disturbances and the control signals in joints of the manipulators, respectively. The error performances in Fig. 10 exhibited that when the external disturbance is applied to the manipulator, the error responses of the PD controller in blue dotdashed lines and BC in blue lines are degraded and violated the boundaries with the black dotted-dash lines. The error responses of the NESOBC shown by the pink dot-dashed lines are improved significantly because the NESO estimated the lumped disturbances of the manipulator. Although the errors in joint 2 and joint 3 stayed in the predefined boundaries, k ai (t) and k bi (t) , i = 2, 3, the error response in joint 1 broke its boundaries, k a1 (t) and k b1 (t). In this case, the auxiliary term against the time-varying output constraint in the proposed controller exhibited the effectiveness. The error effort of the proposed control presented by the red line improved with respect to time and bounded between the timevarying output constraints, k ai (t) and k bi (t) , i = 1, 2, 3. In order to show clearly the advantage of the proposed control in enhancing the accuracy, root means square error tracking of these controllers were also calculated from 0.1 to 30 second and shown in Table 4 .
Like the case 1, the estimated lumped disturbances in Fig. 11 are the unknown frictions, and effects caused by measurement noise. Because the frequency on the trajectory is increased to 0.5, the velocity of the control system also increases. Consequently, the estimated lumped disturbance increased more than in case 1. Additionally, when the external force along z-axis respect with the Cartesian coordinate is applied at the end-effector, the estimated lumped disturbances were changes as shown in joint 2 and 3. As explained in the previous case, the external force does not affect to the joint 1, so the estimated lumped disturbance in the first joint did not alter. Fig. 12 exhibits the control signals in the joints of the manipulator. The results show that the measurement noises and the lumped disturbance cause chattering effects.
V. CONCLUSION
In this paper, a novel adaptive output feedback control was proposed for the trajectory tracking control of robot manipulators regardless of the time-varying output constraints, and the external disturbances. The proposed controller was employed based on the NESO and the barrier Lyapunov function with the backstepping framework. The NESO estimated not only the unmeasured states but also the lumped uncertainties. Additionally, the barrier Lyapunov function is used to guarantee that the output constraints are not broken during the system is operating. Furthermore, the stability of the closedloop control system was theoretically analyzed based on Lyapunov stability theory. In order to prove the effectiveness of the proposed control, some simulations were conducted on the 3-DOF manipulator. The proposed control's results showed its superiority in enhancing accuracy against the unknown friction, external disturbance, and high-frequency trajectory when it is compared with PD control, backstepping control, and the NESOBC.
