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Introduction
Recent advances in Artificial Intelligence and Data Mining allowed researchers to develop the socalled intelligent decision models, smartly behaving like human beings. Most of them are based on a standalone machine-learning algorithm, such as artificial neural networks (NNs), genetic algorithms (GAs), support vector machines (SVMs), swarm intelligence (SI), random forests (RF), etc. [1] The use of the intelligent decision models in medical research is a current practice, supporting the doctors' decision in a wide range of specialities. Artificial neural networks are applied to predict the severe acute pancreatitis at admission to hospital [2] . A support vector machines approach has been used in epilepsy, for the seizure prediction with spectral power of EEG [3] . Support vector machines along with linear kernel and classification trees have been used for early diagnosis of Alzheimer-type dementia [4] . A competitive/collaborative neural computing system has been considered to early detect the pancreatic cancer [5] . A hybrid neural network-genetic algorithm has been applied for the breast cancer detection and recurrence [6] .
The direct use of a medical database in decision/classification purposes, without a previous analysis and pre-processing step, is often counterproductive. It is noteworthy that even the best classifier will perform poorly if the features are not chosen well. The feature selection (FS) represents the way of choosing the most relevant attributes from a dataset for improving the performance of the models used in the decision/classification process. There are many methodologies focused on FS, seen from different point of views [7] [8] . The association rules technique [9] , a hill climbing algorithm [10] , particle swarm optimization [11] , and genetic algorithms [12] are among the mostly used tools for FS in computer-aided medical diagnosis.
This study proposes a FS procedure, based on a previous regression approach, using the decision classes as the output of the linear multiple regression model, and the features as predictors. A common approach is based on the exploratory examination of the correlation matrix involving all variables, and expecting to highlight the underlying correlation between features and the decision class. However, in such an attempt, there is no "automatic" way to weed out the "false" correlations. Different from this approach, the model proposed in this paper takes advantage of the knowledge about the relationship between several independent variables (predictors) and a dependent variable (criterion) provided by the multiple regression analysis. The degree to which the predictors (features) are related to the dependent variable (the class) is expressed in the multiple correlation coefficient R 2 . The remaining paper is organized as follows. Section 2 describes the regression-based approach used as sensitivity analysis and providing the most relevant features for classification decision purpose, along with the two NNs proposed as classifiers. We also present the two publically available databases regarding breast cancer detection and recurrence, used to prove the consistency and effectiveness of the FS approach; the section ends with the statistical analysis benchmark. Section 3 is entirely devoted to the experimental results obtained in the concrete application to breast breast cancer detection and recurrence, using the regression-based FS and a standard three-layer perceptron as classifier, while Section 4 is dealing with the statistical-based assessment. The paper ends with conclusions and ideas for future research.
Materials and methods
FS may be considered a key factor for classification purpose, since even the best classifier will perform poorly if the features are not chosen well. It is customary to previously use FS techniques for selecting the most relevant attributes in the dataset, thus providing the elimination of unnecessary information.
Feature selection
FS implies the search for a subset of relevant attributes to be selected as being together optimally decisive for the learning task. A special tool in FS is the feature ranking, where a score is calculated for each feature according to some criterion. Based on this ranking, a certain number of features will be selected and subsequently used in the classification stage. Among statistical methods used to accomplish the FS task, we considered the regression model. It is noteworthy that the assumptions regarding the linearity (between variables) and normality (residuals) do not represent intractable issues since the multiple regression is not greatly affected by minor deviations from these assumptions. We have previously used the analysis of the correlation matrix as a first step in data analysis, searching for expected/unexpected relations between variables. The inspection of the correlation matrix is useful for establishing possible connections between the values of certain attributes for different groups of objects, thus facilitating the subsequent use of the regression model to accomplish the FS stage.
Multiple regression model
Regression models are used to predict the values of the dependent variable (outcome) from one or more other independent variables (predictors). The goal of this process is to create a model such that the predicted and observed values of the outcome variable are similar enough. Technically, the dependent variable is expressed as a (linear) combination of the explanatory variables, given by the regression equation:
where Y is the dependent (outcome) variable, and the variables X 1 , ..., X k are the explanatory (predictive) variables [13] . To assess the "goodness-of-fit" of the model, that is how well the model predicts the dependent variable, we consider the statistics R 2 , commonly expressed as percentage. It represents the proportion of the total sum of squares that can be explained by the regression, that is the ratio of the sum of squares due to regression and the total sum of squares provided by both regression and residuals. It is noteworthy that R 2 roughly assesses how well the model fits the data. A standard way to assess properly the "goodness-of-fit" is to analyse the residuals, by checking their 'normality', since the multiple regression assumes that the residual values (i.e., observed minus predicted values) are normally distributed.
Neural networks as classifiers
The neural network (NN) represents an information processing paradigm that is inspired by the way the human brain processes information. In this experiment, we used two well-known NNs with well established efficacy, the multi-layer perceptron (MLP), and the radial basis function network (RBF).
Multi-layer perceptron (MLP)
The multi-layer perceptron (MLP) consists of several layers of computing units connected together in a hierarchical feed-forward network. The main elements of a MLP are:
• input vector x = (x 1 , x 2 ,..., x p ), formed by p feature components x i ;
• related output/response (multivariate) variable j y , j = 1, 2,..., q;
• (synaptic) weights w ij , connecting the output of neuron i to the input of neuron j, where neuron j lies in a layer to the right of neuron i;
• activation non-linear function f, usually chosen sigmoidal.
A key observation in its practical use, based on the universal approximation theorem applied to MLP, is that a MLP with a single hidden layer (3-MLP) is sufficient to uniformly approximate any continuous function. This is the reason we have chosen a 3-MLP as classifier.
The most popular learning method for MLP is the back-propagation algorithm (BP). Technically, the output values are compared with the actual values and the error is computed based on a predefined error function E. According to the result obtained, one acts backward through the network to adjust the weights in order to minimize the error function E (w 1 , w 2 ,..., w p ) . Under these circumstances, we want to minimize the network error function, given by:
After the synaptic weights are computed in the 'training phase', the neural model will be used in the 'testing phase', thus yielding a true measure of its computing performance.
Radial basis function (RBF)
RBF is a symmetrical function about a center point in a multi-dimensional space. A number of hidden units with radial basis activation functions are connected in a feed-forward parallel architecture. RBF is characterized by a set of inputs and a set of outputs; between these two layers there is a hidden layer of processing units, each of them implementing a radial basis function, which has the form:
where ( ) k y x is the k-th output, x is an input vector, ki w is the weight from the i-th kernel node to the k-th output node, i c is the centroid of the i-th kernel node, i σ is the bandwidth of the i-th kernel node, M is the number of kernel nodes, and ( )
is Gaussian RBF with bandwidth of i σ .
Note. Since RBF uses a single hidden layer, it is much faster than MLP.
Breast cancer datasets
The proposed mix model FS/MLP has been applied on two public breast cancer datasets, presented below: http://archive.ics.uci.edu/ml/datasets/Breast+Cancer).
Breast Cancer Wisconsin (Diagnostic) -BCWD (UCI Machine Learning repository

Statistical-based evaluation of performance
Because NNs are of stochastic nature, they have been independently run 100 times to obtain a reliable result regarding both their robustness and effectiveness. Thus, from statistical point of view, we obtained an adequate statistical power (two-tailed type of null hypothesis with default statistical power goal P ≥ 95%, and type I error α = 0.05).
The NN models' assessment has been achieved by using the standard 10-fold cross-validation. MLP and RBF have been independently executed 100 times (each model has been run 100 times in a complete 10-fold cross-validation cycle), and the average testing accuracy has been considered as the decision performance. Recall that the 10-fold cross-validation consists of the following steps. The classification accuracy (i.e., the percentage of correctly classified cases) in the testing stage is computed 10 times, each time leaving out one of the sub-samples and using that sub-sample as a test sample for cross-validation. Thus, each sub-sample is used 9 times as training sample and just once as testing sample. The model correct classification rates computed for each of the 10 runs of each model are then averaged to give the 10-fold estimate of the classification accuracy. This procedure is repeated 10 times to complete a cross-validation cycle, consisting of the 10 runs of the model.
The evaluation process has been assessed by statistical means, seen as an objective quality procedure. Technically, the statistical evaluation involved two comparison tests concerning the classification performances:
• Parametric t-test for independent samples;
• Difference between two proportions (DBTP) -two-sided test.
Recall in this context that, on the one hand, since the samples size (100) is fairly large, the deviation from normality observed in the data does not matter much, and, on the other hand, in practice, unequal variances of two independent samples are less problematic when the samples have the same size. Accordingly, the use of the t-test for independent samples is thus feasible.
Results
Breast Cancer Wisconsin (Diagnostic)
From the correlation matrix analysis we obtained that a number of 27 independent variables (features) out of the total 30 are statistically significant correlated (p-level < 0.05) with the decision classes.
Next, applying the regression-based FS, we obtained that just 5 features really determine the decision classes (p-level < 0.05), being thus kept in model (R 2 = 0.77). They are radius, area, smoothness, compactness, and concavity. Taking into account that R 2 = 0.77, we have explained 77% of the original variability by the regression model.
The result of the two experiments, one with the entire dataset, and the other with the reduced dataset are described in Table 1 . From Table 1 we can observe that, irrespective of the dataset dimension and NN type, the classification performances are fairly similar. Let us remark the notable difference in CPU time both between NN types, but, especially, when taking into account the datasets dimensions. Thus, when using the FS procedure, although the performance remains unchanged, the running time decreases dramatically.
Breast Cancer
From the correlation matrix analysis we obtained that a number of 5 independent variables (features) out of the total 9 are statistically significant correlated (p-level < 0.05) with the decision classes.
Next, applying the regression-based FS, we obtained that one feature could determine the decision classes (R 2 = 0.16). This feature represents the breast position: left or right. Taking into account that R 2 = 0.16, we have explained 16% of the original variability by the regression model. However, although a small percentage of the original variability was explained by the model, we kept only that variable in model.
The result of the two experiments, one with the entire dataset, and the other with the reduced dataset are described in Table 2 . From Table 2 we observe that in this case too, the classification performances are fairly similar, irrespective of the dataset dimension and NN type. The same significant decreasing of the CPU time is accompanied by no change regarding the classification performance.
Statistical assessment
The results obtained using the two comparison tests for both the standard and reduced datasets are displayed in Table 3 . As it is shown in Table 3 , there is no statistically significant difference between the classification performance of the two NNs, irrespective the datasets or dimensionality, excepting the case of the t-test applied to compare the performance of RBF on standard/reduced BCWD datasets. To conclude, these results show that the regression-based FS proved to be efficacious, maintaining the same performance with significantly low computation costs.
Conclusions
A regression-based FS model is proposed for dimension reduction, used in tandem with two NNs: 3-MLP and RBF. The paper investigates the effectiveness of this FS technique, especially designed for breast cancer detection and recurrence. The design and functionality of the model for the discrimination between malignant and benign tumors, and recurrence detection attained its planned goals. It provides a significantly better CPU time (computation effort) management, while keeping the same performance level of classification.
The method can provide a prototype of approaches for other diseases, both the FS technique and NN models being ready to be applied to different situation with minor modifications.
Future work will explore the use of the logistic regression instead of the linear regression as FS tool.
