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G. A. MILLER, E. B. NEWMAN,  AND E. A. FR IEDMAN 
Harvard University, Cambridge, Massaehuselts 
The results of a tabulation of word frequencies in a sample of 
written English are analyzed in terms of word length and syntactic 
function. It is found that a simple stochastic model gives a rough 
prediction for the results obtained when all words are combined, 
but not when words are classified as function or content words. Func- 
tion words are short and their frequency of occurrence is a decreasing 
function of their length; content words are longer and their prob- 
ability is relatively independent of length. 
INTRODUCTION 
Mandelbrot  (1953) has recently revived interest in the rank-frequency 
relation for words in natural languages by  his proposals for a rational 
explanation of the source of this remarkably stable phenomenon.  In 
essence, the phenomenon is this: The  number  of times each different 
word  occurs in a long passage is counted. The  words are then listed in 
order of decreasing frequency and each word is assigned its rank in that 
order. It will be found that the product of the rank and the frequency 
is approximately the same for every word  in the sample. If r is the rank 
and f is the frequency of occurrence, then rf -- k, where k is a positive 
constant  depending upon the size of the sample. 
Mandelbrot  first approached this rank-frequency relation in terms 
of the optimal behavior for a source of messages when the messages 
must  be encoded one word at a time. He made the assumption that  the 
source should maximize the transmission of information while simul- 
taneously minimiz ing the cost of transmission. Explicitly, this cost was 
expressed in terms of the length required, thus giving preference to 
short words. Mandelbrot  then demonstrated that  the words in this 
* This research was conducted under Contract AF 33(038)-14343 and appears 
as Report No. AFCRC-TN-58-59, ASTIA Document No. AD 160709. Reproduc- 
tion for any purpose of the U. S. Government is permitted. 
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optimal, word-by-word encoding of the message would follow the same 
rank-frequency relation that has appeared so consistently in the statis- 
tics of natural languages. If the cost of every letter is the same, then the 
optimal solution is to use all the possible one-letter words most fre- 
quently, then to use the two-letter words next most frequently, etc. A 
clear, nonmathematieal discussion of this argument and its interpreta- 
tion can be found in Apostel et al. (1957). 
An interesting property of Mandelbrot's olution is that the mes- 
sages generated by the source are essentially random sequences of 
letters. A consideration of this fact led him to reformulate the problem 
in terms of stochastic sources in general, and he showed (Mandelbrot, 
1.955) that if some state of a Markov process is specialized to provide a 
"boundary marker," then the rank-frequency relation will be obtained 
for the strings of events occurring between successive boundary markers. 
If, as Shannon (1948) proposed, the Markov process is imagined to 
generate letters of the alphabet and the boundary markers are the 
spaces eparating adjacent words, then the rank-frequency relation is a 
direct consequence of the random nature of the source. This derivation 
has the advantage that it does not assume optimization in terms of 
cost; it begins with the more palatable assumption that the human 
source is a stochastic process. Miller (1957) has attempted to present 
Mandelbrot's second formulation in the simplest possible ease and has 
found that the parameters obtained by Zipf (1935, 1949) for written 
English can be predicted simply from the fact that the probability of a 
space is approximately 0.18 and that the alphabet contains 26 letters. 
Heuristically, the argument involves two parts: (1) the probability 
of generating a long string of letters is a decreasing function of the 
length of the string, and (2) the variety of long strings is far greater 
than the variety of short strings that are available. When these two 
relations are considered together, we find that we will have a relatively 
large probability for any particular short word (a larger measure of 
probability is distributed among a smaller variety of alternatives) and a 
relatively small probability for any particular long word (a smaller measure 
of probability is distributed among a greater variety of alternatives). 
When developed exactly, the result is the rank-frequency relation, since 
rank with respect o decreasing probability will correspond, at least 
roughly, to rank with respect o increasing length. 
Miller and Newman (1958) have attempted to check the assumption 
that word length is a critical factor leading to the rank-frequency rela- 
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FIG. 1. Diagram of a two-state Markov process that wi l l  generate strings of 
letters interrupted by spaces. In the text it  is assumed that there are four dif- 
ferent letters and that  the probabi l i ty of a space is 0.2. 
tion in written English. The UNIVAC computer alphabetized a text of 
36,299 word tokens and counted how many times each of the 5,537 
different word types occurred. 1 The words were then ordered, not with 
respect o decreasing probability, but with respect o increasing length. 
If R is the (average) rank of a word with respect o increasing length, 
and F is the average frequency for all words of that length, then it is 
true that RF "- r f  for all except he one-letter words. This result was 
also obtained when "words" were defined by the computer as any string 
of letters between successive occurrences of the letter E. These results 
seem to support Mandelbrot's emphasis on word length. The relation 
predicted by Mandelbrot between the rank with respect o length and 
the average frequency for words of a given length is what we are here 
calling the "length-frequency relation" for English, in order to dis- 
tinguish it from the more familiar rank-frequency relation studied so 
extensively by Zipf and others. 
The purpose of the present paper is to examine the results of this 
count in more detail and, in particular, to illustrate the differenee 
between two classes of words which serve different syntactic functions 
in the language. 
LENGTH,  FREQUENCY,  AND VARIETY  
Consider the two-state Markov  process of Fig. i. If the process begins 
in state S, it will move  to state L and  generate a sequence of letters that 
spell some "word"  until eventually a space occurs , wh ich  signals the 
end of the word,  and  the process returns to state S. In written English 
the probability of a space is approx imate ly  0.2; we  could assume, there- 
fore, that the conditional probability p (S IL  ) -- 0.2 and  p(LIL ) -- 0.8. 
i In the original article the number  of tokens and  types is given incorrectly. 
The  values here are, we  believe, more  accurate. 
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For this model of the source it is obvious that the number N~ of words 
of length i will approach 
N p(S[L) p(LIL)~-!, 
where i = 1, 2, • • • , and N is the total number of words in the sample. 
Although this model is far too simple a description of the distribution 
of word lengths in English, it provides a frame of reference within 
which we can consider the empirical data. 
In Fig. 2A, this comparison is presented graphically. The open circles 
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FIO. 2. A. The frequency of occurrence of words of different lengths is plotted 
as a function of length. Open circles indicate the data for writ ten English. The 
dashed curve is computed for the Markov process in Fig. 1. B. The number of 
different words is plotted as a function of length. Open circles indicate the data 
for writ ten English• The dashed curve:is computed for the Markov process in 
Fig. 1. 
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indicate the frequency with which word tokens of different length 
occurred in the sample. The dashed curve is what we would expect 
from the Markov process in Fig. 1 on the assumption that the prob- 
ability of a space is 0.2. It is clear that, relative to this simple random 
process, English makes little use of one-letter words, and too much use 
of three- and four-letter words. Nevertheless, in terms of very rough, 
qualitative criteria, we are not completely wrong if we think of the 
length distribution in these terms. By and large, the distribution is a 
decreasing function of length. 
Oettinger (1954) has reported the distribution of word lengths for 
written Russian. He finds that it is bimodal, with peaks at lengths of 
one and seven letters. Above seven, however, the same roughly ex- 
ponential decrease is obtained. Oettinger comments that the short 
words are practically all "grammatical words"; the peak at seven is 
attributable to the fact that very few Russian words have stems of less 
than four letters, and affixes are attached to these stems. Thus written 
Russian seems more constrained by morphological rules than does 
written English, which is more nearly random in this respect. 
Next, consider the number of different ypes of words the Markov 
process could generate. Given an alphabet of A letters, there would 
be A ~ different words of length i, where i = 1, 2, - . . .  The alphabet 
of English contains 26 letters, but we know that only a tiny fraction 
of all the 26 ~ possible strings are used to spell English words. As a rough 
correction, therefore, we could estimate that English letters carry about 
two bits of information each in continuous texts, so the size of an "equiv- 
alent" alphabet might be about four characters. 
In Fig. 2B the dashed curve represents 4 ~ and the open circles indicate 
the number of different word types of each length that were found in 
the sample. Here it is quite clear that the theoretical function is seriously 
misleading for lengths greater than five letters. In part, this discrepancy 
can be attributed to the relatively small size of the sample. All the short 
words had a high probability of occurring and the sample is probably 
rather good at the shorter lengths. But there are a great variety of longer 
words which are not represented. A dictionary count might keep the 
two functions together a little further. Even so, it seems clear that there 
is a longest word and that the variety of long words must somewhere 
depart from the theoretical function and begin to decrease. 
Now, consider the relation between the functions in Figs. 2A and 
2B. The upper function represents he number of tokens as a function 
LENGTH-FREQUENCY STATISTICS 375 
of length. The lower function represents the number of types as a func- 
tion of length. If we take the ratio of tokens to types, we will have the 
average frequency of occurrence of word types as a function of their 
length F~. The ratio of the theoretical functions will be given by 
36,299(0.2)(0.8) ~-~ 
F~ = 4¢ = 9075/5 i,
and, therefore, F1 = 1815, F2 = 363, F3 = 73, F4 -- 14.5, F5 = 3, etc. 
If we compare these theoretical ratios with the empirical facts, we 
find large discrepancies. The ratio of tokens to types as a function of 
length obtained from the actual count was F1 = 143, F2 = 190, Fa = 
46, F~ = 11.5, F5 = 5.4, etc. Thus our sample of English texts shows 
less use of the very short words, and more use of the long words, than 
the oversimplified Markovian model would lead us to expect. 
The next step is to rank the words with respect o increasing length. 
For the theoretical source, we will assign ranks 1 through 4 to the four 
possible one-letter words; these four theoretical words will be equal in 
average frequency (F1 = 1815), and so will all be assigned the average 
rank, (1 -~ 2 -t- 3 + 4)/4 = 2.5. And so we continue. The 16 two-letter 
words will rank 5-20 with an average rank of 12.5; the 64 three-letter 
words will rank 21-84 with an average rank of 52.5; etc. In general, 
Ri = 5(4 ¢ - 1)/6. For the empirical data, the seven one-letter words 
rank 1 to 7 with an average rank of 4; the 36 two-letter words rank 8-43 
with an average rank of 25.5; the 177 three-letter words rank 44-220 
with an average rank of 133; etc. 
In Fig. 3 the relation between F¢ and R~ is shown graphically for 
both the theoretical model (dotted curve) and for the empirical data 
(dashed curve). It can be seen that the length-frequency relation for 
written English falls consistently above that for the Markov model 
except for the neglected words of one letter. If we recall, however, that 
a larger sample would have increased the variety of long word-types 
and that the number of word types is the denominator in the ratio 
defining F~-, we see that the discrepancy is in the expected irection. 
A larger sample of English text might be expected to show a closer 
correspondence to the simple Markovian theory when the data are 
plotted in this way. Even with this limitation, however, data and theory 
seem to be in qualitative agreement. 
Also shown in Fig. 3 (solid curve) is the familiar rank-frequency 
relation for this sample of written English. It  will be noted that this is 
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FIG. 3. The lengthJrequency relation for words in written English is shown by 
the dashed curve. The length-frequency relation for the Markov process in Fig. 
1 is shown by the dotted curve. Numbers indicate word length. The rank-frequency 
relation for written English is shown by the solid curve. 
the same function obtained in many other counts of English words 
and that it corresponds qualitatively to the length-frequency relation. 
FUNCTION WORDS AND CONTENT WORDS 
These results support Mandelbrot's interpretation of the source of 
the rank-frequency relation observed in natural languages, at least in 
terms of general trends. However, when one examines the frequencies 
of individual words, it is apparent hat there are many curious excep- 
tions. Why, for example, do we persist in using three letters to spell 
the most frequent word in the language, the definite article, the? 
One of the most striking facts, however, is that practically all of the 
very frequent words have a special grammatical function in the lan- 
guage. In the present sample the first forty words in order of decreasing 
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frequency of occurrence are grammatical words in this sense. In order 
to explore these differences among different syntactic classes of words 
it would be desirable to classify all the words according to parts of 
speech. Unfortunately, once the text has been alphabetized such a 
classification is not possible, since the same string of letters can serve 
various syntactic functions in different contexts. However, it is possible-- 
if one is willing to be somewhat arbitrary about i t - - to separate words 
into two reasonably distinct classes. We will call these two classes the 
"function words" and the "content words." Function words include 
those which are traditionally called articles, prepositions, pronouns, 
numbers, conjunctions, and auxiliary verbs, plus certain irregular 
forms? The function words have rather specific syntactic functions 
which must, by and large, be known individually to the speaker of 
English. The content words include those which are traditionally called 
nouns, verbs, and adjectives, plus most of the adverbs. It  is relatively 
easy to add new content words to a language, but the set of function 
words is much more resistant o innovations. 
Since there are relatively few different function words, we proceeded 
to draw up a list of them. We began with the function words cited by 
Fries (1952), but then we added to his list, thus abandoning his care- 
fully reasoned basis of classification in favor of our own intuitions as 
speakers of English. For our present purposes, however, the critical 
point is that the division into function and content words was made 
without any reference to the statistical data. The criterion, however 
vaguely intuitive it may have been, was independent of the results of 
the word counts. 
The list of 363 function words is reproduced in the appendix to this 
article. After each word there is given the number of times it appeared 
in our sample. Six of the words--oh, awful, fairly, twenty, awfully, and 
eighteen--did not appear in our sample at all. The words considered as 
functional on Fries' authority are printed in italics; our additions are 
in roman type. Thus the reader who wishes to quarrel with our intuitive 
decision, or with Fries, can remove any word from the function class 
and insert it among the content words. 
The text which we analyzed consisted of three parts selected to give 
We are not completely satisfied with our definition of function words. For 
example, we might well have included numbers as content words, since they 
usually serve as adjectives, but  we yielded on this point to the author i ty  of Fries 
(1952). 
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wide differences in style and content. From the King James version of 
the Bible we selected Isaiah, Chapters 27 through 36, Ruth, Chapters 1 
through verse 17 of Chapter 4, and all of Second Corinthians. From 
William James, "Talks to Teachers," we used pages 3-63. And from the 
Atlantic Monthly we took the department entitled "The Atlantic Re- 
ports" for April (pages 4-24), and M~y (pages 4-15), 1957. 
The results of the count are summarized for function words in Table 
I and for the content words in Table I I .  The entries in these tables are 
the numbers of different words of the same length which occurred the 
same number of times in the sample. By summing the rows we obtain 
the number of words which occurred the same number of times. By 
summing the columns we obtain the number of words of each length--the 
distribution of Fig. 2B. By summing the product of f and the cell en- 
tries in a column we get the total number of words of that length- -  
the distribution of Fig. 2A. The data for the function and content words 
combined, of course, is obtained by adding the two tables together. 
The first fact we notice is that the function words are shorter than 
the content words. In this sample, the average length of a function 
word was 3.13 letters; for a content word the average was 6.47 letters. 
TABLE I I I  
THE AVERAGE FREQUENCY OF OCCURRENCE FOR WOI~,DS OF DIFFERENT LENGTHS 
Length Function words Content words Combined words 
1 488.00 4.40 142.57 
2 282.29 5.00 189.86 
3 160.98 7.20 46.29 
4 53.29 5.49 11.53 
5 26.50 3.47 5.44 
6 8.75 2.89 3.26 
7 8.91 2.47 2.785 
8 3.63 2.30 2.34 
9 8.07 2.01 2.16 
10 4.00 2.15 2.21 
11 1.25 1.645 1.64 
12 3.50 1.52 1.55 
13 1.00 1.80 1.785 
14 - -  1.33 1.33 
15 --  1.33 1.33 
16 --  1.40 1.40 
>16 - -  1.40 1.40 
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The 357 different function words accounted for 21,422 of all the words 
in the sample; 6.4% of the different word-types comprised 59% of all 
the word tokens in the sample. The 5180 different content words ac- 
counted for only 14,877 of the words in the sample; 93.6 % of the dif- 
ferent word-types comprised 41% of all the word-tokens in the sample. 
It is clear that the classification i to function and content words gives 
us two classes with very different statistical properties. 
We can take the numbers in Tables I and II and put them through 
the operations described in the preceding section. This has been done 
and the results are summarized in Table II I  and Figs. 4 and 5. In Table 
I I I  we see the ratio of tokens to types F~ as a function of length for 
function words, content words, and both combined. The average fre- 
quency for short function words is far greater than the average fre- 
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FIG. 4. The length-frequency relation for function words in written Engl ish 
is shown by the dashed curve. Numbers indicate word length. The rank-fre- 
quency relation for function words in wr i t ten Engl ish is shown by the solid curve. 
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FIG. 5. The length-frequency relation for content words in written English is 
shown by the dashed curve. Numbers indicate word length. The rank-frequency 
relation for content words is shown by the solid curve. 
quency for short content words. The difference is shown graphically in 
Figs. 4 and 5 where the average frequency for each length is plotted 
(dashed curve) as a function of R~, the average rank with respect o 
increasing length, in the same manner as in Fig. 3. The solid curve is 
again the rank-frequency relation. 
For function words the rank-frequency and the length-frequency 
relations are quite similar. Both show the "cut-off" effect of the limited 
number of different function words. The rank-frequency relation for 
function words in Fig. 4 is equivalent to the rank-frequency function 
for all words combined in Fig. 3 up to about rank 100; then it begins 
to drop rapidly. Clearly, the function words are the heavily overworked 
glue that holds our sentences together. 
The content words show a much flatter slope in Fig. 5 which indicates 
a much more democratic division of responsibility. The rank-frequency 
relation suggests considerable favoritism for some words, but the length- 
frequency relation indicates that this favoritism is not dependent upon 
length. The average frequency of occurrence of content words of dif- 
ferent lengths ranges from about 2 to 7 occurrences, with only a slight 
preference indicated for the shorter words. There is considerable intui- 
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tive appeal to this finding; one uses the nouns, verbs, and adjectives 
that are required by the topic regardless of their spelling. Indeed, content 
varies so greatly from one situation to the next that it would be dif- 
fieult to imagine how the language could evolve a small set of short 
content words that would be highly probable in every discussion. 
Inasmuch as the division into two classes of words was independent 
of the frequencies of the words, we might have expected it to simply 
divide the sample in half, each half retaining the statistical properties 
of the whole. Since this is clearly not the case, it is obvious that Mandel- 
brot's approach is incomplete. The general trends for all words combined 
seem to follow a stochastic pattern, but when we look at syntactic 
patterns, differences begin to appear which will require linguistic, 
rather than mere statistical, explanations. 
APPENDIX :  L IST OF FUNCTION WORDS 
The function words included in this list which were explicitly listed 
in Chapter Six of Fries' book (1952) are italicized. Words added by the 
present writers are printed in roman type. The words are listed alpha- 
betically by length. 
We are clearly aware that our treatment does violence to the im- 
portant distinction made by Fries between words as lexical entities and 
words in their functional context. The nature of our material makes it 
impossible for us to recover certain distinctions, such as the use of is as 
Class 2 word (structural) or as a Group B word (functional). But for 
the major part of our material there is no ambiguity, and we are per- 
suaded that a finer, and more correct, analysis would not alter our 
conclusions. 
Fries called say, listen, look, and let's function words in their col- 
loquial usage. Since this usage did not occur in our sample, we considered 
them to be content words. 
Word Frequency Word Frequency Word Frequency 
a 671 by 206 my 75 
I 305 do 64 no 101 
he 209 of 1479 
am 33 if 107 oh - -  
an 123 in  834 on 174 
as 299 is 479 or 152 
at 118 it 354 so 96 
be 400 me 88 to 907 
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Word Frequency Word Frequency Word Frequency 
up 62 why 14 ours 1 
us 94 yea 19 over 33 
we 199 yes 2 past 5 
ye 122 yet 33 plus 2 
you 241 real 7 
ado 1 same 31 
all 167 also 82 self 3 
and 1309 anon 1 some 46 
any 61 away 26 such 49 
are 264 been 63 than 61 
but 225 both 21 that 528 
can 56 does 18 thee 50 
did 21 done 17 them 114 
ere 3 dont 1 then 54 
few 14 down 47 they 167 
for 417 each 18 this 175 
get 20 else 7 thou 64 
got 1 even 58 thus 28 
had 63 ever 22 unto 122 
has 95 five 5 upon 61 
her 67 four 2 very 38 
hes 2 f rom 144 well 31 
him 86 gets 4 were 65 
his 171 have 194 what 71 
how 24 here 19 when 107 
its 71 into 66 whom 26 
may 97 just  12 will 153 
nay 5 keep 8 wilt 4 
nor 15 kept 6 with 270 
not 295 less 11 your 91 
now 71 lest 20 
one 124 many 35 about 40 
our 133 mine 7 above 9 
own 38 more 100 after 34 
per 20 most 43 again 25 
she 51 much 28 alive 1 
six 7 must 47 alone 6 
ten 8 next 9 along 7 
the 2603 nine 2 alway 3 
thy 35 noes 1 among 28 
too 11 none 6 apart 5 
two 44 once 9 aside 1 
was 138 ones 9 awful - -  
way 40 only 50 being 38 
who 62 onto 2 below 1 
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Word Frequency Word  Frequency Word  Frequency 
canst 2 would 92 thence 1 
could 34 yeses 1 things 67 
doing 7 yours 1 thirds 1 
eight 3 th i r ty  1 
every 45 across 2 though 28 
fifty 2 almost 13 thrice 3 
first 8 always 18 toward 21 
forth 11 amount 6 twelve 2 
forty 1 anyone 2 twenty - -  
hence 3 around 4 unless 7 
inner 5 awhile 1 upward 2 
later 4 before 37 weight 4 
least 11 behind 5 whence 1 
might 41 beyond 5 whilst 2 
never 20 cannot 19 withal 4 
n inth  1 during 3 within 8 
often 24 eighth 1 
other 42 eighty 1 against 40 
ought 11 either 11 already 9 
quite 6 eleven 1 another 28 
right 19 enough 12 anybody 2 
seven 3 except 9 awfully - -  
shall 269 fairly - -  because 32 
shMt 16 fourth 2 between 17 
since 23 hardly 10 farther 2 
sixth 1 having 15 forever 2 
sixty 2 height 4 forward 3 
still 14 herein 1 further 2 
their 113 hi ther  1 herself 6 
there 107 indeed 7 himself 19 
these 43 inward 3 howbeit 2 
th ine 14 itself 13 however 17 
th ing 31 middle 10 hundred 5 
th i rd  8 mighty 8 insofar 2 
those 24 myself 10 instead 4 
three 8 nobody 1 mill ion 15 
tru ly  3 others 9 neither 11 
twice 1 please 3 nothing 17 
under 26 pretty 3 nowhere 1 
unti l  18 rather 11 outside 2 
wasnt 1 really 5 outward 6 
where 36 second 11 perhaps 11 
which 230 selves 3 seventy 1 
while 17 should 48 several 6 
whose 17 theirs 1 sixteen 1 
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Word Frequency Word Frequency Word Freguency 
someday 1 likewise 1 twothirds 1 
thereby 3 millenia 1 wherefore 10 
therein 4 millions 3 wherewith 4 
thereof 14 moreover 8 
thereon 2 nowadays 1 beforehand 1 
thither 1 overmuch 1 everything 3 
through 31 somebody 1 
thyself 4 somewhat 5 everywhere 1 
undoing 1 thousand 9 fourteenth 1 
whereas 1 together 19 henceforth 3 
wherein 4 whatever 8 heretofore 2 
whereof 1 whenever 1 oftentimes 1 
whereon 1 wherefor 1 themselves 23 
whether 26 wherever I thereafter 2 
whither 1 yourself 1 throughout 5 
without 25 underneath 1 
aforesaid 1 yourselves 5 
although 8 elsewhere 3 
anything 8 forasmuch 2 furthermore 2 
anywhere 2 foregoing 1 
backward 2 half dozen 1 midthirties 1 
otherwise 4 theretofore 1 
eighteen - -  ourselves 25 twentyseven 1 
evermore 1 something 18 
everyone 1 sometimes 5 backwardness 1 
fourteen 1 shouldest 1 nevertheless 6 
inasmuch 1 therefore 44 
insomuch 2 therewith 1 whereinsoever 1 
RECEIVED: August 29, 1958. 
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