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The Dual Boson approach to strongly correlated systems generally involves a dynamic (frequency-
dependent) interaction in the auxiliary impurity model. In this work, we explore the consequences of
forcing this interaction to be instantaneous (frequency-independent) via the use of a self-consistency
condition on the instantaneous susceptibility. The result is a substantial simplification of the impu-
rity model, especially with an eye on realistic multiband implementations, while keeping desireable
properties of the Dual Boson approach, such as the charge conservation law, intact. We show and
illustrate numerically that this condition enforces the absence of phase transitions in finite systems,
as should be expected from general physical considerations, and respects the Mermin-Wagner the-
orem. In particular, the theory does not allow the metal to insulator phase transition associated
with the formation of the magnetic order in a two-dimensional system. At the same time, the metal
to charge ordered phase transition is allowed, as it is not associated with the spontaneous breaking
of a continuous symmetry, and is accurately captured by the introduced approach.
I. INTRODUCTION
The Hubbard model1–4 describes interacting itinerant
electrons. The Coulomb interaction between these elec-
trons leads to correlations and makes this a many-body
problem. When interaction and itinerancy are almost
equally strong, the resulting electronic correlations make
the system notoriously hard to study.
The Dynamical Mean-Field Theory (DMFT)5 is an im-
portant tool to describe correlated electrons. The main
idea of the method is to use an auxiliary “impurity”
model that consists of only a single site and contains
the most important correlations of the full system. This
approach is exact in the limit of infinite dimension6, in
finite dimensional systems it still serves as a useful ap-
proximation.
Extensions of DMFT have been developed7 to add
the spatial correlations and non-local interactions that
DMFT ignores. These extensions add additional corre-
lation effects on top of DMFT, but they can also change
the impurity model that is used as a starting point. To
account for screening by the non-local Coulomb interac-
tion, Extended DMFT (EDMFT)8–13 and its diagram-
matic extensions7, introduce dynamic interactions into
the impurity model via an effective frequency dependent
bosonic hybridization function. While the EDMFT still
considers electronic correlations at the level of the local
impurity problem, the Dual Boson (DB) theory14,15 and
other EDMFT-based approaches take additional nonlo-
cal correlation effects into account diagrammatically.
The DB approach aims to treat fermionic and collective
bosonic degrees of freedom on an equal footing. Never-
theless, until recently the DB calculations were mostly
focused on the description of charge degrees of freedom,
with the bosonic hybridization function introduced only
in the charge channel. This means that the screening by
collective spin fluctuations was missing. The introduc-
tion of dynamic interactions in the spin channel gener-
ally comes at a computational cost16,17. For single-band
systems, a dynamic spin density (Sz-Sz) interaction can
be incorporated into CT-QMC impurity solvers at mod-
erate cost, in the same way as the dynamic charge inter-
action18,19. However, this immediately breaks the spin-
rotational invariance of the local impurity problem. On
the other hand, the use of the same frequency depen-
dent bosonic hybridization function for every (x, y, and
z) spin channel to obey the rotational invariance imme-
diately leads to a violation of conservation laws20.
To address these situations, a simplification of the
Dual Boson approach that does not require dynamic in-
teractions in the impurity model has been introduced
recently21. We use the fact that the dynamic interac-
tions in Dual Boson are a priori free parameters in the
Hubbard-Stratonovich decoupling that leads to the im-
purity model. The dynamic interaction is usually deter-
mined using a set of self-consistency conditions, one for
every frequency. By forcing the interaction to be instan-
taneous (independent of frequency), the number of free
parameters is drastically reduced, with the benefit of hav-
ing a much simpler impurity model that accounts for the
screening by collective charge and spin fluctuations in a
spin-rotational invariant form that does not violate local
conservation laws. From the physical point of view, the
constant form of the hybridization function in the spin
channel can be motivated by the fact that collective spin
fluctuations are slower and have lower energy than single-
particle (electronic) excitations. Thus the interaction be-
tween spins and electrons is instantaneous (δ-function in
time), which leads to a constant hybridization function.
So far, this method has not been systematically tested.
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2In this work we aim to systematically test its perfor-
mance in the description of collective electronic insta-
bilities of the two- and three-dimensional extended Hub-
bard model. We compare this instantaneous interaction
Dual Boson approach with the traditional dynamic in-
teraction Dual Boson approach and with the Dynami-
cal Mean-Field which always keeps the interaction of the
original Hubbard model. We also discuss the relation-
ship with the two-particle self-consistent approach22,23
and the Moriya correction in DΓA24, which are also based
on self-consistently renormalizing an effective interaction.
II. MODEL AND METHOD
We consider the half-filled extended Hubbard model
on the square and cubic lattice,
H =−
∑
i,j,σ
tij c
†
jσciσ + U
∑
i
ni↑ni↓
+
1
2
∑
i,j
Vij (ni − 〈ni〉) (nj − 〈nj〉) . (1)
Here c†iσ and ciσ are creation and annihilation operators
for an electron on site i with spin σ and niσ = c
†
iσciσ
is the corresponding number operator. The total elec-
tronic density on site i is equal to ni = ni↑ + ni↓. The
physical parameters of the model are the hopping ampli-
tude tij , the on-site Coulomb interaction U and the inter-
site Coulomb interaction Vij . We consider only nearest-
neighbour hopping and interaction, tij = t and Vij = V
when i and j are nearest-neighbors and 0 otherwise.
For V = 0, this model is simply the Hubbard model.
In this work, we consider the (extended) Hubbard model
at half-filling, 〈ni〉 = 1. This is obtained by setting
µ = U/2. We restrict ourselves to phases without ex-
plicit symmetry breaking. We do calculate the suscepti-
bility associated with antiferromagnetic (AF) and charge
density wave (CDW) phases to check for instabilities to-
wards ordered phases.
The idea of the Dual Fermion25 and Dual Boson14
methods is to decouple the extended Hubbard model into
two parts. The first is an impurity part that only con-
tains local degrees of freedom. This part can be solved
numerically exactly. The impurity part should be chosen
in such a way that it contains the most important cor-
relation effects, since all correlations that are present in
the impurity model are treated exactly. The second part
is the remainder, which is a lattice model just like the
original (extended) Hubbard model. The difference with
the original model is that the original degrees of freedom
are transformed to new dual degrees of freedom when the
impurity model is integrated out. These dual degrees of
freedom are less correlated, so that the correlations in
this dual part can be addressed perturbatively.
Here, we provide an overview of the formulation of
the Dual Boson method, for a full derivation and anal-
ysis of the method we refer the reader to the original
works14,15,26,27 and the review7. Mathematically, the ac-
tion formalism is the most convenient way to perform
the dual decoupling. We write the action in terms of the
Fourier transforms of the hopping and interaction, tk and
Vq, and in terms of Matsubara frequencies
S =−
∑
i,ν,σ
c∗iνσ[iν + µ]ciνσ + U
∑
i,ω
ni,ω↑ni,−ω↓
+
∑
k,ν,σ
tk c
∗
kνσckνσ +
1
2
∑
q,ω
Vq nqωn−q−ω (2)
=
∑
i
Simp + Sremainder. (3)
This separation is made by introducing fermionic and
bosonic hybridization functions ∆, Λρ, where ρ is a
bosonic channel, e.g., charge or Sz.
Simp =−
∑
ν,σ
c∗νσ[iν + µ−∆ν ]cνσ
+ U
∑
ω
nω↑n−ω↓ +
1
2
∑
ρ,ω
Λρω ρωρ−ω. (4)
These hybridizations ∆, Λ can be chosen freely. Below
in Section II A we discuss how to make this choice. In
general, the Dual Boson approach considers Λ to be a
function of ω. In this work, we restrict ourselves to con-
stant Λ. In that case, the impurity action can simply be
rewritten as
Simp =−
∑
ν,σ
c∗νσ[iν + µ−∆ν ]cνσ + U ′
∑
ω
nω↑n−ω↓,
(5)
where U ′ = U + Λch − Λsz. For the impurity model to
also be at half-filling, we take µ′ = U ′/2. This choice of
hybridization functions is useful, since the resulting form
of the impurity action does not introduce higher-order
terms in the Ward identities20,21. As we discuss below in
Section II B, the impurity problem is solved numerically
exactly and provides full frequency dependent local quan-
tities such as the one- and two-particle Green’s functions
and fermion-fermion and fermion-boson vertices needed
for the construction of the dual diagrams.
The spatial correlations in the dual part of the prob-
lem are addressed using diagrammatic methods. In this
work, we concentrate on the correlation effects in the
susceptibility and we do not calculate dual self-energy
corrections. The following definition for the susceptibil-
ity Xqω = −〈ρρ〉qω can be applied both to the charge
channel, with ρ = n− 〈n〉, and to the spin channel, with
ρ = Sz − 〈Sz〉. The Dual Boson expression is given by
X−1qω =X−1qω + Λω − Vq, (6)
where
Xqω =χω + χωΠ˜qωχω, (7)
3and χω = −〈ρρ〉impω is the corresponding susceptibility
of the impurity model. The non-local correlation ef-
fects are contained in Π˜, the dual polarization opera-
tor. In this work, we use the ladder equation to calcu-
late Π˜14,15,26,27, which describes repeated particle-hole
scattering mediated by the fermion-fermion vertex of the
impurity model. The ladder DB approach with the fre-
quency dependent bosonic hybridization shows a quan-
titatively good result for the susceptibility in agreement
with Quantum Monte Carlo and Dynamical Cluster Ap-
proximation calculations in a broad range of Coulomb
interactions and dopings28–30. The restriction to instan-
taneous interactions simply leads to the replacement of
Λω by a constant Λ in Eq. (6).
Dynamical Mean-Field Theory usually deals with the
Hubbard model, with V = 0. The DMFT susceptibility
is obtained by setting Λ = 0 in Eq. (6). This formulation
of the DMFT susceptibility is equivalent27 to more tra-
ditional ways of computing it5. The extended Hubbard
model’s intersite Coulomb interactions can be included in
the DMFT susceptibility via Eq. (6) with Λ = 0, this es-
sentially corresponds to an RPA-like treatment of these
additional interactions, in which they do not alter the
impurity or the single-particle properties.
A. Self-consistency condition
So far, we have not specified the interaction renormal-
ization Λ, which is determined by a self-consistency con-
dition. We use the “lattice” self-consistency condition
proposed for the self-consistent Dual Boson approach15,
except that here we have only two free parameters Λch,
Λsz instead of two dynamic functions of frequency. This
means we only need one self-consistency condition per
channel instead of having a self-consistency for every
Matsubara frequency.∑
ω
χch/szω =
∑
ω
X
ch/sz
loc, ω, (8)
where Xloc is the local part of the lattice susceptibility,
obtained as the average over momenta of Xq. As shown
in Ref. 21, this choice of the self-consistency condition
follows from the invariance of the initial lattice problem
with respect to the variation of the introduced hybridiza-
tion functions, and it fulfills the Pauli principle.
The sum over frequencies in the self-consistency condi-
tion corresponds to taking the equal-time component of
the susceptibility31, so we can write
χch/sz(τ = 0) = X
ch/sz
loc (τ = 0). (9)
The difference between the local, equal time charge
and spin susceptibility determines the double occupancy
D = 〈n↑n↓〉. The self-consistency condition used here
assures that the double occupancy of the lattice suscep-
tibility is equal to the one of the impurity model32. On
the other hand, the potential energies will be different
since the lattice model and the impurity model have dif-
ferent interactions U and U ′. This type of inconsistency
between impurity and lattice generally occurs in approx-
imate methods based on DMFT20. Note that the ar-
gument about potential energies applies to the Hubbard
model (V = 0), for the extended Hubbard model there is
no direct correspondence between the potential energy of
the impurity and the lattice since the latter also contains
intersite contributions.
Dual Boson calculations with dynamic interactions in
the Sz channel break the spin rotational symmetry of the
impurity model if they do not have the same dynamic
interaction in the Sx and Sy channels. There is no such
rotational symmetry breaking in the current approach,
since the impurity model has the rotationally invariant
interaction U ′. In the dual part of the calculations, it is
sufficient to calculate only the Sz channel since the Sx
and Sy channel follow from rotational symmetry.
Appendix A describes analytical results for the self-
consistency condition in several simplifying limits. These
results carry over from the self-consistent Dual Boson
approach with dynamic interactions15.
The reader might wonder why the self-consistency con-
dition is important in the first place. The relation be-
tween the original and the dual theory is exact for any
choice of ∆ and Λ. However, the dual theory is only
solved approximately, perturbatively. The choice of Λ
becomes important in this approximate theory. In this
sense, there is some similarity with the Fierz ambigu-
ity33–35, where the decomposition of U into channels
determines the computational outcome of approximate
methods even though the exact system is unchanged
by the choice of decomposition. The present situation
can also be seen through this lense, since the impurity
part of the calculation depends only on the combination
U ′ = U + Λch − Λsz, whereas the dual part of the calcu-
lation and the transformation between dual and lattice
quantities are affected by how U ′ is decomposed into the
charge and magnetic channel.
As a corollary, the choice of self-consistency condition
should be informed by the approximations made in the
dual theory, since only these approximations make the
self-consistency condition relevant. Presently, the ap-
proximations are the elimination of vertices beyond the
two-particle level, the restriction to ladder diagrams and
finally the choice of the density and magnetic channels
for the ladder. Starting with the last point, the choice of
channels for the ladder and subsequently for the suscep-
tibility directly informs the choice of Λch and Λsz as the
self-consistent parameters (see, e.g., Ref. 36 for a recent
discussion on the role of channels in the attractive Hub-
bard model). Diagrammatic Monte Carlo approaches to
the dual theory37,38 do not restrict themselves to ladder
diagrams and are therefore not restricted by the second
and third point.
4B. Implementation
Apart from the self-consistency condition and the ef-
fective interaction, our method follows the Dual Boson
approach14 and its implementation26. For the impurity
model, we use a modified version of the open source CT-
HYB solver39,40 based on the ALPS libraries41.
The implementation of the Dual Boson approach con-
sists of two computationally heavy parts, the impurity
solver and the evaluation of the dual diagrams, both im-
plemented in C++ and linked together by a lighter python
interface. The self-consistency condition is based entirely
on the impurity susceptibility χ and the local part of the
lattice susceptibility Xloc. These are part of the usual
output of the impurity solver and the dual program. This
means that the self-consistency condition can be imple-
mented in the python interface, the renormalized effec-
tive interaction U ′ = U + Λch − Λsz enters the impurity
solver as a parameter and no other changes are needed.
We use an update formula with damping parameter ξ,
Λnew = Λold + ξ
Xloc(τ = 0)− χ(τ = 0)
Xloc(τ = 0)χ(τ = 0)
. (10)
A smaller value of ξ makes the self-consistency procedure
more stable at the cost of slower convergence, we take
ξ ∈ [0.1, 1]. Similar to the self-consistent procedure to
determine U(ω) used in Ref. 32, we find that convergence
slows down substantially at larger interaction strengths.
C. Phase transitions and the Mermin-Wagner
theorem
The goal of extensions of DMFT is to add the phys-
ical aspects of finite (low) dimensional physics to the
d = ∞ solution. Dimensionality is especially impor-
tant for the understanding of phase transitions to ordered
phases. These show up as a divergence in the correspond-
ing susceptibility, at zero frequency and at a specific mo-
mentum q∗ which describes the ordering pattern, e.g.,
qAF, 2d = (pi, pi) or qAF, 3d = (pi, pi, pi) for antiferromag-
netic ordering.
There is a natural link between phase transitions and
the self-consistency condition when the susceptibility ap-
pears in the latter23. We have previously written the
self-consistency condition as∑
ω
χszω =
1
N
∑
ω
∑
q
Xszqω. (11)
Here, the momentum sum signifies a Brillouin Zone in-
tegral in the case of an infinitely large system. A phase
transition shows up as a divergence in Xq∗,ω=0 on the
right-hand side of Eq. (11). However, the left-hand side
is the correlation function of a single site and always stays
finite. In two dimensions or in the case of a finite lattice,
this would lead to a contradiction42, and we indeed know
that there should be no phase transition in a finite sys-
tem or in a two-dimensional system at finite temperature
(Mermin-Wagner). For d > 2, the integral
∫
dq′|q′|−2 ∝
∫
0
d|q′||q′|d−1|q′|−2 =
∫
0
dq′|q′|d−3 (12)
remains finite. This means that a phase transition can
occur while still satisfing Eq. (11), but only when taking
the limit N →∞.
We should point out that many mean-field based meth-
ods produce phase transitions in finite systems. In fact,
the system size does not even enter traditional Curie-
Weiss mean-field theory. The DMFT susceptibility of
a finite system can be divergent and non-local exten-
sions like Dual Fermion or Dual Boson do not auto-
matically correct this issue. Here, it is enforced by
the self-consistency condition. This situation is in some
sense reminiscent of the difference between finite-size
and quantum cluster approaches43: finite-size simula-
tions only obtain a phase transition after extrapolating to
infinite system size, quantum cluster approaches already
find the transition at a finite system size. The former
situation is technically correct, the latter is convenient in
practical situations.
We recognize that the self-consistency condition serves
to enforce the Mermin-Wagner theorem44 in a two-
dimensional system, which forbids spontaneous sym-
metry breaking of continuous symmetries in two-
dimensional systems at finite temperature. For the Hub-
bard model, the spin rotational symmetry cannot be
spontaneously broken. In particular, this means that
there can be no antiferromagnetic state at finite tem-
perature. On the other hand, at T = 0, the system
is an antiferromagnetic insulator at any U > 0 if only
nearest-neighbor hopping tij is considered. Together,
this means that at low temperature, the system features
very strong and long-ranged antiferromagnetic correla-
tions that are almost truly long-ranged ordered. A sim-
ilar situation takes place in low-dimensional Heisenberg
model, see Refs. 45 and 46, and references therein.
This situation, with long but not infinitely ranged cor-
relations, is challenging to reproduces in (computational)
approximations. According to Vilk and Tremblay23, a
sufficient criterion for ensuring that an approximation
satisfies the Mermin-Wagner theorem is to verify that
the double occupancy D = 〈n↑n↓〉 obtained from tak-
ing the local, equal-time part of the susceptibility stays
within the physical range [0, n2/2]. The self-consistency
condition of the current method ensures that the dou-
ble occupany of the Hubbard model is equal to that of a
reference impurity model that is solved exactly. The lat-
ter stays within the physical bounds, so that the former
does as well and the method satisfies the Mermin-Wagner
theorem.
5D. Exact properties and approximate solutions
Let us take a step further back to put these develop-
ments in the general context of consistency in approxi-
mate solutions to many-body problems and in particular
to Hubbard-like models. The central point is that (many)
exact statements can be made about the true, exact solu-
tion of the model, to name just a few: equivalence of ther-
modynamic quantities and response functions according
to the Kubo formula; the Mermin-Wagner theorem; con-
served quantities corresponding to symmetries and Gold-
stone modes arising when these symmetries are broken;
sum rules and high-frequency asymptotics derived from
commutation relations.47 These concepts are central to
our understanding of condensed matter physics.
However, approximate solutions are not guaranteed to
satisfy these exact properties. In fact, they will usually
not satisfy all these constraints. This issue goes back
to the seminal work of Baym and Kadanoff48,49, who for-
mulated functional constructions to ensure that diagram-
matic approaches satisfy certain conservation laws. The
correspondence between correlation and response func-
tions played an important role in the development of the
theories of the electron gas50 and of magnetism in itiner-
ant electron systems51–53.
In the context of (extensions of) DMFT, the subject
of exact properties came up for the thermodynamic con-
sistency of zero- and one-particle properties54,55 and the
consistency between one- and two-particle quantities, in
particular the Kubo relation between correlation and re-
sponse56–58 and the high-frequency asymptote of the sus-
ceptibility20. Simultaneously, charge conservation and
Goldstone modes were investigated15,20,27,59,60.
The conclusion of these investigations is that the
DMFT approximate solution to the finite-dimensional
Hubbard model satisfies many of the exact properties,
but not all. More specifically, the charge response is con-
sistent58, the DMFT susceptibility satisfies global charge
conservation27,59 and the lowest order terms in the high-
frequency asymptotes of the Green’s function, (local)
self-energy and the (momentum-resolved) susceptibility
are consistent with exact relations. The DMFT func-
tional is conserving20 in the sense of Baym and Kadanoff.
On the other hand, the DMFT susceptibility violates the
Mermin-Wagner theorem61, the potential energy/double
occupancy is inconsistent between the one- and two-
particle level20,32,62 and exact relations for the moments
of the lower Hubbard band spectral weigh function in the
atomic limit are violated63,64. As we have already seen,
DMFT also predicts phase transitions in finite systems,
which is inconsistent with fundamental thermodynamic
considerations.
Clearly, even the elegant construction of DMFT is not
sufficient to recover all exact relations and it is unlikely
that any approximate method can. It is possible to en-
force specific relations, although usually at a cost. The
self-consistency condition employed here can be seen in
this way: it enforces the Mermin-Wagner theorem. In
this way, it is similar to the λ introduced by Moriya51,53.
A similar Moriya-λ correction plays a central role in
ladder-DΓA24,65. The λ of DΓA is partially related7 to
the Λω of DB. Both enter the (inverse) susceptibility as
in Eq. 6, but in DB Λ also enters into the impurity model,
as follows from the exact dual transformation, whereas
in DΓA λ correction is introduced by hand and is not
included in the impurity model. We should point out that
the instantaneous Λ proposed here is even more similar
to the instantaneous λ of DΓA62.
III. SQUARE LATTICE HUBBARD MODEL
We now turn to numerical investigation of the instanta-
neous DB. We study the square lattice Hubbard (V = 0)
model with t = 1. We use a 32 × 32 discretization of
momentum space.
A. Effective interaction
We start by investigating the effective interactions Λ,
since these are the quantities that enter the impurity
model. Figure 1 shows Λ in the small to moderate cou-
pling regime. We observe that Λ depends strongly on
the inverse temperature β = 1/T , that Λch and Λsz have
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Figure 1. Top panel: Effective interaction as a function of
temperature and interaction strength. In all cases shown here,
Λch > 0 and Λsz < 0. Bottom panel: Effective interactions in
the two-particle self-consistent method.
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Figure 2. Inverse antiferromagnetic susceptibility
XAFq=(pi,pi),ω=0 in the square lattice Hubbard model at
βt = 3. A phase transition to an antiferromagnetically
ordered phase occurs when this inverse susceptibility is equal
to zero (dashed black line).
opposite sign and that Λ is proportional to U at small
interaction strengths.
The limit of small U can be understood in terms of
perturbation theory. For the calculation of the suscep-
tibility at small U , we can neglect the self-energy and
treat the interaction in the RPA fashion, as a geometric
series. Appendix A 2 gives the details of this approach,
which confirm the opposite sign and the proportional-
ity with U . For comparison, the bottom panel of Fig. 1
shows the renormalization of the interaction in the two-
particle self-consistent approach (TPSC). These calcula-
tions have been performed using the TRIQS package66.
We observe that the interaction renormalization in Dual
Boson is substantially smaller than that in TPSC. The
self-consistency in the present approach starts from the
DMFT susceptibility, which already includes local self-
energy insertions and dynamical vertex corrections. At
high temperatures, it provides a good starting point so
that almost no renormalization of the impurity interac-
tion is needed (Λ ≈ 0). As the temperature is lowered,
the magnitude of Λ increases. At the parameters stud-
ied here, the magnitude of Λ is an order of magnitude
smaller than U ch/sz − U in TPSC.
One of the main points of the self-consistent Dual Bo-
son approach is that the self-consistency condition en-
forces the Mermin-Wagner theorem in two dimensions.
The absence of antiferromagnetism in TPSC and the
self-consistent Dual Boson approaches is visualized in
Fig. 2. DMFT is unstable towards antiferromagnetism
after U = 6 when the inverse of the magnetic suscepti-
bility changes sign. The magnetic susceptibility of RPA
diverges already at U ' 2.5. The self-consistency condi-
tion enforces a positive value for the DB results and thus
pushes the inverse susceptibility away from zero. How-
ever, enforcing this condition is not easy, since close to an
instability the system is very sensitive to small changes
in the effective impurity interaction. This makes calcu-
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Figure 3. Dynamic susceptibilities at U = 5 and β = 3, for
the square lattice. The points correspond to χ, the lines to
X loc, both in the magnetic channel.
lations at U ≥ 6 extremely unstable.
We proceed with an in-depth look at U/t = 5, βt =
3, this is just before the antiferromagnetic susceptibility
in DMFT diverges. We find U ′/t ≈ 5.54, a more than
10% increase of the effective interaction. This change in
interaction is composed of Λch ≈ 0.41, Λsz ≈ −0.13.
Looking at the local magnetic susceptibility shown in
Fig. 3, we see a large inconsistency in DMFT between
the impurity and local lattice susceptibility. In the self-
consistent approach, this inconsistency is removed al-
most completely, even though the self-consistency only
enforces equality between the frequency-averaged sus-
ceptibilities. Essentially, the problem in DMFT is that
abs(Xsz) is too large, so that the double occupancy from
X can even turn negative. The self-consistency condi-
tion solves this by reducing abs(Xsz). This reduction in
the lattice quantity occurs even though abs(χsz) is in-
creased due to the larger effective impurity interaction.
The larger effective impurity interaction also increases
the self-energy, shown in Fig. 4 (see also Appendix B).
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Figure 4. Self-energy at U = 5 and β = 3, for the square
lattice. The points correspond to the Matsubara frequencies
νn, lines are guides to the eye.
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IV. CUBIC LATTICE HUBBARD MODEL
We now move to a three-dimensional system and con-
sider U/t = 4 and βt = 2.5. We find U ′/t ≈ 4.18, a
roughly 5% change in the effective interaction. The chan-
nel decomposition of the effective interaction is Λch ≈
+0.12 Λsz ≈ −0.06. The difference in magnitude be-
tween the charge and spin renormalization shows that
we have clearly left the weakly correlated regime.
The calculations shown here have been performed on
a 10× 10× 10 cubic lattice. We have verified that using
a 20× 20× 20 lattice leads to very similar results. This
conforms to the observation that replacing the integral in
Eq. (12) by a finite momentum average is a well-behaved
operation. All other potential sources of finite size effects
are similar to DMFT and not relevant in this parameter
regime.
The self-consistency condition enforces equality be-
tween the frequency averages of X loc and χ. In Fig. 5,
we show the difference of these two susceptibilities as
a function of frequency67 There is an essential difference
between finite and zero frequency, in both the charge and
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Figure 7. Changes in the impurity model obtained for the cu-
bic lattice at β = 2.5. Effective interaction U ′, double occu-
pancy 〈n↑n↓〉 of the impurity model and average perturbation
order 〈k〉 of the CT-HYB solver. The latter two are related to
the energy as Epot = U 〈n↑n↓〉 and Ekin = − 2β 〈k〉68. TPSC
result for the double occupancy is shown by a black dashed
line.
the spin channel. The contribution at zero frequency is
compensated by the finite frequencies. The sign differ-
ence between the charge and spin channel in Fig. 5 cor-
responds to the sign difference between Λch and Λsz.
The self-consistency condition on the two-particle level
feeds back to the single-particle level via the impurity
model. In Fig. 6 we show the self-energy of the impu-
rity model. We see an enhancement of the self-energy
in the self-consistent DB approach. This enhancement
originates in the larger effective interaction U ′ > U .
Moving away from fixed U , Figure 7 shows how the
effective interaction and the potential and kinetic energy
develop as a function of the interaction U . The effective
interaction becomes more relevant at larger U , leading
to a reduction in the potential energy and an increase
in the kinetic energy68 (note the minus sign in Ekin =
−2 〈k〉 /β). We also find that the value of the double
occupancy obtained within DMFT and DB theory with
constant bosonic hybridization is similar to the one of the
TPSC approach.
8V. EXTENDED HUBBARD MODEL
We now turn our attention to the extended Hubbard
model with finite V . We study this model on a cubic lat-
tice with fixed local interaction U = 5 and fixed tempera-
ture β = 2.5. We use a 10×10×10 lattice. Figure 8 shows
that screening by the nonlocal interaction V reduces the
effective impurity interaction U ′, so that U ′ < U . As ex-
pected, this increases the potential energy and decreases
the kinetic energy. Even though it decreases, the im-
purity interaction is still repulsive for all cases shown
here, U ′ > 0. Looking at the inverse susceptibility in
the charge channel, we find that it approaches zero as V
is increased. Linear extrapolation69 predicts the charge
order transition to occur at V ≈ 0.99. The arrow marks
V = U/z = 0.83, the point where charge-order becomes
favorable in terms of the potential energy70. The actual
transition occurs later due to the interplay between po-
tential and kinetic energy and entropy.
The extrapolation here is based on data up to V =
0.95. In principle, no true divergence is expected in a
finite system. This has nothing to do with the Mermin-
Wagner theorem, since the charge ordering is not asso-
ciated with the breaking of a continuous symmetry. In-
stead, however, for finite-size lattices the self-consistency
cycle becomes difficult to stabilize when the phase transi-
tion region is approached: small changes in the effective
interaction U ′ will lead to big changes in the susceptibil-
ity X.
We can compare our results obtained with the self-
consistent instantaneous interaction with those of Ref.26,
where a frequency dependent interaction was used and
self-consistency was only done at the EDMFT level. Fig-
ure 9 shows the charge susceptibility for these two meth-
ods in the cubic and square lattice Hubbard model. The
qualitative behavior of both methods is the same, quan-
titative differences are visible. The self-consistent ap-
proach approaches the phase transition already at smaller
values of U , that is, the inverse susceptibility is smaller
close to the phase transition. The origin of this seems
to be the enhanced charge susceptibility of the impurity
model that originates in the reduced value of the effec-
tive interaction U ′ < U , as was visible in Fig. 8. For
the two-dimensional situation, the inverse susceptibility
in the self-consistent DB solution is approximately lin-
ear in the regime accessible here. Based on Eq. (11),
the self-consistency condition comes into play only when
X−1 ≈ 1/L2 ≈ 10−3 for the L = 32 system studied here.
For a much smaller L = 2 system (dotted line), it sets
in earlier and the dotted line bends upwards at small
V . Therefore, the true CDW phase boundary can be ob-
tained by extrapolating the results for the inverse charge
susceptibility for different system sizes.
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Figure 8. The extended Hubbard model on the cubic lattice,
for U = 5 and β = 2.5. Solid lines are guides to the eye, the
dashed line in the bottom panel is a linear fit with intercept at
V ≈ 0.99. The same quantities at V = 0 are shown in Fig. 7.
The bottom panel shows the inverse of the charge-density
wave susceptibility. Where this quantity reaches zero, the
system becomes unstable towards checkerboard charge order.
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Figure 9. Comparison of the charge order transition in the
square and cubic lattice. The square lattice simulations corre-
spond to β = 3, the cubic lattice with β = 2.5, all simulations
are at U = 5. The curves labeled DB constant Λ correspond
to the method proposed in this work, reference results us-
ing the scheme of Ref. 26 are shown as non-sc DB. Arrows
indicate V = U/6 and V = U/4.
9VI. CONCLUSIONS AND DISCUSSION
We have presented the Dual Boson approach with
instantaneous interaction. By construction, this ap-
proach produces a susceptibility that satisfies the charge
and spin conservation requirement15,20,21,27,59, and the
Mermin-Wagner theorem. The instantaneous interaction
assumption means that the method does not need an im-
purity solver that can handle retarded interactions, an
important simplification that makes it more amendable
to the simulation of multiband systems. We have illus-
trated the method in two- and three- dimensional systems
and have analyzed how the proposed self-consistency con-
dition affects the appearance of ordered phases. In our
method the instantaneous interaction of the impurity
model is adjusted by the “lattice” self-consistency condi-
tion on the bosonic hybridization function. Surprisingly,
this constant hybridization function almost completely
washes out the difference between the local part of the
frequency dependent lattice and impurity susceptibilities.
Mean-field based approaches typically overestimate the
tendency towards ordered phases, as is clearest in two-
dimensional or finite systems where phase transitions are
forbidden. Enforcing self-consistency on the two-particle
level can cure this deficiency23. Compared to DMFT
(in the absence of the nonlocal interaction Vq = 0), we
find that the feedback of collective excitations leads to
an enhanced effective interaction and to a more corre-
lated impurity model, as is visible in the double occu-
pancy, kinetic energy and self-energy of both two and
three-dimensional systems.
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Appendix A: Analytical results
1. U = 0, t = 0 or d =∞
In these three cases the more restrictive self-
consistency condition15 χω = Xloc,ω is fulfilled for all ω
by the solution Λ = 0. This means that Λ = 0 is also sat-
isfies the instantaneous self-consistency condition used in
this work. This solution corresponds to the exact DMFT
solution of the Hubbard model in these three cases.
2. small U
We consider the Hubbard model, so V = 0, and we
look at the charge channel of the susceptibility. To low-
est order in U , we can neglect self-energy corrections to
the susceptibility and use geometric (RPA-like) equations
to describe the impact of the interaction. The impurity
model only knows about the impurity interaction U ′ and
not about U and Λ separately,
χ−1ω = χ(U = 0)
−1
ω ∓ U ′, (A1)
where the sign is − for the charge channel and + for the
spin channel. The dual polarization operator Π˜ in the
ladder approach is completely determined by the expec-
tation values of the impurity model and by t and ∆, since
these enter G˜. In particular, Π˜ only depends on U ′ and
not on U and Λ separately, and the same holds for X ,
which is also given by a geometric expression (It is es-
sentially equal to the DMFT susceptibility of a Hubbard
model with interaction U ′.).
Xqω = X (U = 0)−1qω ∓ U ′, (A2)
The lattice susceptibility according to DB is then given
by Eq. (6).
X−1qω = X−1qω + Λ, (A3)
where Λ is the interaction in the same channel as the
susceptibility. Combining these equations, for the charge
susceptibility we find(
Xchqω
)−1
=X (U = 0)−1qω − U ′ + Λch (A4)
=X(U = 0)−1qω − U + Λsz (A5)
where we have used that X = X and is independent of
the channel at U = 0. Similarly, we find(
Xszqω
)−1
=X(U = 0)−1qω + U + Λ
ch (A6)
Thus, the self-consistency conditions at small U read
10
∑
ω
χ(U = 0)ω
1− (U + Λch − Λsz)χ(U = 0)ω =
1
N
∑
q,ω
X(U = 0)qω
1− (U − Λsz)X(U = 0)qω , (A7)∑
ω
χ(U = 0)ω
1 + (U + Λch − Λsz)χ(U = 0)ω =
1
N
∑
q,ω
X(U = 0)qω
1 + (U + Λch)X(U = 0)qω
. (A8)
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Figure 10. Effective interaction as a function of tempera-
ture and interaction strength, with the perturbative result of
Eq. (A9) as the dashed lines and the DB results of Fig. 1 as
the symbols.
These two equations can be solved numerically for Λch,
Λsz. Expanding the denominators and using the condi-
tion χ(U = 0) = 1/N
∑
qX(U = 0), we find
U ′
∑
ω
χ2(U = 0)ω =
U ′ ± Λch/sz
N
∑
qω
X2(U = 0)q,ω,
Λch/sz = ±U ′ · C = ±U 1
2− C−1 , (A9)
where
C =
∑
ω χ
2(U = 0)ω
1
N
∑
qωX
2(U = 0)q,ω
− 1. (A10)
It is clear that Λch = −Λsz in the small U regime de-
scribed by these equations. In addition, both compo-
nents of Λ depend linearly on U . The magnitude of Λ
depends on C.
The temperature is implicitly contained in χ(U = 0)
and X(U = 0), which are Lindhardt bubble expressions,
and in the sum over Matsubara frequencies. Figure 10
compares the perturbative formula with the numerical
results of Fig. 1.
Particle-hole symmetry on hypercubic lattices implies
that the change U → −U corresponds simply to the inter-
change of magnetic (Sz) and density fluctuations, with-
out any difference on the one-particle level. Under the
interchange of Λch and Λsz, the expressions given here
are clearly consistent with this symmetry.
Appendix B: Self-energy asymptotics
The general concept that enforcing some exact prop-
erties will break others is visible in the present instan-
taneous DB as well. An example is the high-frequency
asymptote of the local self-energy of the paramagnetic
Hubbard model,
Σlatν
ν→∞
=
U 〈n〉
2
+
U2 〈n〉2
4
1
iν
+ . . . . (B1)
For the impurity model, with interaction U ′ 6= U , we find
Σimpν
ν→∞
=
U ′ 〈n〉
2
+
U ′2 〈n〉2
4
1
iν
+ . . . . (B2)
At high frequencies, where the denominator 1 + gΣ˜ is
equal to unity, the relation between dual and lattice self-
energy is Σlat = Σimp + Σ˜. This means that the exact
solution of the dual action should have
Σ˜exactν
ν→∞
=
(U − U ′) 〈n〉
2
+
(U2 − U ′2) 〈n〉2
4
1
iν
+ . . . .
(B3)
Let us see how this exact expression can arise in dual
perturbation theory. We consider a situation where the
difference U ′−U = Λ is small, so that dual perturbation
theory is justified and we also consider U ′ sufficiently
small that the vertices can be simplified by doing pertur-
bation theory in the impurity model.
The bare bosonic dual propagator simplifies in the
Hubbard model with instantaneous impurity interaction,
it is local71 and given by,
X˜(0)qω =
(
χ−1ω + Λ
)−1 − χω (B4)
X˜(0)qω /χ
2
ω =
Λ
1 + Λχω
(B5)
≈ Λ = U ′ − U. (B6)
Here, the last line is obtained since we are interested in
small Λ. This shows that the number of bosonic propa-
gators determines the order in (U ′ − U).
We identify three basic diagrams that could be relevant
for the asymptote: a “Hartree” and a “Fock” diagram
both containing two two-fermion-one-boson vertices and
a diagram with a single two-fermion-two-boson vertex
γ(2,2). The first two of these diagrams vanish since they
contain a local Dual Fermion propagator, which is zero
11
Σ˜ν = γ
(2,2)
ννωω
X˜ω
γ
(2,2)
ν1ν2ω1ω2 ∼ gν1 gν2
gν3
Figure 11. Left: Self-energy diagram that contributes to the
asymptote. Right: Diagram of trivial contribution to γ2,2.
by the fermionic self-consistency condition. It is the third
diagram, shown in Fig. 11, that we are interested in here.
To evaluate it, we need to find a simplified expression for
the vertex. In Dual Boson, vertices involving the bosonic
degree of freedom typically have a “trivial” contribution,
as has been discussed at length for the fermion-boson
vertex14,26,72. It essentially originates in the fact that
the number of Wick contractions is reduced when going
from c†c to n. This also applies to γ(2,2), which has a
trivial contribution
γ(2,2)ν1ν2ω1ω2 × χω1χω2 ∼ gν3 δω1ω2δν1ν2δν3−ν1+ω1 . (B7)
Evaluating the self-energy with symmetry factor 12 , and
combining Eqs. (B6) and (B7) gives
Σ˜ν =
1
2
∑
X˜ω · γ(2,2)ννωω (B8)
≈1
2
∑
σν
(U ′ − U)gσν
=(U ′ − U) 〈n〉
2
,
exactly the desired expression for the first order term.
Higher-order terms should appear in a similar fashion,
although they become progressively harder to evaluate:
multiple diagrams will contribute and the diagrams be-
come more involved.
The interpretation of this result is two-fold. On the
one hand, as long as U ′ − U is not too large, deviations
between the exact and numerical asymptotics of the self-
energy will also stay small. On the other hand, it shows
that a diagram that includes a three-particle vertex is al-
ready needed to recover only the lowest order term in the
asymptotic expansion of the self-energy. This occurence
of three-particle vertices to achieve consistency is remi-
niscent of Refs.20,58,73.
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