Abstract: Regression analysis of longitudinal data has been a popular topic in many fields for long time. However, only limited research exists for the case where observation times may be informative and for quantile regression of longitudinal data.
Introduction
Longitudinal data occur in many fields including epidemiological studies, Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) medical follow-up studies and observational studies and extensive literature has been established for their analysis (Diggle et al., 2013) . A typical feature of longitudinal data is that study subjects are usually observed repeatedly at different and irregular time points and for their analysis, a question that one needs to pay attention is how these observation times are generated. A simple situation, discussed the most in the literature, is that they can be treated as constants and thus one can perform some conditional analysis, see Li (2004), Fan et al. (2007) , Fan and Wu (2008) etc. A more general situation is that the mechanism behind the observation time may be different for different subjects or they depend on covariates. Among others, Lin and Ying (2001) discussed this case and treated the observation times as realizations of some underlying point processes, often referred to as observation processes. Furthermore, they modeled the observation process by using the proportional rate model (Cook and Lawless, 2007) . Note that in this case, the longitudinal response process of interest is observed only at the time points where the observation process jumps. In this paper, we consider a more complicated situation where the observation process may be informative as defined below (Sun et al., , 2007 . This paper was motivated by the analysis of the medical cost data from a study of chronic heart failure patients at the University of Virginia Health System. The study consists of 1475 patients aged 60-89 years who were first diagnosed with heart failure and treated in 2004. For each patient, the observed information includes the clinical visit or observation times in months, the medical cost for each clinical visit and three baseline covariates: age, gender and race.
All patients were followed until the end of the study, July, 2006, or their death and one main objective of the study is to investigate the relationship between the medical cost and the covariates. Preliminary studies indicated that the patient visiting the hospital more often tends to pay more for each visit. That is, the observation times contain some information about the medical cost and are thus informative about the response process of interest (Liu et al., 2008) . It has been shown that one can obtain biased or misleading results if ignoring such information . In addition to the informative observation times, another common characteristic of medical cost data is that they are usually highly skewed to the right. Several approaches have been developed for regression analysis of longitudinal data with informative observation times. For example, among others, considered the problem and proposed a marginal model approach for the analysis, while Sun et al. (2007) and Liang et al. (2009) developed some joint modeling procedures that model the longitudinal process and the observation process jointly through latent variables. Note that all of the methods mentioned above and other existing approaches are based on the mean regression and assume that covariate effects are constant. Instead of the mean regression, quantile regression is also often used for the analysis of longitudinal data, and it is well-known that the latter is usually more explicable and robust than the former when the data are skewed or contain outliers. However, it does not seem to exist any established approach for quantile regression analysis of longitudinal data with informative observation times.
To relax the restriction of constant covariate effects, time-varying coefficient models are often used (Sun et al., 2013) . For example, Martinussen and Scheike (1999 and Sun and Wu (2005) considered some mean regression models with time-varying coefficients for the analysis of longitudinal data, while Kim (2007) and Wang et al. (2009) gave some time-varying coefficient models for quantile regression of longitudinal data. For the last two references, the former employed the multipolynomial spline to approximate the varying coefficient function and the latter made use of the B spline approximation. Under i.i.d sample, Kai et al. (2011) considered the quantile regression of varying coefficient partially linear model by using local linear approximation technique. It should be noted that all of the methods above assume that observation times are noninformative. With the use of time-varying coefficient models, a natural question is how to determine if a covariate has time-varying or constant effect. To address this, in the case of mean regression, a common method is to apply generalized likelihood ratio tests , while one can apply the rank score test for quantile regression (Kim, 2007; Wei and He, 2006) . Recently, the group penalized method Zhang et al., 2011) has attracted a lot of attention because it has the advantage that it can determine or select the model structure and estimate parameters simultaneously. In contrast, other methods usually first perform some tests to determine the covariates with time-varying or Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) constant effects and then estimate unknown parameters.
In the following, we consider semiparametric quantile regression of longitudinal data in the presence of informative observation times and time-varying coefficients or covariate effects. In particular, a semiparametric partial linear time-varying coefficient model is presented and the counting process is used to describe observation times or processes. The framework allows the observation processes to depend on covariates, which has not been considered in the case of quantile regression. In the proposed approach, we employ B-splines to approximate the time-varying coefficients and develop some sieve-based estimating equations for estimation of unknown parameters. Also a group penalized procedure is proposed to select the covariates or assess the model structure, and the MM algorithm is used to deal with the difficulties caused by the nonsmooth of the checking function in quantile regression as well as the penalty term.
The remainder of the paper is organized as follows. We first begin in Section 2 with introducing some notation and the models that will be used throughout the paper. Section 3 discusses a sieve estimating procedure and the asymptotic properties of the proposed estimators are established in Section 4. In addition, a model checking procedure is presented in Section 4 for the assessment of the adequacy of the proposed models. In Section 5, we consider the assessment of the nature of covariate effects or the model structure and a group penalized-based model selection procedure is presented with the use of the MM algorithm. In addition, the selection of interior knots and penalty tuning parameter is discussed. Section 6 gives some results obtained from an extensive simulation study conducted to evaluate the finite sample performance of the proposed methodology.
In Section 7, we apply the methodology to the medical cost data discussed above and some concluding remarks are given in Section 8.
Notation and Models
Consider a longitudinal study that consists of n independent subjects. For subject i, let Y i (t) denote the longitudinal process of interest and suppose that there exist a p-dimensional vector of possibly time-dependent covariates denoted by X i (t) and a follow-up time
is observed only at time points t i1 < t i2 < · · · < t im i , where m i denotes the total number of observations on the ith subject. Define N i (t) = 
where N * i (t) denotes the underlying counting or observation process that characterizes the observation times. In the following, we assume that the covariate history {X i (t) : 0 ≤ t ≤ C i } is observed for each subject.
To describe the effects of covariates on Y i (t) as well as N * i (t), define F it = {N i (s), 0 ≤ s < t}, the observation history up to time t for the ith subject, i = 1, 2, · · · , n. Suppose that we can write the covariates as X i (t) = (X T 1i (t), X T 2i (t)) T , where X 1i (t) represents the covariates that may have time-varying effects on Y i (t) and X 2i (t) denotes the covariates that only have time-independent effects. In the following, for a given quantile level τ ∈ (0, 1), we assume that Y i (t) satisfies the quantile partial linear time-varying coefficient model
In the above, α(τ, t) is a p 1 -dimensional vector of time-varying coefficient, β(τ ) is a p 2 -dimensional vector of unknown regression parameters, ̺(τ ) is a p 3 -dimensional vector of regression coefficients, H is a vector of known functions of the observation process up to time t−, and ǫ i (τ, t) is random error whose τ th quantile equals to zero. Note that the error term ǫ i (τ, t) may be time-dependent. For the notational simplicity and without causing confusion, we will suppress τ below in α(τ, t), β(τ ), ̺(τ ) and ǫ i (τ, t).
Note that model (1) a conditional model and implies that the longitudinal response process not only depends on the covariates, but also the history of the observation process. Similar models have been used in among others. Alternatively, one could model Y i (t) marginally or model Y i (t) and N * i (t) jointly (Lin and Ying, 2001) . Model (1) is preferred here since our main interest is the covariate effects on the longitudinal process. With respect to the function vector H in model (1), there are several possible choices. A simple and natural one is H(F it ) = N i (t−), which means that F it affects the conditional quantile of the response variable through the total number of observations. Another choice is H(F it ) = (N i (t−) − N i (t − u)) and it says that only the number of the observations in the past u time units contains relevant information about the response variable. Of course, one may want to consider both choices together.
In general, the selection of H should be based on the problem of interest and the prior knowledge about the possible relationship between the response process and the observation process.
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For the observation process, we assume that N * i (t) is a nonhomogeneous Poisson process satisfying the proportional rate model (Cook and Lawless, 2007) , i = 1, · · · , n. Here γ denotes a vector of unknown regression parameters and Λ 0 (t) the unspecified baseline cumulative mean function of N * i (t). Also we assume that the follow-up time C i may depend on covariates X i (t) in an arbitrary fashion, but is independent of N * i (t) and Y i (t) given X i (t) and F it in the sense that
In the following, for simplicity, we will restrict inference to a finite time interval [0, t 0 ].
Estimation Procedure
In this section, we will develop the estimation procedure for models (1) and (2). For this, define
T and ξ i (t) = I(C i ≥ t) and first assume that γ and Λ 0 (t) are known. In this case, note that if γ = 0, a natural approach for estimating α and β is to minimize
by following the quantile regression principle of Koenker and Bassett (1978) ,
) is the checking function. It is easy to see that this is equivalent to solving the following estimating equation
Motivated by the equation above, for γ = 0, we can consider the function
and thus the estimating equation
It is easy to show that E{g i (α 0 , θ 0 , γ, Λ 0 )} = 0 under models (1) and (2) and the assumptions, and thus the estimating equation above is unbiased.
It is clear that in reality, it is almost impossible to solve the estimating equation above directly due to the dimension of α(t). To deal with this, we propose to first approximate α(t) by B-splines (Schumarker, 1981) . For this, for
given integers l, m and r = l + m, define
where c j is a finite positive constant,
j=1 H rj and assume that the parameter space B for θ = (β T , ̺ T ) T is a compact subset of R p 2 +p 3 . In the following, we assume that α(t) = (α 1 (t), ..., α p 1 (t)) T belongs to H r and thus the whole parameter space is given by Θ = H r × B. 
Note that by the assumption, the α j (t)'s are the lth differential functions. This suggests that one can approximate the jth
Let A denote the parameter space of ϑ j and assume that it is a bounded subset
where
It is easy to see that {Θ n ∈ Θ, n = 1, 2, ...} is a sieve for the parameter space
Then motivated by the function given in (5), it is natural to consider the sieve estimating function
and therefore the sieve estimating equation
for estimation of ϑ and θ.
In the above, it has been assumed that both γ and Λ 0 (t) are known, which is apparently not true. On the other hand, they can be easily estimated. Specifically, by following Lin et al. (2000) , one can estimate γ by solving the estimating
HereX(t; γ) = S (1) (t; γ)/S (0) (t; γ) and
, where a ⊗2 = aa T for any vector a. Let γ denote the estimator of γ defined above. Then we can estimate Λ 0 (t) by the following Nelson-Aalen type
By plugging γ and Λ 0 (t) into (6), we obtain
which is asymptotically unbiased.
Note that for large n and k n , the number of knots, the solving of the estimating equations above is not easy due to the high dimension. Also the derivation of the asymptotic properties of the resulting estimators would be difficult and complicated too. This is because the existing theory about the empirical processes that is commonly used in similar settings cannot been directly applied to high dimensional situations. To simplify this, define
Motivated by the relationship between (3) and (4), we propose to consider the following sieve objective
It is not hard to see that solving the equation (7) is equivalent to minimizing the objective function (8).
Define the estimators of α(t) and θ as
For the determination of α n (t) and θ, one can employ the existing result about M-estimators. In the next section, we will establish the asymptotic properties of them by applying the empirical process theory.
Asymptotic Properties and Model Checking
In this section, we will establish the asymptotic properties of α n (t) and θ and discuss the variance estimation of the proposed estimators. In addition, a procedure is presented for checking the appropriateness of the proposed models.
For any α(t),α(t) ∈ H r , define
the true values of η. Also define
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where the involved quantities such as Z * * i and h * * i (α 0 , θ 0 ) are defined in the technical proof that is available online.
To establish the asymptotic properties of the proposed estimators, we will first describe the regularity conditions needed for them. Suppose that γ belongs to a compact parameter spaceΘ.
(A 2 ) Both X(t) and H(.) have bounded total variation on [0, t 0 ].
(A 3 ) The density functions f ǫ i (. |X i (t), F it ), i = 1, · · · , n of the random errors is uniformly bounded away from zero and infinity.
(A 5 ) The eigenvalues of A and V (the limits of A * n and V * n ) are bounded away from infinity and zero for sufficiently large n.
(A 9 ) The following matrix is positive definite
Note that condition (A 1 ) holds if α 0 (.) has a bounded rth order derivative on [0, t 0 ] and is commonly used in the spline-based literature. Condition (A 2 ) is common in the literature on time-varying covariate effect models, while condition (A 3 ) is a standard assumption used in quantile regression. Conditions (A 5 ) is needed to ensure that the asymptotic covariance of θ exists, and conditions Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) (A 6 ) − (A 9 ) are required for the derivation of the asymptotic normality and weak convergence of γ and Λ 0 (t). Similar conditions have been used in Lin et al. (2000) among others. Now we are ready to give the asymptotic properties of α n (t) and θ. Theorem 1. Assume that the conditions (A 1 ) − (A 3 ) and (A 6 ) − (A 9 ) hold, and k n → ∞ and k n /n → 0 as n → ∞, r ≥ 1. Then we have
Theorem 2. Assume that the conditions (A 1 )−(A 9 ) hold, and
The proof of the two theorems above is sketched in the technical proof supplementary material. Note that Theorem 1 tells us that the estimator α n (t) is not only consistent, but also could achieve the optimal convergence rate in the usual nonparametric regression setting (Stone, 1980) . To employ the results above, it is apparent that we need to estimate the covariance matrix Σ and for this, we propose to use the following bootstrap procedure.
Let B denote an integer and select B random samples each of size n with
Note that once one subject is selected, then all observations at different time points are selected together. Let the j-th bootstrapped sample be (Y (j)
i ), i = 1, 2, · · · , n, j = 1, 2, · · · , B, and the corresponding observation time points
n (t), θ (j) ) be the minimizer of the following bootstrapped objective function
In the above, ǫ i (t) are defined as ǫ ni (t) and M i (t) but based on the j-th bootstrapped sample and the resulting estimators γ (j) and Λ 
n (t), θ (B) } to estimate the asymptotic variance of α n (t) and θ. By Cheng and Huang (2010) , the resulting estimators are consistent and thus can be used to make inference on α(t) and θ.
For the method proposed above, a question of practical interest is to assess the adequacy of models (1) and (2). For model (2), one could directly employ the approach given in Lin et al. (2000) . To check model (1), similar to Chen et al. (2004) and Sun et al. (2012) , we propose to consider the following cumulative sums of residuals
and the event I(X i1 ≤ x 1 , Z i ≤ z) means that each component of X 1i and Z i is no larger than the corresponding component of x 1 and z. We show in Appendix II of technical proof supplementary material that the null distribution of L τ (u, x 1 , z) can be approximated by a zeromean Gaussian process
where L ki , k = 1, 2, 3, are obtained by replacing the unknown quantities in L ki , defined in technical proof supplementary material, with their estimators.
However, it is difficult to estimate the null distribution analytically. To handle this problem, by using the resampling approach similar to that used in Cheng et al. (1997) and Sun et al.(2012) , one can approximate the null distribution of
with the U i 's being a random sample from the standard normal distribution. In reality, one can obtain a large number of realizations from L τ (u, x 1 , z) by repeatedly generating (U 1 , · · · , U n ) while fixing the observation data. An unusual pattern of L τ (u, x 1 , z) comparing to L τ (u, x 1 , z) would suggest a lack-of-fit of model Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
(1). Since L τ (t, x 1 , z) is expected to fluctuate randomly around 0 under model
(1), a formal lack-of-fit test could also be constructed based on the supremum statistic sup 0≤u≤t 0 ,x 1 ,z |L τ (u, x 1 , z)|. The p-value of this test can be obtained by comparing the observed value of sup 0≤u≤t 0 ,x 1 ,z |L τ (u, x 1 , z)| to a large number of realizations of L τ (u, x 1 , z).
Model Selection Procedure
As mentioned above, in practice, one may not know which of the covariates of interest have time-varying or time-independent effects. To address this, in this section, we present a selection procedure developed based on the group smoothly clipped absolute deviation (SCAD) penalized method (Fan and Li, 2001 ). Let p λ (b) denote the SCAD penalty function for b > 0. It is defined in terms of its first derivative as
where a > 2 and λ > 0 are tuning parameters. Note that the penalty function above is symmetric around the origin. Now we consider the determination or selection of the covariates that have time-varying effects. For this, we first assume that both X i (t) and H(F it ) in model (1) have time-varying effects and in this case, model (1) has the form
LetB n (.) = AB n (.) = {1,B 2n (.)} = {1,b 2 (.), · · · ,b kn+l+1 (.)} T . Similarly as before, we approximate α j (t), β j (t) and ̺ j (t) by
respectively, whereθ j * ∈ R kn+l andθ j = (θ j1 ,θ T j * ) T . Note that {θ j1 , j = 1, · · · , p = p 1 + p 2 + p 3 } correspond to the constant part of the coefficients, while {θ j * , j = 1, · · · , p } correspond to the time-varying part.
, if θ j * = (θ T j * θ j * ) 1/2 = 0, then the jth covariate only has constant or time-independent effect and otherwise, it has time-varying effect. Denotē ǫ ni (t) = Y i (t) −θ T X i (t). We will consider the following penalized loss function
Without loss of generality, assume that α 0 (t) is the vector of the time-varying coefficients and θ 0 (t) = (β 0 (t) T , ̺ 0 (t) T ) T = (β T 0 , ̺ T 0 ) T = θ 0 , the vector of constant coefficients. Let the θ j 's denote the values of theθ j 's that minimize the loss function above. Then α j (t) and θ can be estimated by α P nj (t) =B T n (t) θ j and
To establish the asymptotic properties of α P n (t) and θ P , let η P n = ( α P n (t), θ P ) and define
We also need the following condition, which ensures that the asymptotic variance of θ P exists.
(Ã 5 ) The eigenvalues of A,Ā and V are bounded away from infinity and zero for sufficiently large n.
Theorem 3. Assume that the conditions
hold. Also assume that k n → ∞, k 2 n /n → 0, nk −4r
Then we have (a) θ P is a constant vector with probability approaching 1;
where Σ is the same as defined in Theorem 2.
The proof of the theorem above is sketched in the technical proof supplementary material. Note that the objective function given in (10) has three terms inside the summation and the minimization of it is not straightforward in general.
This is because the first and last terms are non-smooth and thus the ordinary Newton method cannot apply directly. For this, we suggest an iterative method that replaces the two terms by two surrogate functions that are smooth and yield an easily minimized objective function. More specifically, after the kth iteration, letθ k denote the minimizer obtained from the kth step objective function, ε 1 and ε 2 the perturbation constants defined in the MM algorithms of quantile regression (Hunter and Lange, 2000) and variable selection (Hunter and Li, 2005) , respectively. Define
and for a scaler b,
At the (k + 1)th iteration, we consider the surrogate objective functioñ
It is easy to see that the surrogate objective function above is smooth and can be minimized by using the Newton method. In other words, one could obtain the penalized estimator and select the model structure at the same time.
It is clear that to implement the procedure proposed above, one needs to choose the number of interior knots k n and the tuning parameter λ. For this, we suggest the following two-step procedure based on the BIC. First for the fixed k n , we take λ, denoted by λ kn , to be the minimizer of
In the above, ǭ ni (t,
with θ (k n ) denoting the minimizer of (10) based on given k n , and V λ and C λ denote, respectively, the numbers of time-varying coefficients and constant coefficient selected by minimizing the penalized loss function with tuning parameter λ. Once λ kn is obtained, we choose k n as the minimizer of
with θ (λ k ) denoting the penalized quantile regression estimator obtained by minimizing penalized objective function (10) with the tuning parameter λ kn , and V λ and C λ are defined as above corresponding to λ kn . For the tuning parameter a, we use a = 3.7 by following the suggestion of Fan and Li (2001) .
A Simulation Study
In this section, we present some results obtained from a simulation study conducted to evaluate the finite sample performance of the procedures proposed in the previous sections. In the study, we assumed the following model
for the longitudinal response of interest, i = 1, 2, · · · , n. In the above, we took α 1 (t) = sin(2t) + 1, α 2 (t) = t 2 − t + 1, β 1 = −1, β 2 = 1, and ̺ = 1.5, and generated X i1 , X i2 and X i3 from the standard normal distribution, the uniform distribution over interval (0,1) and the Bernoulli distribution with success probability 0.5, respectively. Under the model above, the τ th conditional quantile of
and ̺(τ ) = ̺, and Q(τ ) denotes the τ th quantile of ǫ i .
For the random error terms ǫ i 's, we considered two situations that will be referred to cases I and II. In case I, they were generated from the standard normal distribution with setting σ = 0, while in case II, we took σ = 1 and generated them from N (0, 0.25). With respect to the observation process, model (2) was set to have the form
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0.25 500 500 0 0 135 500 500 0 0 101 2 0.5 500 500 0 0 120 500 500 0 0 122 50 0.75 500 500 0 3 103 500 500 0 0 95 0.25 500 500 0 3 139 500 500 0 0 113 4 0.5 500 500 1 2 119 500 500 0 0 124 0.75 500 500 0 11 109 500 500 0 2 91 0.25 500 500 0 0 13 500 500 0 0 4 2 0.5 500 500 0 0 10 500 500 0 0 7 100 0.75 500 500 0 3 20 500 500 0 0 9 0.25 500 500 0 0 18 500 500 0 0 5 4 0.5 500 500 0 0 21 500 500 0 0 11 0.75 500 500 0 0 21 500 500 0 0 13 over the interval [0, π] with γ 1 = 0.5, γ 2 = −0.25, γ 3 = 1, and λ 0 (t) = 2t. For the follow-up time, we took C i = π ≈ 3.14 and used 500 resamples for the variance estimation. The results given below are based on 500 replication. Table 1 presents the results obtained based on the simulated data on estimation of three constant regression coefficients with n = 100, for both random error cases, and at the 0.25th, 0.5th, and 0.75th quantiles, respectively. Note that our focus here is to evaluate the performance of the proposed estimation procedure and for this, we assumed that the true model structure is known. Also
Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) note that here we used the cubic B-spline and the number of knots was set to be k n = 4, the largest integer smaller than n 1/3 with n = 100. In addition, the 0.2th, 0.4th, 0.6th and 0.8th quantiles of the observation times were used as the knots. The results in the table include the averages of the estimated biases, the sample standard deviations of the estimates (SD), the averages of the estimated standard errors (SE), and the 95% empirical coverage probabilities (CP). The corresponding estimated time-varying coefficients for cases I and II are given in Figures 1 and 2 , respectively, along with their 95% point-wise confidence bands.
Penalized estimator Oracle estimator
Note that in each part of both Figures 1 and 2 , we presented three curves or estimates given by
for three different τ values. That is, to save space and for easy presentation, they include three estimates of the same function rather than estimates of three different functions α 1 (τ, t) or α 2 (τ, t). All results above indicate that the proposed estimation procedure seems to work reasonably well. This is especially the case for the time-independent regression parameters as the estimators seem to be unbiased and the variance estimation is close to the sample variance. Table 1 also suggests that it seems that the covariate effects at the median can be more actually estimated than those at the 0.25th and 0.75th quantiles.
Now we consider the assessment of the performance of the model selection procedure given in Section 5. For this, unlike above, we assumed that the true model structure is unknown and considered two criteria. One is the number of times that a coefficient is selected to be a time-varying coefficient and the other is the integrated mean squared error (IMSE) for the penalized estimators of time-varying coefficients or the mean squared error (MSE) for the penalized estimators of constant coefficients. Here the IMSE of α nj (t) is defined as IMSE{ α nj (t)} = 1 100
where t 1 < · · · < t 100 are equally spaced time points over [0, 3.14], j = 1, 2. Table 2 gives the frequencies that each of the five coefficients was selected to be a time-varying coefficient, while the results on the IMSE or MSE are given in Tables 3 and 4 . Here again we considered both random error cases with n = 50 and 100. Note that here to save the computer burden, we took k n = 2 or 4
and given k n , the parameter λ was selected by using the BIC criterion given in Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) Section 5. We tried several other values for k n and obtained similar results. Also note that in Tables 3 and 4 , for comparison, we also calculated the IMSE or MSE for the estimators given by the estimation procedure proposed in Section 3 assuming that the true model structure is known, which is referred to as the oracle estimator. One can see from Table 2 that the selection is almost always correct for the first four parameters even with n = 50 and the selection for the last parameter dramatically improved from n = 50 to n = 100. With n = 50, it seems that there does not exist enough information for correctly selecting ̺ as successful as for correctly selecting other parameters. Also with respect to the IMSE and MSE, it can been seen that they become better when the sample size increased as expected. Also when the sample size increased, the IMSE and MSE
given by the two procedures become closer.
An Application
Now we apply the methodology described in the previous sections to the monthly medical cost data that arose from the study of chronic heart failure patients and were discussed above. As mentioned before, the study involves 1475 patients whose age were 60 years or above and who had the first diagnosed heart failure in 2004. For each patient, the observed information includes clinical visit or observation time point (in month) and the corresponding monthly medical cost as well as three baseline covariates, gender, race, and age. The follow-up time is either July 31, 2006, the end of the study, or their death. Overall the median of the medical cost is $350, while the mean is $2670. That is, the cost or data are highly skewed to the right. Also as discussed above, it seems that the clinical visit or observation process seems to be related to or contains relevant information about the medical cost (Liu et al., 2008; Sun et al., 2012) . The main objective here is to estimate the trajectory of the medial cost and its relationship with the three baseline covariates.
For the analysis, let Y i (t) denote the cubic root of the medical cost at month t for patient i, i = 1, ..., 1475. Note that the cubic root is used here to avoid large response values but still keep the skewness of the data. Furthermore, for patient i, define X 0i = 1 corresponding to the intercept term, X 1i to be the centered age, X 2i = 1 if the patient is male and 0 otherwise, and X 3i = 1 if the patient is white and 0 otherwise. In the following, we assume that Y i (t) Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) can be described by model (1) with H(F it ) = N i (t−). That is, the medical cost depends on the observation process through the total number of the medical visits. As the first step of the analysis, we assume that all coefficients in model
(1) are time-varying coefficients and apply the model selection procedure given in Section 6 with both k n and the penalized tuning parameter λ selected by the BIC procedures. It suggests that the terms corresponding to both the intercept X 0i and the observation process N i (t−) have time-varying effects, while the three baseline covariates have constant effects. Table 5 presents the obtained estimates of three constant coefficients and the results indicate that two of the three baseline covariates, age and race, had significant effects on the monthly medical cost. In particular, the cost tends to get less when the patient gets older, which may be because their treatments get less aggressively. Also although the female or white patients seem to have lower costs than the male or nonwhite patients, the difference between genders is not significant. All three covariates did not seem to have significant effects on the clinical or observation process. This is expected as the initial treatments for most patients usually include more things such as initial diagnosing and testing and after a while, the treatment may become routine. From the observation process point of view, the parts (b), (d) and (f) of the figure tell us that the relationship between the medical cost and the process is complicated at the beginning and as expected, the higher number of visits means the higher cost. However, after about 5 to 15 months, the effect of the number of medical visits seems to decrease and becomes nonsignificant, which again may be because the treatment tends to become stable or standard.
Finally to check the adequacy of model (1) It is worth to emphasize that the key difference between the estimation procedure given in Section 3 and the model selection procedure given in Section 5 is the use of the SCAD penalty function in the latter. In practice, if the covariates with time-varying effects are known, one can directly apply the estimation procedure and otherwise, one may want to employ the model selection procedure first.
Note that instead of the SCAD penalty function, one could apply other penalty functions such as the LASSO (Tibshirani, 1996; 1997) or SELO (Dicker et al., 2012) penalty function and develop the corresponding model selection procedure similarly.
As mentioned above, model (1) is a conditional model with respect to the observation process and alternatively one could model the longitudinal process Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) Y i (t) and the observation process N * i (t) jointly through the use of some latent variables or processes (Sun et al., 2013) . Note that for the observation process model (2), for simplicity, it was supposed that covariates have only constant effects. Instead as model (1), one may also allow some covariates to have timevarying effects and it is apparent that in this case, a different method is needed for estimation of the model. Note that in model (1), we have assumed that the effect of observation processes is time-independent and sometimes one may face a situation where this is not true or ρ(t) depends on time. For this situation, as pointed out by a reviewer, a question of practical interest is that if ρ(t) indeed depends on time, what effect one would expect to see on estimation of other parameters by treating ρ(t) to be time-independent. To evaluate this, we conducted a simulatin study and the numerical results suggest that the effect would depend on the shape of ρ(t). In general, it tends to reduce the variances of the estimators but increase the biases and as expected, the sharper change ρ(t) has, the worse the estimation results become.
Another assumption used in the preceding sections is that the follow-up time C i is independent of both Y i (t) and N * i (t) given covariates. In practice, this may not be true and C i may be correlated with either Y i (t) or N * i (t) or both of them. For the situation, we usually say that C i is informative about Y i (t) or N * i (t) and one such situation is that C i is generated by a dependent terminal event such as death. A large literature has been established for the situation where C i is informative about Y i (t) in the context of longitudinal data analysis or about N * i (t) in the context of recurrent event data analysis. For both cases, a common approach is the joint modeling procedure. However, it does not seem to exist an established method in the context of quantile regression.
