Anti-periodic solutions to a class of nonlinear differential equations in Hilbert space  by Aizicovici, Sergiu & Pavel, Nicolae H
JOURNAL OF FUNCTIONAL ANALYSIS 9, 387-408 (1991) 
Anti-Periodic Solutions to a Class of 
Nonlinear Differential Equations in Hilbert Space 
SERCIU Arzrcovrcr AND NICOLAE H. PAVEL 
Department of Mathematics, Ohio University, 
Alhens, Ohio 45701 
Communicated by H. Brezis 
Received February 2, 1990 
A broad class of nonlinear, non-monotone anti-periodic boundary value 
problems in a Hilbert space is considered. As a preliminary step, the existence, 
uniqueness and continuous dependence upon data of anti-periodic solutions to 
some first- and second-order evolution equations associated to odd, noncoercive 
monotone operators is established. Applications of the theory to nonlinear partial 
differential equations are also discussed. 13 1991 Academic Press, Inc 
1. INTRODUCTION AND PRELIMINARIES 
The main purpose of this paper is to prove the existence of solutions to 
the boundary-value problem 
6) --au”(t) + bu’(t) + d&u(t)) - a$(u(t)) 3f(t), a.e. 
(ii) u(t + T) = -u(t), tER, 
tER (P) 
in a real Hilbert space H. Here a 3 0, h # 0, T > 0, f E LF,,( R; H) satisfies 
f(t + T) = -f(t), ae., t E R (i.e., f is T-anti-periodic), cp and 4 are convex, 
even functionals on H, and “a” stands for subdifferential. 
In the case when a = 0, b = 1, and a+ = 0, the problem (P) was recently 
studied by Okochi [9]. Subsequently, Haraux [7] considered (P) with 
a = 0, b = 1, and a$(~) = iu, 2 > 0 in a general Hilbert space, as well as 
some related nonmonotone first- and second-order differential equations in 
RN. We also mention that the study of an equation of the form (P(i)), 
where a = 0, together with a T-periodic boundary condition in place of 
(P(n)), falls within the scope of &ani [lo]. Although our assumptions on 
cp, $ partly overlap the ones of [lo], &ani’s results are not directly 
applicable. 
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Our theory for (P) is based on a preliminary analysis (carried out in 
Section 2) of 
-ad(t)+bu’(t)+Au(t)3f(t), a.e. t~aB, 
u(t+ T)= -u(t), fE[W, 
(Pa,h) 
where a 2 0, b E Iw with a2 + b* > 0, f is T-anti-periodic, and A is the sub- 
differential of a convex, lower semicontinuous even function of H into 
] - co, + NJ]. We establish the existence, uniqueness, and continuous 
dependence on data of solutions of (PU,b). The existence proof relies on the 
surjectivity of a sum of maximal monotone operators in L2(0, T; H), rather 
than on the use of initial value problems, as in [7,9]. Our technique 
employs some ideas of [2], where a class of generalized boundary value 
problems for abstract second order differential equations is considered. It 
is pointed out that when a > 0, b = 0 in (Prr,b), then A can be a general odd 
maximal monotone operator. 
The basic results for problem (P) are given in Section 3. Our key 
assumption is that the level subsets of 50 are compact and that &JJ 
“dominates” a$ in a specified sense. An interesting approximation proce- 
dure combined with the Schauder fixed point theorem is the main tool in 
the proofs. 
In the last section we illustrate the abstract theory by discussing two 
examples of anti-periodic boundary value problems for nonlinear partial 
differential equations. 
We now recall for later use some results on monotone operators in 
Hilbert spaces. For background information and proofs we refer the reader 
to Brezis [4] or Pave1 [ 111. 
Throughout this paper H will denote a real Hilbert space of norm 1.1 
and scalar product ( , ). We will use R to denote the range of an operator 
and I to indicate the identity on H. The subscript “w” will designate the 
weak-topology, while “+” and “-” will stand for strong and weak con- 
vergence, respectively. A multivalued operator A: D(A) c H + H is said to 
be monotone if ( y, - y,, xX -xi) Z 0, for all yi E Axi, i = 1,2, and maximal 
monotone if, in addition, it admits no proper monotone extensions. It can 
be shown that A is maximal monotone if it is monotone and 
R(I+ IA) = H, for all (equivalently, some) 1> 0. If A is maximal 
monotone, one can define the single-valued operators Ji = (I + AA)-’ and 
A j. = (I- J,)/J” (2 > 0) on H. Several properties of A and A, are presented 
next. 
PROPOSITION 1.1. Let A be a maximal monotone. Then 
(i) A is demiclosed, i.e., the graph of A is closed in H x H,. 
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(ii) Ai, is maximal monotone and Lipschitz continuous, with 111 as 
Lipschitz constant. In addition A,.~ E AJj.x, Vx E H, and 1 A,xl 6 1 AoxJ for all 
XED(A), where lA”xl =inf{(ul:uEAx}. 
(iii) If x1+x and A,xj.-y, as 2-O+, then XED(A) andyEAx. 
An important subclass of maximal monotone operators is that of subdifferen- 
teals. Let cp: H -+ ] - co, + co] be a proper, convex, lower semi-continuous 
(1.s.c.) function, with effective domain D(q) = (XE H: q(x) < +co }. Its 
subdifferential, acp, is defined by 
&p(x) = { y E H: q(z) - q(x) 2 (y, z -x), t/z E H}. (1.1) 
PROPOSITION 1.2. Let A = C?cp, where cp: H--f ]-co, + co] is proper, 
convex and kc. Then A is maximal monotone. In addition, the function vi, 
defined by 
cpi(x)=jp; b-P(Y)+ IY-X12/(2~)I, XEH,~>O (1.2) 
is convex and F&her differentiable on H, with acp j,= A j.. 
A frequently used “chain rule” of differentiation is the following. 
PROPOSITION 1.3. Let cp be a proper, convex, kc. function of H into 
I-00, +a], and let UE W’~*(O, T; H) and gE L*(O, T; H) satisfy 
4t) E mad, g(t) E ad2m a.e. on (0, T). Then u(t) ED(~) for all 
t E [0, T], the function t + cp(u(t)) is absolutely continuous on [0, T], and 
(d/dt) cp(u(t)) = (u’(t), g(t)), a.e. t E (0, T). 
We conclude with a simple surjectivity result that is going to play a key 
role in Section 2. 
THEOREM 1.4. Let M, N be two maximal monotone operators, such that 
M is single-valued, 0E NO, and 
(Mu, N, u) 2 0, Vu E D(M), ,I > 0. (1.3) 
Then M + N is maximal monotone. If also there exists c > 0 such that 
lul ,<~l(M+N)~ul, VueD(M)nD(N), (1.4) 
then R( M + N) = H. 
Proof The maximal monotonicity of M+ N is a direct consequence of 
[4, Theorem 2.41. The surjectivity of M+ N is also immediate, since (1.4) 
implies that (M+ N))’ is bounded (see [4, Theorem 2.31). 
580,994 I2 
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2. EVOLUTION EQUATIONS WITH MONOTONE NONLINEARITIES 
Let A be a maximal monotone operator in H satisfying 
A is odd (i.e., A(-x)= -Ax,Vx~ll(A)). (2.1) 
It is easily seen that (2.1) implies 0 E AO, and that A;~ is odd, for all i > 0. 
Also note that if cp: H + ]-co, + co] is proper, convex, and I.s.c., such 
that 
cp is even (i.e., q( -x) = q(x), VXE H), (2.2) 
then 8cp is odd, and cpl (1% >0) is even. 
We are concerned with the boundary value problem (Pa,b), where a > 0, 
b E R, a2 + b* > 0, A is an odd maximal monotone operator in H, and f 
satisfies 
f E &VW), f(t + T) = -f(t), a.e. t E R. (2.3) 
DEFINITION. A solution of (Pu,b) is a function u E W~~([w; H) (where 
m = 1 if a = 0 and m = 2 if a > 0) satisfying u(t + T) = -u(t), Vt E R, and 
u(t) E D(A), f(t) + au”(t) - bu’( t) E Au(t), a.e. on R. 
THEOREM 2.1. Assume that (2.3) holds. 
(i) Zf b#O and A=@, where cp satisfies (2.2), then (Pa,h) has a 
unique solution. 
(ii) Zf b = 0, a > 0 and A satisfies (2.1), then there exists a unique solu- 
tion to (Po,b). 
ProoJ We will present a single proof for both (i) and (ii). 
Let 2 = L*(O, T: H) with its norm and inner product denoted by (1. II2 
and ( , ), respectively. One can define the maximal monotone extension 
N of A to 2 by (iVu)(t) = Au(t), a.e., t E (0, T), with D(N) = 
{U E 2: u(t) E D(A) a.e. on (0, T) and Au E X’}, It is well known that 
(N,u)(t)=A,u(t) for all A>O, UE%. 
We next define the linear operator M,b in X by 
M,,,u = -au” + bu’, 
D(M,,) = {u E W2**(0, r; H): u(T) = -u(O), u’(T) = -u’(O)} (0 > O), 
D(M,,) = (u E W’,*(O, T; H): u(T) = -u(O)} (b # 0). 
Obviously, (Pa,b) has a solution iff R(M,,, + IV) = SF. We are going to 
show that M,,, + N is surjective by using Theorem 1.4. In what follows M 
stands for M,,, (a Z 0) w h enever there is no danger of confusion. 
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First remark that M is monotone, 
ww)=4lu’II:, for all u E D(M). (2.4) 
It is also easily verified that M is maximal monotone, i.e., R(Z+ M) = 2. 
Indeed, for a given g E Y? one can find x, y E H (resp. x E H) such that the 
solution of u + M,,,u = g, u(O) = x, u’(O) = y (a > 0) (respectively, 
u + M,,,u = g, u(O) = x) belongs to D(M,,) (resp. D(M,,)). 
Next recall that every u E D(M) satisfies the Poincart type inequality, 
(2.5) 
(To prove (2.5) one extends u by anti-periodicity and notes that its mean 
value over (t - T, t + T), where t E [0, T], is zero (see, e.g., [7, p. 4821)). 
We now prove that (1.3) holds. An integration by parts, together with 
(2.1) yields 
(Mu, Nj.u) =a J’ (u’(t), (Aj.u(t))‘) dt+ b c,’ (u’(t), A,u(t)) dt, 
0 
for all u E D(M). If h = 0, a > 0, then (Mu, N,u) 2 0 by the monotonicity 
of Al (see Proposition 1.1). If b # 0, we also use Propositions 1.2, 1.3, and 
condition (2.2) to conclude that (Mu, N,u) > 0. 
In other words, (1.3) is satisfied and (recall that OE NO) by 
Theorem 1.4(i), M+ N is maximal monotone in 2”. The final step is to 
deduce (1.4). Let u ED(M) n D(N) and u E Nu. If a > 0, we obtain (note 
that OEAO) 
This, combined with (2.4) and (2.5) leads to (1.4). In the case when a = 0 
and A = acp, we have (cf. Proposition 1.3) (M,.,u, Nu) = 0, and conse- 
quently 
The definition of MO,,, (2.5), and (2.6) then imply (1.4). By applying 
Theorem 1.4 we conclude that R(M+ N) = Z, and this completes the 
proof of the existence part of Theorem 2.1. Uniqueness follows readily from 
(2.4) and the monotonicity of A when a > 0, and from [S, Theorem 51 
when u=O, b>O. The case u=O, b<O can be reducted to u=O, b>O by 
the substitution u( T- t) = U(t). 
Remarks. (i) If a = 0, b #O, conclusion (i) of Theorem 2.1 is essen- 
tially the same as of [9, Theorem 1.11. Okochi’s proof is completely 
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different, relying on the Browder-Petryshin fixed point theorem, applied 
to a solution mapping for a Cauchy problem related to (PO J 
(ii) The T-periodic variant of (P, 0) appears in 16: Chap, B XII] 
under the assumption that the interior of ‘R(A ) is non-empty. 
(iii) As in [2], one can show that (P,, O) with A = 8cp is equivalent 
to a minimization problem. 
We now proceed with a study of the continuous dependence on A and 
f of solutions to (P, b), where a > 0, and f satisfies (2.3). Without loss of 
generality, we confmk our attention to the equation 
-u”(t) + but(t) + Au( f(t), 
with the boundary conditions 
u(T) = -u(O), u’(T) = -u’(O), (W 
where b IF R, A is maximal monotone and f f L*(O, T; H). Also consider the 
approximating equation (A > 0) 
-u;(t)+ bu;(t)+ A&t)= f(t), t E (0, T), (E ) A
together with 
u,(T) = -l+(O); u>(T) = -u;(o). WA) 
When b # 0 and A is the subdifferential of a convex, even functional on H, 
or b = 0 and A is odd, Theorem 2.1 implies that the problems (E), (BC), 
and (EE.), (BC,) have unique solutions u and u;,, respectively, in 
W2-2(0, T; H). 
LEMMA 2.2. Assume that f E L2(0, T; H) and that A = dq, where q 
satisfies (2.2). Let tl, zlL be the unique solutiorzs uf (E), (BC), and (E,), 
(BCJ, respectively. Then . 
UJ + u i=Tz C( co, Tl; H), 
ui + 24’ ill C( co, Tl; w, 
))dtGL (2.10) 
u; - uf’ in x, 
as A -+ 0 +. In addition 
J’ 
,r (u”(t), Au@ 
where Au(t) stands for f(t) + u”(t) - bu’( 
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If b = 0, all the conclusions remain true for any maximal monotone A 
satisfying (2.1). 
ProoJ: Let 2, ~~00; multiply (EJ- (E,) by (Uj,- u,)(t) and integrate 
over (0, T) to obtain by (BC,) 
llu;-u;,ll;+ j).u,(+A,u,,(l), U,(t)--p(t))dt=o. (2.11) 
Since u~(t)~u~(t)~(u~(t)-~~u~(t))+(J~.u~(t)~~~u~(t))+(J~u~(t)~uu,(t)) 
and A,uj,(t)EAJiui(t), (2.11) implies 
,,u;. - u;ll: 6 (A +pL) jo= IAi.ui(t)l lA,u,(Ql dt. (2.12) 
On the other hand, forming the inner product of (E,) with A,u,(t), 
integrating over (0, T), and using (BCJ and (2.2) (or (2.1) when b = 0) 
yields 
IIAiu,ll, 6 llfllz. (2.13) 
From (2.12), (2.13), and (2.5), we obtain 
uj. + v, in C( IX, Tl; WI, 
u;, -+ v’, in 2, (2.14) 
Aj.Uj.-W, in 2, 
as A + 0 +, where (cf. Proposition 1.1 (iii)) w(t) E Au(t) a.e. t E (0, T). 
A multiplication of (E,) by u;(t) followed by an integration over (0, T) 
gives us 
lMl:< <W,-f,4!), (2.15) 
which implies (use (BC,)) 
Il4ll2 G Ilfllz. (2.16) 
We deduce that 
24;; - v I, in X. (2.17) 
From (2.14), (2.17) it follows that DE W*,*(O, T; H) and 
24;. -+ v’, in C( [0, T]; H). (2.18) 
Letting /z + Of in (E,), (BC,) we now conclude that v is a solution to (E), 
(BC) so that, by uniqueness, v G U. 
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Finally remark that (2.15) leads to 
IIu”II: d (bu’ -f, u”), 
which is equivalent to (2.10). 
Inasmuch as A, --) A(1 + O+) in the sense of resolvents, i.e., 
(Z+~LAI)-lx~(Z+~uA)~‘x, for all p>O, xEZZ, as 1+0+, Lemma2.2 
suggests the following result. 
THEOREM 2.3. Let f, f,, E %? and A = &p, A” = a@‘, where cp, (P,, : H + 
] - 00, 001 are proper, convex, kc. and even. Let u, u, denote the respective 
solutions of (E), (BC) and 
-u~(t)+bu~(t)+A”u,(t)3f,(t), t E (0, T), (En) 
u,,(T) = -n(O), z.&(T) = -z&(O). WJ 
If 
.I-, -f, in 2 (2.19) 
and 
(Z+pA”)~‘x+(Z+,uA)~‘x, V,u>O, VXEH, (2.20) 
as n + co, then (2.7)-(2.9) hold with u, in place of u;, and n + cc in place of 
2+0+. 
In the case where b = 0, A and A” can be arbitrary odd maximal monotone 
operators satisfying (2.20) 
Proof. Along with (E,), (BC,), consider the approximating problem 
V>O) 
-uL~(t)+bu~,,(t)+A;u,,,(t)=f,(t), t E (0, n, (En,,) 
un,i.(T)= -"n,?.(o)2 4,;(T) = -f4+2(0). WA 
We have 
ll4-~‘112~ ll4l--~,,ll*+ ll4,A--u;ll*+ Il4--‘l/2? (2.21) 
where Us is the solution of (E,), (BC,). By Lemma 2.2 (cf. (2.8), (2.12), 
(2.13)) 
lIzA;, - u’l12 < cA”2, (2.22) 
where c denotes a generic positive constant depending on T and I/f I) *, 
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only. Moreover, it is clear that (2.7)-(2.9) (2.12), (2.13), (2.16) hold for 
each fixed n, with u,,.~., u,, A;fu,,,, and f, in place of uj., u, Aj,uE,, and f, 
respectively. Taking into account (2.19), we deduce 
ll~:,-~:,,,llr~~~“*, (2.23) 
ll%i7l 2 d c. (2.24) 
We now estimate I/U:,,>. - u;Jz. Form the inner product of (E,,,) - (E,) with 
(u,, j. - uj,)(t) and integrate over (0, T) to obtain, by (BC,,), (BC,), 
ll~~,,~-~~ll~+~~~(A~~~.~(~)-A~~~.(~)~ un,>.(t)--u,(t)Idt 
G s oT IL(t) -f(t)1 lun,,(t) - u;,(t)1 dt. (2.25) 
Remark that 
A;u,,(t)-A,u,(t)= (A;u,,.i.(t)-A;U~(t))+ (A:u,(t)-Aju,(t)), 
so that, in view of the monotonicity of A;, (2.25) implies 
Il~~,~.~~~,ll~~~llf~~fll~+ IIA~ j.-A~.~j.ll~)ll~~,;.-~;,l/~~ (2.26) 
It is also obvious (cf. (BC,,,), (BC,)) that (2.5) remains true when u is 
replaced by u,, z - Uj.. Consequently, (2.26) leads to 
ll~k,~.-~Yl~ G (llfn-fll~ + llA;~~-A~~d2). (2.27) 
Since assumption (2.20) combined with the dominated convergence 
theorem implies that lim, _ ~ ((A;ui-A,u;,l(,=O for each fixed A>O, from 
(2.27) it follows (also use (2.19)) 
lim Ilu~,;, - z4/J2 = 0. (2.28) 
n-x 
Going back to (2.21) and invoking (2.22), (2.23), and (2.28) yields 
lim sup 1) ~4: - 24’ 1) 2 < ~1. ii*. (2.29) 
n-r 
Since A, can be made arbitrarily small, we infer from (2.29) 
2.4; -+ u’, in 2. (2.30) 
This and (2.5) with U, - u in place of u then give 
u, * % in C( [0, T]; H). (2.31) 
396 AIZICOVICI AND PAVEL 
Finally, by (2.24) 
2.l; - u”, in Sf?. (2.32) 
The conclusion of Theorem 2.3 now follows from (2.30), (2.31), (2.32). 
3. NON-MONOTONE PERTURBATIONS 
This section is primarily concerned with the existence of solutions to the 
problem (P), where a > 0, b # 0. We assume throughout 
cp is a proper, convex, I.s.c., even functional on H, such that 
~(0) =0 and for each L >O, the set {x~D(cp): cp(x) < L, 
(xl <L} is compact. (3.1) 
$: H + 1 -co, + co] is proper, convex, 1.s.c. and even. (3.2) 
D(@) cD(a$), and for each r >O there exist constants 
k,E [0, l), I,>O, and (3,~ [0, 2), such that I(&j)“ul’< 
k,I(8cp)“u12+l,(cpBr(u)+ l), whenever UED(~(P), JuI <r. (3.3) 
Note that once cp is taken to be even, it follows that OE acp(O), so that cp 
attains its minimum on H at 0. Consequently, there is no loss of generality 
in assuming ~(0) = 0. Also remark that (3.1))(3.3) imply in particular that 
&JJ + I@ = a(cp + rl/) (cf. [4, Corollary 2.6]), but this information is irrele- 
vant for (P), where the non-monotone case 8~ - a$ is considered. 
DEFINITION. If (2.3), (3.1)-(3.3) hold, by a solution of (P) we mean a 
function u in I%‘:;,‘( R; H) (when a > 0), or in W:;,‘( R; H) (when 
a = 0, b # 0) satisfying u(t + T) = -u(t), t E R, u(t) E D(acp), a.e., t E R, such 
that there exist u, w E Lf,,(aB; H) with u(t) E acp(u(t)), w(r) E i@(u(t)), a.e. on 
R, and -au”(t)+bu’(t)+u(t)-w(t)=f(t), a.e. PER. 
The basic existence result is: 
THEOREM 3.1. Let a>O, b#O and let (3.1)-(3.3) hold. Then for everyf 
satisfying (2.3), the problem (P) has at least one solution u, such that the 
function t --+ cp(u(f)) is locally absolutely continuous on [w. 
The main idea in the proof of Theorem 3.1 is to consider the regularized 
problem 
-au”(t)+bu’(t)+~Iu(t)l u(t)+ acp(u(t))--~,(u(t))3f(t), tell2 
u( t + T) = -u(t), fE[W, 
(3.4) 
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where E, 2 > 0. After establishing the existence of solutions to (3.4), a priori 
estimates are obtained, which enable us to pass to the limit as E + O+ (with 
E. >O fixed), and then to let 1 +O+. For convenience, this procedure is 
carried out by means of several lemmata, that seem to be of some inde- 
pendent interest. As in Section 2, (2, ( , ), 11. )I2) will designate the space 
L*(O, T; H) with its usual scalar product and norm. 
LEMMA 3.2. Let (3.1) be satisfied. Let 9: &‘+I? be defined by 
Ff = u,, where ur is the unique solution of 
(i) -u;(t)+bu;(t)+acP(uf(t))3f(t), tE(O, T) (bE[W), 
(ii) yr( T) = -q(O), z$( T) = -u;(O). 
(3.5) 
Then for each r > 0, the set {Ff: /If 11 2 Q r} is relatively compact in 
C( [0, T]; H). Moreover B is sequentially continuous from XWj to 
C( CO, Tl; W. 
Remark. In particular, it follows from Lemma 3.2 that F is continuous 
and compact as a mapping of X into 2. 
Proof of Lemma 3.2. It is clear that, by Theorem 2.1, 9 is defined on 
all of 2 with values in W’,*(O, Y, H). Let (1 f II2 6 r and form the ( , ) 
product of (3.5)(i) with (--UT) to obtain, in view of (3.5)(ii) and (2.10) 
IIy;l126r. (3.6) 
Since (2.5) holds with u; in place of u, we have 
llujll Lu(o T-H) G cl r, , . (3.7) 
and subsequently (use again (2.5)) 
(3.8) 
Here and in the sequel, we use c,, c2, . . . . etc., to denote various positive 
constants depending only on T. 
Invoking (3.6), (3.7) in (3.5)(i) yields 
{+$u~)} is bounded in X, (3.9) 
where +(uJt)) stands for f(t) + u;(t) - buj(t). 
Next remark that cp(q(t)) d (@(u,(t)), q(t)), a.e., tE (0, T), so that by 
(3.g), (3.9) 
(3.10) 
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Taking into account Proposition 1.3, we may also conclude that 
t + cp(u,-(1)) is absolutely continuous on [0, r], for each fixed f, and 
(Wt) cp(u,(t)) = (u;(t)> %(Qt))), a.e. t E (0, T). This, in conjunction with 
(3.7), (3.9), leads to 
i i 
$ p(ui) is bounded in L’(0, T). (3.11) 
From (3.10), (3.11) it follows 
(cp(u,.)} is bounded in L”(0, T), 
which, by (3.1), implies that there is a compact subset K of H such that 
uf( [0, T]) c K, for all f: In view of (3.7), the functions ur are equicon- 
tinuous on [0, T]. Then, applying the Ascoli theorem we infer that { ur} is 
relatively compact in C( [0, T]; H). 
Let now f, --f in 2, as n + co. Obviously, supn lif,ll 2 < co; conse- 
quently {u,.} contains a subsequence, which we denote for simplicity as 
{u,}, converging uniformly on [0, T] to a function u. Recalling the proof 
of Theorem 2.1, we see that (3.5) is equivalent to an inclusion of the form 
Bu/3f, where B is maximal monotone in X (B denotes the left-hand side 
of (3.5)(i), with (3S)(ii) included in D(B)). We therefore have Bu, 3fn, 
where u, -+ u, and f,,- f, in 2. The demiclosedness of B (cf. Proposi- 
tion 1.1(i)) implies that Busf, i.e., u satisfies (3.5). But the problem (3.5) 
has a unique solution, so that necessarily u = u,.. We finally conclude that 
actually Use + u in C( [0, T]; H), and the proof is complete. 
A result similar to Lemma 3.2 holds for first-order equations. 
LEMMA 3.3. Suppose that condition (3.1) is fi@ed, and let p^: A? -+ Z 
be defined by Ff = uf., where !r~ W1,2(0, T; H) is the solution of 
(i) bu;(t)+ Mu,(t))3f(t), tE(O, T) (b#O), 
(ii) q(T) = -q(O). 
(3.12) 
Then 9 satisfies the conclusions of Lemma 3.2. 
Proof: Multiply (3.12)(i) by U; and use (3.12)(ii), (3.1) to obtain 
I~uJ~~ < b-’ Ilf I12. The remainder of the proof is identical to that of 
Lemma 3.2, with the mention that now dcp(u,(t)) stands for f(t) - buj(t). 
A first class of nonmonotone problems is considered next. 
LEMMA 3.4. Let (3.1) be satisfied, and let F: H --) H be a continuous 
mapping, such that 
IFXI <WI + I), VXEH, (3.13) 
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for some k > 0. Then, for every f E 2, the problem 
0) -u~(t)+bu~(t)+acp(u,(t))+~I~,(t)l ~,(~ +JW,WbfW, 
(ii) 
a.e. tE(0, T) (bER,E>O), 
u,(T) = -u,(O), 4 T) = -4(O), 
(3.14) 
has a solution U,:E W’,2(0, T; H) with the property that t -+ q(u,(t)) is 
absolutely continuous on [0, T]. 
Proof: Let 4(u) = q(u) + (e/3) Iu13, u E H, and remark that (3.1) holds 
with @ in place of cp. Also (see [4, Corollary 2.1 l]), &J(u) = i3cp(u) + E 1~1 u 
for all u E D(dq). Define B: 2 + X by Fh = u,,, where u,, is the unique 
solution of 
0) -u~(t)+bu~(t)+a~(uh(t))3f(t)--F(h(t)), a.e. t E (0, T), 
(ii) u,r(T) = -u/z(O), u;(T) = -u;(O). 
(3.15) 
Since, by (3.13) Fh E X as soon as h E 2, Theorem 2.1 implies that B is 
well defined on 2, with values in W232(0, F, H). We will apply the 
Schauder fixed point theorem to F. In view of Lemma 3.2 and the assump- 
tion on F, 9 is continuous and compact. We show that for a sufficiently 
large r > 0, 9 maps the closed ball {h E 2; 11 h II 2 < r } into itself. We multi- 
ply (3.15)(i) by u,,(t), integrate over (0, T) and use (3.13) (3.15)(ii) to 
obtain 
E j-’ lu,(t)13 df6 [= If(t)I ldt)l dt 
0 0 
+kj’(lh(t)l+l)lu,(t)l dt. 
0 
(3.16) 
Inasmuch as IIuJ: d T’12 IIu,II~~~,,,,), (3.16) yields 
llu,ll:Q41 +Wlld, (3.17) 
for some constant p depending on T, E, 11 f 11. If Ilhll, 6 r, it is sufficient to 
choose r large enough, such that p( 1 + kr) < r2, to conclude, on account of 
(3.17) that /Iuhj12 d r. By Schauder’s fixed point theorem, it now follows 
that there exists U,E Y? such that Fu, = u,, i.e., U, satisfies (3.14). The 
absolute continuity of q(u,(t)) on [0, T] is a consequence of Proposi- 
tion 1.3, because f + ui - bu: - E I u,J u, - Fu, E Z. 
A similar proof, based on Lemma 3.3, leads to: 
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LEMMA 3.5. Let (3.1) hold, and let F: H+ H be a continuous mapping 
satisfying (3.13). Then for every f E 2, the problem 
b4(t) + Mu,(t)) + E lu,(t)l u,(t) + flu,(t)) 3f(t), tE (0, T) 
(3.18) 
4 T) = -u,(O)> 
where b # 0, E > 0 has at least one solution u, E W’,2(0, T; H), such that 
t + cp(u,(t)) is absolutely continuous on (0, T). 
The next step is to let E-O+ in (3.14) and (3.18). 
LEMMA 3.6. In addition to the hypotheses of Lemma 3.4, suppose that F 
is the FrCchet differential of an even, Frtkhet differentiable functional G on 
H. Then, for each f E X”, the problem 
-u”(t)+bu’(t)+dq(u(t))+F(u(t)gf(t), t E (0, T), 
(3.19) 
u(T) = -u(O), u’(T) = -u’(O), 
where b # 0, has a solution u E W2’2(0, T; H), such that 
t -+ cp(u(t)) is absolutely continuous on [0, T]. (3.20) 
Proof Let u, be a solution to (3.14), and note that, by assumption, 
(Fu,, ui) = G(u,( T)) - G(u,(O)) = 0. Forming the ( , ) product of (3.14)(i) 
with U: and using (3.14)(ii)), then yields 
llu::ll,db--'IIf 112. (3.21) 
From (3.21), and (2.5) where u is replaced by u,, we obtain 
Ilu,ll~~~,,.~;~~~ T”2b-1 Ilf 112. (3.22) 
SetfJt)=f(t)-F(u,(t))-EIu,(t)( u,(t), and rewrite (3.14) as 
-4’(t) + W(t) + Mu,(t)) sfkt), t E (0, T) 
(3.23) 
U,(T) = -u,(O), u;(T) = -u;(O). 
BY (3.22), (3.13), (fE) b is ounded in 2. Lemma 3.2 applied to (3.23) then 
implies that {u,> is relatively compact in C( [0, T]; H). Therefore, without 
loss of generality, we may assume that 
u, + u, in C([O, T]; H) (&+O+). 
This and the continuity of F yields, in particular 
f,-f -Fu, in 2”. 
(3.24) 
(3.25) 
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Passage to the limit as E -+ O+ in (3.23) is now immediate, in view of (3.24), 
(3.25). Just recall (cf. Section 2) that (3.23) is equivalent to an abstract 
inclusion of the form Bu, gf,, in &‘, where B is maximal monotone (hence, 
closed). It follows that u is a solution to (3.19). Finally, the absolute 
continuity of cp(u(t)) on [0, r] is straightforward (cf. Proposition 1.3). 
The proof is complete. 
Along the same lines, we can establish 
LEMMA 3.1. Let the assumptions of Lemma 3.6 be satisfied. Then for 
every ,f E 2, there exists at least one solution u E W’,‘(O, T; H) of 
bu'(t) +acp(u(t))+F(u(t))3f(t), tE(0, T) (b#O) 
u(T) = -u(O), 
such that (3.20) holds. 
At the expense of strengthening the growth condition (3.13), we also 
allow b = 0 in (3.19). Specifically, we prove 
LEMMA 3.8. Assume that (3.1) holds. Let F: H-t H be a continuous 
function such that 
IFxl <k(lxl”+ l), XEH, (3.26) 
for some k > 0 and CI E [0, 1). Then for every f E 2, the problem 
-u"(t)+acp(u(t))+F(u(t))3f(t), t E (0, T), 
u(T) = -u(O), u’(T) = -u’(O) 
(3.27) 
has a solution UE W”‘(O, T; H) satisfying (3.20). 
Proof: Obviously, (3.26) is stronger than (3.13), so that by Lemma 3.4, 
there exists U, E W2v2(0, T; H) satisfying (3.14) with b = 0. Multiply (3.14)(i) 
(where b = 0) by (-u!(t)) and integrate over (0, T) to obtain by virtue of 
(3.14)(ii), (2.10) 
lI4Il2 G Ilf 112 + IIFu,ll,. 
Employing (2.5) with u: in place of u, we infer from (3.28) that 
llulll LYO,T;H)G CJIlflIz + lIF~,llzL 
and subsequently (again use (2.5) with u, instead of u) 
Ilu II 6 ~~o,~;~~~~~(llfll2+ IIFu,Il2), 
(3.28) 
(3.29) 
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where cd, c5 > 0 are independent of E. Invoking (3.26) combined with an 
inequality of the type xy” $ (1 - M) x”(’ -m) + cry, Vx, y > 0, a E [0, l), (3.29) 
yields 
{u&j and {FuE} are bounded in L”(0, T; H). (3.30) 
On account of (3.30), we conclude exactly as in the proof of Lemma 3.6. 
(See the lines following (3.22).) 
Proof of Theorem 3.1. Case a > 0, b # 0. 
For each I > 0, consider the approximating problem 
(i) -au;(t)+bu;(t)+&p(ul(t))-d$,(u,(t))3 f(t),a.e.tE(O, T) 
(3.31) 
(ii) UA( T) = -uA@)> u;(T) = - u;(O). 
Calling on the properties of a$, (cf. Propositions l.l(ii) and 1.2), one may 
take F= all/>, in Lemma 3.6 to deduce the existence of a function 
uA E Wz~2(0, T; H) satisfying (3.31), and such that t -+ cp(uA(t)) is absolutely 
continuous on [0, T]. We will see that assumption (3.3) enables us to let 
A--+0+ in (3.31). 
Set Uj,( t) = f (t) + au;(t) - buJ( t) + a$j.(uj.( t)), and remark that U, E X’, 
uJt)~d~(u~.(t)), a.e. on (0, T). Rewrite (3.31)(i) as 
-au;(t) + bu;(t) + U>,(t) - a+,(u,(t)) =f(t), ?E (0, T). (3.32) 
Taking the ( , ) product of (3.32) with u>. and using (3.1), (3.2) and 
(3.31)(ii) shows that (3.21) and (3.22) hold, with uA in place of u,. Next 
multiply (3.32) by vi(t) and integrate over (0, T) to find, with the help of 
WO), 
(3.33) 
Recall that D(acp) c D(alC/) (cf. (3.3)) so that, by Proposition l.l(ii) 
kwow))l~ ih(f ia4hhw)i G bwobj.(~)l~ a.e. on (0, T). 
This, the boundedness of {u,; A > 0} in L”(0, T; H) and condition (3.3) 
imply that there exist constants k E [0, 1 ), 19 E [IO, 2), and cg > 0 such that 
ilwA~~~~l12bdl + IIdv~Jll2/:(0,T)) +klluAll*, VA> 0. (3.34) 
From (3.33) and (3.34) 
Il~~ll,~C,(l + IIve(~i.)l12/:(o,T,)~ (3.35) 
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where c, is independent of k On the other hand, 
V(“i(f)) G (u,t(t)3 ui(t))9 a.e. on (0, T). 
Inasmuch as sup(u,(t); 1>0, te [0, T]} < co, (3.36) implies 
IIV(“i)I12 6 cS /I”iI123 (3.37) 
for some cg > 0. Thus (3.35), (3.37), and 8 < 2 lead to 
{cp(uJ) and 1~11 are bounded in L2(0, T) and 2, respectively. (3.38 
Employing (3.38) in (3.3) yields (recall again the boundedness of (Us} in 
L-(0, T; W) 
{&,+~(uJ} in bounded in 2”. (3.39) 
Clearly, (3.31 )(i) can be written as 
-auY(t) + bu>.(r) +aV(ui(t)) 3.,f(t) + a$j.(uA(t)), t E (0, T). 
This in conjunction with (3.39) enables us to apply Lemma 3.2 and deduce 
that {u;.} is relatively compact in C( [0, T]; H). Assume that 
ul+u in C([O, T];H), as JV+O+. (3.40) 
Then, by (3.39), (3.40) and Proposition l.l(iii) 
atii(ul) - w5 in 2, (3.41) 
where w(t) E an&u(t)), a.e. on (0, T). Similarly to (3.23), passage to the limit 
as 1+0+ in (3.31) proceeds easily now, on account of (3.40), (3.41). It 
follows that u E W2*2(0, T; H) satisfies 
-au”(t)+bu’(t)+u(t)-w(t)=f(t), t E (0, T), 
u(T) = -u(O), u’(T) = -u’(O), 
(3.42) 
for some 0~2, u(t)e&p(u(t)), a.e. on (0, T). In addition, by Proposi- 
tion 1.3, t + cp(u(t)) is absolutely continuous on (0, T]. The proof is essen- 
tially complete. Indeed, (3.42), (2.3), and the fact that &p and a$ are odd 
operators imply that u can be extended by T-anti-periodicity outside 
[0, T], thereby obtaining a solution of (P), as desired. 
Case a = 0, b # 0. 
Replace (3.3 1) by the problem (2 > 0) 
W.(t) + Mu,) - Wi(uj.)3f(t), 
u>(T) = -U>.(O), 
t E (0, T), 
(3.43) 
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which has a solution un E W’T~(O, T; H), in view of Lemma 3.7 (where 
F= a$,). The passage to the limit as A -+ O+ in (3.43) can be done exactly 
as above (using Lemma 3.3 rather than Lemma 3.2). 
The last result of this section is a straightforward generalization of 
Lemma 3.8. 
THEOREM 3.9. Let the assumptions uf Lemma 3.8 be satisfied. If also F 
is even, then for every f satisfying (2.3), the problem 
-u”(t) + a&#)) + F(u(t))3 f(t), a.e. t E R, 
u( t + T) = -u(t), tda, 
has a solution u E Wf;@; H), such that t + q(u(t)) is locally absolutely 
continuous on R. 
P~M$ Remark that the solution of (3.27) can be extended by T-anti- 
periodicity to all of [w. 
4. EXAMPLES 
We discuss the applicability of Theorems 3.1 and 3.9 to nonlinear partial 
differential equations with anti-periodic conditions. Throughout this sec- 
tion Q will denote a bounded domain in IWN with smooth boundary r, 
EXAMPLE 1. Let y be a maximal monotone operator on aB, such that 
y = dj, where j: Iw + [0, + GO] is proper, convex, l.s.c, and even, with 
j(0) = 0. We are concerned with the boundary value problem 
- au,,( t, x) + bu,( t, x) - Au( t, X) 
- lu(t, x)1”- l w 44 x) =f(t, x), td%,xd2, 
u( t + T, x) = -u( t, x), ER,XfQ, 
where Q > 0, b E Iw, a* + b* > 0, T> 0, f: Iw x Q + [w, d/&z denotes the out- 
ward normal derivative, ct > 1, and sgn is usually defined as a real single- 
valued function if a > 1, while sgn 0= [ - 1, 1] if a= 1. (When a = 1, the 
equality in (4.1) should be replaced by 3.) 
THEOREM 4.1. Assume that 
f EL:,, (R; L’(Q)); f(t+ T, -)= -fk s), ave. tdk WV 
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If, in addition, one of the following conditions holds: 
a > 0, b = 0, l<a<2, (4.3) 
a 3 0, b # 0, l<rX<2, (4.4) 
a>O, b#O, and a>2 satisfies 2<a<3 1f N<4; 2<u< 
2(N- l)/(N-2) ifN>4, (4.5) 
then the problem (4.1) has a solution u E W;“d,z(W; L2(sZ)) n LZJIW, H’(Q)), 
where m= 1 ifa=O andm=2 $a>O. 
Proof Set H= L2(Q), and define cp: H + [0, + co) by 
I 
3 ‘[ (gradu12dx+/ j(u)dI’, ifuEH’(Q)andj(u)EL’(T), 
du)= R 
I- 
(4.6) 
+a, otherwise. 
According to Brtzis [3, Theorem 121, 40 is proper, convex and 1.s.c. on H, 
with 
&p(u) = -Au, UEH’(R):-g~y(u).a.e.onT}. (4.7) 
Remark that q~ is even, and that the compactness condition in (3.1) 
holds. (Recall that H’(Q) is compactly imbedded in L2(Q), cf., e.g., [ 1, 
Chap. VI].) 
Next let /I: [w + [0, + co), b(x) = a-l IxJ*, CI > 1. It is easily seen that /I is 
continuous and convex on R, with ap(x) = Ix/“-’ sgn X, x E [w. 
Then (see [3, p. 1151) the even functional $, defined on H by 
s 2 B(u) dx, if /I(u) E L’(Q) 
e(u) = 
+m, otherwise 
(4.8) 
is convex and L.C. and 
g E W(u) iff g(x) E @(u(x)), a.e. XEQ (u, gEH). (4.9) 
Obviously 
D(c?l+b)= Hy 
i 
if 1 < ~16 2, 
L2’“- “(Q), if c( > 2. 
(4.10) 
580/99/Z- I3 
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From the above discussion, we infer that the assumptions (3.1), (3.2) are 
satisfied, and that the problem (4.1) is of the abstract form (P), where acp, 
at,b are given by (4.7), (4.9). 
If (4.3) holds, then a$ is single-valued and continuous on H. Moreover 
by (4.9), (4.10) 
(1 > 
112 
~labwiL2~n) = lu12(- ‘) dx 2 (4.11) 
Q 
for all u E H. This implies that (3.26) is satisfied with a$ in place of F, and 
the conclusion of Theorem 4.1 follows from Theorem 3.9. (Note that the 
local absolute continuity of cp(u(t)) on [0, T], UE C(R., H) and (4.6) yields 
UE L:#c H’(Q))). 
The case (4.4) can also easily be handled. Making use of (4.11) we obtain 
bwwl 352(Q) G 4II 4 L2(c2) + 11, VUEH, (4.12) 
for some I> 0. This shows that (3.3) holds with k, = 0, 0, E 0, Vr > 0, and 
consequently Theorem 3.1 applies. 
Finally suppose that (4.5) is satisfied. By Sobolev’s imbedding theorems 
(see [l, p. 97]), H’(Q) c L 2(ap l’(Q) with continuous injection. This infor- 
mation, (4.7), and (4.10) imply D(acp) c D(a$), and (cf. (4.6), (4.11)) 
ikxwii 2L2cnj <C(cpZ- ‘(u) + Ilullgy)‘)), vu E D(acp) (4.13) 
for some constant C depending on c(, N and Q. Since tl < 3, it follows from 
(4.13) that (3.3) holds with k, = 0, 8, = LX - 1, Vr > 0, so that, again, we may 
apply Theorem 3.1 to derive the existence of a solution to (4.1). The proof 
is complete. 
EXAMPLE 2. Consider the anti-periodic problem 
-uau,,+bu,=d,u-luJ”~‘sgnu=f(t,x) on RxQ, 
u( t, x) = 0, on [w x r, (4.14) 
u(t + T, .) = -u(t, .), tER, 
where A,u = C;= 1 (a/8x,)( I(au/ax,)l IJ ~ ‘(au/ax,)), p 2 2, a > 0, b E R, 
a2 + b2 >O, a 2 1 and f is a given real function on R x 52. (The “sgn” 
operator is taken to be multivalued at 0 when a = 1; in this case, replace 
= by 3 in (4.14).) 
THEOREM 4.2. Let (4.2) be satisfied. Also assume that one of conditions 
(4.3), (4.4) or 
a 2 0, b # 0, and a > 2 satisfies 
a < p + 2plN if N<p, (4.15) 
a c p + 2plN and a 6 1 + NpIWN - P)) if N> P, 
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holds. Then the problem (4.14) has at least one solution 
u E W;lz(rW; L2(Q)) n C([w; Wip(Q)), where m = 1 ij” a = 0 and m = 2 if 
a > 0. 
ProoJ: Again take H=L’(Q) and define $, aiC/ by (4.8) (4.9). Let 
cp: H- [0, +m] be given by 
if UE W$p(Q), 
otherwise. 
It is well known that cp is proper, convex, and 1.s.c. on H, and 
&p(u) = -A+, D(&p)= (UE W’;p(Q): A+H}. (4.17) 
By (4.16) and the compactness of the imbedding W$“(Q)cL’(Q), we 
deduce that (3.1) holds. It is also obvious that (4.14) can be rewritten as 
a problem of the form (P) in H, with dq and a$ given by (4.17) and (4.9), 
respectively. 
If (4.3) (resp. (4.4)) is satisfied, the conclusion of Theorem 4.2 follows 
from Theorem 3.9 (resp. (3.1)), exactly as in Example 1. Note that (4.16) 
combined with the local absolute continuity of cp(u(t)) on R now yields 
UE C(R; IVip(Q)). It remains to discuss the case when (4.15) holds. We 
employ the following inequality of Gagliardo-Nirenberg type (see [S, 
Theorem 2.23) 
(4.18) 
valid for all q>2 if N>p and all 26q,<(Np/(N-p)) if N>p. In 
(4.18), 6 is a positive constant depending on a, p, q, N, while 
p = (i- l/q)(l/N- l/p + $)-‘. It is easily verified that p E [0, 11. Invoking 
(4.18) with q=2(cr- l), (4.10), (4.11), and (4.16), we obtain 
D(aq) c D(all/) and 
Ila~(u)ll~,,,,)~cllulltc2;~)‘)(‘-p)[~(U)]2~p-”~~~‘, VUED(&p), (4.19) 
for some C>O. On account of (4.15) and the definition of p (where 
q= 2(cr- 1)), (4.19) implies that condition (3.3) is satisfied with k,rO, Vr. 
We conclude by applying Theorem 3.1. 
Remarks. (i) In the case when a = 0, and p = 2 in (4.14), Theorem 4.2 
is essentially similar to [7, Theorem 2.41. 
(ii) The existence of T-periodic solutions to an equation of the form 
(4.14), with a=O, b = 1 is proved in [lo, Theorem 5.11. We note that our 
restrictions on x (see (4.15)) are slightly weaker than those of [lo]. 
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