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Summary 
 
The benefits of employing automation technologies in engineering are clear from the 
literature.  Automated solutions can be used to automate low level and repetitive tasks, 
integrate tools and datasets, and simplify and standardise more complicated processes, 
achieving significant savings in development lead time and cost.  The electronic 
representation of product and process knowledge associated with development of automation 
systems can also ensure knowledge retention within organisations, independent of changes in 
personnel. 
Knowledge Based Engineering (KBE) and Design Automation (DA) are two sets of 
methodologies and technologies for automating engineering processes through software.  
KBE refers to the capture and modelling of rules and engineering knowledge for 
implementation in intelligent systems that emulate human decision making to automate 
engineering processes.  KBE applications are typically reusable, dynamic, generative, generic, 
and integrated.  By comparison, DA refers to the automation of relatively straight forward, 
sequential steps in an engineering process.  Resultant DA applications are generally 
applicable to specific situations with limited reuse, and often contain hard coded rules and 
knowledge. 
Distinctions between KBE and DA applications and development methodologies are 
often made in literature, and the two approaches are often treated independently.  Numerous 
methodologies for building KBE applications have been developed, and most tend to be 
complex modelling tasks, with emphasis on knowledge acquisition and modelling processes.  
Conversely, the development of DA applications is generally undertaken by domain engineers 
who may not have formal knowledge engineering or software development training, with 
subsequent development processes lacking the structure of formalised methodologies, and 
important principles can be neglected. 
The decision to implement either a KBE or DA solution to satisfy an industry need 
depends on a number of factors including nature of the problem and resources available to 
assign to its solution.  Whereas KBE solutions generally offer more flexible and intelligent 
solutions, development schedules and costs are often inhibiting.  Although often lacking high 
level capabilities, DA applications can represent a more practical solution to a problem in 
terms of technical feasibility, time and cost, with the ability to achieve tangible reductions in 
product development time and cost in the short to medium term. 
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Despite the potential benefits that can be achieved with automation, the adoption of 
these practices in industry has been slow.  To address factors that limit the adoption of 
automation, the first part of this research proposes a flexible methodology for automating 
engineering design and analysis tasks.  This methodology integrates methods for developing 
both KBE and DA systems into a single framework, providing capability to develop systems 
that exhibit characteristics of both types of applications.  The theoretical basis for this 
methodology is the notion that KBE and DA application development methodologies are not 
mutually exclusive; rather the latter represents a subset of processes of the former.  A 
graduated level of development complexity is provided by associating sub-processes that 
populate the key lifecycle phases of application development with capabilities extended to 
resultant applications.  A complexity analysis process prioritises the attributes required for a 
task to be automated based on the nature of the problem and organisational constraints.  Based 
on this prioritisation, sub-processes from the full KBE methodology relating to the selected 
attributes are either invoked or omitted, resulting in a comprehensive development processes 
without irrelevant or redundant tasks. 
The second part of this research develops a system for automating the complex aircraft 
electrical harness and pipe layout routing task, implementing the proposed automation 
framework.  The increasing complexity of aircraft electrical systems has an associated 
increase in the number and size of electrical harnesses required to connect subsystems and 
equipment throughout the airframe.  The layout of electrical harness is a highly manual task 
with many governing rules and best practices, and is often subject to design changes 
numerous times during an aircraft’s development. 
The resulting automated routing tool implements path-finding techniques from computer 
game artificial intelligence and microprocessor design domains, together with new methods 
for incorporating the numerous rules governing harness placement.  The tool is applicable 
across a wide range of routing domains, specified through separate rule libraries and a 
knowledge base.  The system minimises inputs required to define a path to a simple set of 
three parameters including: terminal locations, harness type to be placed and rule library to 
follow.  Geometry obstacles are specified using a discrete mesh.  Resultant paths are output as 
CAD-readable geometry, and a discrete format that provides detail of the engineering 
knowledge implemented in developing the solution.  The resulting automated routing tool was 
tested with a complex industrial test case, and delivered good quality harness routes in a 
fraction of the time as for equivalent manual design processes. 
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Chapter 1: Introduction 
 
1.1 Preamble 
The aerospace industry has undergone significant changes since the 1970s which saw high 
activity in the military sector in the years surrounding the cold war, and in the civil sector 
with high levels of tourism.  The 1990s and 2000s has seen a significant reduction in the 
number of major civil and military aerospace programs, and has led to highly cyclic work 
patterns of high then low levels of activity, often in response to the current economical and 
political climate. 
Work on major aerospace programs is often shared between several large companies 
who themselves employ smaller subcontractor organisations.  Advancements in 
communication technologies have enabled programs to be run 24 hours a day, spanning 
multiple companies, sites in different countries, and time zones, with product data exchanged 
between development teams up to several times a day.  Accordingly, for engineering 
companies to remain competitive in this dynamic environment it is vital to exploit 
opportunities and respond to customer needs rapidly to gain a share of engineering workload 
resulting from major projects.  For large Original Equipment Manufacturer (OEM) 
organisations, this means placing much of the company’s resources at stake when bidding for 
major projects.  The ability to mobilise resources at short notice is critical for Small to 
Medium Enterprise (SME) organisations to compete for a share of the workload of major 
projects. 
The relatively recent emergence of lower cost markets, particularly from Asia where 
labour costs are lower, presents further competitiveness challenges to established SME 
organisations that may not be able to compete on price alone.  Instead, established companies 
must position themselves to provide more efficient, intelligent and integrated solutions than 
competitors.  The introduction of lean engineering principles and new technologies can 
provide significant productivity improvements and minimise unnecessary or wasteful 
activities.  Automation systems can provide a drastic reduction in the volume of low level 
manual work that consumes a significant portion of the total product development time.   
Rapidly advancing technology provides significant improvements in engineering tools 
used for design, analysis and manufacturing including Computer Aided Design (CAD) 
software for modelling geometry, Computer Aided Engineering (CAE) software for analysis, 
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and Computer Aided Manufacturing (CAM) and Computer Aided Process Planning (CAPP) 
software for automated manufacturing.  Inefficient exchange of product data between these 
tools is often the cause of significant bottlenecks in a concurrent engineering environment.  
The majority of these tools interface through standardised file formats that strip the product 
models of much of the rich information that is built up in the engineering tools.  This 
knowledge is often required to be remodelled manually within downstream tools.  The use of 
automation technologies has potentially to reduce these process shortfalls. 
Two general methods for automating engineering processes are employed in the 
aerospace industry: Knowledge Based Engineering (KBE) and Design Automation (DA).  
The former is a structured set of processes that capture and model product and process 
knowledge, and deploy this knowledge in software systems that automate engineering 
processes.  The latter is the process of producing software applications that automate specific 
problems.  The use of automation technologies (either KBE or DA applications) can provide 
significant productivity improvements in terms of project scheduling and cost by reducing the 
time spent on low level, menial tasks. 
Output applications from KBE processes are intelligent synthetic Knowledge Based 
Systems (KBSs) that incorporate process knowledge and design intent into output product 
models.  KBSs provide high level solutions to engineering problems that are reconfigurable to 
new tasks and incorporate generative principles, preserving the modelling process such that 
outputs can automatically update based on changes in inputs.  DA applications are a lower 
level implementation of automation, providing specific solutions to problems that surface 
with short notice, but lacking generative reconfigurable capabilities with hard-coded rule 
knowledge. 
This thesis focuses on improving the accessibility of structured automation processes in 
industry.  An integrated framework for developing automation applications is proposed that 
extends the structure provided by existing KBE methodologies to cover development of 
automation applications that may exhibit characteristics of both KBE and DA applications.  A 
practical application of this framework is presented, detailing the development of a software 
application to automate the complex layout routing task for aircraft electrical wiring harnesses 
and hydraulic and pneumatic pipes.   
? 3 ? 
 
1.2 Motivation for Research 
This research was supported under the Australian Research Council (ARC) Linkage Project 
funding scheme (Project ID LP0454057), with RMIT University as the administering 
organisation and GKN Aerospace Engineering Services Pty. Ltd. (GKNAES) as an industry 
partner. 
As outlined in the project application document delivered to the ARC (LP0454057 
Application, 2004), the issue of engineering product data management and utilisation is a 
significant problem in the aerospace industry.  The majority of product data is stored digitally, 
in increasing volumes and levels of detail.  The organisation of this data within computer 
systems is a complicated process and is generally managed using Product Data Management 
(PDM) systems which are large databases that store all product data including design, 
analysis, and manufacturing models and documentation.  One of the primary problems faced 
in the industry concerns the large number of different software tools used for product 
development, and the incompatibility of datasets and models from these various applications.  
The translation from one dataset to another for use in different processes in the development 
lifecycle (including design, analysis and manufacturing) is one of the most significant causes 
of bottlenecks and inefficiencies in the total development process. 
The use of intelligent systems to facilitate the exchange of data between design 
processes, and to automate engineering processes themselves has generally had limited use in 
mechanical and aerospace engineering sectors as they have a limited capability to describe 
mechanical products fully (LP0454057 Application, 2004).  In addition to this, the perception 
of KBE technologies among many engineers has slowed the mainstream adoption of these 
methods in the aerospace industry, with common concerns including the following: 
• KBE projects typically involve long development cycles 
• Historically, KBE applications have been limited in scope with hard-coded rules 
knowledge, reducing the reusability of these applications 
• High cost of implementation (particularly in eliciting and formalising knowledge) 
• Non-static product development methods (both between different projects and 
between customers) 
• The level of technical risk associated with application development 
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Significant changes in the global engineering market and the way organisations conduct 
large scale projects are providing significant challenges for companies competing for a work 
share in major projects.  Emerging engineering markets, particularly from Asia, are often able 
to offer lower cost solutions than established markets, making it increasingly difficult for 
existing engineering service providers, especially in Australia, to compete for work based on 
cost.  To remain competitive in this tightening market, the Australian aerospace industry must 
embrace new intelligent technologies and work practices to separate itself from these low cost 
solutions. 
The development of methods for producing automated systems for aerospace 
engineering is receiving worldwide research effort as companies strive for the edge that 
segments them particularly.  Accordingly, research into these areas has been designated as a 
national research priority by industry and government.  This research is conducted within the 
context of the third of four key ARC national research priorities: Frontier Technologies for 
Building and Transforming Australian Industries (ARC, 2008).  Under this broad area of 
research are five more specific priority goals with reference to the ARC website: 
1) Breakthrough science 
2) Frontier technologies 
3) Advanced materials 
4) Smart information use 
5) Promoting an innovation culture and economy   
 
This project directly relates to the second and fourth of these goals.  The former relates 
to developing an “Enhanced capacity in frontier technologies to power world-class industries 
of the future and build on Australia’s strengths in research and innovation” (ARC, 2008).  
The latter goal, smart information use, relates to “Improved data management for existing and 
new business applications and creative applications for digital technologies” (ARC, 2008). 
Enhancements to data and configuration management practices associated with 
development of engineering automation capabilities will improve the competitiveness of the 
Australian aerospace engineering industry, attracting more business to Australia through cost 
reduction, and higher quality products. 
Australia has a natural advantage of a difference in time zone from both North America 
and Europe, making it a strategic choice for implementing twenty four hour engineering work 
practices (Figure 1-1).  In a single day, work can begin in North America (Region 1), and at 
the end of the work day, data can be passed to the Asia Pacific (Region 2) where it is worked 
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on for another eight hour work day, and then passed to a European design team (Region 3), 
allowing product development to proceed virtually non-stop.  In practice, it is important to 
allow sufficient overlap time between two sites to ensure any problems or requirements are 
communicated between the remote design teams.  This advantage of time zone, coupled with 
improved capabilities in developing and deploying automated solutions to increase 
productivity, can provide a competitive edge, ensuring Australia is well placed in the 
international aerospace industry. 
 
 
Figure 1-1: Engineering work can continue 24 hours a day, over three time zones  
 
The project industry partner, GKNAES, is a tier one supplier to many larger aerospace 
manufacturers (including Boeing, Airbus, Lockheed Martin, Northrop Grumman and BAE 
Systems), providing design and analysis services and engineering support.  The majority of 
projects in which GKNAES has been involved have been for overseas customers, 
necessitating 24 hour engineering practices. 
One the key business strategies of GKNAES separating it from its competitors is the 
capability of developing and deploying automated solutions to provide higher productivity in 
the design and analysis of aerospace components, in terms of reduced development lead time 
and cost.  These engineering automation applications are both delivered to customers, and 
used internally by the company.  This project is a result of an identified business need to 
improve processes for developing automated solutions. 
One of the primary goals of the project was to demonstrate new methods for developing 
automated solutions through building a software tool to automate parts of the aircraft 
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electrical harness design task.  This particular application of automation technology is 
motivated by experience gained and lessons learned on the EuroFighter Electrical Design 
(EFED) project conducted by GKNAES.  Shortly after its incorporation in 2001, GKNAES 
was tasked with the majority of electrical design work on the EuroFighter development 
program which involved the layout design of wiring looms consisting of thousands of 
electrical harnesses.  This design task was complex and required a large number of man-hours 
to complete.  One of the major issues encountered was the amount rework that was required 
due to continual changes in structure and systems.  GKNAES has also been involved in the 
design and development of flight test equipment and electrical harnesses, and pipes for the F-
35 Lightning II Joint Strike Fighter (JSF). 
The increasing complexity of aircraft electrical systems has led to an increase in the 
number and size of electrical harnesses required to connect various equipment throughout the 
airframe.  Electrical harness routing is a complex task with hundreds of rules and best 
practices to be satisfied.  Wiring looms are typically comprised of thousands of cables which 
are generally manually routed by engineers using personal knowledge and experience of the 
problem domain to determine optimal paths that satisfy design rules and constraints.  
Software tools exist which assist designers in creating digital models of harnesses, however, 
the exact path to be taken is still determined by human operators. 
In large scale projects, subsystem design including wiring systems is often conducted 
alongside principal structural design.  Therefore changes in structure which occur during the 
development cycle can impact on subsystem design and placement, requiring rework for 
affected harnesses.  These characteristics of the routing design task present an ideal case for 
demonstration of process automation methods. 
 
1.3 Existing Methods 
Previous work on which this project is based is grouped into two areas: firstly, KBE and DA 
methodologies, technologies, and applications, and secondly, techniques for automated path-
finding.  A brief outline of existing capabilities in these areas is given below. 
 
1.3.1 Knowledge Based Engineering and Design Automation 
Artificially intelligent systems such as knowledge based, expert and fuzzy systems are used 
across a wide range of problem areas in many capacities including design automation, 
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standardising, rapid prototyping, decision support, quality control, and verification, among 
many others.  These systems vary in complexity from simple procedural systems that 
automate well defined engineering tasks (DA systems), to higher level systems which use 
reasoning and semantics to emulate human thought and problem solving processes (KBE 
systems).  The following chapter describes automation systems in detail including 
methodologies for their development, typical system structure, and their implementation in 
the aerospace industry.  A brief introduction to these areas follows. 
 
METHODOLOGIES 
Numerous methodologies have been proposed for developing KBE applications covering all 
aspects of the development lifecycle, with Knowledge Acquisition and Knowledge Modelling 
processes in particular receiving the bulk of research and development effort.  Other key 
processes include problem definition and feasibility analysis, system design and development, 
verification and validation, and deployment and through life support. 
 
Knowledge Acquisition (KA).  KA is often regarded as the most critical phase in 
development of KBSs.  It is the knowledge collected during this process that is used as the 
underlying concepts in any automation software and must be accurately and completely 
captured.  The KA process itself has been the subject of numerous research and development 
projects including (Epistemics, 2005), (Blythe, 2001), (MOKA Group, 2000), (Junghanns, 
2000), (Kim, 1999), (Kingston, 1997), (Gil, 1994), (Lieu, 1990).  It is generally accepted that 
engineering knowledge exists in a number of different forms including tacit and explicit, 
conceptual and procedural, generic and specific.  One of the most significant challenges in 
KA is the capture of tacit knowledge which is stored in the minds of experts and is generally 
not well defined, nor easily articulated.  Knowledge extraction techniques are usually 
applicable over only a limited range of knowledge types.  Given the diversity of knowledge 
required for many engineering problems, a combination of extraction techniques is generally 
required for its capture (Epistemics, 2005), (MOKA RouteMap, 2000), (Studer, 1998), (Lieu, 
1990). 
The most common KA technique is interviewing domain experts and translating 
interview transcripts into formalised rules.  However, while interview techniques are useful in 
eliciting both conceptual and process knowledge, they lack substance and depth required to 
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fully describe tacit knowledge which is of much higher value than explicit knowledge 
(Epistemics, 2005). 
 
Knowledge Modelling (KM).  Methodologies for KM are also receiving significant research 
effort with development of numerous methodologies including, among several others: 
• Knowledge Acquisition and Documentation Structuring (KADS) and its 
extension CommonKADS (Schreiber, 1999, 1994, 1993), (Kingston, 1997, 1995) 
• Methodology and tools Oriented to Knowledge-based engineering Applications 
(MOKA) (MOKA Group, 2000),(Brimble, 1999) (Oldham, 1998) 
• Object Management Technique (OMT) (Rumbaugh, 1991) 
• Unified Modelling Language (UML) (Object Management Group, 2007) 
• Model-Based and Incremental Knowledge Engineering (MIKE) (Angelle, 
1998) 
• PROTÉGÉ-II (Stanford, 2008) 
• Generation and Conservation of Design Knowledge (GCDK) (Leifer, 1996) 
• Knowledge About Complex Technical systems for multiple USe (KACTUS) 
(Schreiber, 1995) 
• Knowledge Reuse and Fusion/Transformation (KRAFT) (Preece, 2000, 1999), 
(KRAFT Group, 2000) 
• Knowledge Acquisition & sharing for Requirement Engineering (KARE) 
(Ratchev, 2005) 
• DEsign KnowLedge Acquisition and Re-design Environment (DEKLARE) 
(Forster, 1996, 1995) 
• An index of many more knowledge based system and ontology projects are 
referenced by (Clark, 2008) 
 
SYSTEM STRUCTURE 
Typical knowledge based systems, and derived types such as expert and fuzzy systems, are 
comprised of the following system elements: 
• Knowledge Acquisition Subsystem: method of providing knowledge, data and 
rules to the knowledge base for storage and retrieval. 
• Knowledge Base: contains knowledge about the problem including: domain and 
inference, and task knowledge, stored externally to the system itself. 
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• Case Specific Database: contains specific data relevant to particular use cases of 
the system.   
• Inference Engine: performs the problem solving / reasoning process.  Applies 
knowledge from knowledge based and case specific database to complete tasks in 
the problem solving process.  Inference techniques include: rule based (forward and 
backward chaining), case-based and model-based reasoning, fuzzy logic, inductive 
techniques (decision trees and Artificial Neural Networks (ANN)) (Ho, 2001) 
(Lakner, 2008) (De Kock, 2003). 
• Explanation Subsystem: methods for querying the inference engine and case 
specific database for detail of the reasoning processes. 
• User Interface: methods available to user for specifying specific problems to be 
solved, and receiving system outputs. 
 
IMPLEMENTATION AND EXAMPLES 
Automated systems including KBSs have been implemented in engineering since the 1970’s 
in a number of industries including automotive, aerospace, maritime, and manufacturing.  
They have been implemented in numerous capacities including the following: 
• Automatic generation of geometry based on minimal user inputs (e.g. application 
developed by industry partner GKNAES to automatically generate bracket 
geometry from a set of user inputs including loads and bracket type). 
• Automatic verification of manufacturability requirements against a set of rules.  
(e.g. application developed by Jaguar to verify manufacturability of vehicle 
headlamps, drastically reducing delays caused by interactions with sub-contracted 
manufacturers (Cooper, 2001)). 
• Automatic generation of manufacturing data for Number Controlled (NC) 
machining of metallic parts (e.g. numerous Automated Feature Recognition (AFR) 
systems such as (Holland, 2002), (Han, 2000), (Bhandarkar, 2000) and dozens of 
others). 
• Automatic recognition of analysis features from design models for facilitating 
automated stress analysis (Van der Velden, 2009). 
• Implementation of Multidisciplinary Design Optimisation (MDO) methods to 
provide optimised solutions to problems in which numerous goals from various 
disciplines may compete (van Tooren, 2008), (Dulikravich, 2002). 
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• Implement Operations Research (OR) methods to provide computational solutions 
to complex industrial problems (van Tooren, 2008).  Examples software and 
resources can be found at the Institute for Operations Research and the 
Management Sciences (INFORMS) website (INFORMS, 2009). 
• Some case studies of implementation of KBSs by high profile companies including 
BAE Systems / Airbus and Jaguar are given in (Cooper, 2001). 
1.3.2 Automated Path-Finding 
The problem of layout routing is commonly faced in numerous fields ranging from the design 
of electronic hardware, Artificial Intelligence (AI), electronic navigation systems and 
mechanical design.  Numerous methods for automating path-finding processes have been 
developed in various industries; however, their implementation in the aerospace industry has 
been slow.  The following key clusters of technologies implement automated path-finding 
methods.  These methods will be examined in more detail later in the thesis. 
 
ELECTRONIC HARDWARE 
Many intelligent systems approaches to the path-finding problem have been developed in the 
areas of automated electronic component design including Integrated Circuits (ICs) and 
Printed Circuit Boards (PCBs).  Numerous knowledge-based and expert systems have been 
implemented for the design of Very Large Scale Integrated (VLSI) circuits and the associated 
interconnection problem including (Kowalski, 1983), (Joobbani, 1985), (Lin, 1987), 
(Bhawmik, 1988), (Vakil, 1988), (Cohoon, 1988), (Tang, 1992), and more recently (Joobbani, 
2007), (Tang, 1999, 2002) and many others. 
The most fundamental algorithm in automated path-finding is Lee’s maze algorithm 
(Lee, 1961) which uses a breadth-first search technique over a discrete search space 
containing obstacles and source and target terminals.  A wave is propagated from the source 
terminal in all directions, the radius of which is increased at each iteration in the search.  
When the target is found, a backtracking process determines the final path connecting the two 
terminals.  The many path-finding algorithms that have been implemented in circuit design 
have generally been descended from this basic algorithm. 
An expert system for the channel routing problem is described by (Vakil, 1988).  This 
system identifies several metrics for measuring routing performance and has an “expert” 
module containing the applicable knowledge and design rules for addressing each metric, 
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located around a central problem space termed a “blackboard”.  As the solution progresses, 
the various experts are consulted. 
A second example is a knowledge-based routing system called WEAVER, which is used 
for automation of channel and switchbox routing problems in VLSI circuit design (Joobbani, 
1985).  This system has a similar architecture to the previous example, in which a number of 
expert modules contain knowledge of particular aspects of the channel routing task, including 
the following expert modules: constraint propagation, wire length, vertical/horizontal 
constraint, merging, congestion, and common sense.  Management of the way in which the 
expert modules are consulted is determined by a “focus of attention” expert.  This system is 
able to solve complex channel and switchbox routing problems that are otherwise designated 
as “un-routable” but other brute force systems.  An extension of this work, called BEAVER is 
described by (Chohoon, 1988) which improves upon work by (Joobbani, 1985) by reducing 
computation requirements, thus improving solution times. 
Commercial software packages for designing electrical components including PCBs 
feature automated routing routines that improve accessibility of electrical design to non-
experts.  A software package called PROTEL and its successor Altium Designer (Altium, 
2008) are examples of commercialised PCB design systems that support automatic layout 
routing.  However, these and similar systems are generally implemented in a two dimensional 
search space with a finite number of levels in the third dimension due to constrains in PCB 
and IC manufacturing. 
 
ARTIFICIAL INTELLIGENCE 
AI in robotics and computer games also implements path-finding.  A discussion of computer 
game AI is given later in the thesis.  Many games employ the best-first search algorithm, A* 
(pronounced A-Star), for navigation of Non Player Characters (NPCs) through the game space 
(Patel, 2007), (Lester, 2005), (Pinter, 2001), (Stout, 1997).  In A*, the selected movement at 
each iteration of the search is determined by evaluating a cost function for all movement 
possibilities, and selecting the node with the lowest cost.  The cost function implements a 
heuristic term which estimates the remaining distance to the target.  This term is largely 
responsible for the computational complexity of the algorithm.  The algorithm will return the 
optimum, or shortest path, solution for a given path provided that the heuristic term never 
overestimates the distance to the target. 
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Automated path-finding in robotics and flight control systems is another prominent area 
of research with applications including: 
• Mobile robots such as BigDog (Boston Dynamics, 2008), ASIMO (Advanced Step 
in Innovative Mobility) (Honda, 2003), and others. 
• Automatic flight control systems in aircraft (Auto Pilot) 
• Autonomous Unmanned Aerial Vehicles (UAVs) 
• Guidance systems for missiles and rockets 
 
These problems typically involve an additional set of requirements and constraints 
including: real-time calculation of paths with moving targets, collision avoidance and 
situational awareness, and calculation of control inputs (such as control surface deflections in 
aircraft) to navigate the computed path physically.  In the case of the latter application listed 
above, reliability is of the utmost importance, requiring efficient and robust algorithms.  
Unsurprisingly, these algorithms are not available.  In some cases, such as in mobile robotics, 
the layout of the terrain may be unknown. 
 
ELECTRONIC NAVIGATION 
Global Positioning System (GPS) navigation has become increasingly popular in recent years 
with improved accessibility to technology such as in-car navigation systems and online 
mapping system such as Google Earth.  Most of these technologies include automated route 
finding between user defined locations than can update in real time.  In these cases the terrain, 
or search space, is generally known beforehand.  Additional constraints on the path can be 
specified to optimise the route for a given purpose such as: 
• Path preference (specification of preferred roads and those to be avoided) 
• Penalty functions (for example distance prepared to drive to avoid a U-turn)  
• Waypoints (points the path must travel through)  
• Additional constraints (for example: limit paths to roads with sealed surfaces, avoid 
speed humps, etc.). 
 
MECHANICAL DESIGN 
Intelligent systems for automatic pipe layout design in ships have been developed including 
work described by (Asmara, 2006), (Park, 2002), and (Kang, 1999) and others.  This problem 
is similar in many ways to the aircraft electrical harness and hydraulic and pneumatic pipe 
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layout routing problem described in this thesis, with typical design objectives including: 
minimising total length of wiring and number of turns, providing adequate clearance from 
particular obstacles, grouping pipes together, and ensuring adequate room for physical pipe 
installation and maintenance. 
(Kang, 1999) describes development of a prototype expert system for automating ship 
pipe design, in which the system objectives were to minimise user decisions and provide a 
user friendly environment for both operating the system and editing the knowledge base for 
new cases.  Based on engineering knowledge models of the problem domain and production 
rules, a software system to automate the routing task was developed, implementing algorithms 
derived from circuit routing problems, and outputting three dimensional models of pipe 
geometry.  Resulting path geometry was found to be of comparable quality to manually 
designed pipes, requiring approximately one quarter of the time as the equivalent manual 
process. 
Similar systems were developed by (Asmara, 2006) and (Park, 2002), both of whom 
reference (Kang, 1999).  The system described by (Park, 2002) includes a more detailed rule 
base that priorities pipes based on diameter, and tightens constraints accordingly.  Large 
diameter pipes are most critical and are routed preferentially, with tighter constraints in terms 
of minimising length and number of turns.  Lower diameter pipes generally have more relaxed 
requirements. 
The system described by (Asmara, 2006) is comprised of three main components 
including an Interface Module to communicate with a CAD system for both obtaining input 
geometry and delivering results, an Engine Model which decomposes the CAD geometry into 
a discrete form and applies the path-finding algorithm, and an Optimisation Module that 
determines the optimal ordering for pipe placement.  The path-finding task is handled by an 
implementation of the popular Dijkstra Algorithm, and an optimisation process is handled by 
an evolutionary algorithm based on a discrete form of particle swarm optimisation.  Perhaps 
due to ship pipe design constraints, movement options at each point in the search are limited 
to five degrees of freedom: straight, left, right, up and down (orthogonal movement only).  
Any automated solution to the harness routing problem would require additional degrees of 
freedom for describing harness routes. 
? 14 ? 
 
1.4 Scope of Research and Contribution to Knowledge 
This project was aimed at extending engineering automation capability through the 
development of improved mechanisms for capturing engineering knowledge and producing 
software applications that implement the knowledge to automate processes in product 
development lifecycles to achieve savings in both time and cost. 
The contribution of this research to the body of knowledge is twofold.  Firstly, a new 
methodology for the development of engineering automation applications is proposed, 
extending previous methodologies by providing flexibility to tailor the development process 
to meet specific needs of the problem to be automated.  Secondly, a case study executing the 
proposed methodology to develop a system to meet an industrial need is presented, providing 
both a practical example of the process for automating an engineering process, and a novel 
system for automating the complex and time consuming task of aircraft electrical harness 
routing. 
Typical automation applications can be categorised as either KBE or DA applications as 
described above.  The former infers dynamic systems with generative capabilities etc., while 
the latter refers to relatively simple applications that are often procedural in nature, providing 
automation of sequential steps.  KBE application development is generally well supported, 
with established methodologies describing the development lifecycle from inception to 
delivery and operation.  Contrasting with this, the DA application development process is 
often largely unstructured.  Many engineers involved in developing automation software do 
not have formal training in software development processes, and resulting approaches are 
often ad-hoc, with a lack of consistency between various development projects. 
The development methodology proposed in Chapter 3 of this thesis introduces the key 
concept that DA applications are a subset of higher level KBE applications, and thus can be 
developed using a subset of KBE methods.  The proposed methodology is largely built upon 
two existing KBE methodologies; CommonKADS and MOKA, which have become popular 
models for automating engineering processes.  The proposed extension of these methods 
introduces flexibility to tailor the process for producing automation software to the specific 
needs of the problem to be automated through the specification of a number of attributes.  
These attributes are linked to subtasks in the key lifecycle phases of application development.  
This proposed methodology provides a link between KBE and DA applications which are 
generally treated separately by industry and academia, and provides structure to the 
application development process.  A software tool was written to facilitate the process of 
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identifying the capability needs of an automated solution, and providing detail of the tasks to 
be followed for its development. 
The second area of research, applying the proposed methodology to develop an 
automated routing tool, is described over Chapters 4, 5 and 6, with evaluation of the tool 
against two test cases described in Chapter 7.  A new algorithm for automated route finding is 
developed, integrating existing path-finding approaches with a rule based system framework 
tailored to the aerospace and mechanical engineering domain.  This algorithm is implemented 
in a software tool which automatically computes the paths taken by electrical wiring 
harnesses, outputting results as CAD-readable geometry models. 
 
1.5 Research Objectives  
Previous research in engineering automation has largely concentrated on the specification of 
structured methodologies for developing high level KBE applications.  These methodologies, 
described in more detail in Chapter 2, have proved effective and popular for developing 
complex systems for design automation and decision support.  However, these established 
frameworks involve many complex and time consuming tasks which, in some cases, limit 
their accessibility in engineering organisations.  Many developers of automated solutions in 
the aerospace industry are aerospace and mechanical engineers who may not have had formal 
knowledge engineering or software development training.  Also, the costs associated with 
lengthy development processes can be inhibitive in the current tight commercial market.  To 
address these shortcomings of existing processes, the following research objectives were 
established on which the work presented in the first part of the thesis is based. 
1) Assess current level of automation in the aerospace industry, and determine 
factors that limit the implementation of automated solutions. 
This objective will research the current use of automation technologies in the 
aerospace industry to identify the applications and capacities in which automated 
solutions are used in product development processes.  Factors affecting the 
implementation of automated technologies will be discussed. 
 
2) Investigate current methods for developing automated solutions, and identify 
areas to improve accessibility in industry. 
This objective will identify industrial needs for developing automated systems and 
investigate how established methods for KBS design facilitate these needs.  
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Discrepancies between capabilities required and those supported by existing 
development frameworks will be identified. 
 
3) Develop a flexible methodology for automating engineering processes that is 
generally applicable to both large and small scale problems. 
This objective will specify a methodology for developing automated solutions to 
engineering design and analysis tasks, covering all phases of development from 
problem identification through to deployment and ongoing support.  This 
methodology will have the flexibility to provide a structured process for developing 
solutions of all levels of complexity from low level DA systems through to high 
level KBE systems.  This methodology will address factors to improve accessibility 
identified in the second research objective. 
 
The second part of the research involved the implementation of improved methods for 
automating engineering processes to develop a practical solution to an engineering design 
problem faced by the industry partner, GKNAES.  The problem selected for implementation 
of automation methods was the design of aircraft electrical harness.  The electrical harness 
design process involves a number of tasks, of which one of the most critical and time 
consuming is routing cables and pipes through complex three dimensional structure and 
systems obstacles.  This routing process is tedious, repetitive and very time consuming and is 
often subject to numerous design changes throughout the development of an aircraft. 
Many methods and technologies have been developed to automate the path-finding task 
in a wide range of applications including design of electronic hardware, artificial intelligence, 
and electronic navigation.  Given the availability of technology for this problem in other 
areas, and the relative maturity of this technology, an automated solution to the aircraft 
harness and pipe routing problem is sought.  The research objectives for this second part of 
the research were defined as follows:  
 
4) Implementation of proposed automation framework to develop a system for 
automating the electrical harness routing task. 
This research objective will describe implementation of the automation 
methodology developed in the previous research objective in the context of the 
electrical harness design domain.  All major phases in the proposed automation 
methodology will be described. 
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This implementation of the proposed automation framework is non-trivial, 
with results of the automated routing system expected to provide a significant 
savings in time and cost over current manual processes. 
 
5) Extend existing path-finding algorithms to include constraints relevant to 
electrical wiring and other domains.   
This objective will develop a new automated path-finding algorithm based on 
existing methods and technologies.  Extensions to the algorithm will include new 
definitions of the “best” solution, and will implement externally stored rules and 
constraints such that the system can be applied to new situations through 
modification of the rule base. 
 
6) Develop prototype system to fully automate the path-finding process, 
outputting results in a CAD-readable format. 
This objective will develop a fully three dimensional system that implements the 
algorithm developed in the previous research objective to automatically provide the 
definition of harness routes as CAD readable geometry.  Geometry obstacles will 
be specified in a given format that is readily obtainable by the user, and definitions 
for harnesses will be provided with a minimal number of user inputs.  The process 
shall be easily repeatable in the case of changes in geometry or locations of harness 
terminals. 
 
 
1.6 Structure of Thesis 
This thesis is divided into eight chapters.  This first chapter provides an introduction to the 
research, addressing project background, scope, research objectives and establishing the 
structure of the remainder of the document. 
Chapter 2 provides an introduction to the field of automation in engineering in terms of 
KBE and DA methods and technologies.  Firstly a distinction is made between KBE and DA 
and a number of key differences separating these two automation techniques are outlined.  
Following this, a general discussion of automation in aerospace engineering is given which 
describes the acceptance of automation practices by industry, applications in which 
automation technologies are used, and factors that limit the more widespread adoption of this 
technology.  A brief historical perspective of the field of KBE and DA in terms of principles 
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and major developments is given, and a description of some specific examples of automation 
applications developed by the industry partner is provided. 
A generic lifecycle model for development of KBE applications is presented based on 
numerous methodologies from the literature.  An analysis of two leading methodologies 
commonly accepted as standards for developing KBE applications is provided.  This will 
establish a common understanding of KBE principles and processes upon which much of the 
work presented in this thesis is based.  Detailed descriptions of these two methodologies, 
CommonKADS and MOKA, are also given in Appendix A.   
Chapter 3 introduces the main theoretical contribution of this thesis.  The fundamental 
idea that DA applications represent a lower order subset of KBE applications is introduced.  It 
follows from this that the often unstructured approach to DA application development can be 
better represented by a subset of processes in full KBE methodology.  Accordingly, a new 
methodology for the development of automated solutions that vary in complexity from DA 
applications to KBE applications is proposed.  This methodology, termed Adaptable 
Methodology for Automation Application Development (AMAAD) associates various sub-
processes in a full KBE application development methodology with the capabilities extended 
to resulting automation solutions.  These capabilities are described by a set of six attributes 
that distinguish between characteristics of KBE and DA applications, including: reusable, 
generic, generative, integrated detailed, high-level.  By introducing an additional step early in 
the development lifecycle for an automated solution, the required complexity of resulting 
systems can be assessed, and the methodology for developing the identified solution can be 
tailored to the specific requirements of that application. 
Chapter 4 applies the proposed application development methodology to the domain of 
aircraft electrical wiring harnesses design, and an automated solution for the layout routing 
task is developed.  This chapter details the first two application development lifecycle phases 
Problem Identification and Feasibility Analysis.  The Problem Identification phase includes 
definition of objectives of the automated solution as well as an analysis of existing 
techniques.  Real world examples are included to provide context, ensuring the target system 
is designed for practical implementation from the beginning.  Following this, details of 
implementation of the second phase, Feasibility Analysis are presented.  In this phase 
proposed automation techniques are analysed and a number of automated routing methods 
and technologies from various domains are briefly explored.  These methods are then assessed 
for suitability for applying to the aerospace domain. 
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Chapter 5 continues through the AMAAD methodology, acquiring and developing the 
knowledge models required for implementation in software. 
Chapter 6 describes in detail the development of a software tool for automation of path-
finding processes, representing the system design and development phase of the methodology 
proposed in chapter 4.  A detailed description of the resulting tool is provided including 
implementation of a new path-finding algorithm based on the popular A* that implements 
user defined constraints. 
Chapter 7 presents results of the testing phase of the knowledge based automatic 
routing tool on two primary test cases based on the weapons bay of the F-35 Joint Strike 
Fighter (JSF).  The first test case is a simplified model of the JSF weapon bay geometry based 
on observations of the CAD assembly.  The second test case uses real JSF weapon bay 
technical data from the JSF program provided by GKNAES. 
Chapter 8 critically examines both the automation methodology presented in Chapter 3 
and the automated routing tool developed in Chapters 4 through 6, and tested in Chapter 7.  
This review analyses the strengths and weaknesses of both research areas and provides a 
detailed discussion of a number of areas in which further research will improve the outcomes 
presented in this thesis. 
The final chapter, Chapter 9, discusses the outcomes of each of the six research 
objectives defined above, before concluding the thesis. 
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Chapter 2: KBE and Intelligent Systems 
 
2.1 Introduction 
This chapter provides a background to the field of automation in the engineering industry.  
Knowledge Based Engineering (KBE) refers to the capture of engineering product 
development knowledge and implementation in software tools for process automation.  The 
goals of KBE are not only to automate engineering tasks, but to imbed knowledge into the 
product model.  This knowledge may include functional knowledge, manufacturing 
knowledge, and process knowledge.  Design Automation (DA) is a similar process to KBE, 
with the exception that its goal is to produce functional automation tools only.  This chapter 
describes the fundamental concepts of KBE and DA methodologies and technologies and 
their use in industry.  The chapter is comprised of three main sections.  Firstly, a background 
discussion of the field of KBE is given which includes: 
• Comparisons of KBE and DA 
• Implementation of KBE and DA technologies within aerospace both in industry 
and academia 
• Brief history of the development of KBE from the 1970’s through to today 
• Description of engineering software tools commonly used in modern product 
development processes 
• Brief description of various types of knowledge based and intelligent systems used 
in various industries, determining the state of the art in each area 
 
Secondly, the generalised Knowledge Based System (KBS) development process is a 
discussed in terms of fundamental phases and typical techniques and technologies that are 
used to complete each.   
Thirdly, two leading KBE methodologies, CommonKADS and MOKA, are analysed.  
These two methodologies are described in detail in Appendix A.  Principles and processes of 
these and similar methodologies form the basis of the automation methodology presented in 
the following chapter and implemented in subsequent chapters. 
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2.2 Knowledge Based Engineering 
2.2.1 Background 
KBE is the field of engineering concerned with capture, management and utilisation of 
engineering knowledge relating to processes in a product development lifecycle, for 
implementation in software systems that automate engineering processes (Prasad, 2007, 
2005), (Brown, 2006), (Epistemics, 2005), (Cooper, 2001).  This knowledge is often unique to 
the product manufacturer, based on previous development experience.  KBE technology 
provides the capability to: 
• Automate processes in a product development lifecycle, leading to a reduction in 
time and cost 
• Ensure consistent quality of outputs from an engineering process 
• Verify designs against standards 
• Capture engineering knowledge for later reuse 
• Retain knowledge of domain experts 
• Provide structure to development processes 
 
Traditionally, KBE was closely coupled with geometric modelling in CAD systems, 
allowing geometry to be rapidly created using sets of rules describing steps in the process.  
However, modern KBE application capabilities extend to other areas of the product 
development process including design, analysis, manufacture and ongoing support. 
 
2.2.2 Knowledge Based Engineering versus Design Automation 
Two seemingly different interpretations of process automation are generally adopted by 
academia and industry.  In the academic world, a high level approach is adopted, developing 
methodologies, and frameworks for modelling knowledge and building KBE applications.  
On the other hand, industry often implements a more practical approach, often using 
outcomes of the former to drive development of applications to achieve cost and scheduling 
reductions.  The following is a brief discussion of these two perspectives. 
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ACADEMIC PERSPECTIVE 
The academic view of KBE considers the process for building knowledge based systems to be 
a comprehensive modelling task, involving much more than simply writing software to 
automate a process.  Rather, a detailed study of organisational practices should be conducted, 
and detailed models of numerous facets of domain and product knowledge be constructed 
before system design even begins.  Examples of these methodologies include MOKA and 
CommonKADS, both described in detail in Appendix A.  Typically, the knowledge based 
view of process automation aims to remain generic as far into the design process as possible, 
with problem specific methods and data defined at the latest levels.  This extends maximum 
flexibility to KBE applications, providing more opportunities for reuse, and improves 
processes for modification and upgrade of methods and data.  The nature of this modelling 
approach is such that interrelationships between knowledge objects and entities are preserved 
and integrated solutions are produced. 
 
INDUSTRIAL PERSPECTIVE 
Industry often takes a more pragmatic view of this development process, instead focusing on a 
specific need and developing a system to meet that need with tangible benefits in terms of 
reduced lead time and cost.  In such cases, the complete development process as specified by 
KBE models such as MOKA or KADS may not be practical to implement due to excessive 
time requirements.  It can be argued, however, that this type of automation is not truly KBE, 
and can be better described as Design Automation (DA).  Industrial applications of DA 
generally involve coding and deploying functional applications to address problems well 
within the timeframe of otherwise completing the original tasks manually.  These applications 
are typically purpose-oriented, having limited scope and lifetime.  From an industrial 
viewpoint, significant saving can be made with the ability to produce automation applications 
quickly. 
 
SOFTWARE ENGINEERING ANALOGY  
In a similar way to those described above, detailed software engineering theories for 
producing general applications have been developed covering many aspects of the 
development process, including planning from a number of perspectives, and employing 
methodologies such as UML (discussed below) for modelling application elements well 
before coding actually begins.  However, in a commercial environment not all of these 
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processes are applicable or practical, and trade-offs are usually made.  For example, the full 
UML specification suggests development of approximately 13 diagrams and flowcharts 
(Object Management Group, 2007), however, in commercial circumstances, only a few of the 
major charts may be used.  There usually is a middle road taken by developers which sits 
partway between the highly theoretical and pragmatic approaches. 
 
A DISTINCTION BETWEEN KBE AND DA 
The differences between the academic and industrial perspectives of automation can be seen 
as a trade-off between application completeness against economic viability.  The former 
offers solutions that provide full automation of engineering tasks, while the latter requires a 
sound business case that demonstrates tangible savings often with aggressive scheduling 
constraints, thus compromised solutions are often provided.  
So in general, DA is a tool for automating well defined, sequential steps in a product 
development process, reducing time to complete the task, thus improving productivity and 
cost effectiveness.  KBE is a higher level implementation of DA, incorporating methods for 
knowledge acquisition, modelling and management.  KBE applications typically require 
additional levels of development and understanding of not only the problem domain, but the 
organisational context within which the system will be used.  Goals of KBE systems are to 
produce robust automation for processes that can adapt well to new situations, whereas an 
equivalent DA system would not be able to handle scenarios that have not been hard coded.  
Outputs from both types of systems also vary in scope, with DA systems providing results in 
a similar way to current engineering practices, and KBE systems imbedding product, process 
and functional knowledge into the resulting product model. 
Thus for the remainder of this thesis, a distinction will be made between “KBE” and 
“DA” since the former implies application of knowledge theories and modelling techniques, 
and the latter involves software development, automating sequential steps in design. 
In an article posted on the COE website, (Prasad, 2005) discusses differences between 
KBE and automation.  In this article, a clear distinction is made between the two techniques, 
arguing that KBE applications provide more flexibility and adaptability than automation 
applications that simply link two dissimilar systems or datasets, or automate a simple process.  
The article argues that the development of automation systems (or DA systems as they are 
termed in this thesis) does not necessarily reflect good practice or result in good KBE 
applications (Prasad, 2005).  Traditional approaches to DA are described as “piecewise 
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automation or a tightly coupled, hard-coded procedure-based programming”.  Accordingly, 
when new methods are to be incorporated, significant changes in code are required.  DA 
applications lack effective mechanisms for communicating with other systems, and flexibility 
to apply to new situations. 
On the other side of the coin, KBE systems are described as exhibiting five main 
characteristics including: Dynamic, Generic, Generative, High-Level, and Demand Driven 
(Prasad, 2005).  These characteristics refer to the capability of resulting KBE applications to: 
• Reconfigure rules and outputs based on new inputs 
• Handle new known and unknown problems 
• Derive new rules automatically from old rules based on input changes 
• Provide high level commands that invoke a number of sub-processes 
• Intelligently control rule sequencing and execution 
 
These characteristics will become important in developing the methodology for building 
automated solutions proposed in Chapter 3.  The article concludes by stating that while DA 
systems are useful in the short term, they often lack a systems approach to product 
development, and are generally not integrated into existing management systems or company 
work practices at an enterprise level.  KBE techniques can offer more intelligent solutions to 
problems which are integrated into the organisational framework, and are more flexible and 
easier to maintain and extend. 
While this article provides a very good description of KBE system capabilities and how 
they differ from DA systems, the model of characteristics that should be exhibited by KBE 
systems is very idealistic.  While there are several obvious and significant benefits over DA 
systems, the implementation of KBE systems to the level of detail described in the article is a 
very complex task, and not practical for companies without extensive research and 
development programs and budgets.  For these companies, significant process improvements 
can be made with the introduction of DA technologies, however, it is agreed that there are 
several shortcomings of these methods; chief among them is a lack of formal structure to the 
development process.  The methodology proposed in the following chapter addresses the 
disparity between KBE and DA approaches to developing automated systems. 
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CHARACTERISTICS OF KBE AND DA APPLICATIONS  
A brief comparison of KBE and DA applications shows a number of critical differences.  
Firstly, and perhaps most importantly, KBE and DA applications differ in scope.  KBE 
applications are viewed as integrated systems solutions, with dynamic links to the governing 
knowledge base which can be reconfigured as new information becomes available and 
requirements evolve over the product lifecycle.  Conversely, DA applications tend to be stand 
-alone programs that automate engineering tasks, but lack the dynamic nature of KBE 
applications.  Rules tend to be hard-coded, requiring updates to source code when changes in 
data and requirements occur.  However, due to the relative level of detail of DA applications, 
development and deployment timescales tend to be much shorter, allowing working solutions 
to problems to be delivered to engineers quickly for use on projects.  Because of the 
complexity and level of detail covered by KBE applications by definition, development times 
can be significant.  Standard methodologies aim to reduce long development lead times 
through introduction of templates for common knowledge entities and tasks.  Table 2-1 below 
summarises some of the differentiating characteristics typical of KBE and DA techniques. 
 
Table 2-1: Characteristics of KBE and DA applications 
KBE APPLICATIONS DA APPLICATIONS 
• Reusable • Problem specific, limited reuse 
• Generic  • Hard-coded knowledge 
• Generative • Non-reconfigurable. 
• Integrated solutions • Standalone applications 
• Detailed development required • Shorter development times 
• High level, more abstract  • Lower level, more implementation specific 
• Resulting product models are rich with 
product, process and functional knowledge 
• Results similar to existing engineering 
process outputs 
 
There are conflicting views of the “best” way to implement automated solutions.  DA 
solutions provide a quick fix for problems in a relatively short time, but applications are 
typically developed independently with little or no communication between them.  While in 
the short term they may be useful to end users on an individual basis, in the long term many 
of these solutions may be required for the development of the same product, using the same 
datasets.  The management of the large amounts of data then becomes a significant issue.  In a 
true KBE system, the various processes would be typically linked in a larger knowledge 
model. 
As with the general software application development analogy above, whereby a middle 
ground may be the most practical course of action, there may exist some effective 
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development model which is both powerful in terms of reuse, generic applicability, generative 
capabilities, and practical to implement for new solutions.  Such a methodology must be 
robust enough to provide adequate coverage of domain knowledge and requirements, but 
without excessive emphasis on low value cataloguing and documentation tasks.  This best-of-
both-worlds model will be developed in subsequent chapters. 
 
2.2.3 Use of Automation within Aerospace 
ADOPTION BY INDUSTRY 
Knowledge based and DA solutions have been implemented in the aerospace and automotive 
industries since the 1970’s through the introduction of CAD based systems for rule based 
design automation.  Many of these systems were developed using the ICAD system 
(described in section 2.2.4).  Over the two to three decades that followed, new methodologies 
and technologies were introduced, and after a short decline in the early 1990’s, the use of 
KBE / DA began to gain momentum in engineering industries worldwide.  In this time, the 
technology has developed far beyond applications solely for implementation on CAD 
systems, incorporating automated analysis techniques and the automatic generation of 
manufacturing data for CAM systems. 
Since the early 1990’s, the aerospace industry has migrated to a wholly digital approach 
to development of aircraft, with the Boeing 777 wide body, twin engine passenger airliner the 
first developed entirely in a virtual environment (Boeing Website, 2007). 
As a result of technology improvements making virtual product development possible, 
large aerospace Original Equipment Manufacturer (OEM) organisations such as Boeing, 
Airbus, BAE Systems, Lockheed Martin, Northrop Grumman, and others, all implement DA 
at some level in product development.  In fact several of these companies were among the 
first to adopt automation principles in the development of their products. 
In addition to the major OEM organisations, suppliers to these companies are 
increasingly implementing DA techniques as a means of remaining competitive in the 
tightening engineering market.  GKNAES in Australia is a tier 1 supplier to large 
organisations such as Boeing, Airbus and Lockheed Martin, providing design and analysis 
services.  GKNAES develops automated solutions for use both internal use by its own 
engineers and external use by customers. 
Over time as these engineering organisations grow and mature, a considerable base of 
engineering knowledge and expertise of product development capability is established.  This 
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base provides the company with the resources, technical capability and confidence to bid for 
and attain work in new projects.  Such knowledge is a very valuable asset and must be 
managed effectively to remain competitive.  Experienced companies establish standard 
methodologies for design and analysis processes, using proprietary (often empirical) data.  
Other techniques include development of handbooks, best practice guides and software 
templates.  This knowledge, which can be articulated with relative ease, is explicit in nature.  
However, unavoidably, much of a company’s knowledge asset resides in the expertise and 
experience of the engineering staff themselves.  This knowledge is tacit in nature, often 
difficult to express in words or on paper, and requires a deep understanding of the problem 
domain.  This presents the problem of retaining tacit knowledge as engineers retire or change 
companies to pursue personal careers.  Great care must be taken to mitigate impact to the 
company’s knowledge base caused by such staff losses.  Effective mechanisms must therefore 
exist to capture this knowledge.  Development and deployment of such techniques for 
capturing knowledge remains one of the significant challenges facing knowledge engineers 
today.  Existing techniques for knowledge acquisition are discussed in Chapter 2.3.3. 
 
APPLICATIONS AND CAPACITIES 
The use of KBE in the aerospace industry is focussed on implementing knowledge of product 
development processes in individual software applications to automate engineering tasks.  
Following from the discussion of the difference between KBE and DA in the previous 
section, the use of such technology in industry is generally oriented towards the latter.  As 
such, from a DA (as opposed to a KBE) viewpoint, it is important to recognise that not all 
processes are suitable for automation.  Some tasks, especially those requiring tacit human 
judgement, will always require some level of user input, and the effort required to automate 
such processes often does not outweigh the benefit gained by automated capability.  For 
automation of such processes, higher level knowledge based systems should be implemented, 
requiring a higher level of development effort and time.  Typical processes which lend 
themselves well to automation generally exhibit one or more of the following characteristics 
(Smith, 2005): 
• Low level, repetitive, and/or highly manual tasks 
• Integration of tools and datasets (e.g. CAD / CAE / CAM) 
• Automated documenting and report generation 
• Simplification and/or standardisation of more complex processes 
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• Generation of manufacturing data and tooling design 
 
Two main implementations of automated solutions are commonly used in industry.  The 
first involves a formally identified task with well defined requirements, developed in 
multidisciplinary teams which may include subject matter engineers, software engineers and 
programmers.  There must be a business case for developing such solutions, i.e. provide a 
positive Return On Investment (ROI).  Equation 2-1 shows that the ROI is calculated from the 
ratio of number hours required to perform the task completely manually, versus the number of 
hours developing the solution and completing the task automatically (Smith, 2005).  If this 
ratio is greater than one, then a time and therefore cost saving is achieved (assuming similar 
development and engineering costs).   
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Where: R:  Return on investment 
 n:  Number of instances of task 
 tBM B:  Time to complete one instance of task manually 
 tBD B:  Time to develop automated solution 
 tBA B:  Time to complete one instance of task automatically using automation tool 
 
As this type of solution is rolled out and made available to engineers, usage is logged for 
comparison with performance forecasts, and feedback for future improvements to the 
application or development of new applications.  This also assists in marketing automation 
methodologies to management and customers.   
The project industry partner, GKNAES, has a multidisciplinary automation team of 
engineers and programmers that specialise in developing automation applications of this type, 
some of which are described in Section 2.2.6 and (Smith 2005, 2007).  Some applications 
were developed specifically for use on the JSF programme, achieving ROI values of 
approximately 3.9, indicating an effort saving of almost 400% (Smith, 2007).  Aside from the 
tangible cost and scheduling benefits, automation of processes provides intangible benefits 
including  (Smith, 2007): 
• Consistency: dedicated tools with standardised inputs and outputs can provide 
greater consistency can be obtained based on agreed engineering methodologies. 
• Complexity: simplification or standardisation of complex processes, minimising 
scope for human error. 
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• Integration: custom automation tool can interface directly with existing project-
approved engineering software, providing seamless automation and assurance that 
outputs are derived from previously validated methods and software. 
• Change management: ability to regenerate results as changes are made throughout 
the project period. 
 
The general approach to the development process is summarised in Figure 2-1 from 
(Smith, 2005).  Resulting automation applications are deliberately limited in scope of use.  
With each project undertaken, knowledge and experience in process automation is extended, 
allowing similar projects to be completed more easily, and projects of incrementally higher 
complexity to be undertaken.   
An additional benefit is the establishment of programming libraries that can facilitate 
development of subsequent automation systems.  Although code libraries can be non-trivial to 
establish, they promote code re-use and can be an effective way of ensuring consistency based 
on agreed company methodologies, reducing time spent in verification. 
It is important to note that it is not uncommon for engineering service provider 
organisations, such as GKNAES, to work on multiple projects for different competing 
customers simultaneously.  As such, it is important that confidentiality of customer data be 
maintained, such that methods, knowledge and software code are stored in separate 
repositories and not shared between projects. 
 
 
Figure 2-1: KBS development process adopted by GKNAES  
(Smith, 2005) 
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The second type of automated solution is usually much smaller in scale, aiming to 
automate a specific task faced on the engineering floor often with short notice.  Applicable 
tasks typically require a large amount of manual work, such as manual manipulation of 
datasets and passing information between different tools.  Such solutions are often an 
initiative of design or analysis engineers working on an individual basis looking for methods 
to improve productivity or reduce time spent on dull tasks. 
Surprisingly, many of these types of automated solutions are created by engineers not 
initially proficient in computer programming.  Tools used to develop such methods can 
include spreadsheets, macros, databases, and Application Programming Interfaces (APIs) 
using scripting languages (such as VBA and PCL).  Engineers tend to use these tools because 
of their familiarity and understanding of their capability and scope (Prasad, 2005).  Example 
problems include manual addition of fastener points in a Finite Element Model (FEM), or 
measurement of objects in a CAD model. Their use is especially suited to numerous tasks of 
the same type, such as analysing numerous load cases (of which there may be hundreds) and 
selecting the most critical cases.  These methods, although specific to the problem 
encountered, ensure the process is easily repeatable for parts that are subject to design 
changes numerous times during development. 
 
FACTORS LIMITING IMPLEMENTING OF AUTOMATION TECHNOLOGIES 
Despite the many benefits of implementing DA and KBE systems to automate engineering 
processes, a number of factors limit its widespread use in industry, some of which were 
mentioned briefly in the introduction.  This list is now expanded and discussed in more detail.   
 
Cost and scheduling factors: 
• KBE application development projects typically involve long development cycles 
(scheduling constraints) 
• High cost of implementation (financial constraints) 
• Insufficient resources (including access to domain experts, system developers, 
knowledge engineering tools, and software development tools) 
 
Cost and scheduling factors are perhaps the most significant reasons for a reluctance to 
adopt automation principles in industry, despite the clear potential benefits of this technology.  
However, the cost of not using automation should also be assessed.  Companies that do not 
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embrace new methods or exploit opportunities put themselves at risk of being left behind in 
the competitive industry. 
The initial phases of many KBE methodologies are aimed analysing the business case 
for system development and ensuring risk is minimised such that successful outcomes are 
reached.  A ROI estimate (as described above) is generally included in any feasibility analysis 
investigation, resulting in an estimate of the saving in development time which relates directly 
to cost.  In cases where the ROI value is less than one, no saving is achieved, and is it 
obviously not economical to develop the automated solution.  In cases where the product 
development schedule is very tight, the ROI should be considered against the amount of work 
that can be conducted concurrently in both manual and automated processes. 
Assigning many people to a problem can usually get the work finished more quickly, 
but is generally not an efficient use of resources, incurring significantly higher cost.  
Accordingly, if the minimum possible time required to complete the task is required, the 
automated solution development time may be inhibitive. However, if the most cost effective 
method is required, an automated application may be the best solution. 
The ROI is an important indicator of the value of automating a process, however, this 
should be backed up by a solid plan and risk assessment. 
 
Technical factors: 
• Insufficient software development and engineering skills. 
• Level of technical risk associated with application development. 
• Insufficient domain technical experience and expertise. 
• Historically, KBE applications have been limited in scope with hard-coded rules 
knowledge, reducing the reusability of these applications. 
• Non-static product development methods (both between projects and customers). 
 
Regarding the level of technical risk, most methodologies for building KBSs include a 
feasibility analysis phase that assesses risk on a number of levels.  The function of this phase 
is to recommend whether to proceed with a development task.  In cases where technical risk is 
too high for a specified set of system objectives, role and scope, the complexity of the desired 
solution can be reduced such that a partial automated solution is developed that still provides 
savings. 
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Companies that lack skills in knowledge engineering and software development can 
often benefit from the use of external contractors that specialise in knowledge based system 
design and can assist with building automation capabilities within organisations.  An 
alternative is to create a new business area and employ people directly into automation roles. 
The scope of automated solutions can vary widely from simple limited lifetime 
applications through to complex applications that can be reconfigured when new rules and 
knowledge and use cases required.  The development requirements vary significantly between 
various methods, although process improvements can be achieved with all levels of 
applications. 
In companies that implement automation, as projects are completed and rolled out for 
use, knowledge and experience of the development process is preserved and lessons are 
learned from system users.  This knowledge becomes as valuable an asset as the engineering 
knowledge itself, providing the capability to build similar solutions in a more time and cost 
effective manner, and tackle automation problems of incrementally higher complexity. 
 
Organisational and cultural factors: 
• Perception of automation as a threat to job security 
• Engineers are comfortable with existing processes and unwilling to change 
• KBE systems can inhibit progressive thinking (Brown, 2006) 
• Reluctance to be locked into proprietary software (Brown, 2006) 
• Potentially damaging to business relationships with suppliers 
 
Organisational and cultural factors relates to individual and business attitudes to 
automation processes in general.  At a business level, willingness to invest in automation 
technology will depend on the wider aerospace industry status quo.  For Small to Medium 
Enterprise (SME) organisations in particular, engineering workload is highly dependent on 
major programs of larger OEM organisations in the civil and military sectors and government 
defence projects.  The announcement of such processes in recent years has become highly 
cyclic with periods of high activity, followed by low workloads.  Periods of low activity 
present good opportunities for investment 
At an individual level, the purpose of automating engineering processes is not to replace 
engineers, rather provide them with the tool to reduce time spent on menial tasks.  Changes to 
traditional engineering work practices are necessary for development of advanced products.  
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The use of new computerised technologies and processes is a reality in the modern aerospace 
industry, and engineers should be accordingly accepting and willing to adapt to change. 
 
2.2.4 Historical Perspective of KBE and DA 
KBE is a relatively new field of engineering, with earliest ideas emerging in the late 1960s / 
early 1970s.  Early work in development of knowledge based and expert systems was largely 
independent and unstructured with each new system developed uniquely.  It was not until the 
early 1980s that structured development processes began to emerge (see examples below).  
Since this time, the KBE landscape has been defined by the emergence of popular 
methodologies and frameworks for KBE and DA application development. 
This section provides some detail of significant developments and milestones in KBE 
over the past four decades since the 1970s, providing context of the emergence of KBE as a 
field of engineering.  Included in this discussion is the introduction of new concepts and 
thought processes, some popular methodologies and frameworks, and a paradigm shift that 
occurred from a traditional knowledge transfer, or rapid prototyping, approach, to a 
knowledge modelling approach to system development. 
These developments are summarised in a timeline chart in Figure 2-1, Table 2-2, and 
discussed in the following pages.  This historical overview is by no means exhaustive, nor 
does it flow completely chronologically, due to the number of parallel developments.  Merely 
it serves to provide context of the KBE environment and where the state of the art lies in 
2008. 
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Figure 2-2: Timeline of developments in the field of KBE.   
(See Table 2-2 below for acronym definitions) 
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Table 2-2: Major developments in KBE and DA over last 40 years 
 
NAME 
 
REFERENCE TIMEFRAME OUTPUTS ADVANCEMENT DESCRIPTION 
CATIA V5 Automation Dassault Systemes  1998 – Current  
Automation tools 
integrated into  
CATIA V5 framework 
 
Integration of automation 
methods in native CAD 
environment 
Incremental level of complexity and customisation 
to developing automation applications 
Four levels of automation possible 
1) Parameterisation 
2) KnowledgeWare 
3) API access 
4) Advanced API Access 
DEKLARE: Design Knowledge 
Acquisition and Redesign 
Environment 
ESPRIT Project 6522 1992 – 1995 DEKLARE Methodology Design advisory system 
Design advisory system capable of encapsulating 
design guidelines and standards for products. 
Outputs include:  
1) DEKLARE Design Analysis Methodology (D-
DAM) 
2) Design Description Language (DDL) 
3) Design Advisory System (DAS) 
ICAD 
ICAD / KTI 
Technologies, Dassault 
Systemes 
 
1984 – early 2000’s ICAD System Relatively easy generation of software for automation 
Software framework for rapid generation of CAD 
models.   
Generate geometry according to set of built-in 
rules based on specification of a few input 
parameters. 
KADSI and II: An advanced and 
comprehensive methodology for 
integrated KBS development 
KADS I: ESPRIT 
Project P1098 
KADS II ESPRIT 
Project P5248 
1985 – 1990 (KADS-1) 
1990 – 1994 (KADS-2) 
CommonKADS 
Methodology 
Paradigm shift from transfer 
approach to modelling 
approach, structured 
methodologies 
 
Methodology for development of knowledge 
based systems 
Defined structure of Expertise Model 
Modelling approach to KBS development, 
modelling context, concepts and system design. 
KBP: KBE Best Practices COE  
2007 – Current 
(Prasad, 2007) KBP Document 
Unification of accepted 
practices in KBE 
Best practice document that developed by 
developers of KBSs. 
Includes all phases of development cycle 
KARE: Knowledge Acquisition and 
sharing for requirement Engineering 
ESPRIT Project 28916 
(Ratchev, 2005) 1998 - 2001 KARE Methodology 
Formalised representation 
of requirements and 
enterprise knowledge. 
A domain-independent workbench for capturing 
analysing and matching customer requirements 
and enterprise knowledge 
KACTUS: Knowledge About 
Complex Technical systems for 
multiple USe  
ESPRIT Project 8145 
(Schreiber, 1995) 1994 – 1995  KACTUS Toolkit Ontology representation 
Methodology for the reuse of knowledge about 
technical systems during their life-cycle 
 
? 36 ? 
Table 2.2 Continued 
 
NAME 
 
REFERENCE TIMEFRAME OUTPUTS ADVANCEMENT DESCRIPTION 
MIKE: Model-Based and 
Incremental Knowledge Engineering (Angelle, 1998) 
Mid 1990s  
(exact time unknown) MIKE methodology  
Incremental (iterative), and 
reversible model based 
development 
Emphasis on a formal and executable 
specification of the Expertise Model as the 
result of the knowledge acquisition phase 
MOKA: Methodology and tools 
Oriented to Knowledge-Based 
Engineering Applications) 
ESPRIT Project P25418
(MOKA Group, 2000) 1998 – 2000 
MML (MOKA Modelling
Language) 
Structure to KBS 
development process 
Framework for representing and structuring 
engineering knowledge 
OMT: Object Modelling Technique Rumbaugh (Rumbaugh, 1991) 1991 – 1994 OMT Specification  
Modelling language to 
describe knowledge 
Support development of Object-Oriented systems 
Predecessor of UML 
PROTÉGÉ (I and II) (Stanford, 2008) 2000 (?)  - current (exact time unknown) PROTÉGÉ System 
Generic software platform  
for the specification of  
ontologies 
Protégé is a free, open source ontology editor and 
knowledge-base framework 
UML: Unified Modelling Language 
Booch, Rumbaugh, 
Jacobson 
(Object Management 
Group, 2007) 
1994 – 1997 (UML-1),  
1997 – current (UML-2)
(Object Management 
Group, 2007) 
UML Specification 
Standardisation and 
unification of modelling 
practices 
Many methods for OO modelling (approx 50 in 
mid 1990’s) 
Standardised non-proprietary form of a number of 
modelling techniques  
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EARLY KNOWLEDGE BASED SYSTEMS (EARLY 1970S – EARLY 1980S) 
The field of KBE has its roots in computer science and engineering CAD systems from the 
late 1960’s to early 1970’s.  Traditionally, KBE was closely coupled with geometric 
modelling in CAD systems.  In the early years of the introduction of CAD systems, the most 
tangible output of a design process was geometry, with the majority of product knowledge 
residing in the minds of engineers.  Early knowledge based, or expert, systems consisted of a 
relatively simple “inference engine” operating on a “knowledge base” of design rules in a 
prescribed format, typically providing outputs in a CAD system.  Systems of this type lacked 
the dynamic and generative characteristics typical of more modern systems. 
At this early stage in the development of KBE, structured methodologies for developing 
systems were not established and each application was treated as a separate project with little 
or no commonality between projects.  Thus building systems to automate repetitive design 
processes was regarded more as an art form rather than an engineering discipline (Studer, 
1998). 
 
Parametric Engineering (PE).  Many early KBSs were developed using customisable CAD-
based environments in which macro languages were provided to assist design engineers, the 
majority of which were not proficient in programming, to develop applications to automate 
repetitive design tasks (Prasad, 2007).  The process of developing these systems using the 
macro languages is termed Parametric Engineering (PE) in (Prasad, 2007).  The benefits of 
automation through PE were well accepted, however, the development of these systems using 
the languages was a difficult task, limiting its widespread use. 
 
EMERGENCE OF STRUCTURED APPROACHES (EARLY 1980S – LATE 1980S) 
The unstructured development of KBSs for automating repetitive design tasks in CAD 
continued for some time and it was not until the early 1980s that the need for a systematic and 
structured approach to application development received serious attention.  In this period, a 
number of projects were directed at the formalisation of methods for collecting knowledge 
and implementing it in software.  At this time, the process of knowledge collection and 
implementation was based on the assumption that process knowledge is already well defined, 
and its implementation in software is simply a matter of collecting it and translating into 
production rules (Studer, 1998).  This view of KBS development was regarded as a “rapid 
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prototyping” process.  The KA process typically involved interviewing domain experts and 
transcribing discussion results into production rules for use in the KBSs. 
During this period, new principles in software development were beginning to receive 
wide acceptance including generative modelling practices and Object Oriented Programming 
(OOP) languages. 
 
Generative Modelling.  One of the limitations of early automation systems, and indeed many 
systems today is that justification for design decisions is not clear to engineers interpreting 
results, thus increasing the time required for any manual changes. 
Generative modelling is an important property for development of knowledge based 
systems as it allows low level design intent to be stored within a CAD model as opposed to 
traditional CAD modelling approaches which describe resultant geometry in a non-descriptive 
sense.  For example, geometry is described by a set of operations to produce the desired 
configuration rather than building features from basic elements.  The introduction of 
generative modelling principles represents a significant change in thinking from early CAD 
systems in that geometry is represented in terms of the elements and operations required for 
its specification (for example: curves, extrusions, trims, fillets, blends, revolutions, holes, cut-
outs, etc.).  In modern software packages these features and operations are usually structured 
in a hierarchy and activated independently. 
Generative modelling enables parameters describing elements of the model to be 
modified in subsequent processes (for example end points on a line, thicknesses, fillet radii, 
etc.).  In older CAD systems, such relationships between objects were not stored, and 
requiring numerous versions of the file to be stored throughout the design process to 
incorporate changes that would be otherwise impossible to modify. 
Such generative modelling techniques significantly reduce the amount of rework 
required when modifications are to be made.  Modern CAD environments such as CATIA and 
Solid Works implement the concept of generative modelling though part trees which store all 
parameters for later use. 
 
Object Oriented Programming.  Early ideas of OOP began in the 1960s; however, its initial 
adoption in developing software systems was slow.  The implementation of OOP principles 
gradually increased in popularity throughout the 1980s and 1990s, and through rapidly 
expanding internet technologies, has become widely used in mainstream software 
development today (Weisfeld, 2008).   
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OOP differs from traditional procedural based programs in that both data and methods 
that perform operations on the data are encapsulated in the same object (Weisfeld, 2008). The 
main concepts behind OOP include the following (Weisfeld, 2003, 2008), (Wikipedia, 2008):  
• Classes: describes objects.  Objects can have attributes, or properties, and can exhibit 
behaviour, or methods.  Properties and methods can be public (interface between other 
classes) or private (used internally within the object itself).  
• Instance: is an instantiated class, also called an object.  For example: a “Holden 
Commodore” object as an instance of class “Car”. 
• Properties: attributes of classes.  Can be public (interface between other classes) or 
private (used internally within the object itself).  For example: class “Car” can include 
attributes including “engine”, “wheels”, “doors”, etc.   
• Methods: behaviour of classes. Functions that modify data to produce new 
information.  Can be public (interface between other classes) or private (used 
internally within the object itself).  
• Inheritance: subclasses are more specialised version of main classes.  Subclasses 
inherit attributes and behaviours from parent classes.  For example: “Car” as a 
subclass of the class “Vehicle” may inherit attributes such as “carries passengers” and 
“has operator” (driver / pilot / etc.). 
• Other concepts include encapsulation, abstraction, and polymorphism, among 
others.  
 
Many resources are available for implementing OOP principles and best practices, and 
numerous methodologies for implementing object oriented principles in software design have 
been developed.  One of the most popular used today is UML, described below, (Object 
Management Group, 2007).  A large number of OOP languages are available (over 70 
according to (Wikipedia, 2008)) including C++, Java, Pascal, Python, and many more.  More 
recently the introduction of Microsoft .NET programming languages (Visual Basic .NET and 
C# .NET, etc.) has improved accessibility of OOP practices on a commercial level.   
 
PARADIGM CHANGE (LATE 1980S / EARLY 1990S – CURRENT) 
 After some time of implementing the transfer approach to KBS development, it became clear 
that the collection of existing, well defined process, or explicit, knowledge was insufficient to 
fully describe the design process in most cases (Studer, 1998).  Further to this, it was found 
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that the transfer approach lacked sufficient mechanisms for specification of knowledge 
objects with different characteristics, resulting in knowledge bases with mixed knowledge 
types (for example conceptual and process knowledge) which introduced difficulties in 
executing correct rules and maintaining the knowledge base. 
After several failed attempts at producing commercial production-ready KBSs, 
recognition of the importance of tacit expert knowledge in human problem solving led to a 
paradigm shift in KBE from a knowledge transfer, or rapid prototyping process to a 
knowledge modelling process in the Late 1980s / Early 1990s  (Motta, 2000), (Angele, 1998), 
and (Studer, 1998).  The two major differences of the modelling approach over previous 
approaches were to: 
• Separate the domain model from the task model 
• Recognise that the problem-solving process should be implemented into the 
knowledge model; however specific software implementation should be separated. 
 
More detailed discussions of modelling approach to KBS development can be found in 
(Motta, 2000), (Angele, 1998) and (Studer, 1998). 
 
Modelling languages.  Specialised modelling languages are used for representing knowledge 
within software, and describe software development processes themselves.  Two such 
common modelling languages include Object Modelling Technique (OMT) (Rumbaugh, 
1991), and its successor Unified Modelling Language (UML) (Object Management Group, 
2008), both of which have been implemented as common standards in software engineering.  
There also exists a large number of more specific knowledge modelling techniques, usually 
developed for use within the context of development methodologies (often using OMT and 
UML as a basis).  Some more specific languages include the following, among many others: 
• ICAD Design Language (IDL) used in the ICAD system 
• MOKA Modelling Language (MML) used in the MOKA methodology 
• Conceptual Modelling Language (CML) used in CommonKADS methodology 
• Design Description Language (DDL) used in the DEKLARE methodology 
• DesignKARL used in the KARL methodology 
 
One of the problems with the large number of specific modelling techniques is the lack 
of portability and compatibility of resulting knowledge models with other systems.  OMT was 
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a popular methodology in the mid 1990s developed by (Rumbaugh, 1991).  OMT consists of 
both a software development process, and a modelling language for its speciation that 
includes many common software concepts including: classes, attributes, properties, etc.  OMT 
covers four main phases for software developing including: analysis, system design, object 
design, and software implementation (Totland, 1997). The analysis phases are perhaps the 
most significant of these and includes five main tasks developed using the modelling 
language: 
1) Develop a Problem Statement. 
2) Build an Object Model (represents static domain knowledge) 
3) Build a Dynamic Model (represents state, transitions, actions and events) 
4) Build a Functional Model (represents process knowledge)  
5) Verify, iterate, and refine the three models 
 
By the mid 1990s, a large number of modelling frameworks were in use (approximately 
50 according to (Wuyts, 2005)) including the OMT method (Rumbaugh, 1991), methods for 
Object-Oriented Design (OOD) developed by (Booch, 1990) and Object-Oriented Software 
Engineering (OOSE) by (Jacobson, 1992). It was recognised that a single approach was 
needed to provide increasing levels of integration to meet demands of new technologies.  
Accordingly UML was developed as a single modelling framework that could provide 
standardisation to both software development processes and modelling practices (Ruddell, 
2003) (Wuyts, 2005).   
 
 
Figure 2-3: Diagrams required for software modelling in the UML 2.0 specification  
(Wikipedia: UML article, 2008) 
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The first version of UML was released in 1997 (Ruddell, 2003) (Wuyts, 2005).  The 
current UML 2.0 specification includes the construction of 13 types of diagrams that analyse 
many aspects of the software development process (Object Management Group, 2007), Figure 
2-3 above.  The formal specification of UML is a complicated process, and many tools and 
resources are available on the internet to assist developers in its implementation. 
 
ICAD (1984 – EARLY 2000S) 
The development of the ICAD system in the mid 1980s was a significant development in the 
field of KBE and significantly boosted the level of industry involvement in design 
automation.  ICAD was first implemented on LISP machines, and following the introduction 
of Common LISP, was available on UNIX machines.  The corporate history of ICAD has 
included a number of changes (Knutson, 2003) and (Bernard, 2003): 
• In the early 1980s the ICAD system was first provided at a commercial level by 
ICAD Inc. 
• In the mid 1990s the parent company name was changed to Concentra 
• In 1998 company was changed again to Technologies International (KTI) 
• In 2002 KTI was purchased by Dassault Systemes  
 
The ICAD system provided a software framework for development of engineering 
automation applications.  The early versions of the system consisted of a neutral CAD engine 
together with tools for capture of geometric knowledge and rules, enabling automatic 
generation of three dimensional models from the specification of input parameters.  This led 
to the widespread use of the ICAD system in developing rapid prototyping applications which 
automatically assess validity of a large number of solutions in a comparable timeframe to 
assessing a single solution manually. 
The ICAD system was heavily utilised in the automotive and aerospace engineering 
sector with major customers including Jaguar, British Aerospace, Airbus and others (Cooper, 
2001).  A popularised example of this is an application developed by the Jaguar motorcar 
company to assess manufacturing feasibility of vehicle headlights.  Vehicle headlights are 
manufactured by a separate supplier according to designs provided by Jaguar.  A number of 
rules and constraints govern headlight manufacture, and delays were caused by the 
verification process between Jaguar and its headlight supplier, which could take several 
weeks.  To address these delays, an application was developed using ICAD that contained all 
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the relevant geometric, functional and legislative requirements governing headlamp design 
(Cooper, 2001).  Following introduction of the tool, the feasibility analysis task for headlights 
was reduced from potentially several weeks to a few minutes. 
The methods implemented by early versions of the ICAD system as with other 
approaches at the time represented rapid prototyping approach to producing applications.  
With users able to define production rules for automatic generation of geometry and 
verification against manufacturability requirements, etc. Although generally labelled as KBE, 
ICAD applications more closely resemble a DA approach.  Knowledge bases lack the 
dynamic and nature typical of KBE applications as distinct from DA applications.  In 
addition, knowledge tends to be coded into the application itself such that when new 
knowledge becomes available, the application needs to be recompiled. 
Later versions took a more integrated approach, focussing on knowledge and modelling 
aspects of application development, and proving interfaces with common tools including 
CATIA V5, Parasolid, Solidworks, AutoCAD, and standard desktop tools such as excel.  
Later versions of the ICAD system provided the following features (KTI, 2002): 
• Provides a CAD-neutral representation of knowledge  
• Provides an environment for representing non-geometric knowledge 
• Used within the design process and during the design development (as opposed to 
afterwards, in an iterative looping manner) 
• Scales well to large and complex problems 
 
Knowledge representation, in particular, was improved within the system to ensure 
reusability, versionability, and ease of use.  Later releases of the ICAD system provided the 
ability to (KTI, 2002): 
• Capture Best Practices 
• Capture Design Rationale 
• Publish knowledge in a Knowledge Repository 
• Capture relationships and represent them explicitly 
• Classify and categorize knowledge 
• Maintain ownership of knowledge 
• Monitor knowledge usage 
• Wrap system levels within “knowledge containers” (Product Model, Assembly, 
Parts/Entities, Rules) 
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In November 2002, KTI was purchased by Dassault Systemes, developers of the CATIA 
suite (Dassault Systemes, 2002).  Within a couple of years the ICAD product was gradually 
phased out in favour of knowledge technology built available in the KnowledgeWare 
workbench as part of the CATIA.  Since its introduction, the ICAD system has represented an 
important development in the implementation of automation technologies in the automotive 
and aerospace industries.  The methods provided a framework for developing applications that 
could be accessed by domain engineers, although the Lisp based ICAD Design Language 
(IDL) for developing applications was a non-trivial hurdle for many. 
An extension of the ICAD system was developed by (Tata Technologies, 2008) called 
VENUS, based on ICAD 7.0.  This system assisted in the development of automation 
applications (similar to those developed using ICAD) by providing a more user friendly 
environment and providing it own easy to use modelling language rather that writing 
applications in Lisp.  The update process for including new knowledge and functionality in 
applications was also improved. 
 
KADS I & II (1985 – 1994) AND COMMONKADS (1994 – CURRENT) 
In September 1985 the KADS-I project began with the title “A Methodology for the 
Development of Knowledge-Based Systems”, funded under by the European Strategic 
Programme for Research and development in Information Technologies (ESPRIT) (CORDIS, 
2007).  This project aimed to develop structure and guidance for the KBS development 
process, improving applicability to a wide range of industrial applications, and standardising 
the development process. 
The KADS project provided advancements in the field of KBE as one of the first 
methodologies to adopt the modelling rather than transfer approach for KBS development, 
moving away from the traditional knowledge transfer approach, as seen with frameworks such 
as ICAD, to a knowledge modelling approach. 
Following from the success of the KADS-I project, a second project, KADS-II entitled 
“An advanced and comprehensive methodology for integrated KBS development” began in 
1990, also funded by the ESPRIT program (CORDIS, 2007).  The output methodology from 
this project was called CommonKADS and became a popular standard for KBS development 
in Europe from the mid 1990’s onwards. Further analysis of the CommonKADS methodology 
is given in Chapter 2.4 and the methodology is described in more detail in Appendix A. 
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MIKE (MID 1990S) 
Model-based and Incremental Knowledge Engineering (MIKE) is another KBE methodology 
for developing KBSs.  The MIKE methodology “proposes the integration of semiformal and 
formal specification techniques and prototyping into an engineering framework” (Angele, 
1998).  This MIKE methodology differs from the CommonKADS approach by supporting 
iterative (reversible) system development and prototyping, rather than the CommonKADS 
approach which finalises all models before specific implementation begins  (Studer, 1998).  
The MIKE process is summarised in Figure 2-4.  
In MIKE, two knowledge models are implemented: an informal model and a formal 
model (Angele, 1998) (Studer, 1998).  The informal (and semi formal) knowledge model 
provides a high level representation of knowledge that is easily understood by human users.  
The informal model is developed using techniques such as entity relationship diagrams, data 
flow diagrams, process flow diagrams and state transition diagrams.  The informal model 
provides the basis for the formalisation process. 
 
 
Figure 2-4: Main processes and deliverables of the MIKE methodology  
(Studer, 1998). 
 
The formal model is based on the expertise model in CommonKADS, and is developed 
using an implementation of KARL (Knowledge Acquisition and Representation Language).  
The KARL language is “executable” meaning that a prototyping approach to developing the 
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formal model can be taken.  In this approach a working model can be tested throughout the 
development process, providing a practical means of evaluating the completeness and 
competence of the formal knowledge model (Angele, 1998). 
One of the advantages of the MIKE approach is that a working prototype KBS is 
produced at each iteration of the methodology that allows the system to be tested in the target 
environment.  Evaluation feedback can then be integrated into the next iteration, allowing the 
resulting application to be tailored to the application (Studer, 1998). 
 
MOKA (1998 – 2000) 
By the late 1990s, the CommonKADS methodology was considered to be too generic by 
some research groups.  It was found that employing CommonKADS and other methodologies 
in the development of knowledge based systems was a non-trivial task, lacking the level of 
detail required to fully describe and model real world problems, with very high 
implementation lead times.  Consequently an ESPRIT funded three year research project was 
established to address shortfalls in existing processes.  The project was titled “Methodology 
and tools Oriented to Knowledge-Based Engineering Applications” (MOKA) (Oldham, 
1998).  Project partners included major European aerospace and automotive engineering 
companies as well as knowledge software company KTI (then owners of the ICAD system).  
Specifically, MOKA project objectives were (MOKA Group, 2000): 
• Reduce KBE application development times and cost 
• Provide a consistent way of developing and maintaining KBE applications  
• Develop a methodology that will form the basis of an international standard  
• Provide a tool supporting the methodology  
 
The MOKA project was completed in 2000 with a number of outcomes described as 
follows (MOKA Group, 2000).  Firstly, a generic KBE project lifecycle was identified and 
established.  The MOKA view of this lifecycle is consistent with most modern 
methodologies, consisting of six major phases: identification, justification, capture, 
formalising, packaging, and activation (Figure 2-5). It was found that the most critical phases 
for developing individual applications were knowledge capture, formalising and packaging, 
the latter of which is an application specific activity and was not part of the project scope.  A 
“route map” was developed with provided detail and guidance for approaching the individual 
phases. 
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Figure 2-5: MOKA model of the KBE Application Lifecycle  
Reproduced from (MOKA Group, 2000). 
 
The main theoretical contribution of the MOKA project is the capturing and 
representation of engineering knowledge comprising the third and fourth phases of the KBE 
Application Lifecycle shown in Figure 2-5, for which two knowledge models were developed: 
a formal model and an informal model.  A need for iterative development and communication 
between the two knowledge models was also identified. 
The knowledge capture activity identified in the KBE lifecycle (phase three) involves 
firstly collecting knowledge from various sources including human expert, documentation and 
repositories, and secondly structuring the knowledge in a human readable form.  The 
structuring component of this activity is represented by the informal knowledge model.  The 
purpose of the informal model is threefold.  Firstly, to ensure accessibility of the knowledge 
model by system users, knowledge engineers and experts.  Secondly, to assist in the 
knowledge formalisation phase.  Thirdly, to provide a common interface between developer 
and expert for the specification of the KBE application configuration in terms of scope, 
structure and tasks.  The informal knowledge model is represented by a set of forms termed 
ICARE (Illustration, Constraints, Activities, Rules, and Entities) which represent product and 
design process knowledge (MOKA Group, 2000). 
The formalising activity in the KBE lifecycle (phase 4) is facilitated by development of 
the formal knowledge model.  With standardisation as one of the key objectives of the MOKA 
project, the formal knowledge model uses UML for knowledge representation, which is a 
standard among many software developers.  The formal knowledge model is extended 
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through the MOKA Modelling Language (MML), providing greater descriptive power from 
native UML methodologies. 
The amount and detail of knowledge required to fully define particular problem domains 
quickly becomes a complex management task with numerous aspects and interdependencies.  
The introduction of meta-models through the MML provides another layer of structuring, 
allowing knowledge to be viewed from a number of perspectives including: function, 
behaviour, structure, representation, and technology. 
In addition to the new contributions to KBE application development methodology, a 
software tool was developed to assist knowledge engineers in developing informal knowledge 
models through creation of ICARE forms, and converts these to formal models through a 
UML translator. 
The MOKA methodology was applied to a number of case studies from the aerospace 
and automotive industry.  The test cases were selected intentionally for their diversity to test 
the performance and flexibility of the MOKA methodology on a range of tasks.  It was found 
that although individual case study requirements varied significantly, process improvements 
were made through application of the MOKA methodology over benchmark methodologies at 
the time. 
Alongside the methodology and tools delivered at the completion of the MOKA project, 
a number of recommendations were made for future development in the area of KBE (MOKA 
Group, 2000).  These include: Improvements to knowledge structuring expressiveness 
(especially relationship between the informal and formal knowledge models), and further 
development of the formal model. 
Further analysis of the MOKA methodology is given in Chapter 2.4 and the 
methodology is described in more detail in Appendix A. 
 
CATIA V5 AUTOMATION CAPABILITIES (1998 – CURRENT) 
CATIA (Computer Aided Three dimensional Interactive Application), developed by Dassault 
Systemes, is a software environment for CAD and Product Lifecycle Management (PLM).  
CATIA has become the CAD system of choice for much of the aerospace industry, used by 
many major aerospace companies such as Boeing, Airbus and Lockheed Martin.  Other major 
CAD and PLM systems include Unigraphics by developed by Siemens (described below) and 
Pro/ENGINEER from Parametric Technology Corporation. 
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The current version is CATIA Version 5 (CATIA V5) and was released for the 
Microsoft Windows operating system in 1998, with numerous revisions implementing new 
features and fixing bugs.  The latest version, CATIA V5 Revision 18, was released in 
September 2007 (Dassault Systemes, 2007).  CATIA V5 is a highly visual design 
environment incorporating generative modelling principles.  Part features are represented in a 
tree hierarchy and can be activated independently.  The user interface employs many of the 
standard Windows features including menu systems, context menus and dialogue boxes, icons 
and shortcuts, providing familiarity for new users navigating through features of the system. 
Numerous work benches are available for various levels of design (including solids, 
surfaces, electrical design, tubing, etc.).  Recent additions to the suite include introduction of 
analysis methods including FEM.  These additions reduce some of the bottlenecks that occur 
when extracting models from CAD for input into CAE processes. However, the additional 
licences required to operate these additional workbenches are expensive (in the order of tens 
of thousands of dollars per seat per year). 
In response to increasing levels of activity in KBE and DA in general, CATIA supports 
design automation functionality of a number of different levels of varying capability and 
complexity.  The implementation of automation functionality is indicative of changing trends 
in the approach used to design components and the adoption of leaner product development 
practices.  The different levels of automation functionality are described below in order of 
increasing complexity and level of customisation. 
 
Level 1: Native Automation Capabilities.  The first, and most rudimentary, level of 
automation is through the specification of parameters and formulae and is available in the 
native CATIA environment.  The generative modelling features of CATIA allow parameters 
describing geometry components to be modified at any point in the part design.  When 
specifying the value of parameters for particular objects formulae can be defined that relate 
parameters to other design features.  Consider the simple example below, Figure 2-3.  The 
shape shown in Figure 2-3 consists of a rectangle with a fillet radius on the bottom left corner.  
A relationship formula is defined for the horizontal (x axis) length measurement relating it to 
twice the length of the vertical (y axis) length measurement.  A second formula is defined 
relating the fillet radius to half the length of the vertical length measurement.  Thus when the 
value for the vertical length is altered, the horizontal length and fillet radius measurements are 
automatically updated. 
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In addition to specification of parameters and formulae, the native CATIA environment 
also includes a “power copy” feature which can be used for generation of parts with similar 
features.  Power copy instances generally require user selections of existing features as inputs. 
 
 
Figure 2-6: Definition of a formula relating fillet radius as a ratio of vertical dimension. 
 
Level 2: KnowledgeWare Tools.  The second level of automation is through the 
KnowledgeWare workbench which requires a separate licence to run.  The KnowledgeWare 
workbench consists of a number of features which extend basic automation capabilities native 
to the core workbenches.  These features support the specification of design intent into 
product models at a number of different levels including overall functional requirements, and 
lower level, more detailed requirements. 
Higher level control is given over parameters and formulae than the previous level.  The 
introduction of rules and checks can facilitate standardisation of features, automate generation 
of geometric entities, and update entities based on changes in requirements and key 
parameters (for example material).  KnowledgeWare tools allow organisational business 
processes and standards to be captured for verifying designs against certain criteria, for 
example, cost of manufacture.  Figure 2-7 shows how a cost check can be associated with 
certain components with similar functional requirements and constraints, but with differences 
in geometry. 
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Figure 2-7: Rule checking using CATIA V5 KnowledgeWare tools. 
(Prasad, 2007) 
 
Level 4: CAA. The fourth and most powerful level of automation in CATIA is through a 
higher level API known as CAA which provides access to the core CATIA framework.  This 
extends functionality further from the API described in the previous level.  It provides access 
to operations on topology and underlying geometry, through libraries which can be accessed 
in C++ development environments (Dassault Systemes, 2008). 
The approach to developing applications for automating tasks differs significantly from 
the major methodologies above, and is more like the approach used for developing 
applications using the ICAD system.  Such applications are usually smaller in scope, aiming 
to automate specific tasks relatively quickly.  Thus the process is more geared towards a rapid 
prototyping, transfer rather than modelling approach.  Such applications built using this 
technology are generally end result driven, providing more immediate returns.  The major 
steps recommended in CATIA automation training courses include (Konecny, 2005): 
1) Understand user requirements 
2) Define user inputs 
3) Understand interactive process 
4) Build user interface 
5) Create necessary V5 models 
6) Create (or re-use) necessary algorithms 
7) Build the application 
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This approach contrasts with KBE application development methodologies including 
KADS and MOKA (described above), and is more representative of a DA rather than KBE 
approach.  Using CAA, applications are typically are built around user inputs and interfaces 
rather than structured KBE approaches which involve detailed planning, knowledge 
acquisition and knowledge modelling processes as previously discussed.  Despite the 
differences with structured KBE methods, the CAA software development platform extends 
the power and flexibility to develop automated solutions tailored to specific applications 
relatively quickly.  Such applications are typically implemented in tasks with high repetition 
or that implement standardised processes.  Sufficiently well developed skills in CAA can be 
applied to the development of tools for completing project specific tasks with a limited life 
span. 
There are economic and capability advantages and disadvantages of each of five CATIA 
automation levels.  The native automation tools including parameter and formula 
specification, power copy and API have no additional costs from the basic CATIA licence, 
however they provide limited functionality, in the former, and complexity of implementation 
in the latter.  The KnowledgeWare workbench provides integrated functionality with the 
CATIA environment at the additional cost of a licence, while CAA provides the highest level 
of capability, again with cost and a non-trivial learning barrier to entry. 
 
BEST PRACTICES IN KBE 
COE is a professional organisation of users of Dassault Systemes Product Lifecycle 
Management (PLM) products including CATIA among others.  This site has an active KBE 
discussion forum in which members share ideas related to KBE technologies and work 
practices.  The discussion board format involves engineers and developers from both industry 
and academia, with discussions of both and as such a beneficial balance between theory and 
practicality.  One of the outcomes of this the development of a working technical document 
titled “Best Practices in KBE” that specifies methods for automating engineering processes 
(Prasad, 2007).  The document is still in draft form, but aims to include contributions from 
numerous engineers with experience in automating engineering processes.  
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AUTOMATION CAPABILITIES IN OTHER CAD / CAE PACKAGES 
Several major vendors of engineering CAD and CAE systems feature methods for automating 
processes through macros, scripting languages, modelling languages, APIs, and more 
advanced features.  Examples include:  
 
Knowledge Fusion for Unigraphics NX and NX.  Unigraphics NX, and its successor NX is 
a CAD/CAE/CAM and PLM system owned by Siemens (previously by EDS and UGS), and 
is one of the main competitors to the CATIA system described above.  Unigraphics/NX 
supports automation in several ways similar to the CATIA system.  The programming and 
customisation methods are provided through a common framework that consists of: 
1) API access in several languages including .NET, Java, C++ and others that can be 
accessed through common programming environments.  
2) The “Knowledge Fusion” module used for developing knowledge based 
applications through (Siemens, 2008).  Knowledge Fusion is a suite of tools termed 
“Knowledge Fusion” that are used for capturing engineering product and process 
knowledge in a similar way to the KnowledgeWare workbench for CATIA.  
Captured knowledge is structured in an executable way that can be searched by 
designers for application in new product models, or applied to the models 
automatically when certain conditions are satisfied  (EDS, 2002).  Generative 
capability is provided through the association of captured knowledge with 
geometric elements and features of the product model, allowing knowledge based 
features to be recalculated and updated based on changes in underlying geometry. 
3) A “Journaling” feature records actions of users performing tasks in the NX system 
and represents these actions in a script file that can be edited and enhanced with 
programming commands to produce applications for automating repetitive tasks, 
reducing the time spent on low level tedious tasks (Siemens, 2007). 
   
Patran Command Language (PCL) for Patran. Patran is a widely used Finite Element 
Modelling (FEM) system developed by MSC Software for analysis of the response to 
components under load.  The development of analysis models and processing of results using 
FEM software is characterised by highly manual and time consuming tasks.  PCL is an API 
language for developing applications to automate tasks in the Patran environment (MSC 
Software, 2008) including: 
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• Automated analysis (e.g. Melis, 1995) 
• Automated processing and summarising of analysis results 
• Customisation of analysis methods 
• Integration of Finite Element methods with in-house software tools 
 
 
2.2.5 Engineering Tools 
In today’s aerospace engineering industry, aircraft and other aerospace products are 
developed almost entirely using computerised methods.  Engineering tools used for producing 
components include: 
• Computer Aided Design (CAD) software for drawing and visualising 3D 
structural models. 
• Computer Aided Engineering (CAE) software for analysing response of 
components to a range of loads. 
• Computer Aided Manufacturing (CAM) software for generating manufacturing 
data. 
• Computer Aided Process Planning (CAPP) software for optimising 
manufacturing procedures. 
 
This various categories of engineering software are collectively termed CAx software.  
Many individual CAx software packages represent product data in proprietary data structures.  
The use of these proprietary formats presents difficulties in exchanging product data between 
software packages for different processes in the development lifecycle.  By way of example, 
the general process for the design of structural components involves the development of a 
geometric model in CAD, which undergoes analysis in CAE software to validate the design 
against the specified loading.  Using current methods and technologies, the most common 
methods for exchanging the geometric data is through standardised, or neutral, formats (such 
as IGES or STEP) which can be interpreted by most systems.  These neutral formats generally 
describe geometry only, and do not preserve the modelling process, nor any additional 
features which may be included in CAD environments (such as association of parameters and 
automatic constraints).  This standardisation process results in a loss of product data which 
must be built up again in the CAE software package which typically include only a limited set 
of geometry tools, resulting in significant bottlenecks in the transition from design to analysis 
processes. 
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Recent development in CAx technologies has been oriented towards integrating design 
and analysis tools into a single software package, eliminating the need for exchanging product 
data.  Such combined software packages are generally high cost and will take a long time to 
be adopted by much of the industry.  There is a strong potential for increasing efficiency, by 
better linking the various tools and datasets used different at various stages of the design. 
2.2.6 Examples of GKNAES Automation Applications  
As mentioned above, the project industry partner, GKNAES, develops automation solutions 
for both customers and internal use.  Examples of small selection of these tools are discussed 
below. 
 
FINITE ELEMENT RESULTS INTERROGATION TOOL 
The Finite Element Results Interrogation Tool (FERIT) is a toolkit that forms a layer between 
Finite Element (FE) data and “hand calculation” spreadsheets, scripts, programs, etc. 
(GKNAES, 2008).  FERIT was developed by GKNAES to support common stress analysis 
tasks, and is useful for reducing the tedious and time consuming task of manipulating large 
data sets for performing common operations including: 
• Scaling results 
• Aligning results 
• Averaging results over a group of elements 
• Generating custom equations results 
• Filtering results 
• Morph results from one model to the topology of another 
• Combining and comparing results 
• Adding results files together 
• Minimum / Maximum results 
 
FE geometry and results information can be read in different formats including SLIM 
and OP2 (output from NASTRAN).  A screen capture of the FERIT application is given in 
Figure 2-8.  Some of the features and capabilities of the FERIT application include the 
following (GKNAES, 2008): 
• Provide quick and easy access to results 
• Output results to CSV, EXCEL, SLIM .results files 
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• Allow manipulation of results – Aligning, Sorting, Averaging etc 
• Output gathered at any node 
• Handle thousands of load cases at once 
• Handle many result types at once 
• Present data in 3D visualiser 
 
 
Figure 2-8: Screen capture of the FERIT application developed by GKNAES 
(GKNAES, 2008) 
 
STIFFENED PANEL ANALYSIS TOOL 
The Stiffened Panel Analysis Tool (SPAT) automates analysis of structural components 
featuring integrally machined metallic stiffened panels (Smith, 2007), (GKNAES, 2008).  The 
SPAT application automates data collection by having users interact with the CAD model 
rather than having to extract lengths, thicknesses etc. and then rewrite these values into a 
separate analysis package.  Analysis calculations performed by SPAT are in two parts: panel 
analysis and stiffener analysis and are based on conventional empirical methods (i.e. 
equations equivalent to hand calculations).  A Screen capture of the SPAT application is given 
in Figure 2-9. Some features and capabilities of the SPAT application include (Smith, 2007), 
(GKNAES, 2008): 
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• Eliminates typographical and transposition error occurrence. 
• Enforces a consistent approach to the analysis when performed by different 
analysts. 
• Provides a drastic reduction in analysis time for complex analysis tasks. 
• Used extensively by Northrop Grumman and GKNAES in the F-35 Joint Strike 
Fighter centre fuselage design. 
 
It was estimated that the time required to perform manual analysis of a panel or stiffener 
analysis feature was approximately two hours, which included data extraction from the CAD 
model, modelling the analysis feature, setting up the analysis model, running the analysis and 
interpreting and summarising results (Smith, 2007).  This was compared to an average 
solution time of several minutes (for an average of 140 load cases) when using the SPAT 
application (Smith, 2007). 
 
 
Figure 2-9: Screen capture of the SPAT application developed by GKNAES  
Left: SPAT User interface, Right: Interaction with CAD model for data collection (GKNAES, 2008) 
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GKN FASTENER LAYOUT UTILITY 
GKNAES also has the capability to develop application add-ons such as the GKN Fastener 
layout utility which simplifies and automates the placement of standard fasteners within 
CATIA assembly models.  This application provides the ability to automatically update 
fastener positions when part changes occur, and provide analysis input for fastener analysis 
direct from the CAD data.  A planned extension of the software is to produce NC drill data for 
automated drilling machines.  A screen capture of the GKN Fastener Layout Utility is given 
in Figure 2-10. 
 
 
Figure 2-10: Screen capture of the GKN Fastener Layout Utility developed by GKNAES 
(GKNAES, 2008) 
 
 
2.3 Generalised Automation Application Development Processes 
This section describes the generally accepted process for developing KBE applications.  There 
are seven main phases of the KBE application development process and include: Problem 
Identification, Feasibility Analysis, Knowledge Acquisition, Knowledge Modelling, System 
Design and Development, Integration and Validation, and Deployment and Ongoing Support. 
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Different methodologies often have variations of these key processes, either referring to 
them by a different name, incorporating multiple processes into a single phase, or further 
division of the phases into smaller parts.  However, almost all methodologies will include 
these fundamental steps at some point in the KBE application development. 
Each of the seven phases is described below.  Following this, two case studies of 
popular KBE methodologies: CommonKADS and MOKA are described providing context of 
the commonly accepted process for developing KBE applications and the level of detail 
required for implementing these phases. 
 
 
2.3.1 Human Agents Involved in KBS Development: 
A number of human roles are involved in the development of a KBE solution, summarised in 
Table 2-3. 
 
Table 2-3: Human roles in KBE application development process  
AGENT CHARACTERISTICS 
Expert - Knowledge Provider 
- Has domain experience 
- Plan for domain familiarization (introducing a beginner to  
   given domain). 
 
Knowledge Engineer  
 
- System analyst 
- Not domain expert 
- Liaise between domain and system 
 
System Developer 
 
- Implements KBS on target platform 
- Design / implementation expertise (e.g. software designer) 
- Knowledge analysis (use level) 
 
Knowledge User  - System user 
 
Knowledge Manager 
 
- Business level strategy 
- Follow-up, reuse 
 
Project Manager 
 
- Planning 
- Scheduling 
- Communication with client 
 
 
 
2.3.2 Problem Identification  
The decision to investigate an automated solution to a problem is generally caused by a 
perceived business need or opportunity, usually as a result of a gap in capability, process 
shortfall or a desire for new capabilities.  In this first phase, an identified problem is analysed 
and assessed for suitability to develop automated methods for its solution.  The key activities 
in this phase include formal definitions of the following. 
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OBJECTIVES AND REQUIREMENTS 
Objectives detail the desired outcomes and performance of the system in general terms.  
Requirements are a translation of the objectives into a series of measurable characteristics. 
The desired level of automation to be provided by a KBS must be determined early in 
the project.  The requirements should be thoroughly defined.  There can be some movement in 
requirements as the project progresses, but it should not be left as an open development 
exercise. 
 
SCOPE AND ROLE 
The system role specifies where the resulting application will be placed in the total process.  
This includes a breakdown of the original problem into sub-processes and identification of the 
sub-processes that will be facilitated by the automated solution, and those that will be 
completed by engineers, and the interfaces between hardware, software and human operators.   
The system scope refers to the detail and complexity to be delivered by the automated 
application and can vary widely.  (Brown, 2006) has divided system complexity into four 
main areas summarised below. 
1) Automation of narrow tasks. Includes automating rudimentary tasks such as 
drawing tools used for building digital models (e.g. lines, circles, etc.).   
2) Automation of model and data abstraction.  Provides higher level operations 
which can be performed on the former which add detail, or knowledge, to the 
product (e.g. geometry operations such as mid-surface extraction, de-featuring 
tools, and programming tools such as APIs). 
3) Automation of a documented design process.  Automates a complete engineering 
task consisting of a number of lower level sub-tasks covered by either of the first 
two levels into a single process where the user specifies critical parameters.   
4) Discovering solutions to unique problems. Applies reasoning, or semantics, from 
a library of multidisciplinary knowledge and experience of varying types to solve 
new problems situations occurring within the domain of knowledge. 
 
PROJECT PLAN 
The goal of the project plan at this point in the development of the automated solution is to 
provide an initial estimate of scheduling and cost of the solution.  The project plan should 
include the following: 
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• A breakdown of the entire development process into a series of sub-tasks for which 
required time can be estimated. 
• Identification of tasks that rely on others and those that can be completed alongside 
others. 
• Specification of measurable milestones  
• An estimate of resources required to complete the task (including human, hardware, 
software, etc.). 
 
The specification of Objectives and Requirements, Scope and Role, and the Project Plan 
is an iterative process, which may not succeed in the first instance.  In cases where a project 
proposal is rejected for reasons of time or cost, a reduction of system requirements may still 
provide a tangible saving in time and cost over traditional methods, that can be met with an 
achievable schedule and budget. 
 
2.3.3 Feasibility Analysis 
Feasibility analysis estimates the level risk in achieving a successful outcome.  Risk is 
assessed on a number of different levels, including technical risk and business risk.  
Following the problem identification and risk assessment sub-tasks, approval from 
management is required to proceed with application development. 
 
TECHNICAL RISK 
Technical risk estimates the ability of the resulting system to meet the success criteria, and 
will largely depend on two main factors:  
1) The organisational skill set.  Skills and knowledge in a number of areas from 
various personnel is required including: problem domain knowledge, in knowledge 
capture and modelling processes, software development practices. 
2) The current level of relevant technology.  Technology that can be applied to the 
solution as is or with minor changes will be of less risk than developing new 
technology or methods from the beginning. 
? 62 ? 
BUSINESS RISK 
Business risk estimates the ability of the system to be delivered on time and on budget.  The 
following factors are considered in business risk assessment. 
1) Return on investment.  The system must be projected to deliver a saving in either 
scheduling or cost over manual processes for development to be worthwhile.  
2) Availability of resources.  Sufficient resources must be available to facilitate 
development including cost, personnel and hardware. 
 
PROJECT APPROVAL 
Following planning processes in the first phase and assessment of risk and suitability of the 
identified problem to automation, a decision is made whether to proceed with application 
development.  In the case of a positive result, developing commences as per the project plan, 
with the next phase involving Knowledge Acquisition.  In the case of a negative decision, it 
may be worth investigating if a change in requirements can reduce the level of risk and gain 
management approval. 
 
2.3.4 Knowledge Acquisition 
The goal of the Knowledge Acquisition (KA) process is to capture all relevant product and 
process knowledge required for the identified task to be automated.  Knowledge Acquisition 
is often regarded as the most complex part of the development process, due to the intangible 
nature of knowledge and the complexity of human problem solving methodologies and 
thought processes. 
 
KNOWLEDGE TYPES 
One of the most fundamental concepts in KBE is that of knowledge itself.  Knowledge is 
required to define and solve the identified problem.  Knowledge is an abstract entity.  It is the 
set of concepts, methods, rules and experience implemented in defining and solving an 
engineering task.  Knowledge can be categorised into numerous classes (Epistemics, 2005): 
• Explicit / Tacit: easily articulated / not easily articulated 
• Concept / Process: domain knowledge / inference knowledge 
• Generic / Specific: applies across many situations / applies to a limited set of 
situations 
? 63 ? 
Explicit knowledge is that which is relatively simple to articulate and represent.  
Examples may include quantitative facts such as parameters, formulas, and documented 
design rules.  The extraction of explicit knowledge is a relatively straight forward task, with 
well defined methods (described below). 
Conversely, tacit knowledge is generally more difficult to define.  The main difficulty 
with collecting tacit knowledge is that often domain experts in a particular field do not 
consciously realise the knowledge they are carrying.  In many cases, they are not aware of the 
mental processes that are executed, and the product development process becomes second 
nature.  The extraction of tacit knowledge remains one of the significant challenges and areas 
of research in KBE.   
Since there are many different types of knowledge, it follows that the there are 
numerous methods for the representation and structuring of knowledge within a KBE system 
in a manner suitable for input into algorithmic processes. The following points taken from 
(Junghanns, 2000), describe some of the characteristics used to represent knowledge in a KBE 
system:  
• Grouping knowledge entities (classes, taxonomies and instances) 
• Relationships between knowledge entities (hierarchical, inheritance, assembly, 
connection, and reference) 
• Properties of knowledge entities described by attributes 
• Constraints on knowledge entities (arithmetic and geometric constraints, number 
domain and finite discrete domain constraints, and logical expressions) 
• Different levels of abstractions used to represent knowledge entities (levels related 
to relationships, e.g. “part of”) 
• Static knowledge categories (functions, structures, behaviours, states, constraints, 
statistics etc. and their relationships) 
• Dynamic knowledge categories (requirements, design descriptions, unsolved sub-
goals, conflicting decisions) 
 
PLANNING 
Planning prior to knowledge extraction is essential to ensure all relevant product and process 
knowledge is captured, knowledge sources are available as required, and any disruption to 
business processes is minimised.  The goal of the planning activity is to identify the scope and 
extent of knowledge required to perform tasks, and determine the sources of this knowledge.  
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The result of this activity is a detailed plan of the entire knowledge extraction process 
including techniques to be used, scheduling, and requirements for availability of resources.  
The planning activity generally consists of the following steps (Lieu, 1990): 
• Understand the domain.  Knowledge engineers will generally be given an 
introduction to the task to be automated to familiarise themselves with the 
objectives of the problem, the desired inputs and outputs, and a rough outline of the 
current process.  This familiarisation is generally facilitated by an unstructured 
interview with those currently responsible for the task.  The results of this meeting 
are then used to develop a plan for a more detailed and formalised knowledge 
collection process. 
• Identify domain experts and users.  It is important to involve both domain 
experts who possess the process and product knowledge, and anticipated users of 
the system if this will differ.  It should be recognised that different experts contain 
unique knowledge and have different experiences and perspectives on the design 
processes.  Multiple domain experts should be consulted.   
• Identify other knowledge sources. Alternate sources of knowledge such as 
documentation and knowledge repositories than can be accessed providing product 
knowledge.  Experts should be selected to ensure adequate coverage  
• Define problem scope.   
• Identify type of application. 
• Develop process models. Based on initial KA methods (described below), a 
process flow chart is developed that summarises the major steps for existing 
techniques  
• Plan KA sessions.  Detailed plans of knowledge extraction sessions with domain 
experts that are tailored to the specific problem are developed.  Session plans 
should be optimised to ensure efficient use of the expert’s time, maximising both 
the volume and quality of knowledge required.  Session plans will include time 
requirements of knowledge sources, as well as techniques to be used for acquiring 
knowledge (discussed below) and any additional resources or tools required to 
facilitate the capture process.  
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ACQUISITION TECHNIQUES 
The development of techniques for KA has received significant research effort from both 
knowledge engineering and psychology fields over the last two to three decades.  Many 
extraction techniques have been developed for eliciting knowledge from various sources with 
varying levels of complexity and formality, and a very large body of literature is available on 
the subject.  Examples include (Burge, 2008), (MacIntyre, 2008), (Strohmaier, 2007), 
(Epistemics, 2005), (Marakas, 2003), (Blythe, 2001), (MOKA Group, 2000), (Junghanns, 
2000), (Kim, 1999), (Kingston, 1997), (Gil, 1994), (Lieu, 1990), among many more.   
The approach for eliciting knowledge can be manual, automated, or a combination of 
both.  Manual techniques are predominately used for developing automated applications for 
engineering.  Table 2-4 provides a brief description of some common manual knowledge 
extraction methods, collected from a number of sources as indicated below. 
One of the most significant problems encountered when eliciting engineering knowledge 
is the lack of a single method that can effectively cover the full spectrum of knowledge types.  
Each of the techniques listed in Table 2-4 below is suitable for capturing particular types of 
knowledge ranging from explicit to tacit knowledge, and domain to process knowledge.  
Figure 2-11, reproduced from (Epistemics, 2005) for clarity, shows the scope of some of the 
KA techniques listed above over the spectrum of knowledge types.  In can be seen in this 
diagram that some KA techniques are applicable over broader range of knowledge types than 
others, but in the majority of cases, a combination of a number of different techniques is 
usually required to adequately capture all relevant knowledge.   
For example, the most common and well established method of extracting knowledge 
involves interviews with domain experts in several formats (unstructured, semi-structured, 
structured) and interpreting expert responses into informal knowledge models consisting of 
objects, processes, rules, etc., as described below.  However limitations of interview 
techniques (described above) restrict the type of knowledge that can be collected to explicit 
knowledge that is generally well categorised within the expert’s mind.  Tacit knowledge, 
which is often a much higher value asset, must usually be gathered using more in-depth 
techniques, thus it must be recognised that interviewing domain experts alone is generally not 
sufficient to obtain accurate and complete knowledge models of the problem under 
investigation. 
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Aside from limitations in the elicitation techniques themselves, manual KA processes 
also has limitations in terms roles of both the domain expert and knowledge engineering in 
each others fields.  Domain experts can have difficulties in understanding knowledge 
acquisition and modelling processes, thus cooperation from the expert is necessary.  In 
addition, it can be difficult for an expert to explain the thought process and rationale behind 
design decisions based on tacit knowledge in words.  By the same token, the experience and 
skills of the knowledge engineer can be closely linked with success of the automation 
exercise.  Also, as is a major theme in this research, the knowledge engineer may not 
understand the business priorities or processes, and extend KA and KM activities beyond the 
intended scope for practical implementation within the organisational context. 
 
 
 
Figure 2-11: Applicability of knowledge extraction techniques  
Reproduced from (Epistemics, 2005) 
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Table 2-4: List of knowledge acquisition techniques and their classification 
Source: (Burge, 2008)1, (MacIntyre, 2008)2, (Strohmaier, 2007)3, (Epistemics, 2005)4,  
(Marakas, 2003)5, (MOKA RouteMap, 2000)6, (Lieu, 1990)7  
 
INITIAL COLLECTION TECHNIQUES 
• Tutorial6 
• Unstructured 
interviews1,2,3,4,5,6,7 
• Semi-structured interviews1,4 
• Questionnaires1,2 
DESCRIPTION:  
• Most common KA techniques 
• Used to gain an understanding into the amount and type of information required to 
solve a problem 
• Often used in the planning KA process 
 
PROCESS:  
• Usually involves informal conversations with domain experts with loose goals to 
investigate the extent of knowledge required. 
• Begin with general questions and explore deeper as interviewer decides 
 
SCOPE:  
• Can obtain both conceptual and procedural knowledge 
• Determine the scope of knowledge to be collected (planning phases) 
 
LIMITATIONS:  
• Tacit knowledge is often limited  
• More complex subjects require high levels of concentration 
• Time consuming 
• Tendency to hear what we want to hear instead of what is being said 
• Tend to miss heuristics of the expert’s knowledge 
 
IN-DEPTH COLLECTION TECHNIQUES 
• Structured (focused) 
interviews1,2,3,4,5,6,7 
• Forward scenario simulation  
• Example solving 
• Introspection6 
• Hierarchy-generation 
techniques4 
• Matrix-based techniques4 
• Laddering1,4 
• Sorting techniques1,4 
• Diagram-based techniques1,4 
DESCRIPTION:  
• Goal oriented, detailed collection of knowledge. 
• Provides significantly more detail than initial techniques 
• Aids construction of informal knowledge models. 
 
PROCESS:  
• More formalised conversations with domain experts with specific outcomes to be 
reached.  Pre-planned questions design to invoke responses that reveal key 
information related to aspect of problem domain in prioritised order 
• Hierarchy: build taxonomies or other hierarchical structures such as goal trees and 
decision networks 
• Diagram: Generation and use of concept maps, state transition networks, event 
diagrams and process maps 
• Matrix: construction of grids indicating such things as problems encountered 
against possible solutions 
• Sorting: entities (cards) are arranged into ordered sets to provide insight into 
classification. 
 
SCOPE:  
• Determine: what, how, when, who and why of problem domain 
• Identify domain knowledge objects (classes, attributes, relationships) 
• Identify relationships between knowledge objects 
• Identify similarities / differences between classes of concepts. 
• Gain insight into the key aspects, properties or categories and their relative 
priorities. 
• Capture the way people compare and order concepts 
 
LIMITATIONS:  
• Time consuming 
• Individual techniques are effective over a limited area of spectrum of knowledge, 
requiring numerous techniques to be used 
• Greater control and discipline is required, 
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Table 2.4 Continued 
VERIFICATION TECHNIQUES 
• Case study analysis1,2 
• Walk through1,2 
• Commentary / Thinking aloud 
• Observation (direct or 
indirect)1,2,4,6 
• Inquisitive observation6 
• Teach-back1,4.6 
• Paper review / review6 
• Critical incident reporting7 
• Peer-group critique6 
• Retrospective case description 
 
 
DESCRIPTION:  
• Validation and verification of knowledge collected. 
• Usually involves practical examples and case studies. 
 
PROCESS:  
• Observation techniques: knowledge engineer observes experts working on 
problem in real world environment.  Can be of two types: 1) knowledge engineer 
watches passively (to prevent influencing process), and 2) knowledge engineer can 
interact with expert by asking questions, etc.  Debriefing after observation task can 
add more detail. 
• Commentary: Expert performs task verbalising decisions and actions 
• Teach-back techniques: knowledge engineer explains their own interpretation of 
the domain / process knowledge and expert determines whether this knowledge is 
correct / complete and fills gaps. 
• Case techniques: practical cases within the domain are explored in detail.   
 
SCOPE:  
• Broad structure of expert knowledge 
• How knowledge is applied in practical situations 
 
LIMITATIONS:  
Observation techniques:  
• Underlying reasoning in the expert’s mind is usually not revealed by his or her 
actions 
• Knowledge engineer’s role is passive 
• Tend only to obtain a general overview of expert knowledge 
• Success can be dependent upon cases studied 
 
 
GROUP COLLECTION TECHNIQUES 
• Brainstorming1,5,6 
• Brainstorming with 
Consensus6 
• Delphi technique6 
• Nominal group (voting)1,6,7 
• Consensus decision making6 
• Computer-aided group 
sessions 
DESCRIPTION:  
• Methods for acquiring knowledge from multiple experts 
• Purpose is to generate ideas that may otherwise not be elicited in individual 
sessions. 
• Provides consensus on knowledge and facts relating to a problem domain and 
methods for its solution. 
 
PROCESS:  
• Stimulus introduced to experts in form of question, problem or scenario, and 
discussion is encouraged.  Results are recorded (audio or video) and are analyses in 
further processes. 
• In cases where there is disagreement between experts in the best practices for a 
given task, voting can be employed (provided both produce valid results). 
• Can introduce anonymity to some group techniques to reduce excessive influence of 
dominant personalities 
 
SCOPE:  
• Results in compromised solutions to problems 
• Can cover wider spectrum of knowledge than single experts individually 
• Reduced errors (average) 
 
LIMITATIONS:  
• Conflicting opinions with group members 
• Dominating personalities 
• Scheduling difficulties 
• Time consuming 
• Time during meeting must be managed effectively to avoid wasting time 
(discipline) 
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Table 2.4 Continued 
SUPPLEMENTARY TECHNIQUES 
• Protocol analysis1,7 
• Discourse analysis1,7 
• Repertory grid analysis1,7 
• Document analysis1 
DESCRIPTION:  
• Supplementary techniques are based on results on both initial and in-depth 
collection techniques, providing an opportunity to further explore issues that were 
not covered in sufficient detail due to either time constraints or limitations of the 
techniques used. 
• Some techniques overlap with verification techniques 
• Some techniques are also used in automated KA systems. 
 
PROCESS:  
• Protocol generation: transcripts of commentary and think-aloud processes are 
analysed to determine knowledge objects, attributes and relationships 
• Discourse analysis: transcripts of interviews are analysed and individual phrases 
and sentences are associated with key domain concepts, and the purpose and 
required knowledge of each phrase/sentence is decomposed. 
• Repertory grid analysis: matrix based KA techniques that can be used to represent 
concept properties in a way which can be easily categorized, sorted, and measured.  
Traits relating to a set of identified concepts and specify relationships between 
individual objects are systematically defined.   
 
SCOPE:  
• Protocol: Captures knowledge of procedures and rationale (no delay between 
processes and reporting) 
• Repertory grids: Capture subjective data, domain knowledge components and 
relationships. 
 
LIMITATIONS: 
• Difficulties with large number of domain objects 
• Difficulties identifying traits of some objects 
• Only elicits the results of problem-solving exercises 
 
 
A number of these techniques are implemented in developing an automated application 
later in this thesis.  The techniques listed above are general guides only.  The KA process 
should be tailored to suit the knowledge engineer, domain experts and must fit appropriately 
within the organisational context.   
Numerous software packages are available facilitate manual knowledge capture 
processes, providing a semi-automated approach to KA.  These KA packages typically 
include tools for defining knowledge in detail (through forms and templates), specifying 
relationships such as inheritance, composition, etc. (through the construction of diagrams), 
and structuring knowledge by linking knowledge objects and types to indicate 
interdependencies (through specification of hyperlinks between forms, templates, and charts, 
etc.) (Blythe, 2001). Example of KA software include PCPACK (Epistemics, 2005), EXPECT 
(Tallis, 2001), (Gil, 1994), the MOKA Tool for implementing the MOKA methodology 
(MOKA Group, 2000), and numerous others. 
In an effort to minimise limitations of manual KA processes, fully automated 
approaches to eliciting knowledge have been proposed such as rule induction and machine 
learning, though these will not be discussed in detail. 
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VERIFY / VALIDATE 
The final task in the KA process is a verification and validation process to ensure all 
knowledge collected is complete and correct.  Validation refers to the structure and accuracy 
of the acquired knowledge, while verification refers to the completeness of the collected 
knowledge in describing the problem and methods for its solution (Marakas, 2003).   
The verification and validation processes should be conducted with reference to original 
system requirements specified in the Problem Identification and Feasibility Analysis phases 
of development.  Some key indicators for assessing validity can include the following 
(Marakas, 2003): 
• Accuracy 
• Adaptability 
• Adequacy 
• Breadth 
• Depth 
• Generality 
• Precision 
• Realism 
• Reliability 
• Robustness 
• Usefulness 
 
 
 
 
2.3.5 Knowledge Modelling 
The goal of the Knowledge Modelling (KM) process is to formalise and structure knowledge 
collected in the KA.  As there are a number of techniques for extracting product and process 
knowledge each suited to a particular type of knowledge, there exists a number of methods for 
modelling and representing knowledge in different formats and levels of abstraction. 
KM is a discipline itself with numerous methodologies described including 
CommonKADS (Schreiber, 1994) and Object-Modelling Technique (OMT) (Rumbaugh, 
1991).  These methods use Universal Modelling Language (UML) and Object-Oriented (OO) 
techniques including class, activity and state diagrams, and principles of inheritance, 
association and abstraction.  In these methodologies, knowledge is treated as a set of objects 
sorted into categories, each with various properties and interrelationships describing the 
problem domain.  Rules are then formulated based on this knowledge and implemented as “IF 
{condition}, THEN {statement}” rules. 
 
CLASSIFICATION OF KNOWLEDGE OBJECTS 
Individual “pieces’ of knowledge are referred to as knowledge objects and are typically 
classified into a number of categories (Epistemics, 2005). 
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• Concepts.  The set of knowledge objects that comprise a domain.  Described by 
attributes and values and relationships between other knowledge objects.  
Equivalent to classes in computer science, and nouns in grammar. 
• Instances.  Instance of a concept or class.  Inherits all attributes and values of 
governing concepts, but may be overridden. 
• Processes. Tasks and activities performed from an initial state to reach a target 
state, or achieve a goal.  Described in terms of other knowledge objects which take 
the form of inputs, outputs, resources, roles and decision points. 
• Attributes and Values.  Set of properties of concepts.  Attributes are property 
fields, and Values are specific values against attributes. 
• Rules.  Constraints applied to knowledge, invoking actions.  Described in the form 
“IF {condition} is true, THEN do {statement}”.  When rule condition is met by an 
objects state, the component set of actions are executed. 
• Relationships.  Describe interactions between knowledge objects. Relationship 
types include “A kind of” (hierarchical), “Is a” (inheritance), “Consists of” 
(assembly), “Connected to” (connection), “Reference to” (reference).  Often 
represented by arrows on knowledge model diagrams. 
 
TECHNIQUES FOR MODELLING KNOWLEDGE 
As there are numerous knowledge acquisition techniques for extracting knowledge from 
various sources, there exists several techniques for representing knowledge for 
implementation in software.  Three groups of techniques are described by (Epistemics, 2005), 
including hierarchical representation in Ladder Diagrams, diagrammatic representation in 
Network Diagrams, and tabular representation in Matrices and Forms.  Examples of some 
representation techniques in these three areas are summarised in Table 2-5 with examples 
given in Figure 2-11, Figure 2-12, and Figure 2-13 (Epistemics, 2005).  These methods can be 
formally defined in methodologies including OMT (Rumbaugh, 1991), UML (Object 
Management Group, 2008), CML (Studer, 1998), MML (MOKA group, 2000), IDL (Tata 
Technologies, 2008), DesignKARL (Angele, 1998), and others. 
? 72 ? 
 
Table 2-5: List of knowledge modelling techniques 
Source: (Epistemics, 2005) 
LADDERS 
• Concept Ladder • Hierarchical representation of concept classes into component sub-types, 
also known as a taxonomy. 
• Sub-items are related to high level items through “is a” relationships. 
 
• Composition Ladder • Hierarchical representation of knowledge object into component sub-parts 
(Figure 2-12 Left).   
• Sub-items are related to high level items through “part of” relationships. 
 
• Decision Ladder • Hierarchical representation of decisions into component possible actions 
• Advantages and disadvantages for each action are stored 
 
• Attribute Ladder • Hierarchical representation of attributes and values 
 
• Process Ladder • Hierarchical representation of processes (tasks and activities) into 
component sub-processes (sub-tasks and sub-activities). 
• Sub-processes are related to high level processes through “part of” 
relationships 
 
 
NETWORK DIAGRAMS / SEMANTIC NETWORKS 
• Concept Map • Flow diagram representation of knowledge objects and relationships (also 
called entity relationship diagram) (Figure 2-12 Right). 
− Objects represented by nodes 
− Relationships represented by arrows 
 
• Process Map • Flow diagram representation of processes.  How and when processes, tasks 
and activities are performed 
• Includes: Inputs, Outputs, Resources, Roles, Decisions 
 
• State Transition Network • Possible concept states represented by nodes 
• Processes and events causing transitions represented by arrows 
 
 
TABLES AND GRIDS 
• Frames • Tabular representation of concept knowledge including attributes and 
corresponding values (Figure 2-13) 
 
• Timeline • Tabular representation of time dependant process or role knowledge.   
− X-Axis: Time  
− Y-Axis: Phases, processes, tasks (Figure 2-2 above) 
 
• Matrix • Two dimensional grid-based representation of knowledge objects.   
− Given knowledge types populate row headers 
− Comparison knowledge type populate column headers 
− If a relationship exists between two row and column header knowledge 
objects, the corresponding grid node is labelled appropriately (e.g. 
Boolean value, text label, etc.) 
 
• Forms • Relationships between concepts, or other types of knowledge, are 
represented by hyperlinks 
• Example of use of forms in MOKA informal knowledge model (discussed 
below) 
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Figure 2-12: Ladder structure (left) Map structure (right) 
Left: Composition Ladder for a “brain”, Right: Concept Map for an “ink pen”, (Epistemics, 2005) 
 
 
 
Figure 2-13: Table and grid models: Frame structure for a “novel” (book) 
(Epistemics, 2005) 
 
ONTOLOGIES   
Ontologies are high level methods for formally representing knowledge to facilitate 
construction of machine readable knowledge models.  Their use is specified in numerous 
modern KBE methodologies as a means for representing domain knowledge formally.  The 
use of ontology representations for implementation in intelligent systems is receiving 
significant research effort worldwide (Benjamins, 1998), (Guarino, 1998, 1995), (Studer, 
1998), (O'Leary, 1998), (Borst, 1997), (Uschold, 1995), (Gruber, 1993) with several more 
found in (Clark, 2008) and (Denny, 2002). 
A more detailed definition of ontology is described by described in (Studer, 1998), 
originally from (Gruber, 1993) and (Borst, 1997): “An ontology is a formal, explicit 
specification of a shared conceptualisation”.  The terms used in this definition of ontology are 
further clarified by (Studer, 1998) in terms of the following: 
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• Conceptualisation: refers to an abstract model of some phenomenon through 
identification of relevant concepts that define that phenomenon. 
• Explicit: refers to type of concepts, and constraints on their use are explicitly 
defined 
• Formal: refers to machine readable 
• Shared: refers to consensual knowledge (accepted as fact by a group) 
 
Ontologies can be of different types including Domain, Generic, Application and 
Representational (Studer, 1998).  These different ontology types represent static knowledge 
independent of problem solving methods.  However in the development of KBE systems, 
knowledge relating to problem solving methods is required to automate of processes.  
Accordingly, method and task ontologies are developed.  
The following method for constructing ontologies is a direct quote from an online article 
by (Denny, 2002): 
 
1) Acquire domain knowledge 
Assemble appropriate information resources and expertise that will define, with 
consensus and consistency, the terms used formally to describe things in the 
domain of interest. These definitions must be collected so that they can be 
expressed in a common language selected for the ontology. 
 
2) Organize the ontology 
Design the overall conceptual structure of the domain. This will likely involve 
identifying the domain's principal concrete concepts and their properties, 
identifying the relationships among the concepts, creating abstract concepts as 
organizing features, referencing or including supporting ontologies, distinguishing 
which concepts have instances, and applying other guidelines of your chosen 
methodology. 
 
3) Flesh out the ontology 
Add concepts, relations, and individuals to the level of detail necessary to satisfy 
the purposes of the ontology. 
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4) Check your work 
Reconcile syntactic, logical, and semantic inconsistencies among the ontology 
elements. Consistency checking may also involve automatic classification that 
defines new concepts based on individual properties and class relationships. 
5) Commit the ontology 
Incumbent on any ontology development effort is a final verification of the ontology 
by domain experts and the subsequent commitment of the ontology by publishing it 
within its intended deployment environment. 
 
As with several other KBE processes, the development ontology knowledge models is 
often facilitated by software applications, called ontology editors.  Several of these software 
applications are reviewed by (Denny, 2004, 2002).  One such example is the PROTÉGÉ-II 
system developed at Stanford University.  PROTÉGÉ-II is a free open-source platform that 
provides tools to construct domain models and with ontologies (Stanford, 2008). 
 
 
Figure 2-14: Screen capture of the PROTÉGÉ-II ontology editor 
(Stanford, 2008) 
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2.3.6 System Design and Development  
Following completion of the KA and KM process, development of the KBE application, or 
KBS, begins.  Inputs into this process are the knowledge models that describe the problem 
and its solution, and specific user requirements defined in the first two lifecycle phases.  
Development teams should be multidisciplinary, with engineers and programmers working 
together throughout the whole process to ensure final outputs are accurate, relevant, and easy 
to use (Smith, 2005).  This section provides brief detail of the generic structure of KBSs, 
inference techniques used on stored knowledge to solve problems, and development practices. 
 
DESIGN 
A software planning or design process is required to determine the way in which functionality 
required from the software system will be realised through various system components.  The 
software design phase is often completed diagrammatically using UML or a similar 
methodology.  Whereas one of the specific goals of the previous KM phase was to produce an 
implementation-independent representation of knowledge required to describe the problem 
and its solution, the software planning task aims to produce a system design using the 
knowledge model as a basis for a software platform to automate the task, while remaining 
independent upon the specific knowledge stored in the knowledge base.  The planning process 
includes the specification of classes, attributes, methods and functions that comprise the main 
components of the KBS (discussed below). 
 
STRUCTURE 
KBSs are artificially intelligent systems that implement knowledge of domain and process 
knowledge from an externally stored rule based.  The structure of KBSs will vary depending 
on the type of system to be developed (e.g. generalised knowledge based system, expert 
system, fuzzy system, etc.  Typical KBS components include the following (also represented 
in Figure 2-15) (Ho, 2001) (Lakner, 2008) (De Kock, 2003): 
• Knowledge Acquisition Subsystem: method of providing knowledge, data and 
rules to the knowledge base for storage and retrieval.  Provides an interface 
between developer interface and knowledge base.  
• Knowledge Base: contains knowledge about the problem including: domain and 
inference, and task knowledge. 
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− Domain knowledge consists of the static concepts related to a problem and 
its solution. 
− Inference knowledge consists of operations performed on domain 
knowledge to derive new knowledge and facts. 
− Task knowledge consists of sequences of inference functions to perform 
processes in solving problem. 
• Case Specific Database: contains specific data relevant to particular use cases of 
the system.   
• Inference Engine: performs the problem solving / reasoning process.  Applies 
knowledge from knowledge based and case specific database to complete tasks in 
the problem solving process. 
• Explanation Subsystem: methods for querying the inference engine and case 
specific database for detail of the reasoning processes. 
• User Interface: methods available to user for specifying specific problems to be 
solved, and receiving system outputs. 
 
 
Figure 2-15: Expert system structure 
(Lakner, 2008) 
 
INFERENCE TECHNIQUES 
The inference engine listed above performs problem solving and reasoning functions using 
knowledge stored in the knowledge based and case specific database.  The following 
techniques are discussed in (Ho, 2001) (De Kock, 2003) (Lakner, 2008). 
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• Rule-based techniques 
− Forward chaining:  Data driven – match rules to data 
− Backward chaining: Goal driven – begin with hypothesis (rule) and search 
data to prove hypothesis. 
− Hybrid techniques: Uses both forward and backward chaining techniques. 
• Case based reasoning:   
− Solving problems based on solutions for similar problems solved in the past 
− Process includes: Storage, Retrieval and Adapting and Testing past 
solutions to similar problems. 
• Model based reasoning:  
− Based on fundamental or deep knowledge of the problem domain using 
structural or behavioural relationship models. 
• Fuzzy based logic: 
− Method for dealing with real world ambiguous or vague data  
− For example:  descriptions of whether an object is large or small, based on 
limited explicit knowledge or rules (Bauer, 1996), (AAAI, 2008). 
• Inductive (machine learning) 
− Decision trees methods (Lakner, 2008) 
− Artificial Neural Networks (ANN) 
 
DEVELOPMENT  
Following planning processes, methods contained within the application plan are 
implemented in software (coded).  KBSs are generally implemented using OOP languages 
(including LISP (LISt Processing Language) and PROLOG (PROgramming in LOGic) 
(Lakner, 2008), and systems are built to incorporate high level attributes including: generic, 
generative, dynamic and reusable (Prasad, 2005). 
Standardised development techniques can be used for developing KBSs such as system 
shells.  For example, expert systems are a subset of KBSs that employ human level 
knowledge to solve problems in a similar way to the expert solving process, and a number of 
generic system shells are available to facilitate expert system development.  These shells 
usually include a generic inference engine and rule editing features.  A popular example is the 
JAVA Expert System Shell (JESS) (Sandia National Laboratories, 2008). 
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2.3.7 Integration and Validation  
Following KBS development, the resulting system must be integrated into the organisational 
framework.  The system must then be evaluated, ensuring original objectives are met, and the 
system delivers valid results.  Coverage of the Integration and Validation phase includes: 
• Link with existing infrastructure.  If required, links with existing tools and 
frameworks are developed and tested.  Examples can include management tools 
such as PDM systems, engineering tools such as CAx and smaller custom 
applications, business tools such as word processing and spreadsheets, and 
communication tools including internet and email tools.   
• Install system.  KBE system is rolled out onto engineering workstations. 
• Test system.  The KBE system is tested against a number of different environment 
variables, including operating system in all configurations likely to exist, including 
upgrade patches and service packs. 
• Validate system.  The KBE system is thoroughly tested to ensure outputs are 
correct and valid in the context of the engineering process.  Success criteria were 
established early in the development process for measurement of this. 
• Develop user guides.  Help files and software manuals are written and linked into 
the system as the first port of call for users having difficulty system.  User guides 
must be user friendly and contain relevant information for any difficulties faced in 
use of the system.  Can include known bugs and limitations in the software. 
• Document policies and procedures.  Formal policies and procedures regarding the 
use of the KBE system in engineering and business practices (e.g. work 
instructions) are developed and document for reference and auditing purposes. 
 
2.3.8 Deployment and Ongoing Support 
In the final KBE phase, the automated system is made available for engineers to use in 
product development tasks, reducing the time spent on low level, tedious work, thus freeing 
up time for work on more meaningful tasks.   
Once the system has been rolled out onto the engineering floor, a number of ongoing 
tasks are required to ensure its successful implementation beyond the initial stages of 
delivery.  These ongoing support tasks include, but are not limited to, the following: 
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• Training.  Users of the KBS must be trained in its proper use including the 
intended role of the system in the relevant engineering process, its features and 
limitations.  Users must be informed any changes to work practices resulting from 
upgrades, extensions, or any identified issues. 
• Technical support.  KBE applications must be maintained in terms of both 
knowledge content and compatibility with relevant tools and systems (including the 
operating system).  The system should be robust enough to handle upgrades to the 
operating environment including compatibility with patches and service pack 
upgrades, but may need maintenance when new versions of attached systems are 
employed. 
• Measure effectiveness.  Usage characteristics of the KBE application are collected 
for measuring the success of the system.  This is useful from both a business 
perspective to monitor project costs, and from a knowledge engineering perspective 
to market successful projects to stakeholders for approval of future projects- 
• Upgrades and extensions.  In some cases the KBE system can be further 
developed for extension to other parts of the engineering process or application of 
the tool to similar domains. 
 
2.4 Discussion of Popular Methodologies  
KBE system development is supported by numerous mature methodologies, most of which 
incorporate the six lifecycle phases described in the previous section.  Two of these 
methodologies, CommonKADS and MOKA, are described in detail in Appendix A.  Both 
CommonKADS and MOKA are comprehensive KBE theories, providing a detailed 
framework to support development of KBE applications from inception to delivery and 
ongoing support.  A general KBE application development methodology based on these two 
theories will form the basis of the automation methodology presented in the following 
chapter.  This section discusses the rationale behind selection of these two methods. 
 
THEORETICAL FRAMEWORK 
CommonKADS and MOKA methodologies are commonly accepted as standards for 
developing KBE applications.  Both methodologies provide a sound theoretical framework 
that emphasise a modelling approach to application development. 
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A number of KBE theories influenced development of the MOKA approach including 
CommonKADS (MOKA Group, 2000) and there is much commonality between them. 
 
PRACTICAL IMPLEMENTATION 
The most notable difference between the two methodologies lies in their implementation.  
While both methodologies provide measures to assist implementation, the MOKA approach 
considers this to be more central to the methodology. 
CommonKADS features a series of templates to guide the construction of models in the 
context modelling phase.  Guidance is also provided for constructing knowledge models 
including diagrams and flowcharts. 
MOKA aims to reduce KBE application development lead time through two primary 
measures.  Firstly, a step-by-step implementation guide called the MOKA RouteMap (MOKA 
RouteMap, 2000), discussed in Appendix A2.  The RouteMap consists of a hierarchical 
breakdown of lifecycle phases into a series of sub-tasks, with a web-based guide for each that 
provides detail of process inputs, outputs, methods, and prerequisite and dependant tasks.  
Secondly, a software tool and user guide to facilitate the methodology,  particularly capture 
and formalisation of engineering was developed (MOKA Group, 2000).   
These measures improve the KBE system development process for knowledge 
engineers, but are not accessible by personnel who are unfamiliar with the knowledge 
engineering field. 
 
SELECTION OF BASELINE KBE METHODOLOGY 
One of the key factors limiting the use of KBE principles in automation design in an industrial 
setting identified earlier in the chapter is the highly theoretical nature of high level KBE 
methodologies.  To address this, an automation methodology is proposed in the following 
chapter that improves accessibility and practicality of KBE principles of structured 
development for system developers in commercial engineering organisations.  This will 
consist of a baseline KBE methodology that can be scaled back for producing applications 
with lower complexity, while maintaining key principles and development phases.  This 
baseline methodology will be constructed from both MOKA and CommonKADS processes 
and subtasks.  In many cases MOKA processes are used in preference to equivalent 
CommonKADS processes largely due to the practical grounding provided in the MOKA 
RouteMap. 
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2.5 Summary 
This chapter has provided an introduction into engineering automation methods and 
technologies, in particular, technologies for automating aerospace engineering design and 
analysis tasks.  The usage of automation in the aerospace industry was discussed from both 
academic and industrial perspectives, and a distinction between KBE and DA approaches for 
automation was made.  These two approaches can be viewed as a trade-off between 
application completeness (KBE solutions) against economic viability (DA solutions).  A 
generalised processed for automating engineering processes was established, and a number of 
detailed methodologies for developing automated solutions were described. 
The development and use of automation technologies within industrial engineering 
environments can provide significant tangible benefits of reduced scheduling and cost 
requirements, measured by the ROI.  In addition to these advantages a number of intangible 
benefits can be achieved, including: 
• Improved consistency of engineering process according to agreed company 
methods 
• Standardisation and simplification of complex engineering processes 
• Integration of automation tools with existing engineering software to provide 
seamless automation with all outputs pre-verified 
• Ability to recalculate outputs based on changes to inputs 
• Establishment of programming libraries that allow code to be reused in future 
projects 
 
Typical use cases of automated solutions include the automation of design and analysis 
tasks, standardisation problems, integration of tools and datasets, among others, and can 
obtain results in a fraction of the time required for equivalent manual processes, with a high 
level of repeatability.  However, despite the potential benefits of automation technologies, 
their implementation in industry is not as widespread as one might expect.  The principal 
reasons for limited adoption of automation technologies in industry can be generalised into 
three main areas: 
1) Cost.  Of the established methodologies describing and guiding development of 
automated solutions, the vast majority are considerably time consuming and 
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expensive to implement.  Also, many of these methodologies include numerous 
processes that may not be relevant to a particular organisation or process to be 
automated. 
2) Risk.  Often when automation ideas and technologies are marketed to management, 
high level intelligent systems are used to exemplify the “KBE approach to 
engineering”.  However, if the organisation’s experience in software development 
is limited, management may be unwilling to invest in uncertain technologies. 
3) Attitude.  The implementation of automation technologies in industry requires 
significant changes in practices at both an individual and an organisational level.  
Numerous examples can be made of companies (and even governments) that are 
reluctant to embrace new technologies despite clear potential economic or other 
benefits that may be achieved, simply because the effort required to bring about the 
changes in attitudes and practices is deemed inhibiting. 
The acceptance of automation systems on an individual level is also a major 
obstacle.  Firstly automation can be viewed as a threat to job security.  Secondly, 
one of the often promoted objectives of KBE applications is to enrich engineering 
models by incorporating knowledge and design intent into the digital representation 
of the product.  However, despite this objective that is often used to exemplify 
benefits of employing KBE, old generation KBSs often place the decision making, 
or inferencing, process in a “black box”, providing little if any detail of the 
reasoning process.  Problems can occur with users (engineers) unwilling to blindly 
follow outputs of the software if they have no knowledge or control over its 
processes. 
 
Considering these three points, there is a significant need to improve accessibility of 
automation methods in the aerospace industry, particularly in the SME sector.  Tangible 
benefits can be achieved by improving access to structured automation methodologies in 
industry that cover both complex and simple application development.  Based on these points, 
such improvements would focus on providing a simplified and flexible structure to develop 
automation applications.  Compromises in application scope are worth considering if they 
improve acceptance of automation practices, as both KBE and DA applications are justified if 
they improve design processes or provide savings in time and cost. 
Accordingly, the first part of this research is focused on demonstrating that existing 
methods and technologies can be repackaged with some changes to provide an integrated 
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framework for automating processes that is more suited to a commercial business 
environment.  Whereas complex KBE methodologies are often dismissed by management as 
too difficult to be implemented, a modified approach that tailors the development process to 
the needs of both the organisation and the specific problem to be automated can improve 
chances of successful implementation.  The following chapter proposes a methodology for 
developing applications to automate a wide range of engineering processes.  These 
applications can exhibit all or some of the characteristics of KBE applications described 
above, or more closely resemble DA applications. 
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Chapter 3: Methodology for Developing Engineering 
Automation Applications 
 
3.1 Introduction 
Despite the potential benefits that can achieved through the use of automation technologies in 
a commercial engineering context, the adoption of this technology by industry has been slow, 
mainly due to cost, risk and attitude factors discussed previously.  A clear need exists to 
improve the accessibility of automation methods in industry for both high level intelligent 
systems (KBE applications) and lower level more procedural-based systems (DA 
applications). 
To address this capability gap, a practical methodology for automation application 
development is proposed that introduces a variable level of complexity as required by the 
processes to be automated and the organisation in which it is developed.  This methodology 
integrates methods for developing KBE and DA applications into a single framework, rather 
than the traditional approach which treats the two methods separately.  The basis for this 
methodology is the idea that DA applications can be represented as a lower order subset of 
KBE applications, and as such, methods for their development can be viewed as a subset of 
methods for developing a full KBE solution.  This chapter discusses the major concepts of 
this methodology including: 
• Overview of objectives, scope, and philosophy 
• The generalised lifecycle for producing automation applications 
• The mechanisms through which flexibility is introduced into the methodology 
• A software tool to facilitate implementation of the methodology 
 
The chapters that follow describe the implementation of this framework in the 
development of a complex system for automating the design of electrical wiring and pipe 
systems in aircraft. 
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3.2 An Adaptable Methodology for Automation Application 
Development  
As described in the summary comments of the previous chapter, the use of automation 
technologies in industry are usually limited by cost and risk factors and a reluctance to change 
attitudes and work practices both at an individual and an organisation level.  The limited use 
of automation in industry is despite significant economic and other benefits that can be 
achieved, for example: standardisation, repeatability, and integration.  Detailed KBE 
methodologies are often dismissed as too complex to implement in a given organisational 
context and problem domain.  Given these commonly cited reasons for the slow adoption of 
automation practices, there is a significant need to improve accessibility of methods for 
developing automation applications in the aerospace industry.  
In this section a methodology is proposed for the development of automated solutions 
that exhibit characteristics that fit between KBE and DA applications.  The methodology 
proposed is termed “Adaptable Methodology for Automation Application Development” 
(AMAAD).  AMAAD integrates the two application development techniques into a single 
framework, beginning with a high-level structured process typical of established KBE 
methodologies, and scaling back the methodology by removing redundant processes for 
developing incrementally simpler automation applications.  The methodology allows the 
structured total lifecycle approach to be preserved for developing lower level DA 
applications, replacing existing unstructured approaches. 
 
3.2.1 Shortfalls in Existing Processes 
 In the previous chapter, differences between theoretical and practical approaches to 
developing engineering automation applications were discussed.  Generalisations were made 
between the approaches used by industry and academia.  Generally speaking, it was discussed 
that the usage of automation in industry is generally focused on developing applications to be 
deployed in response to specific business needs in a timely manner, resulting in measurable 
reductions in development lead time and cost.  Conversely, the academic approach has a more 
theoretical basis, with target solutions exhibiting higher level characteristics.  These higher 
level systems, however, are usually developed with more relaxed time and cost constraints.  
The former industry approach was more representative of a DA approach, while the latter was 
oriented more towards a KBE approach. 
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Although the KBE approach represents a more intelligent approach to engineering 
design and analysis over DA methods, the full implementation of KBE methodologies such as 
CommonKADS (Chapter 2.4), MOKA (Chapter 2.5), and others, is a very time consuming, 
complex and expensive task, which, in many cases, is impractical for a commercial 
environment, with resource requirements often inhibiting.  Instead, the approach for 
developing automation applications used in industry often varies depending on the individual 
tasks to be automated, resulting in an ad-hoc and sometimes inconsistent approach.  In many 
cases this approach does not take advantage of existing infrastructure to reduce development 
effort. 
 
3.2.2 Purpose of Methodology 
The purpose of the proposed methodology is to provide a flexible and structured framework 
for automating aerospace design and analysis processes that is practical to implement in a 
commercial industry environment.  Existing KBE approaches are often highly theoretical and 
have limited use outside of academia and large scale OEM engineering organisations with 
large research and development budgets.  Accordingly, this methodology focuses on the 
practical considerations of developing automation applications in SME organisations, aiming 
to reduce time and cost requirements, and address negative individual and organisational 
attitudes to automation. 
The AMAAD approach to automation is more accessible and better suited to 
engineering organisations that are unwilling or unable to commit resources to implement full 
KBE methodologies for application development.  The methodology integrates KBE and DA 
methods in a common framework, with the purpose of providing structured processes for 
developing many types of automation applications for engineering design and analysis from 
low level through to high level.  This approach contrasts with software development practices 
used for building DA applications in industry, which are often ad-hoc with little commonality 
in methodology or structure across the development of different types of automated solutions.   
To provide this flexibility, AMAAD introduces a graduated level of complexity for 
developing automated solutions that exhibit specific attributes such as: reusable, generative, 
generic, high level and others.  This provides engineering organisations with no previous 
automation experience with a more suitable entry point to develop automated technologies 
rather than dismissing highly complex KBE methods as unfeasible.  The graduated level of 
system complexity supported by the methodology also provides a mechanism for 
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organisations to develop increasingly intelligent applications that exhibit attributes typical of 
full KBE systems as capabilities and competencies in automation are improved. 
It is not the intention of this research to discourage the development and use of DA 
systems in favour of KBE systems or vice versa, rather to provide a structured approach to 
application development that implements many of the important characteristics addressed in 
KBE methodologies, while reducing the amount of work that is redundant or irrelevant to the 
given problem and organisation.  The three main goals of the methodology are to: 
1) Provide an integrated framework for developing applications to automate aerospace 
design and analysis processes that is practical to implement in a commercial 
industry environment 
2) Provide flexibility to adapt the methodology to the specific problem and 
organisational context. 
3) Provide a graduated level of structure and complexity for developing automated 
solutions for applications that do not require full scale implementation of KBE 
methods.   
 
3.2.3 Scope of Methodology  
The theoretical basis for this methodology is largely based upon existing KBE frameworks 
presented in the previous chapter including CommonKADS (Chapter Error! Reference 
source not found.) and MOKA (Chapter Error! Reference source not found.).  It is not the 
objective of the research to propose new theories and techniques for acquiring and modelling 
engineering knowledge, rather to improve access to existing techniques by prioritising sub-
processes according to the capabilities extended to resulting applications.  The generic 
application development lifecycle established in Chapter 2.3 from a survey of many KBE 
methodologies is used as a basis for the proposed methodology.  Each of the seven lifecycle 
phases is populated with sub-processes from equivalent phases of existing methods 
(particularly from CommonKADS and MOKA methodologies). 
The novel contribution of AMAAD is the integration of high level KBE systems and 
lower level DA systems into a single flexible methodology.  This is achieved through the 
introduction of a process that prioritises sub-processes that populate lifecycle phases into a 
hierarchical structure that provides varying degrees of development complexity.  The full 
development lifecycle, consisting of seven key phases with contained sub-processes 
associated with application attributes, is repackaged into the AMAAD methodology.  This 
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methodology includes a complexity analysis processes that tailors lifecycle sub-processes to 
the specific application, and is facilitated through software.  System developers specify 
attributes required of proposed automation applications from a list of possible attributes 
typical of KBE systems.  Based on this selection, sub-processes in the full methodology that 
correspond to the attribute list are invoked or filtered.  The result of the complexity analysis 
process is a methodology that is tailored to the specific organisation and application needs, 
and is more practical to implement in SME type organisations that might otherwise dismiss 
more complex intelligent systems approaches as unfeasible. 
This methodology will be generally applicable to both large and small scale engineering 
design and analysis problems through inclusion of a process for scaling the methodology to 
the type of system desired.  For example, hard-coding knowledge and rules into automation 
system is generally considered poor practise from a KBE point of view, reducing reusability 
and applicability of the system to new cases, and introducing problems when updates to the 
knowledge base are required.  However, this may be an acceptable practice in rapidly 
developed DA systems, for which scope is limited to a simple application with fixed a 
lifetime. 
 
3.2.4 Application Development Philosophy 
Established methodologies for developing KBE applications typically involve extensive 
knowledge acquisition, documentation and modelling activities that extend various 
capabilities to resultant applications.  The full implementation of these methodologies is a 
time consuming and complex process, with a large number of sub-processes required for each 
lifecycle phase.  However, depending on the process to be automated and the desired level of 
automation to be provided, many of these sub-processes can be redundant for a given 
application.  In such cases, the common practice in industry is to favour a somewhat less 
structured DA approach, rather than implementing a complex and time consuming 
methodology.   
Often in engineering organisations where DA application development is practiced, 
software development is not one of the key business strengths, and developers themselves are 
often domain engineers (aerospace, mechanical, etc.) with self taught skills in programming 
and software development.  This lack of formal training can result in important processes and 
principles specified in various KBE phases being omitted, that are otherwise essential to 
ensure sufficient coverage of the problem domain. 
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The AMAAD approach considers KBE and DA to be related methods for automating 
engineering processes, and the two are integrated into a single automation framework.  The 
AMAAD view of the relationship between KBE, DA and general software engineering 
techniques are shown in the taxonomy diagram in Figure 3-1. 
 
 
Figure 3-1: Differences between KBE, DA and general software development techniques   
 
The development of engineering automation and general software applications share 
similarities in the lifecycle approach to development, object-oriented programming ideology 
and planning techniques.  The key difference separating the two types of applications is the 
heavy knowledge focus of engineering systems that is required to represent the problem and 
its solution in software.  General software development methodologies often use UML to 
develop detailed plans of software applications including classes and methods.  Engineering 
automation systems extend this process to include techniques for modelling engineering 
knowledge, producing formal representations that can be executed within software for later 
reuse. 
KBE and DA systems vary in the way collected knowledge is implemented in software.  
KBE systems generally store knowledge in external knowledge bases that are accessed 
through intelligent inference engines, while DA system often implement this knowledge in a 
hard-coded form that is access using more traditional procedural techniques.  
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3.2.5 Mechanism for Providing Flexibility 
As stated above, the key objective of AMAAD is to integrate methods for developing KBE 
and DA applications into a single framework.  This is facilitated through the provision of a 
mechanism for editing application requirements, resulting in a variable level of complexity for 
developing automated solutions.  The way in which the proposed methodology delivers a 
variable level of complexity for developing automated solutions is through a “Complexity 
Analysis” task that is completed early in the first phase of the application development 
lifecycle.  In this task, the required complexity of a proposed automated solution is assessed 
by selecting from a number of key attributes that can be exhibited by the proposed 
application.  Sub-processes that populate the seven phases of the application development are 
associated with the attribute that best describes capability extended to resultant applications.  
By selecting a particular attribute during the complexity analysis task, its associated sub-
processes are invoked in the methodology.  If an attribute is not required of a proposed 
automation application, related sub-processes are omitted and the lifecycle for developing the 
solution is simplified.  The AMAAD framework is summarised in Figure 3-2 (beginning with 
the Problem Identification phase, shown in yellow), and the Complexity Analysis process is 
described in more detail in Section 3.5. 
 
 
Figure 3-2: AMAAD Framework 
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3.3 Application Development Lifecycle 
The starting point for the development of the proposed methodology is at the top level of the 
generally accepted KBE development lifecycle.  As discussed in Chapter 2.3, most KBE 
methodologies generally consist of the following activities: 
1) Problem Identification  
2) Feasibility Analysis 
3) Knowledge Acquisition 
4) Knowledge Modelling 
5) System Design and Development  
6) Integration and Validation  
7) Deployment and Ongoing Support 
 
Individual methodologies often refer to these activities in different ways, or incorporate 
two or more activities into a single lifecycle phase; however, the above list forms the core of 
the majority of KBE methodologies, and is fundamental to the proposed methodology.  
Regardless of the complexity of the automated solution to be developed, these seven key 
phases should be implemented at some level.  The level of detail in which each of these 
phases will be addressed will be dependant upon the required complexity of the resultant 
automated solution, providing flexibility to develop applications with variable complexity, yet 
maintain a structured development process.  The relationship of the seven phases in the total 
development lifecycle is shown in Figure 3-3. 
The main extension of this proposed methodology to existing methodologies is an 
additional step implemented in the “Problem Identification” phase to assess the level of 
complexity required of the proposed application to satisfactorily meet requirements of the task 
to be automated.  This level of complexity determines processes to be followed for the 
development of the application and is determined from responses to a series of simple 
questions posed to the knowledge engineer.  These questions investigate the nature of the 
identified task and desired features of an application to automate the processes.  Based on 
responses to these questions, specific subtasks of the key phases are invoked or filtered from 
the full methodology as required to reduce unnecessary and redundant steps. 
To facilitate this, a full application development methodology is defined in which sub-
processes of each of the key lifecycle phases can be associated with a variable level of 
complexity.  When the corresponding level of complexity is not required of proposed 
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automated solutions, all related sub-processes are filtered, resulting in a simplified, yet 
structured development approach. 
 
 
Figure 3-3: AMAAD lifecycle 
 
3.4 Sub-Processes for Lifecycle Phases 
For the implementation of AMAAD, a full set of lifecycle phases and sub-processes is 
required.  This detailed methodology should be scalable such that on one extreme, an 
application with the highest level of complexity as indicated by the complexity analysis will 
be deemed to be a full KBE application, and an automation task with lowest level of 
complexity will be termed a DA problem. 
At this early stage in the development of AMAAD, the detailed methodology is largely 
translated from established KBE methodologies including both CommonKADS and MOKA, 
both discussed in Chapter 2 presented as case studies in Appendix A.  The first two hierarchy 
levels of the full methodology are given in Table 2-1.  The full list of AMAAD lifecycle 
phases and associated sub-processes for four hierarchy levels is given in Appendix B.  The 
source of each of the sub-processes is indicated by superscript numerals.  In cases where 
MOKA processes are used (indicated by “1”), further detail can be found in the MOKA 
RouteMap which can be accessed on the internet (MOKA RouteMap, 2000).  Detail of these 
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MOKA processes are presented in Activity Forms and Rule Forms, and representation of the 
interaction between processes are given in hierarchy and IDEF0 charts, all of which are 
described in the previous chapter.  CommonKADS processes (indicated by “2”) were 
obtained from publications from the KADS I and II projects (Schreiber, 1993, 1994, 1999), 
(Kingston, 1995, 1997). 
 
Table 3-1: First two hierarchy levels of lifecycle phases and subtasks for AMAAD 
1Processes translated from equivalent phases of MOKA methodology (MOKA RouteMap, 2000). 
2Processes translated from CommonKADS methodology (Schreiber, 1993, 1994, 1999), (Kingston, 1995, 1997, 
2004). 
 
TASK ID.   TASK NAME  
AMAAD-1: PROBLEM IDENTIFICATION  
AMAAD-1.1: 1,2 Identify stakeholders, clarify motivation and requirements 
AMAAD-1.2: 1 Define role and scope of possible automation 
AMAAD-1.3: Conduct complexity analysis 
AMAAD-1.4: 1,2 Identify possible knowledge sources 
AMAAD-1.5: 1,2 Identify means of knowledge capture 
AMAAD-1.6: 1,2 Identify target KBE platforms and availability of translators 
AMAAD-2: FEASIBILITY ANALYSIS 
AMAAD-2.1: Analyse Existing Automation Techniques for Similar Problems 
AMAAD-2.2: 1,2 Assess technical feasibility 
AMAAD-2.3: 1,2 Estimate resource requirements and costs 
AMAAD-2.4: 1,2 Assess technical cultural and commercial risks 
AMAAD-2.5: 1 Define acceptance criteria 
AMAAD-2.6: 1,2 Generate project plan 
AMAAD-2.7: 1,2 Prepare business case 
AMAAD-2.8: 1,2 Gain management approval 
AMAAD-3: KNOWLEDGE ACQUISITION 
AMAAD-3.1: 1,2 Prepare for collection 
AMAAD-3.2: 1,2 Collect required knowledge 
AMAAD-3.3: 1,2 Structure raw knowledge 
AMAAD-3.4: 1 Check fitness for purpose 
AMAAD-3.5: 1 Annotate and file models in knowledge repository 
AMAAD-4: KNOWLEDGE MODELLING 
AMAAD-4.1: 1 Prepare for formalise 
AMAAD-4.2: 1,2 Develop the product model 
AMAAD-4.3: 1,2 Develop the process model 
AMAAD-4.4: 1 Certify the formal model 
AMAAD-4.5: 1 Translate formal model to neutral format 
AMAAD-4.6: 1,2 Incorporate models into the knowledge repository 
AMAAD-5: SYSTEM DESIGN AND DEVELOPMENT 
AMAAD-5.1: Prepare for development 
AMAAD-5.2: 2 Application design  
AMAAD-5.3: 2 Architecture design  
AMAAD-5.4: 2 Platform design 
AMAAD-6: INTEGRATION AND VALIDATION  
AMAAD-6.1: Integrate with existing infrastructure 
AMAAD-6.2: Install system 
AMAAD-6.3: Test system  
AMAAD-6.4: Validate system 
AMAAD-6.5: Documentation 
AMAAD-7: DEPLOYMENT / ONGOING SUPPORT 
AMAAD-7.1: 1 Distribute 
AMAAD-7.2: 1 Introduce 
AMAAD-7.3: 1 Use 
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3.5 Complexity Analysis 
The key featuring separating the proposed methodology from existing ones is the Complexity 
Analysis process (AMAAD-1.3) which relates desired features of automation applications to 
sub-processes in the full methodology.  The distinction between various phase sub-processes 
and the capability extended to resultant applications is facilitated by associating sub-processes 
with key attributes that separate characteristics of KBE and DA applications.   
 
3.5.1 Definition of Complexity Attributes 
Revisiting the table comparing characteristics of KBE and DA applications (Table 2-1 
reproduced below as Table 3-2), it can be seen that the majority of these characteristics 
directly oppose one another.  The goal of the Complexity Analysis task is to determine which 
of these characteristics should apply to the desired automation application, thus specifying the 
methodology required for its development.  As the complexity required of the automation 
application is reduced, sub-processes relating to the reduction in system complexity become 
redundant and are filtered from lifecycle phases. 
 
Table 3-2: Characteristics of KBE and DA applications 
KBE APPLICATIONS DA APPLICATIONS 
• Reusable • Problem specific, limited reuse 
• Generic  • Hard-coded knowledge 
• Generative • Non-reconfigurable. 
• Integrated solutions • Standalone applications 
• Detailed development required • Shorter development times 
• High level, more abstract  • Lower level, more implementation specific 
• Resulting product models are rich with 
product, process and functional knowledge
• Results similar to existing engineering 
process outputs 
 
 
Based on the differentiating characteristics shown in Table 3-2 and the discussion of 
differences between KBE and DA applications in Chapter 2.2.2, a set of six attributes are 
selected to describe the level of complexity of automation applications: Reusable, Generic, 
Generative, Integrated, Detailed, and High level.  In the complexity analysis process, these 
attributes will be identified as either being applicable to proposed automation solutions or not.  
A description of these six attributes follow. 
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1) REUSABLE 
The reusable attribute refers to the adoption of the resultant automated solution by 
the organisation as part of permanent business processes.  For proposed automated 
solutions, the role of the system in current processes must be clearly defined and 
agreed upon by all stakeholders.  Automated solutions exhibiting the Reusable 
complexity attribute must have the flexibility to apply required knowledge and data 
of instances of new problems. 
 
2) GENERIC 
The generic attribute refers to the applicability of the resultant application to a 
range of different problems.  An example of a generic application is a “Geometry 
Engine” for manipulating geometry that can be used as a base for more specialised 
applications.  The selection of this attribute is best made with a business case that 
analyses the costs and benefits of making an application for a specific task, or to 
apply across a family of similar tasks, perhaps in different domains.   
 
3) GENERATIVE 
The generative attribute refers to ability of the process to adapt to changes in 
design, preserving the modelling process rather than the end result. 
 
4) INTEGRATED 
The integrated attribute refers to the ability of the proposed solution to interface 
with existing software frameworks.  In many cases to integration with other 
frameworks will require standardisation, communicating and exchanging data 
through standardised formats. 
 
5) DETAILED 
The detailed attribute refers to the level of knowledge implemented by the system.  
If the knowledge required to solve a problem is explicit and procedural in nature, 
the Knowledge Modelling phase will be a relatively straight forward process of 
developing a hierarchical model of Task Knowledge.  For proposed solutions 
implementing a more complex set of knowledge concepts that are tacit in nature, 
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many of the detailed tasks in the Knowledge Modelling phase will be necessary to 
fully constrain the problem. 
 
6) HIGH LEVEL 
The High Level attribute refers to the complexity of software required to facilitate 
implementation of knowledge and methods to produce the required outputs.  This 
attribute will determine the level of development required, for example: 
- Should the system be implement complex environment or a simple applet? 
- Is an expert system-type architecture required for managing rule execution?  
- Should a high-level programming language be used (e.g. LISP or PROLOG), 
or should a more common language be selected?   
- Does the application require a geometry engine for manipulating or visualising 
geometry?  
- Are other complex system components required? 
 
3.5.2 Associate Complexity Attributes with Lifecycle Phase Sub-Tasks 
The next step in the definition of AMAAD is the association of phases from the full KBE 
methodology with capabilities extended to resultant applications.  These capabilities are 
defined using the set of complexity attributes defined above. 
Each sub-process in the full methodology is analysed and is firstly categorised as either 
necessary or unnecessary for a basic DA application.  Sub-processes found to be unnecessary 
for the basic level of automation applications are further classified according to the 
complexity attribute that best describes the capability extended resulting applications by 
implementing that process. 
Tasks common to both KBE and DA application development (for example, highest 
level tasks such as feasibility analysis, system design and development, validation, etc.) are 
designated as “required”, since that task forms the minimum requirements for even the lowest 
level DA application. 
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EXAMPLE 
Table 3-3 shows subtasks of the Feasibility Analysis phase to the fourth hierarchy level.  The 
corresponding complexity attribute for each sub-task is given in the right hand column.  For 
example the sub-task with ID number: “AMAAD-2.4.3.1 2 Identify future opportunities for 
applying the automated solution” is associated with the Generic attribute as this subtask 
relates to applicability of the automated solution to additional automation problems.  
Similarly sub-task: “AMAAD-2.4.3.1 Estimate ongoing cost of implementing automated 
solution” is associated with the Reusable attribute as the task relates to ongoing use of the 
application.  For applications with an intended limited lifetime, this task is not required. 
 
Table 3-3: Subtasks of AMAAD Knowledge Acquisition phase 
1Processes translated from equivalent phases of MOKA methodology (MOKA RouteMap, 2000). 
2Processes interpolated from within containing process of MOKA methodology (MOKA RouteMap, 2000). 
 
PHASE / SUBTASK ATTRIBUTE 
AMAAD-2   FEASIBILITY ANALYSIS Required 
AMAAD-2.1 Analyse Existing Automation Techniques for Similar Problems Required 
 AMAAD-2.1.1 Identify key clusters of technologies with similar use cases Required 
 AMAAD-2.1.2 Research methods implemented by similar systems Required 
 AMAAD-2.1.3 Assess similar systems for suitability for applying to this project Required 
 AMAAD-2.1.4 Produce recommendations for sets of technologies to be applied High Level 
AMAAD-2.2 1 Assess technical feasibility Required 
 AMAAD-2.2.1 1 Produce an outline technical specification for the KBE application High Level 
 AMAAD-2.2.2 1 Present the outline specification to stakeholders1 High Level 
 AMAAD-2.2.3 1 Assess whether outlined system will meet objectives, scope and role High Level 
AMAAD-2.3 1 Estimate resource requirements and costs Required 
 AMAAD-2.3.1 1 Build outline plan Required 
  AMAAD-2.3.1.1 2 Solution separated into smaller work modules High Level 
  AMAAD-2.3.1.2 2 Develop outline plan for each work module High Level 
  AMAAD-2.3.1.3 2 Order work modules to provide overall outline work plan High Level 
 AMAAD-2.3.2 1 Estimate resources Required 
  AMAAD-2.3.2.1 2 Estimate human resources required for each work module High Level 
  AMAAD-2.3.2.2 2 Estimate non-human resources required for each work module High Level 
 AMAAD-2.3.3 1 Estimate time allowed Required 
  AMAAD-2.3.2.1 2 Estimate time requirement for completion for each work module High Level 
  AMAAD-2.3.2.2 2 Check time requirements against original objective timeline  High Level 
 AMAAD-2.3.4 1 Estimate costs Required 
  AMAAD-2.3.2.1 
2 Estimate cost requirement for completion of each work module 
completed internally High Level 
  AMAAD-2.3.2.2 2 Estimate cost requirement for completion of any outsourced work  High Level 
 AMAAD-2.3.5 1 Report outline plan, times and costs Required 
AMAAD-2.4 1 Assess technical cultural and commercial risks Required 
 AMAAD-2.4.1 1 Examine technical and practical aspects Required 
 AMAAD-2.4.2 1 Assess organisation impact Required 
  AMAAD-2.4.2.1 2 Assess impact to individuals (experts, users, managers, etc.) High Level 
  AMAAD-2.4.2.2 2 Assess impact on group interactions (within and between groups) High Level 
  AMAAD-2.4.2.3 
2 Assess impact on organisation (processes, roles, responsibilities, 
management hierarchy, culture) High Level 
  AMAAD-2.4.2.4 2 Assess external impact (customer/supplier/partner/competitor relations) High Level 
  AMAAD-2.4.2.5 2 Develop action plan for problem avoidance High Level 
 AMAAD-2.4.3 1 Assess commercial opportunities and risks High Level 
  AMAAD-2.4.3.1 2 Identify future opportunities for applying the automated solution (pros) Generic 
  AMAAD-2.4.3.2 2 Identify limitations and risks caused by implementing automated Generic 
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solution 
  AMAAD-2.4.3.3 2 Identify consequences of not implementing automated solution High Level 
 AMAAD-2.4.4 1 Assess economic suitability High Level 
  AMAAD-2.4.3.1 2 Estimate ongoing cost of implementing automated solution Reusable 
  AMAAD-2.4.3.2 2 Estimate economic risk (from cost / benefit comparison) High Level 
  AMAAD-2.4.3.3 2 Estimate cost incurred for not developing automated solution High Level 
 AMAAD-2.4.5 1 Generate combined risk assessment High Level 
AMAAD-2.5 1 Define acceptance criteria Required 
AMAAD-2.6 1 Generate project plan Required 
 AMAAD-2.6.1 2 Outline plan reviewed and updated as required  
 AMAAD-2.6.2 2 Milestones defined and timing entered into plan  
 AMAAD-2.6.3 2 Organisational and project management requirements entered into plan  
AMAAD-2.7 1 Prepare business case  
AMAAD-2.8 1 Gain management approval Required 
 
 
3.5.3 Complexity Questions 
Now the complexity attributes have been defined and associated with sub-processes of the 
AMAAD lifecycle phases, the interface of the complexity analysis processes with knowledge 
engineers and system developers will be specified. 
To determine the required complexity of an automation application, a series of simple 
yes or no questions relating to each attribute are posed to the system developer or knowledge 
engineer, forming the human interface component of the Complexity analysis task.  The six 
questions developed for determining required application complexity, labelled Q1 through to 
Q6, are listed below with the related attribute in parentheses. 
Q1:  Will the application be used to automate a task for a single project, or a similar 
task on an ongoing basis? (Reusable) 
Q2:  Will the task be encountered in different fields or on projects where rules will 
vary? (Generic) 
Q3:  Are inputs to the system likely to change often? (Generative) 
Q4:  Is the software required to communicate with existing systems? (Integrated) 
Q5:  Does the task require a large amount of engineering rules and knowledge? 
(Detailed) 
Q6: Is there a lot of expert only knowledge required to complete tasks? (High level) 
 
The response to each question or combination of questions invokes or filters particular 
steps from the application development methodology.  With each question having two 
possible responses, yes or no, a total of 64 configurations are possible.  Table 3-4 shows a 
partial response matrix for the six complexity questions listed above.  When the response to a 
question is positive (i.e. Yes = 1), the methods for that governing attribute are invoked.  When 
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the response is negative, (i.e. No = 0) the methods for that governing attribute are filtered 
from the full methodology.  Referring to Table 3-4, Case 1 represents the situation where all 
responses are negative, indicative of a DA application development methodology.  Case 64, 
represents the situation where all responses are positive, indicative of a full KBE 
methodology.  Between these two extremes, there may exist common configurations for 
applications which exhibit characteristics of both KBE and DA applications.   
 
Table 3-4: Partial response matrix. 
Case 1 2 3 4 5 6 7 8 … 57 58 59 60 61 62 63 64 
Question 1 0 1 0 1 0 1 0 1 … 0 1 0 1 0 1 0 1 
Question 2 0 0 1 1 0 0 1 1 … 0 0 1 1 0 0 1 1 
Question 3 0 0 0 0 1 1 1 1 ... 0 0 0 0 1 1 1 1 
Question 4 0 0 0 0 0 0 0 0 ... 1 1 1 1 1 1 1 1 
Question 5 0 0 0 0 0 0 0 0 ... 1 1 1 1 1 1 1 1 
Question 6 0 0 0 0 0 0 0 0 ... 1 1 1 1 1 1 1 1 
 
 DA application Intermediate applications KBE Application 
 
For example, a straight forward automation task may not implement a complex 
interconnected set of engineering knowledge, thus does not necessarily require a dynamic 
knowledge base.  In addition, such a task may only be required to fulfil a unique task for a 
limited time-span, thus requirements of a generic, reusable knowledge base may not be 
necessary and may be sufficiently serviced by a DA application (as oppose to a KBE 
application).  Conversely, an automation project may be deemed to be complicated, thus 
many of the higher level subtasks of the remaining phases will be required to meet the 
problem objectives.   
A software applet was written to facilitate the Complexity Analysis step.  Users are 
guided though the set of six complexity editing questions, and based on their responses, a set 
of sub-processes for each of the development lifecycle phases is returned to the user, 
customised to the specific problem for which the automated solution is developed.   
Once the Complexity Analysis has been conducted, a detailed breakdown of relevant 
processes within each phase of the application development lifecycle can be accessed, 
omitting those activities that provide little or no value to the overall application.   
For example, a proposed application will serve as a one-time interface between two data 
structures, converting legacy data to a new format.  Such an application would not require a 
dynamic knowledge base, nor generative capability, thus sub-processes related to these two 
attributes, which may include detailed knowledge acquisition and modelling steps, can be 
omitted form the application development.  Conversely, the development of a system to 
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provide solutions to complex analysis processes and make engineering judgements based on 
the results, is a significantly more complicated process requiring detailed knowledge 
acquisition modelling steps, reflected by positive responses to complexity analysis questions.   
 
3.6 AMAAD Tool 
A simple software application was written to facilitate implementation of the proposed 
methodology in the development of automation applications.  The AMAAD software applet 
guides users through the Complexity Analysis process in the Problem Identification lifecycle 
phase, outputting a customised development methodology specific to problem identified for 
an automated solution.  The AMAAD applet was written in Microsoft Visual Basic .NET, 
requiring a Microsoft Windows operating system compatible with the Microsoft .NET 
framework 1.1 or higher.  A screen capture of the main user interface is given in Figure 3-4. 
The application user interface consists of a main table listing the sub-processes for each 
of the seven lifecycle phases.  The application user can select a particular sub-process and 
double click to view details of that task including a description of the task, properties 
including task identification number, owning phase, governing complexity attribute, inputs 
and outputs, and a link to the corresponding RouteMap web page (where applicable).   
A series of check-boxes are given at the bottom left of the window corresponding to 
each of the attributes defined previously.  When the state of the check-boxes is true (i.e. 
checked), all sub-processes with the corresponding complexity attribute are invoked.  When 
the state of the check-boxes is false, all sub-processes with the corresponding complexity 
attribute are filtered from methodology and are removed from the list of sub-processes.  A 
button control accompanies each of the complexity attribute check-boxes.  When activated, 
each button control provides a brief description of the corresponding attribute and prompts the 
user to specify whether the complexity implied by the attribute is required for the application 
to be developed.  A tree view of the full methodology is also provided as reference on the 
right hand side of the window. 
When the desired configuration of complexity attributes is selected, the resulting custom 
methodology is written to an external text file for future reference in the application 
development.  Descriptions of each sub-process can also be accessed (Figure 3-4). 
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Figure 3-4: AMAAD application. 
 
Figure 3-5 and Figure 3-6 show screen captures of the AMAAD tool, demonstrating the 
filtering process.  In these screen captures, sub-processes are shaded according to the 
governing attribute.  A dialogue box providing detail of the complexity question is activated 
by selecting the button control associated with each attribute. The complexity question 
relating to the “High Level” attribute has been activated in Figure 3-5, prompting the user to 
make a decision whether the proposed application shall exhibit the High Level attribute.  The 
user response to this question is negative, and related sub-processes (shaded in yellow in 
Figure 3-5) are removed from the custom methodology, shown in Figure 3-6.   
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Figure 3-5: Example complexity analysis question.   
 
 
Figure 3-6: Filtering of steps resulting from complexity analysis.   
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3.7 Summary 
This chapter has introduced a flexible and adaptable methodology for developing software 
applications to automate engineering design and analysis tasks, integrating methods to 
develop automated solutions of varying complexity into a single framework, from high level 
KBE systems to lower level DA applications.  The primary objectives of this methodology 
were to: 
1) Improve accessibility of automation methods in a commercial context. 
2) Adapt automation processes to both the specific problem and organisational context 
3) Provide flexibility to develop applications of varying complexity.   
 
The resulting methodology, termed AMAAD, consists of seven key lifecycle phases that 
provide through-support from problem identification through to application delivery and 
ongoing support.  The theoretical basis for this methodology is based largely on existing KBE 
methodologies, particularly CommonKADS and MOKA, taking advantage of the structured 
development process, knowledge management and system design principles that are at the 
core of these frameworks.   
The novel contribution of AMAAD is the association of sub-processes that populate the 
key lifecycle phases with attributes that describe features and capabilities of high level KBE 
applications.  When a new automated solution to an engineering design or analysis is 
proposed, a complexity analysis process is used to determine the features and capabilities 
required of the application based on the specific problem needs and resources available to 
assign to the development task.  The output of the complexity analysis is a true or false value 
against each attribute indicating whether is necessary for the proposed application.  Based this 
list, the methodology is tailored to the selection of attributes by invoking processes related to 
the activated attributes and omitting processes relating to the deactivated attributes.  This act 
of omitting sub-processes from the full methodology results in a simpler, less time consuming 
development process, while preserving the structure and essential principles of higher level 
methodologies. 
The objectives and resulting specification of the proposed methodology address the 
previously identified factors that limit use of automation in the aerospace industry, being 
attitude, risk and cost.   
• Attitude towards adopting automated solutions at a business level is addressed 
through the practical focus of the methodology.  The methodology aims to improve 
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practices for organisations already implementing DA techniques, and provide a 
more realistic entry point for organisations wishing to adopt automation principles 
but are unwilling to implement complex KBE methods and associated changes in 
business and individual work practices. 
The acceptance of automation systems on an individual level can be improved 
with greater transparency of the processes involved in their development, and 
understanding of the knowledge implemented and the justification for particular 
design decisions.  The engineer must have confidence in the outputs of the system 
as they are responsible for the designs they produce.  It should also be made clear 
to engineers that automation systems should augment engineers by reducing the 
time spend on menial tasks, not replace them. 
• Risk is addressed through the graduated level of application complexity supported 
by the methodology, from relatively simple systems through to complex systems.   
• Cost factors are addressed through the adaptability of the methodology to problem 
and organisational needs, removing redundant or irrelevant sub-processes from the 
development lifecycle. 
The following chapter describes the development of a complex system to automate 
design of aircraft electrical wiring and piping systems, both providing an automated solution 
to a highly repetitive and tedious design task, and a demonstration of the implementation of 
this framework in a practical, rather than theoretical, context. 
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Chapter 4: Developing a System to Automate 
Electrical Harness and Pipe Design 
 
4.1 Introduction 
In this chapter and the three chapters that follow, a complex system to automate the aerospace 
electrical harness layout routing task is developed, demonstrating the implementation of the 
automation framework developed in Chapter 3.  Each of the seven AMAAD lifecycle phases 
are described in detail in the context of developing an automated solution that can be 
classified between a DA and KBE application.  In this chapter the first two lifecycle phases 
relating to problem identification, investigation and approval are described.  Chapter 5 
describes the third and fourth lifecycle phases relating to knowledge acquisition and 
modelling.  Chapter 6 provides a description of the software development processes and 
implementation of automated path-finding techniques, and Chapter 7 describes the final two 
lifecycle phases relating to verification and implementation of the tool in business processes.   
This chapter is divided into three key areas.  Firstly a brief introduction into the harness 
layout routing task in the aerospace industry is provided, establishing the general context of 
the problem, including definition of major concepts and terminology, and a description of 
current trends in processes and projects in both civil and military industrial sectors. 
Secondly, the first lifecycle phase of the proposed methodology, “AMAAD-1: Problem 
Identification”, is described, establishing the role, scope, objectives and requirements of the 
proposed solution. 
Thirdly, the second lifecycle phase, “AMAAD-2: Feasibility Analysis”, is described, 
providing justification to proceed with the application development.  This phase involves a 
survey of existing routing and path-finding methods and technologies in various fields that 
could be translated to the aerospace domain.  Discussion of risk assessment, success criteria, 
and resource and scheduling estimated are also included. 
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4.2 Harness Layout Routing in Aerospace Engineering 
4.2.1 Background and Definitions 
The aircraft electrical harness layout routing task involves finding the specific path taken by 
electrical harnesses that connect systems throughout the airframe.  The collective 
configuration of a set of wiring harnesses is termed a wiring loom.  The design of wiring 
looms is a critical task in the development of aircraft.  Design flaws in aircraft wiring systems 
can lead to electrical faults with potentially disastrous consequences.  Accordingly, many 
rules govern the placement of electrical harnesses.  Despite the importance of wiring systems, 
design work in this area is often considered secondary to the development of other systems, 
and time and resource requirements can be underestimated. 
The current process for electrical wiring loom design is highly manual and time 
consuming.  The specific paths for harnesses are highly constrained in both design rules that 
must be satisfied, and the physical space available for cables to be passes.  Accordingly, the 
design of such systems is often a process of compromise between the “best” path in terms and 
a valid path that satisfies both functional requirements and mandatory design rules.  
 
4.2.2 Current Trends 
With each successive generation of aircraft, the size and complexity of electrical systems 
increases significantly, requiring increasingly complex electrical looms to connect subsystems 
and equipment throughout the airframe.  The electrical harness layout routing task is faced on 
each new aircraft development program and for design upgrades to existing aircraft.  Wiring 
looms of modern aircraft are typically comprised of hundreds of harnesses, of which the 
majority are manually routed by engineers using personal knowledge and experience of the 
problem domain.   
By way of example, the Airbus A380 passenger jet has the equivalent of approximately 
530 kilometres of electrical cables, the majority of which are designed manually (Heinen, 
2006). The design and assembly of the electrical wiring system has been the cause of major 
delays in delivery of this aircraft to customers that have been well publicised in the media, 
and has caused more than a couple high level resignations from the parent company, EADS 
(Airbus Website, 2006).  Some of the reasons cited as the cause of such significant delays 
include (Heinen, 2006): 
? 108 ? 
• Continuous changes of functionality and geometry 
• Lack of strict control and management of changes 
• Combination of the complexity, the amount of the electrical systems and equipment 
and the specificities of the A380 space allocation constraints 
• Inefficiencies of the processes and tools used 
• Higher degree of offered customisation compared to previous programs 
 
The three variants of the F-35 Lightning II Joint Strike Fighter (JSF), and the first 
several instances of each variant all contain different wiring loom configurations, requiring 
approximately 18 unique wiring designs to be produced.  The JSF example is revisited as an 
industrial test case of the automated routing system in Chapter 7. 
The installation of wireless systems onboard aircraft as an alternative to wired systems 
is not a trivial matter, evidenced by Boeing’s decision to install a wired entertainment system 
on the Boeing 787 Dreamliner aircraft rather than the originally proposed completely wireless 
configuration, due to weight, complexity and bandwidth problems (Gates, 2007).  Indeed, it is 
expected that the majority of aircraft systems will remain hard wired for some time to come. 
Also, adding to the problem size and complexity, subsystem design (including the 
wiring system) is often conducted concurrently with principal structural design in large scale 
projects. Therefore changes in structure and subsystem layout occurring over the development 
phase can impact wiring looms, requiring time-consuming and expensive rework, leading to 
lengthy delays in the aircraft development. 
Major aerospace companies often have proprietary standards and practices for harness 
routing, which can vary between aircraft development programs depending on requirements.  
The generic process for harness routing involves manually creating a set of points in the CAD 
structural model from which the harness will be clamped to the main structure.  Following 
this, the spine of the harness is passed through these points; ensuring sufficient clearance is 
maintained from structure, subsystems, moving parts, areas of high heat, and harnesses of 
certain categories.  The process can be largely trial and error, and often the only way to 
determine whether sufficient clearance has been allowed, is to make manual measurements in 
the CAD model which can be time consuming. 
These characteristics of the harness routing domain present an ideal opportunity for 
improving processes through development of an automation application.  In a similar way, 
tubes and pipes that connect various systems have similar sets of rules and procedures for 
? 109 ? 
routing through structure.  Thus the scope for developing a system for automated layout is 
extended to include to numerous forms of path-finding. 
 
4.3 AMAAD Phase 1: Problem Identification 
The first lifecycle phase of the AMAAD approach, “AMAAD-1: Problem Identification”, 
identifies a business need or opportunity that can be exploited through the implementation of 
an automated solution, and involved a number of steps investigate the values of such a 
solution in the business structure.  Objectives of the automated solution are specified and the 
overall scope of the project is defined.  The major activities in this phase as they apply to an 
automated harness routing system are described below. 
 
4.3.1 Real World Examples 
Placing this problem into a real world context, several brief examples of electrical harness 
routing design tasks and configurations in existing aircraft are presented below.  The first two 
examples are of electrical harness design work completed by GKNAES (the project industry 
partner) on both the Joint Strike Fighter (JSF) and EuroFighter aircraft development 
programs.  The second two examples show samples of wiring and pipe looms in existing 
military cargo aircraft. 
 
JOINT STRIKE FIGHTER 
The F-35 Lightning II JSF features a very complex electrical wiring loom, and a large number 
of tubes and pipes throughout the airframe.  There are three variants of the JSF; Conventional 
Take-Off and Landing (CTOL), Short Take-Off and Vertical Landing (STOVL), and Carrier 
Variant (CV), all of which vary significantly in structure and systems.  Thus the amount of 
design work for developing electrical harnesses and pipes is tripled.  Additionally, changes 
made during the development, and requirements for ground and flight testing, have meant that 
the first several aircraft of each variant will all be unique from the rest of the production 
aircraft, also adding to the workload. 
Work on the JSF program has been divided among a number of large OEM companies 
including: Lockheed Martin (the project leader), Northrop Grumman and BAE Systems, and 
many smaller companies contracted by the larger companies from many of the JSF program 
partner nations.  The multinational, multi-organisational approach to the program has 
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presented significant challenges in project management including scheduling and the secure 
transfer of data.  Concurrent engineering principles have been heavily utilised and 
unprecedented level of detail documentation has been produced. 
The industry partner of this research project, GKNAES, is an example of a smaller scale 
engineer service provider companies that has successfully won work on the project.  
GKNAES’ involvement in the program has ranged from principal structural design to 
installation design of equipment and subsystems including, harness routing and supporting 
brackets and some principal structural design, and designed thousands of parts for the 
program in the order of more than 10% by part count (JSF Team Australia, 2008). 
Many different types of harnesses and pipes are commonly used in aircraft for different 
purposes, each with their own set of design rules and requirements. 
 
EUROFIGHTER ELECTRICAL DESIGN (EFED) 
As mentioned in the introduction, GKNAES was the principal organisation responsible for the 
design of the electrical wiring loom of the EuroFighter aircraft, with work beginning in 2001. 
 
Figure 4-1: Wiring loom from EuroFighter.   
Left: installation or wiring and piping on EuroFighter (EuroFighter Website) 
Right: CAD model of wiring loom (GKN Aerospace Engineering Services Pty. Ltd.) 
 
AIRBUS A380 
The Airbus A380 electrical wiring system is one of the largest and most complex electrical 
systems of any aircraft.  The development process for the wiring system consisted of five 
main sub-tasks (Heinen, 2006).  The third task in this process is the harness routing task.   
As mentioned previously, lengthy delays in delivery of aircraft to customers were 
caused by problems with the electrical wiring system.  One of the causes of the problems was 
the 3D Digital Mock-up Unit (DMU) software use for modelling harnesses.  These problems 
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resulted in the redesign of a significant proportion of the wiring system.  Some views of the 
CAD assembly of the wiring loom are given below in Figure 4-3. 
 
 
 
Figure 4-2: Airbus A380 harness design process 
Modified from (Heinen, 2006) 
? 112 ? 
 
Figure 4-3: CAD view of wiring looms of A380. 
Upper Left: Nose loom, Lower Left: Emergency electronics bay loom  
Right: Section of fuselage loom (3 deck shown) (Heinen, 2006) 
 
OTHER AIRCRAFT 
The C-17 Globemaster III is a large military cargo transport aircraft.  The two photographs in 
Figure 4-4 show examples of electrical harnesses and pipes running along the length of the 
fuselage (Photo: Van der Velden, C., Avalon Air Show 2007).  The image on the left shows a 
series of harnesses of several different types, identifiable by differences in colour.  The image 
shows that harnesses of the same type usually run in parallel, and intersecting harnesses of 
different types are usually at right angles to each other.  The photo on the right shows a series 
of small pipes.  It is clear from these two images that the two domains are governed by 
significantly different sets of geometric design rules.  The pipes in the right image are 
comprised of straight sections with sharp turns of approximately 90 degrees with a given bend 
radius, while the paths taken by electrical wiring harnesses in the left image are less 
constrained, consisting of long sections with slack wiring and varying degrees of bending. 
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Figure 4-4: Wiring and pipe looms from C-17 Globemaster III.  
(Photo: Van der Velden, C., Avalon Air Show 2007) 
 
Similar to the C-17 aircraft shown above, electrical harnesses from the much older C-
130 Hercules are shown in Figure 4-5.  The figure on the left shows a number of harnesses 
routed parallel to each other, running along the length of the fuselage.  The image on the right 
hand side shows a series of harnesses bundled together with a break away point along its 
length. 
 
Figure 4-5: Wiring loom from C-130 Hercules.  
(Photo: Van der Velden, C., Avalon Air Show 2007) 
 
4.3.2 Specification of Objectives 
The first sub-process of the Problem Identification phase is “AMAAD-1.1: Clarify 
Motivations & Objectives” (as indicated in Appendix B).  This activity is defined through 
completion of a number of smaller tasks which explore the possibility of developing an 
automated solution to address a capability gap in a business process.  These activities, 
translated from (MOKA RouteMap, 2000) include: 
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• AMAAD-1.1.1: Clarify business opportunity 
• AMAAD-1.1.2: Identify stakeholders 
• AMAAD-1.1.3: Determine expectations, needs and wishes 
• AMAAD-1.1.4: Define objectives and constraints 
 
BUSINESS OPPORTUNITY 
For the harness routing example investigated in this thesis, the business opportunity proposed 
is a system to automatically route electrical harnesses and other media through complex 
aircraft structures, satisfying relevant design rules and constraints.  It is anticipated the 
resulting system will take advantage of automated path-finding methods and technologies 
from existing domains including microprocessor, Printed Circuit Board (PCB) routing, and AI 
navigation in computer games, modified for use in an aerospace context.   
 
STAKEHOLDERS 
The stakeholders in the development of an automated routing solution include the following 
groups, which should be involved throughout the development process: 
• Management: responsible for decisions regarding funding, scheduling and 
resource allocation. 
• Knowledge engineers / system developers: responsible for clarification of 
requirements, acquisition and modelling of required knowledge, and development 
of the software. 
• Domain experts / engineers currently responsible for the routing task: possess 
required knowledge of the problem and its solution. 
• End users (if different from those who currently are involved in the routing task): 
will be required for testing and evaluation. 
 
NEEDS AND WISHES 
This first phase of the application development methodology is oriented towards developing a 
proposal for a system to assess suitability for implementing automated techniques.  In many 
cases there will be different views of the scope and role of the proposed system.  At this point 
in the design process, it is beneficial to develop an exhaustive list of desired characteristics 
and features of the target system.  In many cases not all of the suggested characteristics will 
be practical to implement in an automated solution and trade-offs between development time 
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and cost, technical feasibility (risk) and performance of the resulting system will always be 
necessary. 
 
OBJECTIVES 
In general terms, the objectives of the system can be stated as below.  These generalised 
objectives will be extended to more specific milestones in subsequent sub-tasks of the 
Problem Identification and Feasibility Analysis phases. 
 
“The system will provide the automatic definition of routes for electrical harnesses or 
other medium through obstacles including structure and systems, satisfying relevant design 
rules and constraints, with a reduced lead time compared to the equivalent manual process.” 
 
4.3.3 Definition of Role and Scope 
The second sub-task, “AMAAD-1.2 Define Role & Scope”, investigates current processes for 
completing the task and objectives identified previously to further assess the suitability of an 
automation system.  The role of an automated solution within the business process is specified 
in terms of level of automation that will be provided and the level of interaction between the 
system and end users.  The general requirements and objectives are translated into a more 
formal definition of the proposed system in terms of scope and boundary.  This activity is 
characterised by the completion of the following tasks, again translated from (MOKA 
RouteMap, 2000): 
• AMAAD-1.2.1: Examine current processes 
• AMAAD-1.2.2: Assess shortcomings of existing processes (capability gap) 
• AMAAD-1.2.3: Define system scope and role 
• AMAAD-1.2.4: Assess suitability for KBE system 
 
EXISTING PROCESSES 
As discussed above, the current processes for design of electrical harnesses are highly manual.  
Engineers manually create a set of points in the CAD structural model at which the harness 
will be clamped to the main structure.  Following this, the spine of the harness is passed 
through these points; ensuring sufficient clearance is maintained from structure, subsystems, 
moving parts, areas of high heat, and harnesses of certain categories.  Numerous other design 
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rules must be considered including: geometry constraints (e.g. bend radii), grouping of similar 
harnesses into bundles, intersection with other harnesses, and many others. 
The process can be largely trial and error, and often the only way to determine whether 
sufficient clearance has been allowed, is to make manual measurements in the CAD model 
which can be time consuming.  Discussions were held with domain experts at GKNAES, to 
assess current processes for harness and pipe design tasks and analyse the knowledge required 
for these activities.  The results of these discussions are presented in the Knowledge 
Acquisition phase in Chapter 5.2. 
Outputs of the design process generally include three dimensional CAD models of 
harness geometry, also indicating the cable type, and attachment points for fastening the 
harness to structure.  Two dimensional drawings for manufacturing are produced from the 
three dimensional CAD models. 
 
CAPABILITY GAP 
The “capability gap” refers to identified shortcomings and bottlenecks in current processes for 
completing the identified task.  Some of these include: 
• Redesign of wiring when changes in structure and systems layout occur.  The 
harness routing process is typically subject to changes in layout several times 
before the final configuration of the electrical loom is reached, and is one of the 
final systems to be considered frozen for manufacture.  This means that delays in 
development of the wiring system are likely to directly impact the manufacturing 
schedule, causing delays in the total program, as is the case with the Airbus A380 
example described above. 
In many cases modification of design work is conducted by engineers who did not 
originally design the part.  This presents difficulties in understanding the intent of 
the original designer in making design decisions.  The main output from the routing 
process is a three dimensional CAD model of the harness geometry, however, 
intent is not stored in the CAD system.  Thus an additional process of 
understanding the original design is required for any rework, contributing tedious 
and time intensive nature of the task.  
 
• Conflicts caused by multiple people working in the same area at the one time.  
Concurrent engineering practices can allow multiple users (for example subsystems 
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and harness) in different areas to work in exactly the same space of the virtual 
product assembly simultaneously.  PDM systems are usually employed to manage 
individual part data, ensuring individual parts are not available for modification by 
multiple users simultaneously; however the placement of parts within assemblies is 
largely uncontrolled.  Thus while an electrical designer routes a cable through an 
assembly of parts, another user may place a new system or modify an existing 
system causing a clash between the routed part.  Under current procedures, the 
wiring would have to be rerouted through the modified assembly, increasing the 
development time.   
 
• Manual path-finding process.  The process of determining paths for electrical 
harnesses is itself a tedious and time consuming process, and is difficult for an 
optimal solution to be reached, or indeed identified if it has been reached. 
 
• Manual identification of applicable design rules.  Several tens and up to 
hundreds of design rules may apply in a given routing situation, and determining 
those rules that apply to a given situation and those that do not is a difficult process.  
In some cases exceptions to design rules exist, for example a rule may specify that 
for a particular type of harness category, a minimum clearance must be maintained 
from a high power harness – except when crossing which is permitted at right 
angles only. 
 
• Manual verification of design rules.  Many of the rules governing the harness 
routing domain are clearance type rules specifying a minimum or maximum 
separation that must be maintained between certain entities.  Often the only way to 
determine whether the appropriate clearance has been maintained is to make 
manual measurements in the CAD model along the harness path, increasing design 
time. 
 
• Configuration management conflicts. It is not uncommon for software and 
system upgrades to be implemented mid-way through a project, or for OEM and 
sub-contractor companies to operate with different software versions.  The upgrade 
of large systems, such as PDM and CAD, is a non-trivial matter, and problems 
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often occur.  Again referring to the Airbus A380 example above, one of the causes 
of the wiring inconsistencies was configuration management problems between 
CATIA V4 and CATIA V5 models (ref). 
For example CATIA V5, one of the most common CAD systems used in the 
aerospace industry, has forwards compatibility (i.e. models created in earlier 
version can be read by later versions), but not backwards compatibility (i.e. models 
created in a later version can not be read by an earlier version). 
 
DEFINITION OF SCOPE 
Scope of an automation application refers to the type of application to be developed and the 
associated requirements.  Types of applications can include: executable applications deployed 
on individual workstations, database systems with users connecting through small client 
applications (e.g. PDM systems), systems with specialised hardware for high performance 
computing or measuring equipment, etc.  Associated requirements can include connectivity 
with other software and hardware systems.  As discussed in 0, scope also describes the 
desired level of automation to be delivered by the system, with four possible levels described. 
The scope of the automated routing tool is defined as a stand-alone software application 
to be deployed on individual engineering workstations.  The application will not be dependant 
upon any proprietary software, accepting geometry in a neutral format extracted from existing 
engineering tools, and deliver results in a CAD-readable, neutral format.  The level of 
automation to be provided by the automated routing tool is best described by the third level of 
system complexity “Automation of a documented design process” defined above (Brown, 
2006), although it expected that the system will be able adapt to new routing scenarios with 
an easily managed knowledge base. 
 
DEFINITION OF ROLE 
The role of a proposed automated solution describes where the application will fit into the 
total product development process.  It is not necessary for the application to provide an 
entirely automated solution for a problem, however, the parts of the problem that will be 
automated and those that will be completed manually must be specified, as well as interfaces 
between them.   
The process for designing electrical systems in aircraft is summarised in Figure 4-6.  
The routing task, represented by the “Harness path planning” task in the flowchart, is the 
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problem for which the automated routing tool is developed, and although it represents a single 
step in the total design process, this is a very time consuming step and is typical subjected to 
numerous design changes throughout the aircraft development program. 
 
 
Figure 4-6: Process for designing aircraft electrical systems 
(Ng, 2000) 
 
The role of the proposed system in the total design process will be to automatically 
compute the paths taken by electrical harnesses and other media throughout the specified 
structural model according to a user defined library of constraints, and output a CAD-readable 
representation of the path for inclusion in the CAD product assembly.  The application 
assumes that selection of an appropriate harness category has been made prior to 
commencement of the routing task.  A comparison of the user tasks for both existing and 
proposed electrical harness design process is given in Figure 4-7. 
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Figure 4-7: Current (left) and proposed (right) process for electrical harness design 
 
End users will be responsible for preparing geometry in the required format (this process 
will be developed such that minimal effort will be required by the end user), and creating 
session files using a Graphical User Interface (GUI).  Session files will contain all inputs 
required to import sections of geometry, define paths to be routed, and the format and location 
of results to be returned to the user.   
Following completion of the routing job, system users will import results into the 
chosen CAD software package and add detail or minor modifications as necessary to 
sufficiently represent the routed part in the product model. 
4.3.4 Complexity Analysis 
Following problem and scope identification, the third sub-task of the Identify phase, 
“AMAAD-1.3 Complexity Analysis”, is conducted to establish the attributes required of the 
proposed automated solution and the sub-processes from the full methodology to be followed 
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for its development.  This sub-task represents new contribution to existing methodologies.  
The AMAAD software tool is used to facilitate this step, guiding the user through the 
complexity questions.   
As discussed in Chapter 2, it is important to involve all stakeholders in determining 
application requirements.  This involves managers, domain experts, knowledge engineers, 
system developers and potential system users.  This is essential to ensure that there are gaps in 
knowledge that would lead to wrong assumptions being made about application requirements. 
Responses to the complexity analysis questions are summarised in Table 5-1.  Based on 
the initial objectives and scope the system, the required attributes of the automated routing 
tool are: Reusable, Generic and Generative, drawing positive responses from the 
corresponding complexity questions.  These required attributes are described as follows. 
• Reusable:  The automated routing application will be designed with reusability as 
a major requirement.  It is required to accept any arbitrary set of geometry (in a 
given format) and is not case-specific.   
As the routing problem is faced on each aircraft development program, the use of 
the automated routing tool is expected to form part of a permanent business process 
for the design of electrical wiring.  Accordingly, domain and process knowledge 
acquired through the KA phase must be checked to ensure it is not unique to a 
specific development program, but represents accepted practices in aircraft 
electrical design. 
• Generic: As discussed above, the industry partner organisation is an engineering 
service provider, which may have several customers and a range of different 
projects.  The routing, or path-finding problem, is a common task appearing in 
several engineering domains.  It is therefore desirable that the automation 
application be generically applicable to a number of different routing domains (e.g. 
electrical harnesses, hydraulic/pneumatic pipes, fuel lines, air ducts, etc.).  Domain-
specific knowledge for a given routing problem will be specified through 
knowledge and new rule libraries.   
• Generative: In the event of changes in geometry, minimal effort will be required to 
reproduce paths.  Session files for sets of harnesses will be stored, such that when 
geometry is modified, an update process can be run and the routing job re-executed. 
 
The remaining attributes: Integrated, Detailed and High Level are not required by the 
proposed automated solution. 
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• Integrated: The application is not required to integrate into existing frameworks 
and is designed to be independent of existing software proprietary formats.  
Geometry will be described in a discrete neutral format, and results output as a 
platform-independent CAD model. 
• Detailed: Following discussions with domain experts regarding the routing task, it 
was decided that the majority of knowledge to be implemented within the system 
can be reduced to instances of a number of production rule types, reducing the 
requirement for a detailed knowledge base.  The system is not expected to 
automatically reconfigure the knowledge base nor automatically generate new 
rules, although it is expected to resolve conflicts where multiple rules conflict with 
one another.   
• High Level: The high level attribute refers to the complexity of the system as 
described in the scope definition.  In this case, the system is defined as a stand-
alone software application to be executed on individual engineering workstations.   
- The system does not require integration with other software, network 
connectivity or specialised hardware.   
- The system is designed to be deployed with minimum changes to current 
workstation configurations (i.e. standard system specifications with Microsoft 
Windows operating system).   
- Rule execution does not require the use of specialised systems (e.g. an expert 
system shell). 
- The system is not required to perform visualisation or manipulation of 
complex geometry.  Methods for displaying and outputting results will be 
developed specifically for the system. 
 
Table 4-1: Summary of complexity analysis process for routing automation application 
 ATTRIBUTE RESPONSE DESCRIPTION  
Question 1 Reusable Yes Applicable to new problem cases with no reconfiguration.   
Question 2 Generic Yes Applicable to different routing domains   
Question 3 Generative Yes Easily repeatable process, minimum effort required to update geometry and path definitions 
 
 
Question 4 Integrated No Not required to communicate with existing systems.  System accepts neutral geometry input and delivers neutral CAD output 
 
 
Question 5 Detailed No Static knowledge base with editor for specifying new instances of rules. 
 
 
Question 6 High Level No Stand-alone application, deployed on engineering workstations, no network connectivity, no specialised hardware. 
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The AMAAD applet facilitated implementation of the Complexity Analysis task with 
responses to complexity questions entered in the software (Figure 4-8) and the customised 
methodology for developing the automated routing tool was returned, omitting all processes 
with associated Integrated, Detailed and High Level attributes.   
Compared with the full methodology (Figure 4-10), the customised methodology 
implements approximately half the number of sub-processes required for developing the 
application, providing a significant saving in time over the full process, while maintaining 
necessary structure of well established automation practices. 
The full set of process required for developing the automated routing system are 
indicated in the rightmost column of the AMAAD phases listed in Appendix B. 
 
 
Figure 4-8: AMAAD processes required to develop automated routing system 
 
? 124 ? 
 
 
 
 
 
Figure 4-9: Full set of AMAAD development processes 
 
4.3.5 Summary 
In this first phase of the AMAAD lifecycle, an automated solution to an existing business 
need is proposed and investigated in terms of goals, scope, role and desired attributes of the 
resulting system.  Table 4-2 summarises the findings of the major tasks of the Problem 
Identification phase. 
 
Table 4-2: Summary of major tasks of the Problem Identification phase 
TASK DESCRIPTION 
Problem:  Automation of electrical harness layout routing 
Objectives: • Automatic definition of routes for electrical harnesses (or other medium) through 
obstacles. 
• Satisfying relevant design rules and constraints 
• Reduced lead time compared to equivalent manual process 
Scope: • Stand alone software application, deployable on PC workstations. 
• Accepts geometry in a given format, and outputs CAD-readable models. 
Role: Automate the current manual path-finding task in total electrical harness design process.  
Attributes: Reusable, generic, generative 
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4.4 AMAAD Phase 2: Feasibility Analysis 
The second lifecycle phase, “AMAAD-2: Feasibility Analysis”, assesses the chosen problem 
domain and possible automated solutions in terms of technical feasibility, business feasibility 
and availability of resources. 
Firstly, a literature search activity is included to identify key clusters of similar systems 
used in other fields such as: computer science, other engineering fields, and development of 
medical technologies (such as imaging systems).  This study identifies the current state-of-
the-art of methods, algorithms and technologies for similar purposes that could be adapted to 
the problem domain under investigation.  This survey activity assists in establishing both the 
technical feasibility of developing an automated solution, and estimating time, cost and 
resource requirements. 
 
4.4.1 Analysis of Existing Techniques 
In many cases, a problem for which an automation solution is proposed is faced in other 
domains, not necessarily related to the particular field of engineering, or even engineering 
itself (for example, computer game development).  Indeed this is true for the case study 
presented in this thesis.  The first sub-process of the feasibility analysis phase, “AMAAD-2.1: 
Analyse Existing Automation Techniques for Similar Problems”, involves a study of similar 
problems and processes faced in other domains for which automated methods may already 
exist and can be modified or further developed in the context of the relevant engineering 
domain.  This study will typically evaluate methods, algorithms, commercial software, 
software development techniques and platforms.  This survey of literature assists in 
determining the technical feasibility of developing the proposed automated solution. 
 
AUTOMATED ROUTING AND PATH-FINDING 
The routing, or path-finding problem is encountered in numerous fields ranging from 
electronics, including microprocessor design and PCB routing, navigation systems such as in-
car GPS devices, and AI implemented in robots, autonomous vehicles and computer games 
(Figure 4-10). 
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Figure 4-10: Common routing applications.  
Left: Computer microprocessor, Centre: Printed Circuit Board, Right: GPS Navigation  
(Images collected using Google Image searches)  
 
Many algorithms have been developed to automate the path-finding process in these 
fields, but few, if any, have been tailored and applied to the aerospace domain for design 
automation.  Developments in these fields have provided an excellent base of knowledge 
which can be utilised for automating the layout design of electrical harnesses and pipes in 
aircraft. 
Algorithms for VLSI circuit design employ powerful path-finding algorithms including 
maze routers, channel and switchbox routers, and line routers (Groeneveld, 2005).  These 
algorithms are driven by technology improvements in component manufacture including the 
ever-reducing size of wires and number of two dimensional layers available for routing 
layout.  Software packages for automating the design of multilayered PCBs are commercially 
available (for example, PROTEL and its successor Altium Designer (Altium, 2008)), 
employing similar techniques. 
Improving AI in computer games is another area which continues to drive intelligent 
path-finding development.  The way in which non-player characters move and react in the 
game environment largely determines the realism of the gaming experience.  To this end, 
numerous algorithms have been developed, incorporating various behavioural techniques 
including shortest path, stealthy movement for avoiding detection, cautious movement using 
cover to avoid damage, etc. 
Computer processors consist of millions of logic components interconnected using very 
fine wires within as very small space.  Early algorithms for circuit design were based on a 
multi-layered two dimensional approach with one of the objectives to minimise the number of 
layers due to limitations in component manufacturing.  Improvements in technologies and 
manufacturing process for electrical components have increased the number of layers that can 
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be used, leading to a reduction in chip size.  However, VLSI routing automation is still not a 
completely three dimensional problem. 
 
 
DESIGN PROCESS FOR MICROPROCESSORS 
In general, once physical component layout is defined and routing requirements given, usually 
in the form of a “netlist” of pins to be connected, the routing process consists of four main 
steps (Groeneveld, 2005): 
• Region definition: problem is divided into smaller routing problems. 
• Global routing: planning phase which assesses and prioritises nets to maximize 
completion rate (proportion of solvable nets), and minimize total path length, 
especially for critical nets. 
• Region ordering: determines order in which regions are routed to avoid congestion. 
• Detailed routing: determines the exact path taken by wires including layers and 
connecting contacts. 
 
This design process is summarised in Figure 4-11 below (Groeneveld, 2005).  The 
following section describes existing algorithms and techniques for automated path-finding. 
 
 
Figure 4-11: Design process flow for VLSI routing 
(Reproduced from Groeneveld, 2005) 
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Because the number of nets to be routed in a VLSI problem is generally very large (in 
the order of tens or hundreds of millions), any manual design work is very time consuming.  
Thus one of the key objectives for routing algorithms is to ensure maximum completion rate, 
or proportion of nets solved.   
 
4.4.2 Routing Algorithms 
Many algorithms have been developed for the VLSI circuit routing task for both global and 
detailed routing, summarised in Figure 4-12.  The list is by no means exhaustive, but covers 
many of the common routers which serve as a basis for more specific and complex 
algorithms.  Several algorithms from this diagram will be discussed in the following pages 
including graph/tree searching, maze routing (and variations), channel and switchbox routing, 
line probes/searches, and the A* (A star) algorithm used in AI navigation. 
 
 
Figure 4-12: Family of routing algorithms for VLSI routing 
Adapted from (Tehranipoor, 2005)   
 
SEARCH STRATEGIES 
Searching is a common mathematical process in KBE and AI.  Searches are used in 
algorithmic processes to find a sequence of steps to arrive at some goal state from an initial 
point.  Effective search techniques are required in KBE systems to sort through the knowledge 
base in addition to the problem search space.  Knowledge in a KBE system must be organised 
in a manner suitable for input into algorithmic processes and represented in a number of 
different ways. 
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Breadth-first search.  Breadth-first search is a systematic method of searching nodes on a 
tree or graph.  The search algorithm starts from the root and expands the children nodes, and 
continues to expand all the subsequent children nodes on the same level.  This method will 
find one of the shallowest solutions in a search tree.  Figure 4-13 shows a tree structure with 
numbers representing the order that nodes are visited in the algorithm. 
 
 
Figure 4-13: Breadth first graph searching 
 
Depth-first search.  Depth-first search is a different technique for tree searching.  The search 
algorithm starts from the root and expands the first node and then its first child node and so 
on.  When the bottom of the tree is reached, the next child in the previous level will be 
expanded.  This method will find deep solutions more quickly than breadth-first, however 
some shallow grid points will not be visited early in the search.  Depth first searches can have 
a lower memory requirement especially if there are numerous children on each branch.  
Figure 3-5 shows the same tree structure as Figure 4-14, using a depth-first search.  A 
comparison of the order in which nodes are searched in Figure 4-13 and Figure 4-14 shows 
the differences between breadth-first and depth-first search techniques.  
 
 
Figure 4-14: Depth first graph searching 
 
Best-first search.  Best-first search is an informed search technique in which the locally best 
solution is selected at each search iteration to hopefully result in an optimum solution.  The 
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“best” node is determined through a cost function that is evaluated for each node.  Examples 
of best-first search techniques include: greedy searches, the A* search algorithm and 
Dijkstra’s algorithm, all of which are discussed below. 
 
Greedy search.  Greedy search is an informed search technique derived from best-first search 
in which the locally best solution (based solely on the search objective) is selected at each 
search iteration to hopefully result in an optimum cost global solution.  The definition of best 
local solution is usually based on the lowest distance cost distance to target.  To determine the 
new node to expand from a given node, a heuristic based cost function (often distance to the 
target ignoring obstacles, e.g. Manhattan, diagonal, Euclidean, etc.) is evaluated for each 
connected child node, and the cheapest of these nodes is selected as the new node to expand.   
In Figure 4-15 the search begins and Node A.  The labels on the edges of the graph 
represent the distance of each attached node from the goal, Node, Z.  Node D is selected as the 
new node to expand as it is closest node to the goal from the starting node.  Greedy searches 
are not guaranteed to find the optimum solution in all cases, but often give a good 
approximation. 
 
 
Figure 4-15: Left: Best-first search Right: Greedy search 
 
MAZE ROUTER 
One of the earliest works in this area of automated path-finding is Lee’s breadth-first maze 
algorithm (Lee, 1961), and has been further investigated in the literature in many hundreds of 
times.  Lee’s maze algorithm is guaranteed to return the shortest path for a single net (path).  
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This algorithm uses a grid based representation of the search area with walls, paths, and 
source and target terminals.  The search proceeds by propagating a wave from source and/or 
target terminals, and assigns values to each node depending on distance from the source or 
target.  A backtracking phase then determines the shortest path between the two terminals. 
The process flow for the generalised maze routing algorithm is shown in Figure 4-16.  
The process is relatively simple and begins by searching the space for the source location, S, 
from which a search wave is propagated.  For each search step number, k, all cells with a 
Manhattan distance (i.e. no diagonals) of k from S are labelled k.  The process repeats 
increasing k by 1 for each iteration until the target cell, T, is found.  When the target is 
reached, the algorithm traces a path back to the source by iteratively searching for cells with k 
– 1, until S is again reached. At this point the path is defined. 
The algorithm can also be implemented to propagate a wave from both the source and 
target, which will reduce the overall amount of steps, k, required by approximately half and 
also reduces the number of cells visited by the algorithm which will speed up the process. 
 
Figure 4-16: Process flow for maze routing algorithm 
 
Figure 4-17 (left) shows a simple two dimensional maze with source and target 
terminals denoted S and T respectively.  The numbers in each node of the maze represent the 
shortest rectangular distance to the target.  The search time can be improved by expanding 
from both source and target simultaneously.  This is shown in Figure 4-17 (right) in which the 
total number of nodes searched was reduced by approximately 9%. 
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Figure 4-17: Example of maze routing 
(Left: wave propagation from source only, Right: wave propagation from source and target) 
 
The algorithm can be implemented on multiple layers, although algorithmic complexity 
increases significantly.  The maze algorithm can be shown to be efficient with a large number 
of obstacles.  In its basic form, the maze router is very simple to implement in a software 
environment.  The power of the algorithm can be extended by applying constraints, such as 
preferred path directions, penalties for turns or through “vias”.  Also, modifications can be 
made to the algorithm to speed up the process. 
This algorithm is popular due to its simplicity and ability to guarantee the shortest path 
for a single net. However, several limitations make it unsuitable for use in real world 
problems, including its low efficiency (O(dP2P) for two dimensions and O(dP3P) for three 
dimensions), and sensitivity to net ordering, making optimal solutions very difficult or 
impossible to find.  Also, due to the breadth-first search technique employed, the search 
proceeds equally in all directions until the target is found, leading to high memory 
requirements and long run times.  The main difficulty encountered with this algorithm is its 
sensitivity to sequential routing of nets.  Paths from already routed nets can form obstacles for 
unrouted nets.  In cases where this is encountered, a rip-up-and-reroute procedure can be used 
which removes routed nets and retries in a different order.  In addition to this, the algorithm is 
inefficient when routing more than two terminals in a single net.  In the case of multi-terminal 
nets, the connection between two terminals is found, then the partially routed net is treated as 
a source for remaining terminals.  Also, the algorithm is inefficient when routing terminals in 
large empty spaces (i.e. with few obstacles). 
These limitations and the complexity of the VLSI routing problem make Lee’s maze 
algorithm unsuitable for most realistic routing problems.  Instead, powerful heuristics are 
employed which can find near optimal solutions for problems with a large number of nets. 
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A* ALGORITHM 
The A* (or A star) algorithm is a best-first search algorithm that uses a cost function to 
determine movement at each point in the search.  A* is a popular algorithm commonly used in 
AI navigation in computer games and numerous other domains, described by (Patel, 2007), 
(Lester, 2005), (Wichmann, 2004), (Chenney, 2003), (Russel, 2003), (Pinter, 2001), (Stout, 
1997) among many others.  A* search can be applied to both grid-based, and graph-based data 
structures. 
Figure 4-18, constructed from a step by step tutorial by (Lester, 2005), shows the 
process flow for the A* algorithm.  The algorithm uses an “Open List” to define all nodes for 
which the cost function has been evaluated, and a “Closed List” for those nodes that have 
been expanded (i.e. shortest path to these node has been found).  The two lists store node ID 
numbers, parent node ID numbers, and node costs.  The algorithm functions by selecting the 
lowest cost node (or the starting node in the first instance) and examines all connected nodes, 
calculating a cost function based on the distance from of the node from the source, and an 
estimated distance to the target determined using a heuristic function.  Each node for which 
the cost function is evaluated is added to the Open List.  The node that is currently expanded 
is then removed from the Open List and added to the Closed List.  The lowest cost node in the 
open list is then selected for expansion.  When an attached node (searched node) is already in 
the Open List, the cost function is re-evaluated to determine if the path to this searched node 
is shorter through the currently expanded node.  If this is the case, the previous node cost and 
parent is overwritten. 
In A* the cost function given in Error! Reference source not found. is evaluated for 
each node searched.  The g(n) term is the distance travelled from the source and is calculated 
by taking cost of parent node and adding the cost to move to the next node.  The h(n) term is 
the estimated cost to the goal and is calculated using a heuristic function.  Example heuristic 
functions are discussed below. 
 
( ) ( ) ( )nhngnf +=   Equation 4-1 
  
Where: f(n):  Estimated node cost  
 g(n):  Distance from source 
 h(n):  Estimated cost to the goal using heuristic function 
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Figure 4-18: Process flow for A* algorithm 
Constructed using steps described in (Lester, 2005) 
 
The algorithm is optimal and complete provided that the function which calculates h(n) 
is “admissible”, meaning that it does not over-estimate the distance to the target (Russel, 
2003).  The algorithm efficiency has been shown to be related the accuracy of the heuristic 
function (Russel, 2003).  A heuristic function that is admissible in all cases is said to be an 
optimal heuristic and is denoted by h*(n).  Efficiency of the algorithm can be determined by 
the error in the heuristic term, as shown in Equation 4-2 (Russel, 2003). 
 
( ) ( ) ( )( )nhOnhnh *log* ≤−  Equation 4-2 
 
There are many heuristic functions used for estimating parameters.  Three common 
examples include: 
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• Manhattan.  The orthogonal, or Manhattan, distance is the shortest distance in a 
grid-based search structure that can be achieved allowing only orthogonal 
movement (i.e. no diagonal), and ignoring obstacles. In cases where diagonal 
movement is allowed, the Manhattan distance generally overestimates the distance 
to the target, leading to faster convergence on the target node.   
• Diagonal.  The diagonal heuristic calculates the shortest distance to the target from 
the node search assuming diagonals are permitted and ignoring obstacles.   
• Euclidean.  A third heuristic calculates the Euclidean, or straight line, distance 
from the node searched to the target node.  This is the minimum distance that can 
be achieved, and is usually an underestimate of the minimum attainable path, 
depending on restrictions to movement (i.e. orthogonal and diagonal movement). 
 
A heuristic function that is said to be “ideal” is one that will always return the actual 
minimum cost possible to reach the goal, resulting in an optimal shortest path solution.  
Chapter 6.7.4 provides a more detailed description of heuristic functions, along with 
examples. 
Two special cases of the A* cost function can be also specified: firstly, when h(n) is set 
to 0 for all n, the search is reduced to a best-first search technique called Dijkstra’s algorithm, 
(discussed below).  Secondly, when g(n) is 0 for all n, the search is reduced to a greedy search 
(discussed above). 
Variations of the algorithm have also been developed that extend the basic principles, 
including: Iterative Deepening A* in which movement decisions are made during the search 
rather than in the back-tracking process at the end, reducing the requirements for long node 
lists to be stored in memory, and Dynamic A* in which the search space is not static. 
Figure 4-19 shows an example of the A* algorithm for a simple two dimensional 
problem, with only orthogonal movement permitted, and an orthogonal, or Manhattan, 
heuristic function is used (discussed below).  The movement cost (G) estimated remaining 
cost (H) and path score (F) are shown for each cell.  
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Figure 4-19: Searching using the A* algorithm 
Adapted from (Lester, 2005) 
 
DIJKSTRA’S ALGORITHM 
Dijkstra’s Algorithm, also known as the vertex expansion algorithm, is a subset of the A* 
algorithm that uses a cost function based approach to nodes selection.  The search proceeds in 
the following way (Groeneveld, 2005) (Park, 2004): 
1) Define Open List as array of nodes that have been interrogated, but not fully 
processed. 
2) Define Closed list as array for which shortest path has been calculated. 
3) Add start node to Closed List. 
4) For node most recently added to Closed List, get attached nodes: 
− If attached node is not in Open List, add to Open List and assign node as 
parent.  Cost of attached node is sum of parent cost, and distance for attached 
node from parent. 
− If attached node is already in Open List, check if cost through current node is 
shorted (i.e. is sum of parent cost, and distance for attached node from parent 
less than existing cost?).  If yes, then override previous parent and cost 
values. 
5) Select lowest cost node in Open List and add to Closed List. 
6) Repeat steps 4 to 5 until target node is found. 
7) Path is defined by backtracking from target to source. 
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The Dijkstra differs from A* in the cost function evaluated at the node expansion.  
Dijkstra does not include the heuristically estimated distance to target to determine node cost, 
instead basing the search entirely on shortest distance from the target.  The Dijkstra algorithm 
is popular due to its simplicity of implementation, and its guarantee to provide the shortest 
path for a given source and target pair (Groeneveld, 2005).  Limitations of the algorithm 
include a low efficiency when applied to grid based problems (O(d2) for two dimensional n by 
n grid), and order dependency (as is the case for Lee’s maze algorithm), and multiple terminal 
paths (more that one source and or target). An example of searching with the Dijkstra 
algorithm is given in Figure 4-20. 
 
 
Figure 4-20: Searching using the Dijkstra Algorithm 
Top left: Initial state showing first three search iterations (Bottom row), and Top right: final state (top 
Adapted from (Groeneveld, 2005) 
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HADLOCK’S ALGORITHM 
Hadlock’s algorithm is a greedy, grid-based algorithm which builds on the classic maze 
algorithm, but uses a different search technique to find the optimal path.  The algorithm uses a 
heuristic to calculate the “ideal” path (with no obstacles similar to A*) and then labels cells 
with a value depending on the number of “detours” taken from the ideal.  In this context, a 
“detour” is defined as an expansion of a cell in a direction not aligned with the target and the 
cell cost is increased by 1.  The algorithm expands on cells with the smallest number of 
detours first and favours the lowest cost path.  Figure 4-21 shows an example of Hadlock’s 
algorithm. 
 
 
Figure 4-21: Example of Hadlock’s algorithm 
 
CHANNEL ROUTER 
Channel routing is a technique used for wiring rectangular regions called “channels” in VLSI 
circuits which have a number of pins running along the top and bottom.  Many channel 
routing algorithms have been proposed in the literature from the 1970s onwards, and remains 
an active area of research including: (Das, 2004), (Ho, 1991), (Deutsch, 1988), (Vakil, 1988), 
(Chohoon, 1988), (Joobbani, 1985), (Kowalski, 1983), (Burstein, 1983), (Rivest, 1982), 
among many others. Figure 4-22 shows the main features of a routed channel.  A net-list for 
the top and bottom of the channel with terminals labelled from 1 to N indicates which pins are 
to be connected.  Terminals with the same number, i, where 1 ≤ i ≤ N are to be connected with 
a single net, while a terminal labelled 0 is unconnected. In most cases routing is carried out on 
two layers with vertical wire segments (branches) on one layer and horizontal segments 
(trunks) are on the other, with small electrical contacts called “vias” connecting the two layers 
when vertical and horizontal segments meet.  This allows overlapping of wires from other 
channels to reduce the size of the channel. 
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Figure 4-22: Channel routing terminology 
 
The goal of the channel routing process is to connect terminals of the same number 
while minimising the number of horizontal tracks (see Figure 3-11) and thus number of vias 
used.  The order in which nets are routed is determined by Horizontal Constraint Graphs 
(HCG) and Vertical Constraint Graphs (VCG).  The graphs analyse the net lists on the top and 
bottom of the channel and search for possible conflicts.  In the left of Figure 3-12, a channel is 
shown with the horizontal segments of all the nets in descending order.  The seven sided 
shape on the right of Figure 4-23 is a HCG with numbers on the vertices representing 
respective nets in the channel.  The interconnecting lines between each of the vertices on the 
channel represent the ability of the two nets to be located on the same track.  A thick line 
indicates that the two connecting nets cannot be located next to each other on a particular 
track (while a thin line indicates that they can).  In the example below, net pairs 1 & 7, 2 & 7, 
3 & 7, 1 & 5, 1 & 6, and 3 & 6 could be placed on the same track, however, not all of these 
can be achieved because of interference of nets 1, 2 & 3, and nets 5 & 6. 
 
 
Figure 4-23: Horizontal Constraint Graph 
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After considering horizontal constraints given in the HCG, the channel router then 
computes the net placement combination that will minimise the number of tracks.  Often there 
will be a number of possible combinations for placing multiple nets on a single track; 
however, not all of these cases are optimal.  In the above example, nets 1 & 7, and 3 & 6 
could be placed on the same horizontal tracks, however this would rule out net 2 being paired 
with another.  Similarly nets 1 & 6, and 3 & 7 would not take advantage of the compatibility 
of nets 2 & 7.  The optimal placement of nets is given in Figure 4-24. 
 
 
Figure 4-24: Optimal horizontal placement of nets 
 
The arrangement given in Figure 3-13 gives the optimal solution in terms of 
minimisation of horizontal tracks; however, this does not always provide a valid solution.  In 
the example above there are vertical conflicts between nets 3 & 4, and 2 & 6, shown 
highlighted in Figure 4-25.  As previously mentioned, a general two layer channel router has 
vertical segments on one layer and horizontal segments on another.  In this case, the left edge 
of net 4 has to reach the upper boundary and net 3 the lower boundary; however, the two 
vertical segments cannot pass each other in a single column, similarly with nets 2 and 6.  
Clearly, there must be a method of dealing with vertical conflicts. 
 
 
Figure 4-25: Vertical conflicts 
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The VCG defines constraints between terminals at the top and bottom of the channel.  
Figure 4-26 shows the vertical constraint graph for the above example.  The thick lines in the 
VCG indicate that the two connecting terminals share the same column in the channel.  In the 
example above, these are terminals 4 & 3, 3 & 5, 6 & 2, 6 & 5, and 7 & 4. Channel routing 
algorithms consider the vertical constraint graph before proceeding with routing to ensure that 
no terminals are blocked. 
 
 
Figure 4-26: Vertical Constraint Graph 
 
In the case above, there is no method of reordering the tracks to avoid all vertical 
conflicts, therefore nets 2 and 7 are placed on separate tracks the and tracks are reordered to 
satisfy all constraints.  The solution to this example is shown in Figure 4-27. 
 
 
Figure 4-27: Solution of channel routing problem 
 
The simplest channel routing algorithm is implemented using a gridded search space; 
however, grid searches usually mean higher computational cost.  More recent work has been 
directed into grid-less channel routers, however the complexity of implementing a grid-less 
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solution increases significantly.  Figure 4-28, adapted from (Guruswamyl, 1991), shows the 
process flow for a general channel router. 
 
 
Figure 4-28: Process flow for channel routing algorithm 
(Adapted from Guruswamyl, 1991) 
 
Most channel routing algorithms allow only one horizontal segment per routed net 
(restricted channel), which can lead to a large number of tracks.  Some algorithms allow nets 
to “dogleg” which splits the horizontal segment into two or more segments, allowing the 
number of horizontal tracks to be reduced.  Figure 4-29 shows a simple channel routing 
problem.  The upper diagram shows the channel routed with only one horizontal segment per 
net, while the lower diagram shows the same problem permitting doglegging.  Note that in the 
case of doglegging, the number of horizontal tracks used is reduced by one, making the routed 
wires more compact. 
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Figure 4-29: Channel routing example 
(Above: with doglegs, Below: with doglegs to reduce number of tracks). 
 
Figure 4-30 shows an example of a cyclic conflict between two nets a and b 
(remembering that vertical segments in a single column cannot overlap on the same layer).  In 
this case doglegging is required for the net to be satisfactorily routed. 
 
 
Figure 4-30: Channel routing example with dogleg to eliminate cyclic conflict. 
 
The disadvantage of introducing doglegs into a routed circuit is the increase in the 
number of vias used.  In general it is desirable to keep the number of vias to a minimum.  
However, if there is a greater constraint on size of the circuit, the use of additional vias may 
be justified. 
A number of different types of channel routing algorithms use slightly different 
strategies to achieve a design solution.  The three main types are: Left edge, Greedy, and 
Hierarchical: 
 
Left edge.  The left edge algorithm is the simplest of the channel routing algorithms to 
implement and works by examining the vertical constraint graphs and selecting the left-most 
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terminal which has no upper constraints and assigning the corresponding horizontal segment 
of the net to the current track (beginning from the top of the channel).  The horizontal 
constraint graph will then be examined and the leftmost compatible net that can be placed on 
the same track (with vertical constraints satisfied) will be selected.  The process is repeated 
until there are no more nets that can be routed on the current track.  As each net is placed in 
the channel, it is deleted from the VCG and HCG.  Once the track is fully populated, the 
router creates and another track and repeats the process of looking for the next most left net in 
the VCG that is non-dependant, and assigns the horizontal segment to the channel. When all 
horizontal net segments (trunks) have been placed, the vertical segments (branches) for each 
net are placed, and vias connecting the trunk and branches defined. 
This algorithm considers the number of tracks to be unlimited, therefore in applications 
with fixed width channels, this resulting routed configuration not be applicable. 
 
Greedy.  The greedy channel router is a heuristic algorithm which uses four steps in an 
iterative loop for each column up to n to determine net placement (Rivest, 1982), (Ho, 1991).  
Each iteration includes: 
1) Terminals at column i connected to either tracks containing their nets, or the first 
empty tracks.  In the case whereby connecting the lower and upper terminals to the 
tracks containing their nets is not possible (i.e. cyclic constraint), one track is split 
into two segments for a single net. 
2) Split tracks (from previous iteration) are joined. 
3) Distance between tracks is reduced to reduce size and free up tracks for split 
connections which could not be joined. 
4) Each net moved towards boundary on which its next terminal lies. 
 
Hierarchical.  The hierarchical channel router splits the channel into smaller sub problems 
with dimensions 2 x n where n is the total number of vertical columns. 
 
SWITCHBOX ROUTER 
Switchbox routing is similar in aim to the channel router except connections can occur on all 
sides of the rectangle rather than two as in Figure 4-31 (left).  Again much has been published 
in this area including: (Das, 2004), (The, 1989), (Hamachi, 1984), among many others.  
Despite the problem being notionally similar to channel routing, robust and fast solutions to 
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the switchbox problem are harder it is much harder to implement in a routing algorithm, with 
a non-trivial extra dimension to the problem.  Whereas in channel routing there are several 
metrics for measuring routing performance (path length, area of nets, number of tracks, etc.), 
in switchbox routing the emphasis is placed on finding the existence of a solution.  Figure 
4-31 (right) shows an example of a routed switchbox. 
 
Figure 4-31: Switchbox routing 
Left: Channels and Switchboxes, Right: Example of switchbox routing 
 
LINE SEARCHING 
Line search or line probe routers are used for discovering paths in large gridded search areas 
which can significantly reduce the number of nodes required to be searched compared to the 
classic maze routing method described above.  The basic algorithm works by extending 
search lines from the source and target nodes, extending additional lines from “escape points” 
perpendicular to the initial search line until the lines intersect and the path defined.  There are 
two main implementations of the line probe algorithm, Mikami-Tabuchi's Algorithm which 
generates many escape points per search line (Figure 4-32), and Hightower’s algorithm which 
generates only one escape point per line (Figure 4-33).  Line search algorithms are generally 
used for large, empty areas. 
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Mikami-Tabuchi's Algorithm  
Mikami-Tabuchi's Algorithm is guaranteed to find the shortest orthogonal path for a given set 
of terminals.  The process for searching using Mikami-Tabuchi's Algorithm is summarised as 
follows, with an example given in Figure 4-32: 
1) Generate search lines from both source and target (Level i lines) 
2) From every point on the level-i search lines, generate perpendicular search lines 
(Level (i+1) lines) 
3) Stop until a search line from the source meet a search line from a target 
 
 
Figure 4-32: Example of line search algorithm using Mikami-Tabuchi's Algorithm 
 
Hightower’s algorithm.  Difference: generate search Level (i+1), search lines which are 
extendable beyond the obstacle.  Figure 4-33 shows an example of searching using 
Hightower’s algorithm. 
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Figure 4-33: Example of line search algorithm using Hightower’s Algorithm 
 
OTHER ALGORITHMS 
The search and routing algorithms discussed above represent only a few of the many routing 
types.  The maze and channel routers are two of the most common router types.  There have 
been numerous variations to these algorithms to increase routing speed, reduce memory 
requirements, and extend their capability to other applications. 
 
AUTOMATED PIPE ROUTING IN SHIPS 
Automated solutions to the design of pipes in marine vessels have also been developed 
(Asmara, 2006), (Park, 2002), and (Kang, 1999) in which principal objectives include the 
following, according to (Park, 2002): 
• Obstacle avoidance 
• Minimum clearance from equipment 
• Minimum pipeline length and number of bends 
• Maximise support sharing with other pipelines 
• Accessibility of valves (by hand or by reach-rods) 
 
(Kang, 1999) describes development of a prototype expert system for automating the 
design of upper deck piping for bulk carriers, which is a simper problem to aircraft electrical 
harness routing in many respects.  In this system, engineering knowledge was modelled using 
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the OMT method described briefly in Chapter 2 (Rumbaugh, 1991).  In this method 
relationships between knowledge objects are described by a set of standard relationship types 
including:  
• “A kind of” for hierarchical relationships 
• “Is a” for inheritance relationships 
• “Consists of” for assembly relationships  
• “Connected to” for connection relationships  
• “Reference to” for reference relationships 
 
Example production rules for ship pipe design include (Kang, 1999):  
• Pipes should be straight and grouped into bundles as much as possible. 
• For curved parts, an elbow is not recommended, 45 or 90 degree angle bend is 
preferred. 
• Pipes should be arranged to allow easy installation and maintenance of equipment. 
• A minimum work space should be reserved for easy installation and maintenance 
of pipe parts. 
• Pipe-ways should not disturb other shipboard traffic. 
 
Based on the engineering knowledge models that represent both the problem 
specification and production rules required for valid pipes to be produced, a software system 
to automate the routing task was developed with the structure given in Figure 4-35.  Inputs to 
the system include an approximation of the ship’s hull structure, definition of pipe endpoints 
and a rule library of production rules and recommended practices.  The routing problem is 
solved using methods similar to the maze algorithm described in the above section on circuit 
routing.  Three dimensional models of pipe geometry are returned to the user for analysis.  
Numeric methods for automatically assessing the quality of the routing job are difficult to 
define, and accordingly, visual based judgement is most often used.  Results from the expert 
system were analysed and found to be of comparable quality to manually designed pipes, and 
were developed in approximately one quarter of the time required for the manual process. The 
specification of additional production rules to further constrain the problem would improve 
outputs further.  
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Figure 4-34: Configuration of an Expert System for Piping Design of a Ship 
(Kang, 1999). 
 
Similar systems were developed by (Asmara, 2006) and (Park, 2002), both of whom 
reference the work of the previously descried system.  The system described by (Park, 2002) 
includes a more detailed rule base that priorities pipes based on diameter, and tightens 
constraints accordingly.  Large diameter pipes are most critical and are routed preferentially, 
with tighter constraints in terms of minimising length and number of turns.  Lower diameter 
pipes generally have more relaxed requirements.  An example of the output of this system is 
given in Figure 4-35 (left). 
The system described by (Asmara, 2006) is comprised of three main components: 
firstly, an Interface Module to communicate with a CAD system for both obtaining input 
geometry and delivering results, secondly an Engine Model which decomposes the CAD 
geometry into a discrete form and applies the path-finding algorithm, and thirdly an 
Optimisation Module that determines the optimal ordering for pipe placement.  The path-
finding task is handled by an implementation of the popular Dijkstra Algorithm, with inputs 
from the Optimisation Module.  The optimisation process is handled using an evolutionary 
algorithm based on a discrete form of particle swarm optimisation.  Most likely due to design 
constraints on ship pipe design, movement options at each point in the search are limited to 
five degrees of freedom: straight, left, right, up and down (orthogonal movement only).  An 
example of the outputs of this system is shown in Figure 4-35 (right). 
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Figure 4-35: Output of ship pipe routing systems 
Left: System described by (Asmara, 2006), Right: System described by (Park, 2002) 
 
PARALLELS WITH COMPUTER GAME PATH-FINDING 
Path-finding in computer games shares much in common with the aerospace electrical harness 
and pipe routing problem.  It is useful to analyse some techniques used in the computer game 
industry and compare them with those used in engineering. 
The reaction of game elements to player inputs is generally achieved using either AI or 
scripting, or, most often, a combination of both.  AI in computer games generally refers to the 
control of non-human game elements including the ability of Non-Player Characters (NPCs) 
to adapt to inputs of human players.  In some games, NPCs exhibit intelligent reactions to 
player actions, such as traversal of obstacles, attacking weak points in player defences, and 
coordination of multiple NPC agents.  Aside from graphical performance, the complexity of 
AI in games is a major part of the realism and enjoyment of the gaming experience.  Games 
with good AI tend to be more memorable playing experiences with a higher level of 
replayability.   
One of the properties of games with good AI can be non-linearity in the sequencing of 
events and NPC behaviour, providing new experiences each time the game is played.  In 
contrast to this, many computer games use scripting as a means of controlling events within a 
game where plot devices are required or AI is difficult to implement.  The principles for 
scripting in games are similar to those used in films, with player inputs triggering events such 
as story elements, environmental effects, actions for NPCs, etc. 
The implementation of AI or scripting for a given problem in development of a 
computer game is much like the decision to implement a KBE or DA application to facilitate 
an automation task in engineering.  AI is analogous to KBE applications in automation, 
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exhibiting significantly higher levels of complexity, with associated high development costs 
and long lead times.  Resulting applications are generally more intelligent and dynamic, with 
many possible results from the combination of human inputs and AI.  Conversely, scripting is 
analogous to DA, with a generally lower level of complexity, and shortened development 
times and lower cost than for an equivalent AI solution.  Resulting applications are generally 
more linear, with the same events triggered each time the game is played. 
Path-finding is an important component of game mechanics, and is a heavily researched 
area of AI, commonly employing techniques such as A* and Dijkstra’s algorithm (Patel, 
2007), (Lester, 2005), (Chenney, 2003), (Pinter, 2001), (Stout, 1997).  The game style or 
genre determines the level and type of path-finding required.  Examples include Real-Time 
Strategy (RTS) games, First Person Shooter (FPS) games and Adventure games. 
RTS games are tactical games which traditionally present the player with a top view 
representation of a battlefield, with the player in control a number of units.  Examples include 
Blizzard’s StarCraft (Figure 4-36) and Microsoft’s Age of Empires among many others.  In 
these games, the player selects one or more units, and executes a move order by selecting the 
desired target in a map of the battle space.  Beneath the textures and artwork, the map itself is 
divided into discrete segments, and unit movement is determined by a discrete algorithm such 
as A*.  Ground based units are restricted to movement around obstacles, and aerial units can 
follow a direct straight line path to the objective.  Waypoints can also be selected for the unit 
to pass through or near on its way to the goal. 
 
 
Figure 4-36: Top view representation of battlefield in Blizzard Entertainment’s StarCraft 
(Planet StarCraft, 2008) 
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Modern FPS games typically involve players moving through a fully three dimensional 
environment with friendly or enemy NPCs following the player.  Many path-finding 
applications within FPS games are conducted in dynamic search environments, with player 
and computer controlled units moving around a map in real time.  The dynamic nature of the 
search space adds another layer of complexity to the problem.  Accordingly extensions 
algorithms such as A* algorithm have been made, extending the scope of application to the 
time domain.  One such example is the called D* or Dynamic A*, (Patel, 2007).  Possible 
movement of NPCs within three dimensional FPS game maps is often specified by placing a 
graph over the map with nodes representing changes in directions.  Noise to the graph can be 
added together with animation of NPC models to give the appearance of more realistic 
movement.  More advanced movement behaviour can also be included to improve both the 
efficiency of the path-finding algorithm and the realism of the game (Chenney, 2003), (Lidén, 
2001) depending on the NPC type, environment and gaming style.  Examples include stealthy 
movement, finding cover from fire, opening doors, climbing hills, obstacle avoidance, 
discovering alternate routes, etc. 
 
 
Figure 4-37: Node graph of a three dimensional level in Valve’s Half-Life 
(Lidén, 2001) 
 
 Game path-finding can be considered a more relaxed problem than harness routing, 
with NPC’s permitted to make wrong turns and correct trajectories in real time.  In many 
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cases reaching the target quickly is a more important objective than the details of getting 
there. 
By comparison, the harness and pipe routing problem uses a static search space with all 
targets and obstacles fixed with respect to time.  This eliminates the dynamic requirement of 
the algorithm.  However, is much more constrained and the detail of output paths for harness 
routing applications is critical.  For the system to be useful, it must deliver paths that closely, 
if not fully, satisfy design rules and constraints. 
 
TOOLS FOR MODELLING ELECTRICAL HARNESSES 
As an alternative approach to automating the harness design process, a prototype system for 
improving the computer aided modelling process has been developed at Heriot-Watt 
University (Robinson, 2007) and (Ng, 2000).  A Virtual Reality (VR) system, termed Co-Star, 
immerses the designer in a three dimensional computerised model of the product structure, 
through the use of a stereoscopic head mounted display, and VR gloves.  The gloves have 
motion sensors on the fingertips, and the designer can navigate the model and route harnesses 
using finger gestures, as shown in Figure 4-38.   
The system provides a novel and interesting approach to addressing shortcomings of 
traditional modelling practices using a computer mouse or “spaceball”, and is an effective 
technology demonstrator for providing a more interactive design experience.  However, The 
path-finding processes is still manual, and consequently detailed knowledge of all relevant 
design rules is required for the system to be used effectively. 
 
 
Figure 4-38: Immersive design with the Co-Star system for electrical harness design  
(Robinson, 2007) 
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4.4.3 Resource Estimation 
The following task, “AMAAD-2.2: Estimate resource requirements and costs”, produces a 
breakdown of the processes identified in the project plan and resources and cost requirements 
are estimated for each section.  Resources will include cost estimates for the following: 
• Hardware and software required for developing the solution 
• Size of the development team required, and the period of time for which each will 
be assigned to the project  
• Time experts will be taken off the job for knowledge capture processes. 
 
 
4.4.4 Risk Assessment 
“AMAAD-2.3: Assess technical cultural and commercial risks”.  Feasibility of an automation 
project must be assessed on a number of levels including technical feasibility, business 
feasibility and availability of resources. 
 
TECHNICAL FEASIBILITY 
Technical feasibility refers to the ability of the project objectives to be met using available 
skill sets and knowledge.  The previous study of existing techniques in other non-aerospace 
domains is analysed and a recommendation made as to an appropriate algorithm or technique 
to be applied to the proposed problem.  The analysis of existing technology may: 
• Identify algorithms/techniques that can be translated directly from other domains – 
relatively low risk.  
• Identify algorithms/techniques that may be modified to suit the application – 
relatively moderate risk. 
• Identify no existing techniques that relate to the problem under investigation, 
requiring new methods be developed – relatively high risk. 
 
Application of Existing Routing Techniques to Aerospace Domain.  The existing routing 
and automated path-finding techniques discussed in AMAAD-2.1 are effective at meeting 
constraints of their respective application domains.  However, when applied to the complex 
aircraft electrical harness routing domain, these methods, in their current form, lack the 
necessary capability required to produce path routes of sufficient quality to satisfy design 
rules and constraints.  Although these methods provide a very good starting point for 
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addressing the path-finding problem, additional constraints are required for this technology to 
be transferred to the airspace domain.   
In the previously discussed problem domains, the goal of the routing job is to produce 
the “best” solution based on some criteria, usually minimum path length, or minimum number 
of turns.  For harness and pipe routing, the criteria for the “best” solution must be extended to 
include rules from the respective domains, such as clearance rules, bend radii, and profile 
(thickness) rules.  The implementation of rules in the path-finding algorithm must be 
sufficiently robust to ensure outputs meet design criteria with little or no manual modification 
of resulting paths. 
 
COMMERCIAL FEASIBILITY 
Business feasibility analyses the status quo of the organisation and the wider aerospace 
industry to determine the feasibility of successfully running a research and development 
project.  The aerospace industry is characterised by highly cyclic levels of activity coinciding 
with major projects from civil and military sectors.  Accordingly the level of activity should 
be considered (i.e. whether a peak or trough in activity cycle), together with current business 
priorities of the organisation.   
The estimation of resources made above should also be checked against predictions of 
availability of these resources including cost, human resources and hardware/software 
requirements.  In the example investigated, the commercial feasibility is not directly 
applicable, as the project is run predominantly in a non-commercial setting, (with inputs from 
the industry partner). 
 
4.4.5 Definition of Success Criteria 
Acceptance criteria are an important measure of the degree to which the automated solution is 
successful in meeting objectives outlined in the project proposal.  The following sub-process, 
“AMAAD-2.4: Define acceptance criteria”, develops a formal definition of the factors used to 
measure success.  Automation projects are generally of two types: either a proof of concept 
application in which a functional demonstration of technology is created for further 
commercial development, or a robust production-ready tool for implementation in engineering 
product development processes. 
In this case study, the application sought is a functional demonstration of methods to 
automate the layout design of electrical harnesses through complex aircraft structures.  As 
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such, it is not a requirement that the system implement all required rules and knowledge.  The 
ideal output from the automated solution would be the definition of paths that closely 
resemble those developed using equivalent manual processes.   
Assessment of path quality is not easily quantifiable since many solutions within the 
search space may be possible, and indeed outputs from manual routing processes are often 
unique.  Even using manual processes, optimal results are difficult and time consuming to 
obtain and assess.  It is desirable that harnesses are of minimum length (for weight 
considerations), and make as few turns as possible while ensuring all rules are successfully 
obeyed.  Accordingly, the success criteria are defined as follows: 
1) Maintain rule validity (for a sample of rules) 
2) Minimise length  
3) Minimise number of turns 
4) Minimise running time 
 
4.4.6 Organisational Requirements 
A number of project management activities are required to ensure the project is adequately 
defined and supported and are facilitated by the following processes from the proposed 
methodology:  
• AMAAD-2.5: Generate project plan 
• AMAAD-2.6: Prepare business case 
• AMAAD-2.7: Gain management approval 
 
PROJECT PLAN 
A typical project plan includes the activities defined in the application development 
methodology, specified against a fixed timeframe with tangible, deliverable milestones along 
the way.  For development of the automated routing tool, the project the milestones were 
defined as: 
• Complete review of automation techniques 
Output: Selection of path-finding algorithm 
• Conceptual design of system 
Output: Prototype system that demonstrates basic path-fining 
• Preliminary design of system 
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Output: Prototype system that implements rules for basic test case 
• Detailed design of system 
Output: Automated Routing Tool 
• Evaluation of system 
Output: Results from system test on realistic test case 
 
BUSINESS CASE 
The business case for the solution is usually presented through a projected return-on-
investment, defined as a ratio of the cost of completing the task manually to the cost of 
developing an automated solution and completing the task automatically (Equation 4-3).  The 
ROI is often difficult to estimate, as in the case with the automated routing system developed 
in this thesis.  ROI figures are often used to promote the value of implementing KBE and DA 
applications in the product development to management, however, these figures are often 
examples of previous projects in which the ROI can be more easily determined. 
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Where: R:  Return on investment 
 n:  Number of instances of task 
 tBM B:  Time to complete one instance of task manually 
 tBD B:  Time to develop automated solution 
 tBA B:  Time to complete one instance of task automatically using automation tool 
 
An attempt is made to estimate the ROI for the routing system using estimations from 
harness routing projects completed by the industry partner GKNAES, in particular design of 
installation of flight testing equipment in the weapons bay of the F-35 Joint Strike Fighter (a 
detailed example is given in Chapter 7).  The weapon bay is a good example case as there is a 
large number of harnesses to be routed through a densely populated area, allowing the same 
geometry model to be reused a number of times.  The configuration of systems and equipment 
is unique for each of the three F-35 variants, requiring separate wiring looms for each.  Also, 
as mentioned above, the first several instances of each variant are fitted out uniquely, 
multiplying the design effort required several fold.  The terms used in calculating the ROI are 
estimated below, and evaluated in Equation 4-4: 
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• The number of instances for a routing job would be roughly 50 for each of the three 
aircraft variants and the first three instances of each (a conservative estimate of 450 
harnesses).   
• The manual computation of the path for an electrical harness is estimated to take 
approximately 10 hours (conservative estimate, based on discussions with 
GKNAES engineers responsible for electrical harness routing work on the F-35). 
• The time to complete the task automatically is the sum of the time to prepare the 
geometry model and the time to compute the paths for the required number of 
harnesses.  In the proof of concept application proposed, it is anticipated geometry 
will be represented in a discrete form, requiring exporting from CAD software and 
import into CAE software for meshing (approximately 5 hours for a highly detailed 
model for each aircraft variant and configuration).  It is anticipated that a typical 
harness would take 10-20 minutes to compute in a detailed (high resolution), highly 
populated model with numerous rules and constraints. 
• The estimated time to develop the automated solution is approximately 2000 hours 
(equivalent to 1 person 40 hours per week for 50 weeks – or a team of 5 developers 
for 10 weeks). 
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The resulting ROI value of just over 2 indicates that even with conservative estimates, a 
saving of more 50% of product development hours can be achieved using the proposed 
automated solution.  In reality, the true ROI value would be significantly higher than this, 
with the selected complexity attributes allowing reuse of the routing Intellectual Property (IP).  
The procedure for developing geometry models will intentionally be separated from any 
routing problem instances maximising opportunities for reuse in multiple aircraft programs, 
and the generic routing methods and external rule storage will allow the application to be 
applied across a number of rule domains including hydraulic and pneumatic piping among 
others. 
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PROJECT APPROVAL 
A final decision whether to proceed with development of the automation solution is made by 
organisation management, based on outcomes from the first two lifecycle phases to this point.  
Although not required in the context of this research project, approval from management is 
critical for proceeding with the application development.   
The inputs feeding into this activity include a summary of the outcomes of the two 
phases including objectives, scope and role, and attributes from the Problem Identification 
phase, and the level of existing technology that can be developed for this application, resource 
requirements, risk assessment, and ROI from the Feasibility Analysis phase.  These outcomes 
are summarised in Table 4-3. 
 
Table 4-3: Outcomes of Problem Identification and Feasibility Analysis phases 
TASK DESCRIPTION 
Problem:  • Automation of electrical harness layout routing 
Objectives: • Automatic definition of routes for electrical harnesses (or other 
medium) through obstacles. 
• Satisfying relevant design rules and constraints 
• Reduced lead time compared to equivalent manual process 
Scope: • Stand alone software application, deployable on PC workstations. 
• Accepts geometry in a given format, and outputs CAD-readable 
models. 
Role: • Automate the current manual path-finding task in total electrical 
harness design process.  
Complexity attributes: • Reusable, generic, generative 
Existing technology available: • Electronics: circuit design algorithms (maze, channel, line, etc.) 
• AI: computer game path-finding algorithms (A*, Dijkstra, etc.) 
Technical risk • Low 
Commercial risk • Low 
Milestones • Complete review of automation techniques 
• Conceptual design of system 
• Preliminary design of system 
• Detailed design of system 
• Evaluation of system 
ROI: • >2 (conservative estimate) 
 
4.5 Summary 
This chapter has documented the first two phases of the AMAAD lifecycle applied to the 
aerospace electrical harness routing domain.  These two phases represent problem definition, 
research into existing processes and techniques that could be tailored to this domain to 
automate these processes, and justification for the expenditure of resources to develop the 
automated solution. 
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The Problem Identification phase specified a business opportunity to automate the 
complex and time consuming electrical harness routing task.  The problem was further 
investigated in terms of objectives, scope and role.  The key feature of AMAAD 
distinguishing it from other methodologies is the Complexity Analysis task that was 
completed in the Problem Identification phase.  This task identified three key attributes 
required from the automated routing application being: reusable, generic, and generative.  
These complexity attributes were specified in the AMAAD software tool, and the resulting 
customised methodology required for developing the automated routing system was returned.  
The proposed solution was also defined in terms of objectives, role and scope. 
Algorithms and techniques for automated path-finding from non-aerospace domains 
including electronics routing and computer game AI were investigated, and were found to be 
potentially useful implementing in an engineering context.  Success criteria and required 
resources were estimated, and feasibility of the automated solution was assessed in terms of 
technical, commercial and cultural feasibility.  A conservative ROI estimate was made and the 
development of an automated routing tool was found to provide savings of potentially fifty 
percent of total design hours. 
The following chapter documents the knowledge acquisition and modelling activities 
that capture and organise problem solving knowledge, before system design and development 
can begin. 
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Chapter 5: Acquiring and Modelling Knowledge  
 
5.1 Introduction 
The chapter continues the documentation will introduce the knowledge acquisition and 
knowledge modelling processes that will apply to the development of an automated routing 
tool, representing the third and fourth lifecycle phases: “AMAAD-3: Knowledge Acquisition”, 
and “AMAAD-4: Knowledge Modelling”. 
 
5.2 AMAAD Phase 3: Knowledge Acquisition 
The third lifecycle phase relates to the collection of relevant knowledge and data required to 
solve cases of a routing problem.  This knowledge includes the fundamental concepts that 
define the problem and its solution including governing rules and constraints. 
The KA activity involves a number of key steps which elicit relevant knowledge from 
various sources including domain knowledge to describe aspects of the problem, and process 
knowledge to describe methods for its solution.   
A number of KA techniques were discussed in Chapter 2.3.4.  Of these, three main KA 
techniques were used for capturing harness routing knowledge.  These are listed below and 
discussed in more detail in the following sections. 
1) Extracting information from documentation (domain knowledge, e.g. rules). 
2) Interviews with domain experts (task knowledge, e.g. harness design procedure). 
3) Expert observation and tutorial with questions (tacit process and inference 
knowledge). 
 
5.2.1 Extracting Information from Documentation 
The extraction of engineering knowledge from documentation has the advantage of causing 
minimal interruptions to business activities, particularly the removal of domain experts from 
their work.  Several sources of documentation were used to capture knowledge for this 
application, and included: governing specifications, project specific documentation, and best 
practice guides.  These three sources are discussed below. 
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GOVERNING SPECIFICATIONS 
The design of aerospace products for both military and civilian sectors is governed firstly by 
regulations imposed by governing bodies, secondly by specific project requirements, and 
thirdly, by company standards and best practices.  
In the civilian sector, the Federal Airworthiness Requirements for transport category 
aircraft (FAR-25) is the main document governing aircraft design and certification.  Currently 
FAR-25 does not have a section solely addressing wiring design and routing.  Instead 
governance is provided in numerous subsections, including 25.1301/1309, 25.1529, 25.1353, 
25.869, AC 43.13-1b, AC 25-16, AC 25-10, and policy memos (Sadeghi, 2003).  This lack of 
a centralised base of rules can make it difficult to single out and implement all applicable 
requirements. 
In the military sector, separate specifications apply to the design of wiring looms for 
military aircraft.  In the 1990s the governing specification was MIL-W-5088L: Military 
Specification - Wiring, Aerospace Vehicle (MIL-W-5088L, 1991), later replaced by AS50881 
Wiring Aerospace Vehicle (SAE International, 2008).  The current version of the standard is 
revision C (AS50881C) effective October 2006.  This specification provides more detailed 
and centralised guidance for wiring design for military aircraft.  However, this document itself 
references over twenty other relevant specification documents, further complicating the task 
of obtaining a total picture of the relevant domain rules. 
 
PROJECT SPECIFIC DOCUMENTATION  
Project-specific documentation usually provides a more explicit statement of deign 
methodologies, including specification of relevant rules and constraints, than government 
regulations (as described above). 
During the development of this routing system, the project industry partner, GKNAES, 
was heavily involved in the design of electrical wiring looms for the F-35 JSF, particularly in 
the internal weapon bays of all three variants.  This provided excellent opportunities for 
acquiring harness layout design knowledge.  GKNAES was able to provide access to some 
project specific documentation that governs the design of electrical harnesses.  This 
documentation was valuable in establishing a representative set of rules for implementation in 
the routing system. 
Specific details of rules and design methods for the JSF programme cannot be provided 
in this discussion as they are protected by International Traffic in Arms Regulations (ITAR) 
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export control measures.  However, a generalised set of rules obtained from this and other 
sources including general best practice guides and domain experts is provided in Section 
5.2.3. 
 
BEST PRACTICE GUIDES 
Wiring design practices and rules was also gathered from best practices guides developed by 
domain experts and disseminated freely on the internet, for example (Portwood, 2004), 
(Sadeghi, 2003), and several others.  These guides are useful as they contain detail of practical 
issues faces when performing the harness design task.   
One particular document that provided valuable information was a training guide 
developed by a Federal Aviation Administration (FAA) wiring expert (Sadeghi, 2003).  This 
document was useful as it provided examples of good and poor design practices, allowing 
metrics for assessing quality of harness designs to be developed.  Examples are provided in 
Section 5.2.3. 
 
5.2.2 Interacting with Domain Experts 
Several interviews were held with two domain expert designers with extensive experience in 
aircraft electrical wiring design including both major electrical design projects worked on by 
GKNAES: EuroFighter Electrical Design (EFED) and the JSF programme.  The aim of these 
interviews was to extract task-related knowledge about harness design.  Interviews were both 
unstructured and semi-structured.  An observation and tutorial session was also used to collect 
tacit knowledge and gain a deeper upstanding of the engineering processes. 
 
UNSTRUCTURED INTERVIEWS 
Initial interviews conducted were largely unstructured and relatively short (several sessions of 
approximately 30 – 40 minutes), aiming to develop an understanding of the scope of the 
routing task and the major tasks involved.  Both domain experts were involved in each 
interview session.   
Initial interviews began with an introduction to the research project and explanation of 
the aims of the automated routing system.  Discussion then covered the basic procedure of the 
harness routing process including major design issues.  Experts were also asked about their 
experiences of layout design on current and past projects including common difficulties 
encountered.  They also included discussion of the following factors: 
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General Information 
• Typical number of cables that were being routed 
• Average length of time required for single path 
• Software tools used 
• How are inputs / requirements provided 
• Data required to define a path 
• Level of experience required 
 
Routing Process 
• Details of the routing process 
• Software used 
• Variations specific to EFED programs 
• Variations specific to JSF programs 
• Comparing JSF and EFED development programs (e.g. Requirements, amount of 
work, number of harnesses, etc.). 
 
Difficulties Encountered 
• Number of rules considered 
• Management of data and rules  
• Complexity of the problem 
• Amount of rework required 
• Nature of the work. (Enjoyable? Tedious?) 
 
Domain experts showed a genuine interest in the system, and demonstrated a high level 
of cooperation.  This allowed an informal dialogue to be set up which was able to provide 
clarification of knowledge in a number of instances, reducing the need for more formal 
meetings. 
 
SEMI-STRUCTURED INTERVIEWS 
A number of follow-up interviews were conducted to clarify domain and process knowledge 
extracted from documentation and initial interviews.  These subsequent interviews were more 
structured than the initial interviews, with a clear agenda and set of desired outcomes 
determined beforehand.  The interviews were relatively short, aiming to resolve a series of 
specific questions that were formulated prior to the interview.  These interviews assisted in: 
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• Verification and clarification of previously extracted knowledge. 
• Determining the relative importance of design rules (i.e. which rules are most 
critical). 
• Identifying relationships and interactions between knowledge elements. 
• Ensuring agreement between experts and knowledge engineers. 
 
OBSERVATION AND TUTORIALS 
The third KA method involved sitting at a computer workstation with domain experts as they 
worked on the routing task.  The timing of this KA technique was advantageous as it allowed 
the expert to be observed working on a current project.  The task produced the following 
findings: 
• Experts were able to convey technical concepts in a more natural way than 
provided in interviews. 
• A number of processes were revealed that were not covered in either the 
documentation or interviews. 
• The scope of the problem was more clearly understood. 
• Questions and discussion of particular aspects of the problem provided clarification 
on specific issues. 
 
5.2.3 Electrical Harness Routing Rules 
The design and operation of aircraft electrical wiring systems is a complicated domain, 
governed by many rules.  These rules can be classified into either design or operation rules.  
Design rules can be further categorised as: 
• Functional rules 
• Geometric rules 
• Interaction rules 
 
It takes many years of experience in the relevant fields for engineers to become 
familiarised with these rules and design requirements, and how the design of looms in CAD 
translates to their physical installation in aircraft.  The following section provides sample of 
rules in the three design rule categories with practical examples of their implementation in 
real aircraft wiring systems.  These practical examples were extracted from an online FAA 
wiring practices resource (Sadeghi, 2003). 
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GEOMETRIC RULES 
Geometric rules constrain the overall path shape for electrical harness, governing aspects such 
as degrees of freedom of movement, behaviour of bundles of multiple harnesses and 
interactions with structure such as fastening and chafing.  A sample of rules covered in the 
geometric rule category are listed below, a few of which are discussed in more detail 
following this list.  
• Bend radius 
• Slack / Unused wiring 
• Riding on structure 
• Riding on other wires 
• Splicing 
• Chafing 
• Limit use as handhold 
• Support (clamping and tie-wraps) 
• Separations and junctions (T or Y junctions) 
• Passing through lightening holes and systems penetration holes 
 
Bend Radius.  One of the geometric rules is the specification of minimum allowable radius of 
curvature for routing cables around objects.  This is termed a bend radius rule, an example 
definition of which is given in Figure 5-1.  The definition of this rule specifies:  
• Cables supported either side of the bend shall have a minimum bend radius of 3 
times the diameter of the cable. 
• Cables that are not supported on either side of the bend shall have a minimum bend 
radius of 10 times the diameter of the cable. 
 
 
Figure 5-1: Example geometric rule for electrical harnesses.  
(Sadeghi, 2003) 
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The specific values used in the definition of this rule may vary between different 
categories of wiring, aircraft development programs, and for military and civilian 
applications.  Figure 5-2 below gives an example of correct and incorrect implementation of 
the bend radius rule. 
 
 
  
Figure 5-2: Example of wiring implementing the bend radius rule 
Left: sufficient bend radius allowed.  Right: insufficient bend radius allowed (Sadeghi, 2003). 
 
Slack wiring.  Allowance for slack wiring must be provided when determining a harness 
path, as shown in Figure 5-3.  Requirements for the amount of slack to be provided will 
typically be provided through a factor to be applied to the total harness length, resulting in an 
additional length. 
 
 
Figure 5-3: Example schematic for slack wiring  
(Sadeghi, 2003) 
 
Junctions and separations.  Similar harnesses which have long path segments in common 
are usually routed together in bundles.  Invariably, there will be points along the length of 
wiring bundles where particular harnesses are required to separate to reach target systems, or 
additional cables are added to the bundle.  These separations and joins are governed by a set 
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of rules that describe geometry of the junction including allowable angles and requirements 
for clamping before and after separation has occurred.  Figure 5-4 shows examples for 
clamping requirements for T and Y junctions. 
 
 
  
Figure 5-4: Example schematics for junctions from bundles of cables 
Left: T-junction.  Right: Y-junction (Sadeghi, 2003). 
 
Clamping.  Individual harnesses and harness bundles must be adequately supported such that 
movement of harness during operation is restricted.  Again numerous rules for clamping and 
fastening harnesses to primary structure are provided.  These rules include maximum distance 
between clamping points, types of clamps that can be used and the way in which they are 
installed.  Appropriate clamp sizing is also important to ensure difficulties are not faced 
during wiring installation and operation.  Figure 5-5 from (Sadeghi, 2003) shows an example 
where incorrect clamp sizing has led to difficulties in attaching the harness bundle, resulting 
in a pinched wire. 
 
  
Figure 5-5: Example clamping of a wiring bundle 
Left: routed correctly.  Right: routed incorrectly (Sadeghi, 2003). 
 
Passing Through Structural Penetrations.  Care must be taken when routing harnesses 
though penetrations in structural members to ensure chafing does not occur.  Figure 5-6 
shows an example of a harness bundle passing through a systems penetration hole in a 
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metallic structural member.  The image on the left has been routed correctly, with the harness 
sufficiently supported on either side of the hole.  The harness bundle in the right image is not 
adequately supported and abrasions with the surface will occur, reducing the life of the wiring 
bundle. 
 
  
Figure 5-6: Example harness bundle passing through lightening hole 
Left: Routed correctly.  Right: Routed incorrectly (Sadeghi, 2003). 
 
INTERACTION RULES 
Interaction rules describe constraints on interaction between two or more entities within the 
routing space.  These typically include clearance and grouping requirements, either specifying 
the minimum or maximum clearance that must be maintained between a harness type and 
obstacle type (e.g. structure, moving parts, or different harness type), or describing how 
multiple harnesses of the same or similar type should be routed (e.g. bundled). A sample of 
rules covered in the interaction rule category are listed below, a few of which are discussed in 
more detail following this list.  
• Interaction of harnesses of the same type (grouping into bundles) 
• Interaction of harnesses of the different categories (e.g. electromagnetic 
interference) 
• Clearance from moving parts 
• Clearance from structure 
• Clearance from subsystems 
• Clearance from payload 
• Clearance from areas of high heat 
• Clearance from areas containing fluids 
• Clearance from harnesses if EMI applicable 
? 170 ? 
Crossing wires.  The way in which harnesses are permitted to cross within the routing space 
is governed by both clamping requirements and, depending on the types of harnesses involved 
and the angle at which they cross.  Typical EMI rules specify that certain harness types cannot 
be routed within a particular distance of others (in particular, long parallel sections), with 
some exceptions made for crossing wires which must do so at right angles.  Figure 5-7 shows 
two examples of two harness bundles crossing within the routed space.  In the left example, 
sufficient support is provided to ensure the two bundles maintain a crossing angle of 
approximately 90 degrees.  In the right image, no such support is provided, and the two 
bundles have some degree of freedom over their movement which is not acceptable. 
 
  
Figure 5-7: Example of implementation of a crossing wires rule.   
Left: Routed correctly.  Right: Routed incorrectly (Sadeghi, 2003). 
 
FUNCTIONAL RULES 
Functional design rules relate to the specific function of individual electrical systems, and are 
usually implemented prior to the routing task itself.  Example functional rules are listed 
below.  The implementation of functional rules is intrinsic to the electrical system design 
process, and is outside the specified scope of the automation tool developed in this thesis. 
• Electrical Loads 
• Grounding & Bonding 
• Breaker/Wire Sizing 
• Connectors 
• Terminations 
• Conduits 
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OPERATIONAL RULES  
Operational rules describe installation and in-service requirements for electrical systems.  
Example operational rules include the following: 
• Corrosion / contamination 
• Wire Marking 
• Adding wires to bundles 
• Wire Insulation 
•  
 
5.3 AMAAD Phase 4: Knowledge Modelling 
The fourth phase, “AMAAD-4: Knowledge Modelling” organises knowledge required to 
describe and solve the routing problem collected in the previous phases into a model that is 
appropriate for implementing in software. 
 
5.3.1 Overview 
Knowledge exists in a number of forms ranging in complexity. In the CommonKADS 
methodology, on which a significant portion of AMAAD is based, knowledge is considered to 
be of three primary types: domain, inference and task knowledge, discussed in Chapter 2.4.3, 
and in (Schreiber, 1994). 
 
5.3.2 Modelling Task Knowledge 
MANUAL ROUTING PROCESS 
Following specification of requirements, generally in the form of approximate harness entry 
and exit points and harness type, the manual path planning process consists of three primary 
tasks (see also Figure 5-8): 
1) Specification of attachment points 
2) Pass harness spine through points 
3) Ensure relevant rules are satisfied 
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The path planning task is an iterative process, and numerous changes will usually be 
made before the final configuration is accepted.  The tasks in the Manual Routing section of 
Figure 5-8 are generally conducted in a CAD environment that references the full assembly 
including obstacles that must be avoided.  A detailed design model, such as that shown in 
Figure 5-9 from (Smith, 2007), will be one of the primary outputs of the layout process.  An 
example of a complex electrical wiring loom from the F-35 JSF (showing a large number of 
systems and harnesses) is given as a case study in Chapter 7. 
 
 
Figure 5-8: Manual process for routing harnesses 
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Figure 5-9: Example detailed design model of a forked harness 
Showing attachment brackets. 
(Smith, 2007) 
 
COMPUTERISED ROUTING PROCESS FLOW  
A computerised automatic path-finding process has three primary tasks listed below, and 
further decomposed in Figure 5-1:  
1) Input geometry obstacles are read into the system 
2) Paths are computed 
3) Outputs are written. 
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Figure 5-10: Structure of “Solve Routing Problem” task 
 
 
5.3.3 Modelling Domain Knowledge 
Domain knowledge consists of the static concepts, relations and facts required to reason about 
performing tasks in a given problem domain (Schreiber, 1994).  Domain knowledge 
components describe the basic information necessary to define a problem and find its 
solutions.  Domain knowledge elements are used in inferences and tasks to construct or derive 
more useful information. 
A number of knowledge objects comprise the domain knowledge for the automated 
path-finding problem.  System requirements derived from objectives and Complexity 
Analysis tasks in the Problem Identification phase specify that the knowledge base shall be 
easily expandable for applying the routing tool to new path-finding domains.   
 
CONCEPTS  
As stated in the CommonKADS case study, domain knowledge consists of all the “facts” of 
the relevant problem solving domain.  These facts describe the basic information necessary to 
describe the problem and find its solutions.  Domain knowledge elements are used in 
inferences and tasks to construct or derive more useful information. 
For the automated routing tool, the main concepts that describe the problem include: 
representation of obstacles within a search space, definition of paths, rules governing path 
placement, and the search technique.   
? 175 ? 
MAZE 
All problem data is incorporated into a single object, termed a “maze”, which contains all 
geometric data, definition of routed paths, and properties invoked by the searching process.  
The software engineering representation of the maze concepts is a class, which is instantiated 
and populated according to input geometry when a problem is executed.  A maze object is a 
collection of a number of parameters describing the instance of a problem. 
• Geometry is described in a discrete, regular, rectangular format.  The representation 
of obstacles within the maze class itself is defined in a three dimensional array of 
“maze nodes” which are characterised by an address and obstacle type.  
• Paths to be routed are defined by end points, the type of path, and the governing 
rule library.  Additional to these properties, completed paths are specified by a list 
of nodes connecting the two end points through the matrix of maze nodes. 
• Lists of nodes indicating areas where rules were implemented within the search 
space.  This is used for analysing the sensitivity of the solution to particular rules 
and is described in more detail in the following chapter.  
 
The maze class has a number of properties and methods for describing these parameters, 
which are listed in Table 5-2 below.  
 
Table 5-1: Properties and methods of the maze class 
CLASS MAZE 
PROPERTIES 
Geometry 3D maze nodes array  Dimensions: (length, width, height) 
Length  Integer  Number of nodes of maze in length dimension 
Width Integer  Number of nodes of maze in width dimension 
Height Integer  Number of nodes of maze in height dimension 
Number of paths Integer  Number of paths routed in the maze  
Path definition 2D array  In one dimension, nodes forming path listed, in other 
dimension, multiple paths are given 
Nodes visited 3D Boolean array Specifies nodes that were searched in routing job 
Nodes visited 3D Boolean array Specifies nodes that were expanded in routing job 
METHODS  
Convert 3D index to 
1D index 
Input: Output:3D node address  
Returns 1D node address 
When representing lists of nodes, 1D index is more 
convenient. 
Convert 1D index to 
3D index 
Input: Output:1D node address  
Returns 3D node address 
When referencing individual nodes relative to other 
nodes, 3D index address is more convenient. 
Fill maze List of nodes to be inserted and 
obstacle type 
Fills maze with obstacles  
Create New path Re-dimensions path list to 
include a new path. 
 
FUNCTIONS  
Get maze node 1D Accepts a 1D node address and returns the corresponding maze entry (obstacle type) 
Get maze node 3D Accepts a 3D node address and returns the corresponding maze entry (obstacle type) 
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RULES 
As defined in the system requirements, the automated routing tool supports path-finding in 
numerous routing domains including electrical wiring harnesses, hydraulic and pneumatic 
pipes, and fuel lines.  Rules are used to describe constraints governing path placement for 
these domains, and are of several different types.  In knowledge engineering, it is desirable to 
define a standard form for rules from which many instances can be created.  Multiple 
instances of these rule types with different properties describe each domain and are 
hierarchically represented in rule libraries (Figure 5-2). 
 
 
Figure 5-11: Hierarchical representation of rules within libraries 
 
A sample set of rules from the electrical harness routing domain are presented in the 
first column of Table 5-3 below.  A classification of these rules is given in the second column.   
From this table it can be seen that many of the rules identified are a clearance type rule, 
specifying a minimum or maximum distance that a particular routed path must maintain from 
obstacles of certain types.  Similar rules exist in other domains and for various categories of 
cable/pipe.  It is desirable then to define a standard form for these rules from which many 
instances can be created.  Such rules, termed min/max clearance rules, can be formulated as 
shown below with parameters in bold type representing required knowledge of the rule. 
 
“Cable of type RoutedType has relationship Min/Max clearance with obstacles 
of type Subject with an area of influence of Radius around the harness.” 
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Table 5-2: Modelling of rules for electrical harness routing domain 
RULE DESCRIPTION  CATEGORY 
Routed close and parallel to metallic structure Maximum clearance 
Not exposed to fluid lines / fuel / oxygen / oil / flammable gasses Minimum clearance 
A” clearance from structure (for unsupported) Minimum clearance 
B” clearance from sharp edges on holes Minimum clearance 
C” clearance from moving parts Minimum clearance 
D” clearance from hot air ducts Minimum clearance 
E” clearance from air and fluid lines Minimum clearance 
Separated from subsystem routing Minimum clearance 
Supported independently of and with maximum separation of fluid lines / 
tubes and equipment 
Minimum clearance 
Power cables must have separation distance for heat dissipation. Minimum clearance 
Routed parallel to each other Turn penalty 
Bend radius Turn penalty 
Accessibility  Profile 
Keep crossovers to a minimum Yet to be implemented 
Place above fluid lines / tubes and equipment Yet to be implemented 
F” unsupported is considered a long unsupported run  Yet to be implemented 
Clamp spacing G” Yet to be implemented 
 
 
Rules of this type are implemented with weight and decay properties determined 
internally by the system.  Min/Max Clearance type rules are implemented in the system with 
the properties as shown in Table 5-4.  Technical specifications for electrical wiring can be 
found in Aircraft Recommended Practices 
 
Table 5-3: Properties for specification of Min/Max Clearance rule 
RULE PROPERTY DESCRIPTION  SPECIFICATION 
RoutedType  Harness type being routed User defined 
Min/Max Whether clearance is min or max User defined 
RuleSubject  Obstacle to be encountered for rule to 
activate 
User defined 
Radius  Rule area of effect around harness User defined 
Decay  Gradient term forcing higher influence of 
rule closer to rule subject 
Hidden from user 
Weight  Value applied to cost function for node 
immediately adjacent 
Hidden from user 
 
5.3.4 Modelling Inference Knowledge 
Inference knowledge consists of the functions or operations on domain knowledge to perform 
basic tasks.  From a logic point of view, inference functions describe how domain knowledge 
can be combined to derive new information (Schreiber, 1994). 
Inference knowledge is defined by the operation to be handled by the inference (e.g. 
“compute”, “evaluate” or “verify”), and a role that describes the type of domain knowledge 
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implemented in the function (e.g. “parameter”, “formula”) and in what capacity, either static 
or dynamic (as described above in ). 
The specific variables accepted by inference functions are not included in their 
definition, but are related through ontologies (described below).  For example, the main 
inference function implemented in the automated routing tool is the “Route Paths” function, 
the structure of which is given in Figure 5-12, and properties given in Table 5-4.  This 
function has a relatively simple structure to perform a calculation operation, accepting an 
input parameter and details of the formula to be computed, and returning a modified version 
of the same parameter. 
The grey text labels in Figure 5-12 are not included in the general definition of the 
inference, but are included for clarity to indicate the common context in which the inference 
us used in the routing tool.  The main implementation of this inference in the automated 
routing tool will be to compute the path connecting path endpoints through the maze object, 
satisfying constraints in the form of domain rules from the knowledge base, and constraints 
imposed on the calculation of the cost function.   
In general when representing inference in schematic form, rectangular boxes represent 
the parameters accepted and modified by the inference (known as dynamic knowledge roles), 
the oval represents the inference itself, and the large arrow represents the domain knowledge 
implemented by the inference function (known as static knowledge roles).  Knowledge roles 
are discussed above in Chapter Error! Reference source not found., and in (Schreiber, 
1994). 
The internal procedures invoked by inference functions are not relevant from a 
knowledge modelling perspective, and are considered at the system design and development 
phase of application development. 
 
 
Figure 5-12: Structure of “Route Path” inference  
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Table 5-4: Properties used to define an inference 
PROPERTY VALUE  
INFERENCE: Route Paths 
ROLES:  
INPUT: Maze object 
OUTPUT: Maze object with routed paths 
STATIC:  
SPECIFICATION: When the inference function is called, the system will 
discover a path connecting the two endpoints through the 
maze object. 
END INFERENCE: Route Paths 
 
5.3.5 Ontologies  
Relationships and interactions between the three levels of knowledge are significant in the 
CommonKADS methodology (described in Appendix A1).  These relationships and 
interactions are specified through a number of ontologies, constructed from different 
viewpoints and levels of abstraction.  These ontologies are organised into a multi-level 
structure with each level representing a type of interaction (Schreiber, 1994).   
Knowledge in the automated routing system can be represented in this way.  Figure 5-4 
on the following page provides a multi-perspective map of the knowledge implemented in the 
routing system.  Indicated in this map are the relationships between domain, task and 
inference knowledge.  A bottom-up description of each of the layers is provided below. 
 
DOMAIN KNOWLEDGE BASE 
The Domain Knowledge Base layer contains the fundamental knowledge required to solve a 
problem including its representation, constraints and solution.  This knowledge was largely 
captured from documentation including government standards, project documentation and 
best practice guides.  This knowledge layer is modelled in terms of: facts about the problem 
and knowledge about its solution.  
Facts about the problem include: 
• Representation of inputs.  For this case, inputs include the geometric obstacles that 
are to be navigated to find a path solution.  Obstacles are modelled in a three 
dimensional search space termed a maze, which consists of a series of nodes that 
are labelled according to their physical properties.  For  
• Representation of task to be performed.  In this application the task is the 
connection of one or more pairs of terminals in the solution space.  The terminals 
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will be described by a set of parameters, including their location in the solution 
space, and the type of path that is to be calculated, as well as any additional data. 
 
 
Figure 5-13: Relationship between knowledge components and inference structure. 
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Knowledge about the solution includes the design rules and constraints.  The initial 
system will implement a number of routing rules including: 
• Minimum and maximum clearance rules.  These specify a minimum or maximum 
allowable distance that should be maintained with various obstacles encountered in 
the solution space. 
• Harness thickness rule.  This ensures harnesses cannot be routed in areas or through 
systems penetrations that are smaller than the harness cross-section. 
• Minimum allowable bend radius for various harness categories 
• Degree of freedom of movement.  Paths in some domains place limitations on the 
changes in direction.  For example some pneumatic systems contain predominantly 
right angle turns.   
• Minimisation of path turns.  An optimal solution between minimum path 
complexity and shortest path desirable.   
 
PARAMETRIC DESIGN 
The Parametric Design layer models domain objects as a series of parameters and constraints, 
and describes the dependencies between them.  A simplified parameterisation of domain 
knowledge is given in the ontology diagram.  It shows the representation of path requirements 
and domain rules as constraint parameters, and the solution space (which is modified by the 
path solution inference) as an input parameter.   
 
PROPOSE AND REVISE 
The Propose and Revise layer structures domain knowledge in a form for input into inference 
processes.  In this case it demonstrates the evaluation of a simple function, i.e. the cost 
function of the path-finding algorithm.  It shows relationships between input and output 
parameterised knowledge objects including: the cost function formula, terminal connection 
requirements, and harness output data.  Domain Knowledge Base objects are mapped onto the 
input and output parameters of the Inference Structure layer, via parameterisation and 
organisation processes provided in this and the previous layers. 
 
INFERENCE STRUCTURE 
The Inference Structure layer provides a representation of the fundamental operations to be 
performed on domain knowledge to arrive at the goal state.  Mapping of knowledge between 
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ontology layers indicates the domain knowledge elements that are modified by the inference 
function (case data), and knowledge required to produce the solution (rules and constraints). 
 
TASK BREAKDOWN 
The task breakdown layer indicates the usage of domain and inference knowledge in the 
overall solution.  This data was extracted from domain experts in the KA phase, and modelled 
as a series of discrete processes in the KM phase.  This ontology layer is used in the system 
design and development phase to allocate functionality to system modules and define 
relationships and interactions between modules. 
 
5.4 Summary 
This chapter has documented the second two phases of the AMAAD lifecycle: Knowledge 
Acquisition and Knowledge Modelling that gather the information required to represent and 
solve the problem to be automated.   
The Knowledge Acquisition phase involved extraction of design rules and constraints 
from supporting documentation including governing standards and best practice documents.  
Knowledge of practical implementation of the routing process was extracted from interviews 
and demonstrations with domain experts.  The Knowledge Modelling phase classified the 
extracted knowledge into several knowledge categories including domain, inference and task 
knowledge.  An overall ontology was constructed that represents the routing problem and 
methods for its solution.  This ontology will be used in the System Design and Development 
phase in the following chapter to construct a software system to automate the routing process.  
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Chapter 6: Automated Routing Tool Development 
 
6.1 Introduction 
This chapter describes the development of software tool for automatic layout routing in 
aerospace vehicles and other domains, representing the fifth phase in the AMAAD lifecycle 
“AMAAD 5: System Design and Development”.  This chapter represents the second main 
contribution to knowledge, as harness and pipe routing processes in aerospace are still largely 
completed manually. 
This chapter is divided into a number of sections.  Firstly the shorthand and symbols 
used in equations and rule definitions is summarised.  Secondly, an overview of the resulting 
automated routing tool is given in terms of its main components.  Following this, a 
description of each of these main components is given, including user and expert interfaces to 
the routing system, internal geometry representation, the path-finding algorithm and rule 
implementation within the system, and details of the methods of reporting results. 
 
6.2 Nomenclature 
The symbols used in this chapter are summarised below: 
 
COST FUNCTION 
f(n) Estimated node cost  
g(n)  Distance from source 
h(n) Min/Max Clearance rule term 
i(n) Number of Min/Max Clearance rules in library 
T(n) Turn penalty term 
 
HEURISTIC FUNCTIONS 
S Number of orthogonal path segments 
S BCostB  Cost of orthogonal movement 
D Maximum number of diagonal path segments* 
DBCostB Cost of diagonal movement* 
DB2DB Maximum number of 2D diagonal path segments?P 
DB2D CostB Cost of 3D diagonal movement?P 
DB3DB Maximum number of 3D diagonal path segments?P 
DB3D CostB  Cost of 3D diagonal movement?P 
x BnB Index of searched node 
x BfinishB Index of target node 
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yBnB Index of searched node 
yBfinishB Index of target node 
zBnB Index of searched node 
zBfinishB Index of target node 
  
 *two dimensional problem 
 P?Pthree dimensional problem 
 
MIN / MAX CLEARANCE RULE 
W Weight factor  
T Shortest distance from subject node (if found) 
D Decay rate 
R Local search radius 
k Number of min/max clearance rules in library 
 
BEND RADIUS RULE 
r Radius of curvature  
d Minimum allowable length before a new turn in path is allowed 
l Distance travelled since the last turn 
 
PATH PROFILE 
δ Harness diameter 
p Number of nodes to reserve normal to path 
 
6.3 System Outline 
This section outlines the configuration of a software tool for three dimensional layout routing, 
or path-finding, in aerospace vehicles.  Applications of the tool include electrical wiring and 
hydraulic / pneumatic piping design.  The resulting tool reads geometric model data together 
with definition of paths to be routed including harness type and end points, and solves the 
routing problem, satisfying constraints.  The resulting harness or pipe definition is delivered 
as both CAD wire-frame models, and a discrete mesh which describes the rules and 
knowledge implemented throughout the search space.   
The structure of the automated routing tool is divided into five main segments, classified 
as interface or system layers (Figure 6-1).  The interface layers include User Input and Expert 
Editor layers.  The User Input layer is used for defining specific cases of a routing problem, 
including input geometry, terminals to be connected and rule set to constrain the problem (e.g. 
electrical, hydraulic, pneumatic, etc.) (Chapter 6.5).  Incident geometry obstacles are 
modelled in CAD software and discretised using FEM pre-processor software package for 
input into the automated routing tool.  The Expert Editor layer interfaces with domain experts 
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and knowledge engineers who interpret relevant design rules and best practices, and 
implement as either rules to be implemented by the solver, or routing environment options 
and settings (Chapter 6.4).  Rules for each routing domain are stored in external libraries and 
are accessed by system layers. 
The system layers consist of a Data layer, Problem Solving layer, and Results Output 
layer.  The data layer stores both case specific data (models and requirements), and 
knowledge data (including rule libraries and knowledge base).  This layer is deliberately 
separated from the problem solving component of the system, enabling new rules to constrain 
the routing problem to be created at run time without altering the software code and retesting 
for each scenario.  The Problem Solving layer consists of three main components.   
1) Firstly, a model interpreter module reads discrete FEM meshes of geometry and 
organises into a maze object (Chapter 6.6).   
2) Secondly, a path-finding algorithm connects source and target terminals in the 
search space, inferencing rules within the selected rule library, and implementing 
relevant environment settings from the knowledge base to satisfy applicable design 
constraints (Chapter 6.7).  
3) Thirdly, a results writer delivers results from the path-finding process, forming the 
Results Output layer (Chapter 6.8).   
 
The Results Output layer delivers results of the routing job in several formats.   
1) Firstly, three simplified two dimensional views of input obstacles and routed paths 
are given to provide system users with a glance of the results of the routing job.  
This can be used as a first level analysis to see if the solution looks satisfactory, or 
is clearly not valid.   
2) Secondly, a separate CAD wire-frame model for each routed path is written, which 
can be read directly into most CAD software packages and used as a spine for more 
detailed operations (Chapter 6.8.1).   
3) Thirdly, a discrete mesh is written, displaying incident geometry obstacles, routed 
paths, and a series of layers which describe rules and methods implemented in the 
path-finding process for visual analysis, and understanding of the design intent of 
the software tool (Chapter 6.8.2).   
4) Finally, the maze object itself can be exported to an external file for use in 
subsequent path-finding cases.   
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The following sections describe the various components of the automated routing tool in 
detail.  
 
 
Figure 6-1: Automated routing tool system structure 
 
6.4 Knowledge Capture 
Due to the Generic requirement specified in the complexity analysis (Chapter 5.2.1), the 
system is to be applicable to a wide range of routing domains.  Accordingly, the routing tool 
includes an a knowledge and rule editor interface for domain experts or knowledge engineers 
to add and modify rules, constraining the search space and producing valid system paths. 
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6.4.1 Rule Editor 
A rule editor was written for the specification of rules to be implemented by the path-finding 
algorithm.  The rule editor interface is a simple Windows form with a series of fields to be 
specified depending on the rule type to be implemented (Figure 6-2).   
 
 
Figure 6-2: Rule editor 
 
Numerous types of rules can be defined within the rule editor.  A description of the 
implementation of the rules supported by the system is given below in Chapter 6.7.5.  Most 
rules are specified by selecting a harness type to which the rule applies, a related obstacle 
type, conditions for rule applicability, action to be taken if to condition is satisfied, and a set 
of properties that define the rule characteristics.  A Boolean check box is included against 
each rule property, indicating whether that property is used in the rule definition.  If the value 
of the check box is true, a value for the corresponding rule property is expected. 
The most common rule implemented is the min/max clearance rule which is specified by 
the following parameters: rule name, routed node, subject node, radius of effect, decay rate 
and weight.  In addition to this, a condition for rule validating can be selected, specifying the 
action to be taken in the event of conflicts with other rules.  
Families of rules for different routing domains are stored in separate libraries in a 
comma separated format.  A set of sample libraries were created to demonstrate the capability 
of the automated routing tool to produce paths satisfying different domain requirements. 
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6.4.2 Knowledge Editor 
In addition to individual rule libraries, a database of user-defined options and settings relating 
to processes in the automated routing tool is used for managing differences between different 
routing domains.  This database, termed the knowledge base, consists of geometry input, 
routing, and results output options and is accessed through a knowledge editor (Figure 6-3), or 
Microsoft Excel.   
 
 
Figure 6-3: Knowledge editor 
 
The options and settings contained in the knowledge base extend to the three 
components of the problem solving layer of the automated routing tool structure: geometry 
input, routing algorithm and results writer (Chapter 6.3).  Geometry input settings include: the 
specification of coordinate system and orientation, and default settings for element size and 
node obstacle type to fill the maze.   
Routing algorithm options and settings include the specification of constraints to be 
implemented including: search type (best first, greedy or breadth first), movement restrictions 
(orthogonal, two dimension diagonal and three dimensional diagonal), selection of the 
heuristic function to implement (Manhattan, diagonal or Euclidean), and local search options.  
Built in rules that are not specified in the rule library are also specified in the knowledge base, 
including turn penalties, and min/max clearance rules for nodes designated as “waypoints” 
and “repel points” which attract and repel the path respectively.   
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Export options for the results writer include customisation of the discrete mesh output, 
specifying the properties of the solution to be written (for example: geometry layers, nodes 
searched and visited by the algorithm, and a bounding box). 
 
6.5 User Interface 
The main interface for users of the automated routing tool is a simple Windows form with a 
series of parameters to be specified which define the problem to be solved (Figure 6-4).  The 
minimum set of inputs required to route a harness through specified structure and return 
results consists of the following: 
1) Input filename and path 
2) Input type (FEM mesh / maze representation)  
3) Input node type (e.g. primary structure / subsystems / payload / etc.) 
4) Output filename and path 
5) Output type (discrete mesh / wire-frame model / maze representation) 
6) Start and Finish location (x, y, z Cartesian coordinates) 
7) Node type to route (e.g. electrical cable / hydraulic pipe / pneumatic pipe) 
8) Rule library to follow (e.g. electrical, hydraulic, pneumatic, etc.) 
 
 
Figure 6-4: User interface 
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The large table field in the software tool is termed the “solution space” and consists of 
all input parameters specified for the routing job.  Multiple sets of geometry can be imported 
into the solution space, allowing complex models to be created for implementation of 
different rules.  Multiple paths can also be routed within a single routing job.  
Each row in the solution space performs one or more of three possible actions including: 
import geometry, route a path, and output results.  The importing geometry action is defined 
by specifying input filename and path, input model type and node obstacle type.  A harness to 
be routed is defined by start and finish locations, path category to be routed, and a rule library 
to be followed.  The results output action is defined by a filename and path to write the results 
and the desired results format.  Additional options can be specified including the level of 
detail (or resolution) of routing, and priority for cables which determines the order in which 
they are routed. 
A typical routing job may consist of a number of different types of geometry inputs, a 
series of harnesses to be routed, and an output of results.  Each geometry segment to be 
imported (such as structure, systems, moving parts, etc.) is represented by a separate entry in 
the solution space.  Harness definitions consist of endpoints, harness type and rule library to 
follow, with each appearing as a separate solution space entry.  Finally, results output 
specification appears as the final entry in the solution space.  Routing job sessions can be 
written to a comma separated file, and resumed at a later point for any changes in geometry or 
additions into the rule library.  
 
6.6 Search Space and Geometry Representation 
A discrete domain was used to represent obstacle geometry within the search space, 
simplifying the problem from the continuous domain.  The decision for selection of discrete 
methods was governed by the requirement to implement existing processes wherever possible, 
and to simplify implementation within software.  The majority of path-finding algorithms 
surveyed in Chapter 3.3 operate in a discrete domain including maze and channel routing 
algorithms.   
Complex three dimensional geometry is mathematically modelled by planes, vectors, 
axis and complex functions such as arcs, B-splines, and Non-Uniform Rational B-Splines 
(NURBS).  The complex mathematics of continuous CAD geometry was prohibitive for 
implementing a search algorithm in the continuous domain.  The extraction of features from 
CAD geometry is field of research within KBE and DA which is receiving much attention, 
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however, the complexity and relative immaturity of methods developed so far (including 
graph methods, volumetric decomposition, Medial Axis Transforms and others) are outside 
the scope of this project.  In addition to the complex mathematics, proprietary formats used in 
commercial software packages present a non-trivial obstacle to extracting geometry for 
performing downstream operations outside the CAD environment. 
The process for converting geometry created in CAD software to the discrete form 
required by the automated routing tool is accomplished using a FEM pre-processor software 
package.  FEM software is commonly used in engineering processes for analysing the 
response of structures to various types of loading.  The use of these standard methods allow 
existing methods and software are utilised.  The discretisation process consists of extracting 
geometry from the CAD environment in a format suitable for meshing (for example IGES, 
STEP, or other proprietary format compatible with FEM software).  The extracted geometry is 
then read into the FEM software, and meshed using automatic meshing tools within the FEM 
software.  A dense mesh is required by the automatic routing tool to provide a good 
representation of geometry without errors or missing nodes.  The geometry mesh is then 
written to a file which will be read by the automatic routing tool. 
This meshing process is repeated and a separate mesh file written for each section of 
geometry that shall be treated uniquely by the system.  For example principal structure will be 
meshed independently of any subsystems, payload and other no-go zones.  This allows rules 
to be written for the automated routing tool that relate to obstacles of a specific type.  
A “model interpreter” routine in the automated routing tool reads the geometry mesh 
created using FEM software, and generates a maze object which consists of the various 
geometry obstacles, searchable and non-searchable space.  The maze object itself is composed 
of a three dimensional matrix with matrix elements termed “nodes”.  All maze nodes are of 
equal size and spaced equally in columns and rows, layered height-wise.  Each node is 
defined by a unique integer address specifying row, column and height (x, y, and z 
coordinates respectively), and an obstacle type.  The obstacle type is the mechanism through 
which min/max clearance type rules are implemented within the search algorithm.  Example 
node obstacle types include: searchable space, source and target location, geometry type (for 
example structure and subsystems), and routed paths.  A number of predefined obstacle types 
are included in the software, and new types can be specified at runtime as well as 
corresponding rules. 
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A summary of geometry representation from the design process to input into the 
automated routing tool is given in Figure 6-5.  In the left image, an arbitrary set of CAD 
geometry is created.  This model is exported from the CAD software and read into the FEM 
software and then meshed (middle image).  The right image shows the maze representation of 
the geometry within the automatic routing tool.  The maze representation is characterised by 
cubes of equal size stacked into a regular grid, analogous to Lego blocks. 
 
 
Figure 6-5: Representation of geometry within system 
 
The regular, rectangular structure of the maze object governs possible movements which 
can be made when navigating searchable space.  Excluding nodes falling on maze boundaries, 
each node in the maze is surrounded by 26 neighbouring nodes.  With reference to Figure 6-6, 
eight nodes surround a given node (the sphere) with the same z coordinate (centre image), and 
nine neighbouring nodes surround the given node with a z coordinate both decreased  and 
increased by one (left and right images respectively). 
 
Figure 6-6: Neighbouring nodes 
 
Represented in software, each node has 4 properties: x coordinate, y coordinate, z 
coordinate, and obstacle type.  For a node labelled CurrentNode, these properties are accessed 
as follows: 
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Table 6-1: Properties of Maze Nodes 
NODE PROPERTY ACESSED THROUGH  
x coordinate  CurrentNode.X 
y coordinate CurrentNode.Y 
z coordinate CurrentNode.Z 
Obstacle type CurrentNode.NodeType 
 
Thus an example loop which searches all nodes surrounding the current node would 
include: 
 
Table 6-2: Example code for searching nodes adjacent to a selected node 
 
i AS INTEGER 
j AS INTEGER 
k AS INTEGER 
CurrentNode AS MAZENODE 
SearchedNode AS MAZENODE 
FOR i = CurrentNode.X – 1 TO CurrentNode.X + 1  
    FOR j = CurrentNode.Y – 1 TO CurrentNode.Y + 1  
        FOR k = CurrentNode.Z – 1 TO CurrentNode.Z + 1  
            IF i = 0 AND j = 0 AND k = 0 THEN 
                ‘ Searched Node is same as current node 
            ELSE 
                SearchedNode.X = CurrentNode.X + i 
                SearchedNode.Y = CurrentNode.Z + j 
                SearchedNode.Z = CurrentNode.Z + k 
                ‘ Define action for surrounding nodes 
            END IF 
        END FOR  
    END FOR  
END FOR  
 
 
For ease of implementation, compass directions are used to represent movement 
directions to each of the neighbouring nodes in the Cartesian coordinate system.  Table 6-4 
below summarises the possible movement directions and sign convention in Cartesian 
coordinates relative to a given node. 
With reference to Table 6-3, movements with a change in only one coordinate are 
considered one dimensional orthogonal (1D) moves (i.e. nodes N, S, E, W, U, and D from the 
current node).  Movements with a change in two coordinates are considered to be two 
dimensional diagonal (2D) moves (i.e. nodes NE, NW, SE, SW, UN, UE, US, UW, DN, DE, 
DS, and DW from the current node).  Movements with a change in all three coordinates are 
considered to be three dimensional diagonal (3D) moves (i.e. nodes UNE, UNW, USE, USW, 
DNE, DNW, DSE, and DSW from the current node). 
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Table 6-3: Movement directions 
DIRECTION  DIRECTION ABBREV. 
X Y Z 
VECTOR MOVEMENT 
North N –1 0 0 (1, 0, 0) 1D 
North East NE –1 +1 0 (-1, 1, 0) 2D 
East E 0 +1 0 (0, 1, 0) 1D 
South East SE +1 +1 0 (1, 1, 0) 2D 
South S +1 0 0 (1, 0, 0) 1D 
South West SW +1 –1 0 (1, -1, 0) 2D 
West W 0 –1 0 (0, -1, 0) 1D 
North West NW –1 –1 0 (-1, -1, 0) 2D 
Up U 0 0 +1 (0, 0, 1) 1D 
Up North UN –1 0 +1 (-1, 0, 1) 2D 
Up North East UNE –1 +1 +1 (-1, 1, 1) 3D 
Up East UE 0 +1 +1 (0, 1, 1) 2D 
Up South East USE +1 +1 +1 (1, 1, 1) 3D 
Up South US +1 0 +1 (1, 0, 1) 2D 
Up South West USW +1 –1 +1 (1, -1, 1) 3D 
Up West UW 0 –1 +1 (0, -1, 1) 2D 
Up North West UNW –1 –1 +1 (-1, -1, 1) 3D 
Down D 0 0 –1 (0, 0, -1) 1D 
Down North DN –1 0 –1 (-1, 0, -1) 2D 
Down North East DNE –1 +1 –1 (-1, 1, -1) 3D 
Down East DE 0 +1 –1 (0, 1, -1) 2D 
Down South East DSE +1 +1 –1 (1, 1, -1) 3D 
Down South DS +1 0 –1 (1, 0, -1) 2D 
Down South West DSW +1 –1 –1 (1, -1, -1) 3D 
Down West DW 0 –1 –1 (0, -1, -1) 2D 
Down North West DNW –1 –1 –1 (-1, -1, -1) 3D 
 
When navigating the search space, movement from one node to the next entails a cost.  
The algorithm functions by searching for the lowest cost path.  The cost from moving from 
one node to the next depends on position of the two nodes relative to each other (i.e. whether 
the movement between the two nodes is one, two or three dimensional).  The cost for the three 
movement types can be varied depending on routing requirements. 
Consider the simple two dimensional example in Figure 6-7.  To move from the centre 
node (the current node) to the node North West of this location, two main methods are 
possible.  Firstly, two one dimensional orthogonal moves are possible: West then North, or 
North then West.  Distance travelled is one unit in the negative y direction and one unit in the 
negative x direction, with a total path length of two units.  Secondly, a two dimensional 
diagonal move can be made arriving at the target node in a single move.  The path length in 
the second case will be 211 22 =+ .  Similarly, three dimensions diagonal movement would 
have a path length of 3 . 
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Figure 6-7: One dimensional (Orthogonal) and two dimensional (Diagonal) searching 
 
In some routing domains, two dimensional and three dimensional diagonal movements 
can be restricted from the available movement list to limit resulting path geometry.  An 
example of this may include certain types of fluid lines which contain mostly right angle 
bends with a small radius, for example Anti-lock Braking System (ABS) in a motor car. 
Memory requirements of the solver can be reduced by approximating path movement 
costs with integers rather than decimal or exact values.  Movement cost is multiplied by 10 
and rounded to the nearest integer.  Thus one dimensional orthogonal movement would cost 
10 units, two dimensional diagonal movement would cost 14 units, and three dimensional 
diagonal movement would cost 17 units.  
 
6.7 Path-finding Algorithm 
The algorithm selected to perform the path-finding process is based on the A* best-first 
search algorithm.  As discussed in Chapter 0, the A* algorithm is a popular pathfinder in 
games due to its flexibility and ease of implementation.  A* was selected as the foundation of 
the algorithm because of its applicability to a wide range of problems and is well suited to a 
discrete, grid-based domain. 
 
6.7.1 Best First Search 
As described in Chapter 4.4.2, the best first search technique employed by A* uses a cost 
function to determine the nodes to be searched, or expanded.  For a general implementation of 
A*, this cost function is the sum of the shortest distance from the source node to the node 
searched, and an estimated cost to the goal using a heuristic function (Equation 6-1).  Whereas 
the majority of A* applications are two dimensional, the algorithm used by the automated 
routing tool is extended to three dimensions. This basic A* cost function is modified for 
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implementation in the automated routing tool; however, the basic principles of selection of 
lowest cost nodes for subsequent searching remain the same. 
 
( ) ( ) ( )nhngnf +=   Equation 6-1 
  
Where: f(n):  Estimated node cost  
 g(n):  Distance from source 
 h(n):  Estimated cost to the goal using heuristic function 
 
6.7.2 Heuristic Best First Search 
In some cases, a better result can be obtained using a heuristic best first strategy, or greedy 
search.  In this technique, only the result of the heuristic function is used to determine path 
movement.  In this case g(n) is set to zero for all n, and the function is reduced to 
Equation6-2.  This relaxes the requirement for shortest path, as the distance travelled from 
source no longer influences node cost f(n). 
 
( ) ( )nhnf =   Equation 6-2 
 
6.7.3 Search Process 
The search process will now be described, refer to Figure 6-8 for a graphical representation of 
the steps. 
 
PREPARATION FOR ROUTING 
Once the maze object has been populated with geometry obstacles and non-searchable zones, 
remaining nodes are termed the “searchable space”, through which paths can be routed.  Each 
node within the searchable space has an associated status with three modes: ready, waiting 
and processed.  These states correspond to unsearched, searched and expanded states 
respectively.  All searchable nodes begin with “ready” status.  Four node lists are also created 
for storing node IDs for various search characteristics including: 
• Searched List stores all nodes searched  
• Parent List stores the parent for each corresponding node in the Searched List  
• Score List stores the corresponding cost for each node in the Searched List for 
determining new nodes to expand   
? 197 ? 
• Path List stores the nodes comprising the final routed path  
 
A number of other variables are initiated: 
• Source: beginning of path, specified in input file  
• Target: end of path, specified in input file  
• Current Node: node currently expanded (i.e. node from which surrounding nodes 
are searched) 
• Searched Node: node currently interrogated (i.e. node for which cost function is 
evaluated) 
 
BEGINNING SEARCH 
Beginning at the Source node, the algorithm assigned as the Current Node, and status is set to 
waiting.  The Current Node is then “expanded”, querying all adjacent searchable (i.e. non-
obstacle) nodes with status “ready” or “waiting” (a total of 26 nodes for the Start Node 
assuming it does not occur on a boundary of the solution space, Figure 6-6).  Node expansion 
proceeds as follows:  
For each searchable node with ready status the following steps are taken: 
1) Cost function is evaluated and result assigned to the Score List 
2) Searched Node added to Searched List 
3) Current Node assigned as the parent of Searched Node and added to Parent List 
4) Searched Node status set to “waiting” 
5) Check whether Searched Node is Target 
 
Following node expansion, the status of the Current Node is set to processed.  The 
algorithm interrogates the Score List and selects the lowest cost node with status “waiting” to 
be expanded next.  This lowest cost node is assigned as the Current Node.  Loop variables are 
set for next loop. 
 
CONTINUING SEARCH 
The process is slightly altered for the second and subsequent loops.  Again the Current Node 
(which is the lowest cost node from the previous loop) is expanded.  Nodes with obstacle type 
“searchable space” are searched, however, this time there are three possibilities: 
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• Searchable nodes with “ready” status, the process follows the same five steps as 
described above. 
• Searchable nodes with “waiting” status has been explored in a previous loop, 
however, a check must be performed to determine if the path to this node from the 
current node has a lower cost that the path from its previous parent.  The cost 
function is evaluated for the Searched Node and result compared to the node’s 
previous score. 
1) If new score is less than previous score, steps 2 through 4 defined above are 
followed.   
2) If new score is not less than previous score, node is ignored 
• Searchable nodes with “processed” status have been expanded previously and are 
ignored. 
 
PATH DEFINITION 
The process of expanding and selecting new current node continues until the target node is 
found.  At this point the algorithm backtracks through the Searched List and Parent List to 
determine the path from Source to Target.  This proceeds by setting the Target node to the 
Current Node, and adding the Current Node to the Path List.  The algorithm then searches for 
the Current Node’s parent in the Parent List, assigning the parent as the new Current Node 
and adding it to the Path list.  This process of tracing parents and adding to the Path List 
continues until the Source Node is reached.  This list of nodes in the Path List then defines the 
complete path. 
For implementation of rules in this general approach, the cost function is modified 
introducing local searches and bonuses and penalties depending on surrounding geometry.  
Details of rule implementation are given below. 
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Figure 6-8: Search process for A* Best-First search 
 
6.7.4 Heuristic Functions 
The heuristic term in the node cost function, h(n), provides an estimate of the distance 
remaining in the search.  This estimate assists the algorithm in reaching the target quicker by 
favouring nodes in the direction of the target.  The heuristic function influences the efficiency 
of the algorithm (see Chapter 6.7.6).   
The algorithm implements one of three heuristic functions in solving the path.  The 
closer the heuristic function is to the exact path, the fewer nodes that are searched to reach the 
target.  If the heuristic has sufficient error (i.e. overestimates the true distance to the target by 
too much) the optimal path may not be returned. 
Three common heuristic functions can be employed in the system including: orthogonal, 
diagonal, and Euclidean, each of which are defined below (Wichmann, 2004).  For each of 
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these three functions, the minimum distance from the Current Node to the target is calculated, 
taking into account movement restrictions, and ignoring obstacles.  Nomenclature used for 
heuristic function definition is given at the beginning of this chapter. 
 
ORTHOGONAL 
The simplest heuristic calculates the minimum orthogonal (no diagonal), or Manhattan, 
distance from the current node to the target, ignoring obstacles.  Generally, if diagonal 
movement is permitted within the search space, the orthogonal heuristic distance will 
overestimate the shortest distance to the target.  The heuristic cost for a two dimensional case 
is determined by evaluating Equation 6-2, and for a three dimensional case, Equation 6-3. 
 
In two dimensions:  
( ) ( )finishnfinishnCost yyxxSnh −+−×=   Equation 6-3 
 
Extending to three dimensions: 
( ) ( )finishnfinishnfinishnCost zzyyxxSnh −+−+−×=   Equation 6-4 
 
DIAGONAL 
The diagonal heuristic will calculate the shortest path between the two points assuming 
diagonal moves are permitted.  Diagonal moves can be further divided into two dimensional 
and three dimensional diagonals (as in Chapter 6.6) with different cost associated to each.   
As stated above, the use of integers for movement cost rather than doubles or floating 
point decimals, can reduce memory requirements of the algorithm.  Movement cost for 
doubles and integers are summarised in Table 6-4 below. 
 
Table 6-4: Summary of movement costs for integers and doubles 
 DOUBLE INTEGER  
Orthogonal Cost 1 10  
2D Diagonal Cost 414.12 ≈  14 
3D Diagonal Cost 732.13 ≈  17  
 
The shortest distance from the Current Node to the Target can be found by determining 
the maximum number of diagonals that can be made, and the remaining number of orthogonal 
segments (which will be a minimum).  The heuristic value is then the addition of the number 
? 201 ? 
of orthogonal segments multiplied by the orthogonal movement cost and the number of 
diagonals multiplied by the diagonal movement cost.  For a two dimensional case, Equation 
6-5, Equation 6-6, and Equation 6-7 are used to calculate number of diagonal segments, 
number of orthogonal segments, and heuristic cost respectively.  For a three dimensional case, 
Equation 6-8, Equation 6-9, Equation 6-10, and Equation 6-11 are used to calculate number of 
3D diagonal segments, number of 2D diagonal segments, number of orthogonal segments, 
and heuristic cost respectively. 
 
In two dimensions:  
( )finishnfinishn yyxxD −−= ,min   Equation 6-5 
 
( ) DyyxxS finishnfinishn ×−−+−= 2   Equation 6-6 
 
( ) CostCost DDSSnh ×+×=   Equation 6-7 
 
Extending to three dimensions: 
( )finishnfinishnfinishnD zzyyxxD −−−= ,,min3   Equation 6-8 
 
( )finishnfinishnfinishnD zzyyxxndD −−−= ,,min22  Equation 6-9 
 
( ) ( ) ( )DDfinishnfinishnfinishn DDzzyyxxS 32 32 ×−×−−+−+−=  Equation 6-10 
 
( ) ( ) ( ) ( )CostDDCostDDCost DDDDSSnh 3322 ×+×+×=   Equation 6-11 
 
EUCLIDEAN 
The Euclidean heuristic distance is the shortest possible distance between the source and 
target locations and is the length of a straight line connecting these points.  Equation 6-12 and 
Equation 6-13 are used to calculate the heuristic for two dimensional and three dimensional 
cases respectively.  It should be noted that in almost all cases (with the exception of pure 
orthogonal and pure diagonal paths) the Euclidean heuristic distance will underestimate the 
shortest achievable distance, with allowable movement restricted as described above (Chapter 
6.6). 
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In two dimensions:   
( ) ( ) ( )22 finishnfinishn yyxxnh −+−=  Equation 6-12 
 
Extending to three dimensions: 
( ) ( ) ( ) ( )222 finishnfinishnfinishn zzyyxxnh −+−+−=   Equation 6-13 
 
EXAMPLE 
Figure 6-9 shows a simple example, demonstrating the heuristic functions described above.  
The leftmost image shows two nodes within the search space labelled S for the start node and 
T for the target node.  The x and y axis are shown along with node indexes.  The following 
panels from left to right show the calculation of the h(n) term using Manhattan, diagonal, and 
Euclidean heuristic functions.  The calculations for these three cases are given in Table 6-5 
and summarised in Table 6-6. 
 
 
Figure 6-9: Comparison of heuristic functions used to calculate h(n) 
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Table 6-5: Calculating heuristic cost for simple example 
Manhattan 
 ( ) ( )finishnfinishnCost yyxxSnh −+−×=  
Double: ( ) ( ) 161061 =+×=nh  
Integer: ( ) ( ) 16010610 =+×=nh  
 
Diagonal 
 ( )finishnfinishn yyxxD −−= ,min  ( ) 6100,60min =−−=D  
 ( ) DyyxxS finishnfinishn ×−−+−= 2  ( ) 46210060 =×−−+−=S  
 ( ) CostCost DDSSnh ×+×=  
Double: ( ) 49.122614 ≈×−×=nh  
Integer: ( ) 124146104 =×−×=nh  
 
Euclidean 
 ( ) ( ) ( )22 finishnfinishn yyxxnh −+−=  
 
Double: ( ) ( ) 66.1113610060 22 ≈=−+−=nh  
Integer: ( ) ( ) ( )( ) 11713600101001060 22 ≈=×−+×−=nh  
 
 
Table 6-6: Comparison of results of heuristic functions for simple 2D case 
 DOUBLE INTEGER 
Manhattan 16 160 
Diagonal 12.49 124 
Euclidean 11.66 117 
 
6.7.5 Implementing Rules 
The system in its current state supports a number of different rule types including min/max 
clearance rules, turn penalty rules, bend radius, and path profile. 
 
MIN/MAX CLEARANCE 
As described above in Chapter 5.3.2, the min/max clearance rule is used in applications where 
the path must maintain a minimum separation from an obstacle of a certain type (for example 
moving parts, hot areas, etc.), or must not exceed a given distance from obstacles of other 
types (for example principal structure for clamping purposes).  Many such rules may exist for 
complex routing domains such as electrical wiring, therefore a generic form of the rule has 
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been created, and such rules are stored in external libraries, allowing new rules to be created 
in the library at runtime.  The min/max clearance rule is implemented in the path-finding 
algorithm through the addition of a new term in the node cost function, shown below in 
Equation 6-14. 
 
( ) ( ) ( ) ( )∑
=
++=
k
N
N ninhngnf
1
  Equation 6-14 
  
Where: f(n):  Estimated node cost  
 g(n):  Distance from source 
 h(n):  Estimated cost to the goal using heuristic function 
 iBNB(n):  Min/Max Clearance rule term 
 k:  Number of Min/Max Clearance rules in library 
 
In this modified cost function, g(n) and h(n) terms are determined in the same way as 
traditional A*.  The new term, i(n), modifies the basic node cost depending on its distance 
from nodes with a particular obstacle type, termed subject nodes.  This has the effect of either 
shifting the path towards or away from subject nodes.  A separate i(n) term is evaluated for 
each min/max clearance rule in the rule library, k.  
The value of each i(n) term is determined by performing a local search within a given 
radius around the node for which the cost function is evaluated.  If a subject node is 
encountered within this local search radius, the value of the rule term is determined by 
Equation 6-15.  Each min/max clearance rule has an associated weight, W, and decay rate,  D, 
such that if a subject node closer to the node for which the cost function is currently evaluated 
have a higher influence than nodes further away.  If the rule subject node is not encountered 
within the local search radius, the corresponding i(n) term will be zero.  
 
( ) ( )( )DTWni ×−−×= 11   Equation 6-15 
  
Where: i(n):  Rule cost 
 W:  Weight factor 
 T:  Shortest distance from subject node (if found) 
 D:  Decay rate 
 
The effect of a non-zero i(n) term for a given min/max rule is to either reduce or 
increase the cost function for the corresponding node for which it is evaluated.  A reduced 
node cost, f(n), causes the algorithm to favour nodes close to the rule subject nodes.  This 
path-attraction rule is characterised by a negative weight factor, W.  An example of this type 
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of rule may include conforming to principal structure, following existing harnesses and 
passing through harness attachment points. 
A reduced node cost causes the algorithm to favour nodes further away from rule subject 
nodes.  This path-repel rule is characterised by a positive weight factor, W.  Example rules of 
this type include: routing away from hot areas and areas containing fluids, clearance from 
moving parts, and Electro-Magnetic Interference (EMI) rules specifying certain wire 
categories must not lie within a given distance of others due to electromagnetic interference.  
 
PATH-FINDING EXAMPLE 1 
The following is a demonstration of the min/max clearance rule functionality through two 
examples.  In these examples, a simple two dimensional case is considered, shown in Figure 
6-10.  The maze object consists of a rectangular two dimensional grid with node obstacle 
types represented by different colours.  In this example, a source node (blue), target node 
(red), and obstacle (black) is present.  Searchable space is represented by white nodes. The 
objective is to route a path from source to target while implementing a rule for following 
obstacles (for clamping purposes). 
 
 
 
Figure 6-10: Simple 2D test case for demonstrating attract rule 
 
As described above, for memory requirements and ease of calculation, integers will be 
used to represent path movement costs.  A straight movement (north, south, east or west) has 
a cost of 10 units, and a diagonal movement (northeast, northwest, southeast, and southwest) 
has a cost of 14 units.  A diagonal heuristic is used for estimating the distance to the target. 
The min/max clearance rule is defined by a number of characteristics including weight, 
local search radius and decay rate.  Due to the relatively small search space, a local search 
radius of 2 units and a decay rate of 0.5 is selected.  This means nodes at a distance of two 
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nodes from obstacles give half the contribution of nodes immediately adjacent to obstacles.  
For the first example, a weight of 20 units is used.  The solution to this problem is given in 
Figure 6-11. 
Panel 1 shows the maze object, source and target nodes, obstacles and searchable space.  
A light grey shaded area is also shown surrounding the obstacle for a radius of two nodes, 
representing the area of effect of the min/max rule around the obstacle.  This grey area is still 
considered searchable space. 
The search is initiated in Panel 2.  The starting node is selected as the Current Node 
(yellow) and is expanded.  All surrounding nodes are searched which involves evaluating the 
cost function, the results for terms in the cost function are given in each node.  The local 
search for determining the contribution of the i(n) term proceeds for a radius of two units 
around each node searched around the Current Node.  From the Current Node, only the North 
East node was found to be within 2 units of the obstacle.  Its i(n) cost is shown in the diagram.  
All other i(n) costs are zero.  The node with lowest f(n) score for the current expansion step 
(green) is now selected as the next node to be expanded, in this case the North East node. 
Panels 3–9 show the continuation of the search.  Nodes previously expanded are shown 
in dark grey and are ignored in subsequent node expansion.  Each node shows the 
corresponding g(n), h(n), i(n), and f(n) scores. 
In Panel 10, the target node is reached and the backtracking process is used to determine 
the overall lowest cost path from the source to the target, shown in Panel 11. 
 
PATH-FINDING EXAMPLE 2 
The previous example represented a simple case, where the rule weighting is sufficient to 
cause the path to head towards the obstacle and back to the target.  However, problems can 
arise when rule weighting is non-optimal.  If the weight factor of a min/max clearance rule is 
too small, the significance of subject nodes is not captured, path will not be influenced. Also 
if the rule weighting is too high, the heuristic term may lose significance in the cost function 
and the search will favour nodes along the obstacle rather than heading towards the target.  
This can lead to dead ends and require the search to be resumed at some earlier point, 
requiring more nodes to be searched increasing time and memory requirements, and possibly 
resulting in a non-optimal path. 
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Figure 6-11: Example of min/max clearance rule: weight = 20 
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Figure 6-12: Example of min/max clearance rule: weight = 10 
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The following example uses the same test case as given above in Figure 6-11, with a 
weight factor of 10 units instead of 20 units, with all other parameters remaining the same.  
The result is very different from that of the above example, and is shown in Figure 6-12. 
In Panel 2 the first node is expanded as is in the previous example, and the North East 
node has a non-zero i(n) term.  However, the contribution of this term to the overall node 
score f(n) is not sufficient to curve the path towards the obstacle, and the path proceeds in a 
straight line towards the target (Panels 3 – 10).  The completed path from source to target is 
given in Panel 11. 
 
TURN PENALTIES 
In some cases, the lowest cost path for a routed harness may exhibit a large number of turns 
which may be impractical to implement in a realistic harness design.  To address this, a new 
rule is introduced to encourage path behaviour with fewer unnecessary deviations from a 
straight line.  This new rule adds a new term to the cost function for imposing penalties for 
path deviations.  Milder turns (e.g. forward diagonal) are penalised less than sharp turns (e.g. 
right angle or backward turns). 
Turn penalties are introduced into the node cost function through the term T(n) which is 
dependant on the angle of direction change.  Thus the cost function for best first A* search 
with attract and repel rules and turn penalties is given in Equation 6-16. 
 
( ) ( ) ( ) ( ) ( )nTninhngnf k
N
N +++= ∑
=1
 Equation 6-16
 
The magnitude of the turn penalty, T(n), applied for a change in direction depends on 
the angle of the turn, and is determined by calculating the difference between the direction 
vectors of the Parent Node to Current Node, and the Current Node to Searched Node.  This 
vector difference gives an indication of the direction of the searched node direction relative to 
the previous direction.  For a node not occurring on a boundary of the maze object, possible 
movement directions include the following: 
• No change 
• Forward diagonal in two dimensions 
• Forward diagonal in three dimensions 
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• Right angle 
• Sideways diagonal in three dimensions 
• Backward diagonal in two dimensions 
• Backward diagonal in three dimensions 
 
Consider the simple two dimensional example shown in Figure 6-13.  In this example, 
the centre node is the Current Node and is expanded.  The Parent Node of the Current Node is 
the node to the left of the centre node.  Thus an easterly move is made from the Parent Node 
to the Current Node, with a direction vector (1, 0, 0).  As part of the Current Node expansion, 
adjacent nodes are searched to determine the next movement.  The four panels in Figure 6-13 
show four possible movements: East (no change), North East (2D forward diagonal), North 
(right angle) and North West (2D backward diagonal).  Similar movements in the southerly 
direction also possible: South East, South, and South West.  Table 6-7 summarises the two 
movement vectors, the vector difference, and the corresponding turn angle. 
 
 
Figure 6-13: Movement directions for simple 2D case 
 
Table 6-7: Movement directions for simple 2D case 
CASE NO. OLD DIRECTION NEW DIRECTION DIFFERENCE ANGLE  
Case 1  E (1, 0, 0) E (1, 0, 0) (0, 0, 0) No change 
Case 2 E (1, 0, 0) NE (1, -1, 0) (0, -1, 0) Forward diagonal 
Case 3 E (1, 0, 0) N (0, -1, 0) (-1, -1, 0) Right angle 
Case 4 E (1, 0, 0) NW (-1, -1, 0) (-2, -1, 0) Backward Diagonal 
Case 5  E (1, 0, 0) SW (-1, 1, 0) (-2, 1, 0) Backward Diagonal 
Case 6 E (1, 0, 0) S (0, 1, 0) (-1, 1, 0) Right angle 
Case 7 E (1, 0, 0) SE (1, 1, 0) (0, 1, 0) Forward diagonal 
 
From this table we can determine a relationship between the vector difference between 
the initial and new directions and the angle of the direction change.  For a two dimensional 
case, we can state the following: 
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• A vector difference of zero (0, 0, 0) corresponds to no change in direction 
• A vector difference with a value of one unit in one coordinate corresponds to a 
forward diagonal direction change (45 degrees) 
• A vector difference with a value of one unit in two coordinate corresponds to a 
right angle direction change (90 degrees) 
• A vector difference with a value of two units in a coordinate corresponds to a right 
angle direction change (135 degrees) 
NOTE: it is not possible to head back in the direction of the parent. 
 
Extending this to three dimensions, we increase the possible changes in direction to 
include three dimensional diagonals.  If we again assign the centre node as the Current Node, 
possible movements are shown below in Figure 6-14. 
 
 
Figure 6-14: Movement options from the centre node 
 
Beginning again from the node adjacent to the centre node in the negative x direction, 
we make an easterly move to arrive at the current node, direction vector (1, 0, 0).  From the 
Current Node, adjacent nodes on the top layer are searched as shown in the panels in Figure 
6-15 (with sign convention the same as in Figure 6-14).  These movements are summarised in 
Table 6-8.  
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Figure 6-15: Movement directions for simple 3D case 
 
Table 6-8: Movement directions for simple 3D case 
CASE NO. OLD DIRECTION NEW DIRECTION DIFFERENCE ANGLE  
Case 1  E (1, 0, 0) U (0, 0, 1) (1, 0, -1) Right angle 
Case 2 E (1, 0, 0) UN (0, -1, 1) (1, 1, -1) Sideways 3D diagonal 
Case 3 E (1, 0, 0) UNE (1, -1, 1) (0, 1, -1) Forward 3D diagonal  
Case 4 E (1, 0, 0) UE (1, 0, 1) (0, 0, -1) Forward 2D diagonal 
Case 5  E (1, 0, 0) USE (1, 1, 1) (0, -1, -1) Forward 3D diagonal 
Case 6 E (1, 0, 0) US (0, 1, 1) (1, -1, -1) Sideways 3D diagonal 
Case 7 E (1, 0, 0) USW (-1, 1, 1) (2, -1, -1) Backward 3D diagonal  
Case 8 E (1, 0, 0) UW (-1, 0, 1) (2, 0, -1) Backward 2D diagonal 
Case 9 E (1, 0, 0) UNW (-1, -1, 1) (2, 1, -1) Backward 3D diagonal  
 
Consistent with the criteria defined above, 
• A vector difference with a value of one unit in any one coordinate corresponds to a 
forward 2D diagonal direction change 
• Further to the criteria for a right angle direction change described above, a vector 
difference with a value of one unit in two coordinates corresponds to a right angle  
• A vector difference with a value of one unit in two coordinates corresponds to a 
forward 3D diagonal direction change 
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• A vector difference with a magnitude of one unit in each coordinate corresponds to 
a sideways 3D diagonal direction change 
• A vector difference with a value of two units in one coordinate and one unit in 
another coordinate corresponds to a backward 2D diagonal. 
• A vector difference with a value of two units in one coordinate and a one unit in 
both remaining coordinates corresponds to a backward 3D diagonal. 
 
The turn penalty term T(n) in the cost function invokes a function that compares the two 
direction vectors (Parent Node to Current Node, and Current Node to Searched Node), and 
determines the angle of direction change.  The magnitude of the turn penalty imposed is 
related to the magnitude of the turn.  An overall weight is defined and higher proportions of 
this weight are imposed for turns of increasing sharpness.  The proportions associated with 
particular direction changes can be modified independently for different routing domains 
through the Knowledge Base.  An example of the turn weighting is given in Table 6-9. 
 
Table 6-9: Turn penalties for direction changes 
DIRECTION CHANGE TURN PENALTY MANGITURE 
No change ( ) WeightnT ×= 0.0  
2D forward diagonal  ( ) WeightnT ×= 2.0  
3D forward diagonal  ( ) WeightnT ×= 3.0  
Right angle ( ) WeightnT ×= 7.0  
3D sideways diagonal  ( ) WeightnT ×= 8.0  
2D backward diagonal  ( ) WeightnT ×= 9.0  
3D backward diagonal  ( ) WeightnT ×= 0.1  
 
BEND RADIUS 
The bend radius rule has not yet been implemented in code, however, its implementation 
would not be a difficult task.  A bend radius rule would be invoked through specification of a 
user defined radius of curvature, r, according to the governing geometric rules such as that 
shown in Figure 3-1.  This is represented in a grid-based search space as shown below in 
Figure 6-16 (left). 
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Figure 6-16: Example of bend radius rule 
Left: Simple case Right: Insufficient path length between changes in direction to implement bend radius. 
 
The case shown above in Figure 6-16 (left) represents a simple situation.  However, a 
situation may arise when the length of path segments between two changes in direction are 
not sufficient to allow the specified radius to be satisfied.  An example of this situation is 
shown below in Figure 6-16 (right), where the turn around the obstacle too tight to impose the 
bend radius.  This results in a discontinuity between the red and blue paths. 
To address this and similar situations, a function would translate the required radius of 
curvature, r, into a minimum allowable length, d, before a new turn in the path is allowed.  
This minimum length would be implemented through a turn penalty rule similar to that 
described above.  The function that calculates the turn penalty term, T(n), will be extended to 
determine the distance travelled since the last turn, l, and check whether this exceeds the 
minimum allowable distance, d.  In the case where l is less than the d, a high turn penalty will 
be imposed for any deviations from the current direction.  In cases where l is equal to or 
exceeds d, the turn penalty invoked by the bend radius rule will be disabled.  The result of 
imposing this function on the example above is shown in Figure 6-17, where the minimum 
distance required to make the turn is two nodes in each direction.  In the right hand diagram, 
the path resumes following the obstacle since the turn radius required to do so exceeds the use 
defined bend radius, r, which is typically a minimum allowable bend radius. 
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Figure 6-17: Demonstration of bend radius rule  
 
PATH PROFILE 
The automated routing tool supports routing of harnesses of varying profile thickness.  A 
harness profile rule would be invoked through specification of a user defined harness 
diameter, δ.  This harness diameter is translated into a number of nodes to be reserved normal 
to the path, p.   
Figure 6-18 shows an example of the path profile rule, showing a set of 9 nodes 
representing searchable space, with the centre node designated as the Searched Node.  The 
straight line through the nodes represents the search direction; in this case the search is in an 
Up-South direction, with vector (0, 1, 1).  The diagram on the left shows a small harness 
diameter, and it can be seen that a single node provides sufficient clearance for the harness to 
pass (p = 1).  The diagram on the right shows a harness with a much larger diameter, requiring 
the searched node and 8 adjacent nodes to be reserved for path to pass through with sufficient 
space (p = 9).   
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Figure 6-18: Demonstration of path profile rule 
 
The path profile rule is implemented in the software through a function which performs 
a local search for the required harness profile radius and counts the number searchable nodes 
normal to the current direction of searching.  If the number of nodes normal to the path is 
sufficient to allow a harness of the specified thickness, a Boolean value of True is returned, 
and the search continues.  If there is insufficient nodes normal to the path (for example when 
passing through a lightening hole in principal structure), the path through this node is not 
valid and the function will return a Boolean value of False.  The searched node is not added to 
the searched list, and the algorithm continues node expansion until a valid path is found. 
 
CONDITIONS FOR IMPLEMENTING RULES 
In many cases two or more rules will have conflicting requirements.  For example a minimum 
clearance rule and a maximum clearance rule may both contribute to the cost function at a 
particular node, with both rules acting to cancel each other out.  To address these situations, 
an optional rule hierarchy can be invoked which determines the relative importance of 
applicable rules with respect to their rule weights. 
The behaviour of rules in situations where the contribution to the cost function conflicts 
with another rule is determined by a validity property assigned to each rule.  Several possible 
values for this property are available, the effect of which are described below:  
• Always: rule will be implemented in all cases, including where conflicting rules are 
encountered.  This is the default value.   
• If dominant: algorithm checks whether any other rule has a higher rule weight 
factor.  If the current rule has the highest, it contributes to the cost function. 
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• Until Found: rule is implemented until another rule is fired, at which point the first 
rule switches itself to inactive. 
 
Consider the following example: A communications cable is routed within a search 
space consisting of principal structure and previously routed power cables.  A node is 
searched within  close proximity to both obstacle types (and within both rule local search 
radii).  A maximum clearance rule from structure is invoked with a negative weight factor, 
attracting the path towards the structure (for clamping), and a minimum clearance rule is 
invoked with a positive weight factor, repelling the rule away from the previously routed 
power cable (for EMI avoidance).  Since the Searched Node is within both areas of effect, a 
non-zero i(n) terms is returned for each rule.  The following options are available (depending 
on the condition specified in the rule base) for implementing the rules:  
• Firstly, both rules can be implemented as normal, and the two i(n) terms are added 
(one with opposite sign to the other), and net effect is reduced, resulting in possible 
loss of significance.  
• Secondly, the system implements the most critical rule, based on rule weight 
factors (i.e. the higher weight factor is more critical). 
• Thirdly, where both rules weight factors are equal in magnitude, the system decides 
which rule to implement based on some other priority criteria that specifies which 
rule has precedence over the other (yet to be implemented). 
 
6.7.6 Algorithm Efficiency 
In computer science, computational complexity is represented using “Big O Notation” which 
provides a measure of the asymptotic behaviour of algorithmic function (Giang, 2002). 
Efficiency of the A* algorithm is largely dependent upon the heuristic function used to 
estimate distance remaining to reach target.  The solution is guaranteed to be optimal if the 
heuristic function is admissible, meaning that it will never overestimate the cost to the target 
(Russel, 2003).  An optimal heuristic is denoted by h*(n). The generalised heuristic h(n) will 
be optimal when the condition in Equation 6-17 is satisfied (Russel, 2003).  Generally the 
closer the heuristic value is to the ideal heuristic, the faster the path-finding proceeds. 
 
( ) ( ) ( )( )nhOnhnh *log≤−   Equation 6-17 
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For the modified A* algorithm implemented in the automated routing tool, additional 
constraints are placed on the algorithm through min/max clearance and turn penalty / bend 
radius terms in the cost function.  These additional terms alter the error of cost function, 
providing a higher estimate for some nodes and a lower estimate for others to promote 
movement in desirable areas.  This will, in all but the simplest cases, invalidate the 
admissibility status of the heuristic function.  As rules decrease node cost, f(n), for example 
by following a wall, the cost function underestimates the true node cost, and can result in 
increased processing time.  The algorithm will therefore generally not return the optimal 
(shortest path) solution as computational time is relative to the error in the heuristic.   
 
6.7.7 Limitations 
One of the well documented drawbacks of A* is the requirement for lists of nodes for 
Searched, Parent and Scores.  For large solution spaces, these lists can potentially reach large 
sizes, consuming large amounts of memory and taking considerable time to query.  This 
drawback is mainly performance related, with applications of A* usually falling within video 
games, requiring rapid solutions.  Time constraints are not so critical for harness and pipe 
routing thus the use of lists is acceptable. 
 
6.8 Results Output 
Following completion of the path-finding process, results can be delivered in several formats: 
a set of three two dimensional views, wire-frame CAD models of harness paths, a discrete 
model, and “maze” format used internally by the system.  These output formats are described 
below. 
 
6.8.1 Two dimensional views 
The first output method is a set of three simple two dimensional diagrams of routed paths and 
input geometry along the three major axes (X-Y, X-Z and Y-Z), given in the automated 
routing tool itself.  This first glance provides users with a quick indication of the quality of the 
routing job, allowing users to determine whether paths were placed in the desired region of 
the solution space.  For example, if a model features a number of cut-outs and lightening 
holes which are not properly constrained, the path may follow the outside of the structure 
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rather than the inside.  This simple preview can reduce time analysing sets of results which 
clearly require refinement, rather than loading CAD or discrete model results to find they are 
unsatisfactory.  Several statistics relating to path quality are also displayed, including path 
length, number of turns, solution time, and number of nodes searched. 
 
 
Figure 6-19: Extract of results output from user interface 
 
6.8.2 CAD Model 
Resultant paths are output in the neutral IGES format as a CAD-readable wire-frame model.  
The path model can be imported and integrated into the existing CAD geometry assembly.  
Operations using tools in the CAD software package can be performed as necessary, adding 
detail to the path for a complete digital representation of the routed part (e.g. adding 
thickness, adding detail to terminals, etc.) as  shown in Figure 6-20. 
 
Figure 6-20: Example CAD wire-frame output with detail added 
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6.8.3 Discrete Model 
The third output method is a discrete mesh consisting of geometry, routed path and 
knowledge layers.  The discrete model is viewed using third party FEM software.  Various 
components of the solution can be activated independently using visualisation options 
available in the FEM software to view the interaction of particular rules.   
The geometry layer, represented by hexahedral elements, contains all different forms of 
obstacles encountered within the search space (such as primary structure, subsystems, etc.).  
Routed paths are represented in wire-frame using bar elements.  The knowledge layer 
provides details of rules and methods used in the routing process, providing justification for 
path placement.  Knowledge represented includes a map of where various rules were 
accessed, their influence on the routed path, and a three dimensional map of the area searched 
by the algorithm.  An example of the discrete model output is given in Figure 6-21 and Figure 
6-22. 
 
Figure 6-21: Example of discrete model output 
Left: Discrete model showing principal structure (blue), subsystems (yellow) and harnesses (green and brown) 
Right: equivalent section of CAD model 
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Figure 6-22: Example of discrete model output 
Left: Discrete model showing principal structure (blue), subsystems (yellow) and nodes visited in the search 
(green and brown).  Right: equivalent section of CAD model 
 
The purpose of this discrete model is to understand the factors influencing path 
placement.  As mentioned previously, difficulties in understanding the rationale behind design 
decisions made by others can occur due to a lack of effective communication between 
designers who may be geographically isolated from each other, and lack of mechanisms for 
representing process knowledge within the product model itself.   
For example, consider a harness which must be routed past an obstacle which can take 
one of two paths, an upper path or a lower path – both with equal merit (Figure 6-20, Left).  
An engineer using their own knowledge and experience selects the top path due to personal 
preference.  This is acceptable since the two paths have the same cost, however, the reasoning 
behind this decision is not documented.  Suppose an additional component is to be placed on 
the upper side of the existing obstacle by an engineer who has no knowledge of the routing 
process.  The engineer would face a conflict between the routed harness and placement of the 
new part.  In this case the conflict could be easily resolved by moving the harness to the lower 
side of the obstacle Figure 6-23, Right).  However this may not be immediately clear to the 
designer, and would require time to resolve.   
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Figure 6-23: Example of conflict resolution 
 
The generative capability of the automated routing tool simplifies the redesign process.  
In the example above, the new part is placed where required, and a notification of change is 
passed to the electrical designer.  The designer can then create a discrete mesh of the new part 
and modify the existing session file to include the new geometry, and simply re-run the 
solution, resulting in modified harness model that takes the lower path.  Alternatively, with 
the knowledge that the two paths have equal merit, the electrical designer can manually 
modify the harness spine to take the lower path without rerunning the analysis. 
This and similar conflicts can be avoided through implementing methods of integrating 
process knowledge into the product model.  It is therefore important for intelligent systems to 
not only implement knowledge in automation applications, but communicate the knowledge 
used, allowing designers to understand limitations of the process and the available freedom to 
alter the design as necessary.   
Many existing KBSs place a “black box” around the problem solving process, returning 
results with little or no detail of how they were developed, providing difficulties for any 
manual modification required.  The discrete model output from the automated routing tool is 
an attempt to provide some detail of the methods and knowledge implemented in developing 
the solution.  Although a fully integrated CAD-readable solution with geometry and process 
knowledge is not provided, the combination of CAD-readable path models and the FEM-
readable discrete model provides a level of detail not usually provided with automated 
solutions. 
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6.8.4 Maze Format 
The internal maze format used by the system can also be written to an external file, for later 
use in subsequent routing jobs.  This format lists the obstacle value for each node and the list 
of nodes forming routed paths.   
This format can be used for any follow-on work where the resultant paths from a 
previous routing job have been accepted, and new harnesses are to be added (assuming the 
maze output was requested in the first instance).  In such cases, the maze model format 
preserves all obstacles and path definitions.  If new harnesses are to be added to the loom, 
rather than re-running the entire job, the maze is selected as the input geometry, and only new 
harnesses specifications are added to the solution space. 
In addition to this, it is also possible to combine several FE mesh sections into a single 
maze model.  In this case, each FE mesh section is entered as a separate into the solution 
space table as previously.  A results output entry with the maze output check box set to the 
checked state is also added to the solution space.  The model is “solved” and since there are 
no paths specified in the solution space, the software tool will import the various sections of 
geometry and output them directly to a maze representation.  The load time for maze objects 
is faster than for reading mesh files, thus useful for cases that are run a number of times. 
 
6.8.5 Assessment of Path Quality 
Determining quality of resultant harness routes is a largely qualitative process and 
interpretations of high and poor quality results can vary between designers.  Paths are valid if 
they adhere to all relevant design rules and constraints, but an optimal solution is difficult to 
achieve.   
Despite the largely subjective nature of assessing path quality, some quantitative metrics 
can be introduced distinguish between path quality.  These metrics include: path length, 
number of segments, number of turns, number of nodes searched and visited, solve time and 
number of times a particular rule is used.  A report is generated at the completion of the 
routing run and presented to system users along with the three view preview of the routed 
loom.  An example report is given below in Figure 6-24. 
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Figure 6-24: Output report of quantitative metrics for assessing path quality 
 
6.9 Summary 
This chapter has described the software tool developed for automation of aerospace harness 
routing according to the AMAAD methodology described in Chapter 4.  Key features of the 
system include an editor for the specification of design rules, and a “knowledge base” 
consisting of application settings and hard coded rules for various routing domains.   
The following chapter details the testing of the software against two test cases based on 
the weapon bays of the F-35 Lightning II Joint Strike Fighter (JSF), representing the 
validation phase of the AMAAD methodology.  
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Figure 6-25: Computing paths using the automated routing tool. 
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Chapter 7: Evaluation of Software  
 
7.1 Introduction 
This chapter describes the functionality of the automated routing tool, representing the sixth 
and seventh lifecycle phases of the proposed automation methodology: “AMAAD-6: 
Integration and Validation”, and “AMAAD-7 Deployment / Ongoing Support”.  Two principal 
test cases were used to evaluate system performance, both based on the weapons bay of the F-
35 Lightning II JSF.  A weapon bay is an internal weapon storage area, typical of new 
generation fighter aircraft such as F-22 Raptor and F-35 Lightning II, and stealth bomber 
aircraft such as B-1 Lancer, B-2 Spirit and F-117 Nighthawk.  The purpose of the weapon bay 
is to reduce the radar signature of armed aircraft, which, with wing and fuselage mounted 
weapons, would be easily observable by ground and air based radar systems. 
The first test case consisted of a simplified geometric model of the JSF weapon bay 
based on observations of the CAD model, but without the use of ITAR classified data.  The 
second test case was developed using actual ITAR classified technical data of the weapon bay 
of the JSF.  Due to the sensitive nature of the data used, the release of detailed results has 
been limited. 
As stated in the introduction of this thesis, the main motivation for the selection of an 
automated routing system as the case study for implementation of the application 
development methodology described in this thesis was previous and current work conducted 
by the industry partner, GKNAES, on the EuroFighter and Joint Strike Fighter development 
programs. 
 
7.2 Test Case 
The test case selected for validation of the automated routing tool was the automated routing 
of a number of electrical harnesses in the weapons bay of the F-35 Lightning II Joint Strike 
Fighter (JSF).  The JSF is a multi-role fifth generation stealth fighter jet aircraft developed by 
nine countries including the United States, United Kingdom, and Australia.  When it enters 
service in the mid 2010’s, the JSF will form the replacement of a number of aging aircraft 
including the A-10 Warthog, F-16 Falcon, F-14 Tomcat, F/A-18 Hornet, AV-8B Harrier, and 
F-111 Aardvark, among others.  The aircraft is designed in three variants for use in different 
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military roles (i.e. Air Force, Army, and Navy) Conventional Take-Off and Landing (CTOL), 
Short Take-Off and Vertical Landing (STOVL), and a Carrier Variant (CV).  The first CTOL 
aircraft manufactured is shown in Figure 7-1 (JSF Program Website, 2007) and is currently 
undergoing extensive flight testing. 
 
 
Figure 7-1: F-35 Lightning II Joint Strike Fighter 
(F-35 Joint Strike Fighter Program Website, 2007) 
 
One of the key features of the aircraft is its low radar signature making the JSF a 
stealthy fighter aircraft.  Facilitating its low radar visibility, the aircraft has the capability of 
carrying ordnance internally in two weapon bays, one on both the starboard and port side of 
the aircraft.  This design feature also reduces drag caused by externally mounted ordinance.  
Figure 7-2 shows a schematic of the CTOL and STOVL variants of the aircraft, with the port 
side weapon bay highlighted in blue.  A front view schematic of the port side weapon bay 
showing typical payload is shown in Figure 7-3. 
 
 
Figure 7-2: Schematic of F-35 Lightning II (CTOL and STOVL variants),  
Port side weapon bay highlighted.  (Modified from AerospaceWeb, 2006) 
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Figure 7-3: Schematic of weapon bay of F-35 Lightning II ()  
Front view of port side weapon bay.  (Modified from AerospaceWeb, 2006) 
 
The weapon bays of the JSF are highly complicated and densely populated assemblies 
of complex metallic structure, various subsystems and equipment, and payload envelope  
Connecting the subsystems and equipment are hundreds of interconnecting electrical 
harnesses and hydraulic and pneumatic pipes.  Figure 7-4 shows one of the weapon bays of 
the JSF (CTOL variant) (F-35 JSF Website, 2007).  The photo shows a complex weave of 
harnesses and pipes throughout the length of the bay.  As discussed above, the route for each 
harness is determined manually on CAD workstations.  It does not take a lot of imagination to 
see that design of such a complicated loom is a very time consuming and resource intensive 
task.  The industry partner, GKNAES, has completed design of pipes and harnesses for 
installation of test flight equipment in the weapons bay of all three variants, and was able to 
provide access to data for testing the automated routing tool.  Based on this data, two test 
cases for evaluating the automated routing tool were developed 
• Firstly a simplified model consisting of principal structure (excluding bay doors), 
arbitrary subsystems, and sample payload was based on observations of the CAD 
assembly was modelled in CAD software, and is detailed in the following section. 
• Secondly a detailed model using full scale ITAR technical data of the weapons bay 
of the STOVL variant of the aircraft was developed.  This model is described in the 
section following the simplified test case.  Release of screen captures of the model 
is limited due to the ITAR classification of data used. 
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Figure 7-4: View of weapons bay of F-35 Lightning II.  
(F-35 JSF Website, 2007) 
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7.3 Simplified Model 
7.3.1 Geometry 
The first test case for the automated routing tool is a simplified version of the assembly shown 
in Figure 7-4.  The test geometry consisting of principal structure (excluding bay doors), 
arbitrary subsystems, and sample payload was modelled using CAD software and is shown in 
Figure 7-4.  This geometry was exported from the CAD software in a format suitable for 
meshing in FEM software. 
 
 
 
Figure 7-5: Test case geometry 
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As discussed in the previous chapter, geometry in the routing tool is represented as a 
discrete, grid-based maze object with each grid node characterised by an integer address (in 
Cartesian coordinates) and node type (e.g. principal structure, subsystem, payload, pipe/cable 
type, searchable space, etc.).  The categorisation of nodes within the solver is significant as it 
allows rules to be applied to different obstacle types independently.  Accordingly, the CAD 
model is exported in sections corresponding with different geometry types.  In this case, 
principal structure, subsystems and payload are exported separately.   
Sections of the full CAD model that were outside of the primary routing space were 
truncated before the model was exported to reduce the search space in the automated routing 
tool, thus reducing the solve time as the algorithmic efficiency of the path-finding algorithm 
is exponential in the dimensions of the maze.  The three separate geometry sections are shown 
in Figure 7-6 (not to scale). 
 
Figure 7-6: Test case 1: three geometry sections  
Left: Trimmed structure, Middle: Systems, Right: Payload 
 
7.3.2 Discretising Geometry 
Following the extraction of continuous geometry from the CAD system, the various sections 
of geometry must be converted to a discrete form for input into the automated routing tool.  
This discretisation process is facilitated by FEM software that can read particular CAD 
formats, and produce a mesh of connected elements with vertices defined by nodes (three 
dimensional points).  A dense mesh is required to give a good representation of geometry in 
the automated routing tool, free of gaps and other translation errors.  Meshes of each type of 
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geometry are created and exported into separate mesh files using a MSC NASTRAN 
template.  Altair HyperMesh was the FEM software package used for the discretisation 
process.  Figure 7-7 shows the truncated model in the FEM software, with a dense mesh.  In 
this view, the model appears solid, however, it is a high density mesh.   
Wherever possible, a solid tetrahedral automatic meshing tool is used to generate the 
required mesh.  However, in cases with complex geometry (as in the detailed test case in the 
following section) surfaces may become damaged through the exchange of geometry from 
CAD to FEM software through the use of neutral formats (such as IGES).  In these cases a 
shell mesh is used.   
 
 
Figure 7-7: Discretising geometry 
 
7.3.3 Automated Routing Tool 
Once the geometry model has been created, the automated routing tool can be used to 
automatically compute paths between terminals.  As described in the previous chapter, the 
user interface is an executable application consisting of a simple form with a series of controls 
that runs in Microsoft Windows, and accordingly, its navigation will be familiar to most 
users.  Figure 7-8 shows the interface separated into a number of sections, described below: 
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• Geometry input: specifies the location and format of input geometry, and the 
maze node type that will be used to represent the geometry for implementation of 
rules. 
• Results output: specifies the location and type of results to be delivered by the 
routing system. 
• Harness definition: contains the fields for specifying a harness to be routed.  
Includes terminal locations, harness type to be routed, rule library to be followed, 
and the level of detail (resolution) required. 
• Solution space: lists all entries comprising the routing job (import geometry, route 
paths and export results). 
• Controls: generic program controls: includes load and save session, execute the 
routing job, reorder entries in the solution space. 
 
 
Figure 7-8: Automated routing tool user interface 
Various sections of form highlighted 
 
The routing job is defined by a series of entries in the solution space.  An entry appears 
as a row in the solution space table (List View control) of the user interface, and can achieve 
one of more of the following actions: import geometry, route a harness, export geometry. 
The import geometry function is specified by the following parameters: 
1) Location of the geometry (filename and path) 
2) Format of file (specifies whether the geometry is in a FE mesh format, or a maze 
format used by the system). 
3) Obstacle type to represent geometry in the maze object (e.g. principal structure, 
subsystems, payload, etc.).  New obstacle types can be created at run time. 
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The route harness function is specified by the following parameters: 
1) Terminal start location in x, y, z Cartesian coordinates (global coordinate 
system). 
2) Terminal finish location in x, y, z Cartesian coordinates (global coordinate 
system). 
3) Rule library to be followed.  New libraries can be created, and existing libraries 
modified at run time to incorporate custom obstacle and harness types. 
4) Harness type to be routed (e.g. electrical harness (multiple types), hydraulic / 
pneumatic pipes, etc.).  New harness types can be created at run time. 
5) Priority of the harness.  High priority harnesses are routed first.  The order in 
which harness are routed is significant (see discussion below). 
6) Level of detail refers to the size of maze nodes representing geometry (resolution 
of the routing job).  As the efficiency of the path-finding process is low, a higher 
level of detail can result in exponential growth in solve time. 
 
The export results function is specified by the following parameters: 
1) Location of the geometry (filename and path) 
2) Format of results (specifies the results to be exported: CAD model (in IGES 
format), discrete model (viewable in FEM software), and maze software (for use in 
later routing jobs). 
 
Each path to be routed appears as a separate row in the solution space.  A typical routing 
job would include a number of “import geometry” entries, several “route harness” entries and 
an “export results” entry.  When the routing job is executed, the automated routing tool reads 
through the entries in the solution space, and imports the geometry sections and initialises the 
maze object.  Harness paths are then computed one at a time in an order based firstly on the 
priority assigned to them in their definition, and then the order in which they appear in the 
solution space.  Intermittent results can be output as the system progresses through the search 
space entries.  Usually a final export results entry is specified. 
 
7.3.4 Results and Analysis 
In this test case, a number of harnesses of different types were routed in the solution space, 
with various rules governing the interaction between them.  This section describes some 
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preliminary results obtained using the routing tool in the three main formats: two dimensional 
views, CAD model and discrete model.  Results are presented in more detail in the following 
section that describes limitations of the path-finding algorithm. 
 
TWO DIMENSIONAL VIEWS 
The immediate result of the routing job is a set of three two-dimensional views of the input 
geometry and routed paths (Figure 7-9).  This provides a quick indication of the quality of the 
routing job, and allows the user to assess whether paths were placed in the desired region of 
the solution space.  The table provides quantitative data for each path solution including: total 
path length, number of grid segments comprising the path, number of turns along the path 
length, and the solution time. 
 
 
Figure 7-9: Output data from automated routing tool 
 
CAD OUTPUT 
A wire-frame representation of harnesses is output as CAD-readable geometry in the neutral 
IGES format.  A separate IGES model is written for each harness.  These models can be 
integrated into the CAD product assembly of existing structure and systems and detail added 
as necessary for a complete digital representation of the routed part using CAD software tools 
(e.g. thickness, detail to terminals, etc.).  An example of adding detailed to a harness is given 
in the following four figures, Figure 7-10 though Figure 7-13. 
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A second example shows a series of harnesses routed within the solution space.  This 
routing job included harnesses of different types (represented in the figures by different 
colours.  The rules implemented for this run included a rule specifying that harnesses should 
be routed close to structure, and wherever possible to follow previously routed harnesses.  
The results, shown in Figure 7-14 through Figure 7-17, clearly indicate successful 
implementation of these rules. 
 
Example: Adding detail to harness 
 
 
Figure 7-10: IGES wire-frame output of harness. 
 
 
Figure 7-11: Harness tool in CAD software used to add detail 
Three dimensional harness part created. 
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Figure 7-12: Definition of harness referenced against geometry 
 
 
Figure 7-13: Completed harness referenced against input geometry 
 
Example: Series of harnesses routed within the solution space 
 
 
Figure 7-14: Wire-frame output of series of harnesses 
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Figure 7-15: Wire-frame harnesses referenced against input geometry 
 
 
Figure 7-16: Detail added to harnesses 
Colours represent different harness categories 
 
 
Figure 7-17: Close up view of harnesses 
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DISCRETE MODEL OUTPUT 
The third output method is a discrete model of maze objects containing characteristics of the 
solution, and is viewable in FEM software, using available visualisation features.  The 
purpose of this output method is to assist users in understanding results and the 
implementation of rules by the automated routing tool.  The discrete model is separated into a 
number of components including the following, with options to activate the various 
components separately: 
• Input geometry, separated into as many sections as defined in the routing job, 
included for referencing rule implementation against input geometry. 
• Routed paths, separated into categories of different path types.  
• Knowledge layers describing characteristics of the solution including: 
− Nodes searched in the path-finding process 
− Nodes visited by the path-finding algorithm 
− Nodes where rules were implemented 
 
 The geometry and routed path layers are translated directly representation of the maze 
object, with maze nodes represented in the FEM software hexahedral elements, colour coded 
according to obstacle type (e.g. structure, systems, payload, harness types, etc.).  Data for the 
knowledge layers is written during the routing process.  These layers include 3D maps 
showing locations where individual rules were implemented in the search space, allowing 
users to determine regions where particular rules are significant for any manual modifications 
required.  A map of all nodes interrogated by the algorithm is also given, allowing users to 
determine whether the algorithm is considering the correct area in the search space, or 
whether additional constraints are necessary.  The discrete model output for the test case is 
given in Figure 7-18 and Figure 7-19 showing different characteristics of the solution. 
The left image shows all nodes interrogated by the solver, referenced against input 
geometry.  The image on the right shows all points on the reference geometry where the rule 
specifying paths to follow structure was implemented.  As expected, the majority of nodes 
searched were in the vicinity of points where this rule was implemented, as it was a lower cost 
solution for points close to primary structure.  Similar outputs are available for points where 
the various path clearance rules were implemented 
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Figure 7-18: Discrete output: Geometry and routed path obstacles  
Primary Structure (blue), Systems (yellow),  Routed paths (other) 
 
 
 
Figure 7-19: Discrete output: Properties of solution 
Nodes searched (red), Implementation of structure clearance rule (grey) 
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ANALYSIS 
The library implemented in this simplified test case implemented several rules, the first of 
which specified that each cable type shall follow structure as closely as possible.  It can be 
seen that this rule was followed very closely.  Paths tended to follow stiffeners in the model as 
the algorithm found this to be a lower cost path.  
In areas of rule conflicts, the behaviour of the routed paths tends to twist and double 
back on itself slightly.  Improvements to the algorithm in terms of intelligently applying rules 
in a hierarchy will greatly improve handling in these areas. 
After a number of test runs of the system with various rule combinations, it was found 
that quality of resultant paths is closely coupled with the weight factor applied to individual 
rules.  Thus a process for tuning the rule library for individual models is required to produce 
optimal results, which can be a time consuming process.  Despite this, the system works very 
well as a proof of concept application.  The solution time is sufficiently small that a number 
of solutions can be generated for various combinations of rules and weightings in a relatively 
short time, compared to manual routing practices, allowing a large number of results to be 
assessed for suitability relatively quickly. 
 
7.4 Algorithm Limitations 
Following testing of both the simplified and detailed test cases, a number of limitations of the 
path-finding algorithm were exposed.  The most significant of these limitations is the 
sensitivity of resultant paths, firstly to the order in which harnesses are defined in the routing 
session, and secondly to the weight factors of min/max clearance rules in the rule library.  A 
number of sample runs were conducted to illustrate these two limiting factors.  Properties of 
the test runs are described in the next section, and the two the factors are demonstrated in the 
sections that follow. 
 
7.4.1 Test Data 
The results from a number of runs of the simplified test case are given in Appendix C.  These 
results include three runs with varying rule weight factors for a series of harnesses with given 
weight, and three separate runs for the same rule combinations with a modified order of 
routing.  The following sections refer to these results, labelled as follows: 
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• Routing Run 1: Original routing order, full rule weight factor 
• Routing Run 2: Original routing order, rule weight factor reduced by 25% 
• Routing Run 3: Original routing order, rule weight factor reduced by 50% 
• Routing Run 4: Modified routing order, full rule weight factor 
• Routing Run 5: Modified routing order, rule weight factor reduced by 25% 
• Routing Run 6: Modified routing order, rule weight factor reduced by 50% 
 
Table 7-1 summarises the rules used for each of the six test cases.  The only difference 
in rule configuration between test runs is modification to the weight factor (last column) as 
described above.  System results are not sensitive to the order in which rules appear in the rule 
library. 
 
Table 7-1: Rules implemented for test case for Routing Run 1 through to Run 4  
RULE NAME ROUTED TYPE  RULE SUBJECT  MIN/MAX RADIUS DECAY WEIGHT 
FollowStructure Any Obstacle_PrimaryStructure Min 5 0.2 2000 
FollowPowerHi1 Cable_Power_Hi Cable_Power_Hi Min 5 0.2 1500 
FollowPowerHi2 Cable_Power_Low Cable_Power_Hi Min 5 0.2 1000 
FollowPowerHi3 Cable_Comms Cable_Power_Hi Min 5 0.2 1000 
FollowPowerHi4 Cable_Data Cable_Power_Hi Min 5 0.2 1000 
FollowPowerLow1 Cable_Power_Hi Cable_Power_Low Min 5 0.2 1000 
FollowPowerLow2 Cable_Power_Low Cable_Power_Low Min 5 0.2 1500 
FollowPowerLow3 Cable_Comms Cable_Power_Low Min 5 0.2 1000 
FollowPowerLow4 Cable_Data Cable_Power_Low Min 5 0.2 1000 
FollowComms1 Cable_Power_Hi Cable_Comms Min 5 0.2 1000 
FollowComms2 Cable_Power_Low Cable_Comms Min 5 0.2 1000 
FollowComms3 Cable_Comms Cable_Comms Min 5 0.2 1500 
FollowComms4 Cable_Data Cable_Comms Min 5 0.2 1000 
FollowData1 Cable_Power_Hi Cable_Data Min 5 0.2 1000 
FollowData2 Cable_Power_Low Cable_Data Min 5 0.2 1000 
FollowData3 Cable_Comms Cable_Data Min 5 0.2 1000 
FollowData4 Cable_Data Cable_Data Min 5 0.2 1500 
 
7.4.2 Sensitivity to Routing Order 
During testing it was found that results of the routing job are significantly influenced by the 
order in which harnesses are routed.  In traditional A* with a large search space, new paths 
are not significantly effected by the presence of previously routed paths, the exception being 
that nodes already occupied by paths cannot be used.  In the automated routing tool, harnesses 
can have a much higher influence over subsequently routed paths through min/max clearance 
rules.  The order in which harnesses are routed can impact path length (and as a direct result, 
weight), complexity (in terms of number of bends in the path), and the solve time required to 
find the solution.   
? 243 ? 
The following example shows the effect of changing the routing order for simplified test 
case above.  Two separate routing runs were completed.  A set of 12 paths were routed in 
each case with identical source and target terminals, and an identical rule set.  In the second 
case, the order in which harnesses was routed was modified based on intuitive analysis of the 
results from the first case.  The visualisation of results is given in Figure 7-15 and properties 
of resultant paths given in Table 7-1.   
Harnesses with ID numbers 1 to 4 (first column of Table 7-1) are indicated in the 
visualisation in blue, ID numbers 5 to 8 are indicated in red, and ID numbers 9 to 12 are 
indicated in yellow.  For the first run, Routing Run 1, harnesses were routed in order of ID 
number.  For the second run, Routing Run 4, the order of harnesses was changed according to 
the second column of Table 7-1, with red harnesses routed first, then blue harnesses and 
finally yellow harnesses.  The internal ordering of red harnesses was also changed.  The 
visualisation of the second routing run is shown in the right images of Figure 7-15.  
Visualisation of results of Routing Run 1 is shown on the left hand side of Figure 7-15, and 
Routing Run 2 is shown on the right hand side. 
Comparing the two sets of results, the layout of the blue and yellow harnesses was 
changed significantly in Routing Run 4.  The resulting wiring loom in the latter case appears 
to be much neater, with fewer turns and longer straight sections between turns.  Results in the 
latter case also show a better adherence to rule specifying that harnesses should follow 
previously routed harnesses of the same type, indicted by a much later separation of one of the 
red harnesses from the main red harness group.  The impact on total weight of the loom 
(indicated by the total length of all harness, assuming uniform harness diameter and material) 
was changed by less than 1%.  For a similar total loom length, the latter run has almost 10% 
fewer turns, and time to find the solution was 13% faster.   
For both of these cases, the very large solve times can be attributed to the software 
running on a low specification computer and, as the following section demonstrates, high 
min/max clearance rule weight factors.  Solution times can be up to 50% faster using a dual 
core processor with 1 GB of RAM. 
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ROUTING RUN 1 ROUTING RUN 4 
  
  
  
  
  
 
Figure 7-20: Comparison of results from Routing Run 1 (left) and Routing Run 4 (right) 
 
Table 7-2: Summary of path properties for Routing Run 1 and Routing Run 4  
ROUTING  RUN 1        ROUTING  RUN 4       
ID Order Length Segments Turns Time   ID Order Length Segments Turns Time 
1 1 1276.77 115 26 2156   1 5 1756.23 114 36 2074 
2 2 1310.65 116 37 1122   2 6 1820.37 119 47 1172 
3 3 1766.01 158 52 37   3 7 1642.12 162 55 42 
4 4 1724.79 152 54 46   4 8 2479.31 166 63 42 
5 5 2738.84 242 85 2354   5 4 2479.31 222 68 2217 
6 6 1763.55 161 40 2148   6 1 1756.23 151 38 2030 
7 7 1800.37 165 55 1510   7 2 1820.37 167 54 1509 
8 8 1690.41 157 46 1446   8 3 1642.12 153 43 1428 
9 9 2822.5 239 106 3513   9 9 2438.83 207 88 3387 
10 10 2895.42 239 114 3519   10 10 2386.12 203 83 2685 
11 11 2581.79 217 101 4587   11 11 2278.88 194 75 3245 
12 12 2661.79 225 102 2887   12 12 2361.55 198 90 2140 
TOTAL 25032.89 2186 818 25325   TOTAL 24861.44 2056 740 21971 
                          
% DIFF -0.68 -5.95 -9.54 -13.24        
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7.4.3 Sensitivity to Rule Weight Factors 
As mentioned previously in Chapter 6.7.5, and mentioned above in the two test cases, weight 
factors applied to the min/max clearance rules are critical for the successful implementation of 
those rules.  A weight factor that is too high will result in very large solution time, as seen 
with both routing runs in the example above.  A weight factor that is too low may miss the 
influence of obstacles.   
The following example demonstrates the effect of reducing the weight factor of all 
min/max clearance type rules used in the previous example by 25%.  Routing Run 5 was 
completed with endpoints and routing order identical to Run 4.  The same rules were invoked, 
with the weight factor for each min/max clearance rule reduced by 25% (for most rules, 
weight factor was reduced from 1000 to 750, with the exception of the structure clearance rule 
which was reduced from 2000 to 1500).  The visualisation of results is given in Figure 7-16 
and the list of path properties given in Table 7-2.  Harnesses with ID numbers 1 to 4 (first 
column of Table 7-2) are indicated in blue, ID numbers 5 to 8 in red, and ID numbers 9 to 12 
in yellow.   
A similar example is shown in Figure 7-17 and Table 7-3, comparing Routing Runs 4 
and 6.  Run 6 is similar to Run 5, with min/max clearance rule weight factors reduced by 50% 
rather than 25%. 
Comparing the results from Routing Runs 4 and 5, a slight reduction in total weight 
(indicated by the reduction in total length) was achieved, while complexity of the loom (total 
number of turns) was increased by a small amount.  Solve time was drastically reduced by 
over 50%.  Comparing the quality of the routing path is a largely subjective process.  It is 
difficult to select which loom has the better layout based on visual judgement alone.  In 
Routing Run 4, the four red harnesses are routed together for the longest possible length, 
while in Routing Run 5, one of the red harnesses deviates at the source and takes a different 
path to the target.  
Comparing the results from Routing Run 4 and Routing Run 6, a higher reduction in 
total weight (indicated by the reduction in total length) was achieved in excess of 5%, while 
the complexity of the loom (total number of turns) was decrease by over 6%.  Solve time was 
further reduced, with a reduction by more than 82%.  While the latter solution delivers 
reduced weight, fewer bends and faster solved time, Routing Run 4 appears to a “neater” 
solution, with cables of the same category grouped together, which is desirable in many cases 
(depending on clearance requirements).   
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The time required to execute the routing run would be further reduced with the use of a 
more powerful computer with a dual core processor typical of modern desktop computers. 
 
ROUTING RUN 4 ROUTING RUN 5 
  
 
 
 
 
 
 
 
 
 
Figure 7-21: Comparison of results from Routing Run 4 (left) and Routing Run 5 (right) 
 
Table 7-3: Summary of path properties for Routing Run 4 and Routing Run 5  
ROUTING RUN 4        ROUTING RUN 5       
ID Order Length Segments Turns Time   ID Order Length Segments Turns Time 
1 5 1756.23 114 36 2074   1 5 1185.76 103 34 1232 
2 6 1820.37 119 47 1172   2 6 1196.36 103 34 690 
3 7 1642.12 162 55 42   3 7 1760.57 155 49 28 
4 8 2479.31 166 63 42   4 8 1816.21 157 58 53 
5 4 2479.31 222 68 2217   5 4 2419.57 218 63 1171 
6 1 1756.23 151 38 2030   6 1 1756.23 161 38 546 
7 2 1820.37 167 54 1509   7 2 1820.37 167 54 446 
8 3 1642.12 153 43 1428   8 3 1642.12 153 43 441 
9 9 2438.83 207 88 3387   9 9 2575.44 222 85 1533 
10 10 2386.12 203 83 2685   10 10 2693.9 229 96 1355 
11 11 2278.88 194 75 3245   11 11 2594.44 221 97 2158 
12 12 2361.55 198 90 2140   12 12 2852.5 237 112 983 
TOTAL 24861.44 2056 740 21971   TOTAL 24313.47 2126 763 10636 
                          
% DIFF -2.20 3.40 3.11 -51.59        
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Figure 7-22: Comparison of results from Routing Run 4 (left) and Routing Run 6 (right) 
 
Table 7-4: Summary of path properties for Routing Run 4 and Routing Run 6  
ROUTING RUN 4        ROUTING RUN 6       
ID Order Length Segments Turns Time   ID Order Length Segments Turns Time 
1 5 1756.23 114 36 2074   1 5 1248.97 107 40 465 
2 6 1820.37 119 47 1172   2 6 1210.4 104 38 292 
3 7 1642.12 162 55 42   3 7 1671.33 152 35 21 
4 8 2479.31 166 63 42   4 8 1692.58 149 41 29 
5 4 2479.31 222 68 2217   5 4 2436.39 220 62 449 
6 1 1756.23 151 38 2030   6 1 1756.23 161 38 211 
7 2 1820.37 167 54 1509   7 2 1820.37 167 54 178 
8 3 1642.12 153 43 1428   8 3 1590.44 145 38 195 
9 9 2438.83 207 88 3387   9 9 2472.98 210 79 539 
10 10 2386.12 203 83 2685   10 10 2576.87 218 94 409 
11 11 2278.88 194 75 3245   11 11 2428.37 205 81 777 
12 12 2361.55 198 90 2140   12 12 2557.86 214 93 374 
TOTAL 24861.44 2056 740 21971   TOTAL 23462.79 2052 693 3939 
                          
% DIFF -5.63 -0.19 -6.35 -82.07        
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7.5 Detailed Model 
Following evaluation of the automated routing tool with the simplified weapon bay model, a 
more realistic test case was developed using technical data from the weapons bay of the F-35 
Lightning II Joint strike Fighter (JSF), provided by the industry partner, GKNAES.  Figure 
7-23 shows a view of the CAD assembly of the one of the weapon bays of the F-35 Lightning 
II JSF (non-ITAR).  This image shows the large number of harnesses and pipes that populate 
the weapons 
 
 
Figure 7-23: View of one of the weapon bay of the F-35 Lightning II JSF (Non-ITAR) 
(GKNAES, 2008) 
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7.5.1 Developing discrete model: 
A similar process was used to develop the discrete geometric model for input into the routing 
tool to that described above for the simplified test case.  However, due to the high complexity 
of geometry and number of parts comprising the weapon bay of the JSF, the development of 
the discrete model was non-trivial. 
 
CONVERTING CAD MODELS 
When the JSF program commenced, the principal contractor, Lockheed Martin, and many of 
the main partner organisation were using CATIA Version 4 (CATIA V4) as the primary CAD 
software environment for modelling parts.  As the program progressed, a gradual transition 
from CATIA V4 to CATIA V5 was made.  As a result, some components were modelled in 
Version 4 and others in Version 5. 
As a CATIA V5 workstation was provided for testing, an additional process was 
required to import the Version 4 parts and convert them to Version 5 prior to extraction in a 
neutral exchange format.  The high number of parts and long load times were an unexpected 
delay, although the models were converted in a few hours.  Also, the geometry of the test case 
was assumed to be static, so this process was completed only once. 
 
NEUTRAL EXCHANGE FORMAT 
Following the conversion of CATIA V4 models to CATIA V5, individual component models 
were extracted from the CAD system using a neutral exchange format (IGES).  This neutral 
format can be then read into FEM software for meshing. 
The IGES format for describing geometry is low level and the number of entities 
required to represent even basic geometry leads to large file sizes.  For complex cases, the file 
size of geometry represented in IGES format is in the order of more that 10 times larger that 
an equivalent CATIA models.  The large file sizes require significant processing time for both 
writing geometric data from CAD software and reading data into FEM software for meshing. 
The complexity of the detailed test cases resulted in neutral format file sizes of over 100 
times large than for the previous simplified test case, separated into many tens of individual 
part files. 
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MESHING INPUT GEOMETRY 
Another limitation of the selected neutral exchange format is tolerance errors that can cause 
discontinuity in geometric models.  The IGES format itself is a fixed width text format, and 
consequently the level of accuracy in specifying geometry can be insufficient for complex 
models.  Surfaces can lose continuity and connectivity, and consequently the shape cannot be 
represented as a closed boundary, required for solid modelling. 
Due to errors in extracting and exchanging geometry, the automatic tetra-meshing tool 
could not be used to generate a solid model of the input geometry as was used in the previous 
test case.  Instead, a two dimensional shell mesh with a slightly smaller element size was 
applied to all surfaces.  This was not the preferred method to mesh geometry as it resulted in a 
larger file size, and potential for gaps to exist between surfaces through which harness could 
be routed.   
Meshes of multiple structural components were combined to create large mesh files, 
however, memory constraints restricted the structural mesh to two main sections.  The 
structural mesh was trimmed to reduce the size of the search space (reducing processing 
time).  The resulting discrete model was hollow in the centre, however, a dense mesh provides 
a good approximation of the geometry, ensuring the surface would be represented in the 
routing tool without gap.  Despite the difficulties encountered with converting files and the 
inefficiencies associated with neutral geometry exchange formats, the full discretised model 
of metallic structural components, systems and payload envelope was developed in 
approximately 10 hours (a little more than a single work day) and was retained for the entire 
evaluation period.   
In a situation where changes in geometry are common, only the sections which are 
altered are required to be re-meshed.  The use of a more capable geometry neutral exchange 
format such as STEP (Standard for the Exchange of Product Model Data, ISO 10303), or 
integration of the meshing process within the CAD software package (for example the 
meshing tools that are available with CATIA V5) would improve this process significantly. 
 
7.5.2 Results and Analysis 
Results showed that rules were successfully implemented, however, output paths were found 
to be very sensitive to weighting applied to rules in the library causing unwanted deviations as 
in the previous case (see discussion above).  The quality of output paths will be improved by 
implementing more intelligent methods for managing rules within the solver.  In the case 
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where system users do not accept the exact path delivered by the software, the knowledge 
layer contained in the FE output can provide decision support, for any manual supplementary 
work required for a complete design of the routed path.  
 
 
Figure 7-24: Output from automated routing tool when tested on detailed test case. 
 
Figure 7-25 shows a view of the weapon bay CAD model with several manually routed 
harnesses.  The degree of freedom of movement in these cases unrestricted (provided that 
geometric constraints are satisfied, for example bend radius).  The two images on the 
following page shows a close up view of manually routed harnesses (Figure 7-25) and two 
paths that were automatically routed in the same space (Figure 7-26) and  show a examples of 
harnesses output from the automated routing tool.  As the routing tool implements discrete 
grid-based techniques, the degree of freedom of path direction is limited to single, two and 
three dimensional movement as discussed in the previous chapter. 
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Figure 7-25: Manually routed harnesses in the JSF weapon bay 
(GKNAES, 2008) 
 
 
Dear Examiner, 
 
The image originally intended for Figure 7-26 was considered to be commercially 
sensitive by the industry partner organisation, GKN Aerospace Engineering Services 
(GKNAES).   
The technical data used for testing the automated routing tool was taken from 
F35 Joint Strike Fighter Program, with access to this data kindly provided by 
GKNAES.  GKNAES was sub-contracted by Lockheed Martin to design components 
in the weapons bay, and accordingly, all data is property of Lockheed Martin.   
Permission is being sought to include this image in the final version of this 
thesis, but unfortunately was not available at the time of submission.  Evidence of 
harness paths provided by the automated routing tool is provided in the simplified 
model, and results from the detailed test case show similar quality results.   
 
Kind regards, 
 
 
 
Christian Van der Velden  
 
23 July 2008 
 
 
Figure 7-26: Harnesses routed using the automated routing tool in the JSF weapon bay 
(GKNAES, 2008) 
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7.6 Summary 
This chapter has demonstrated the functionality of the automated routing tool through the 
description of two test cases based on weapon bay geometry of the F-35 Lightning II JSF.  
This work comprised the final two phases of the proposed automation methodology, 
“AMAAD-6 Integration and Validation” and “AMAAD-7 Deployment / Ongoing Support”. 
The test cases show the routing system successfully implements rules to constrain the 
routing problem, resulting paths of good quality.  The three primary output methods describe 
both physical geometry of resulting harness paths and characteristics of the solution, 
providing detail of rules influencing path placement. 
A number of limitations in the software were exposed including the sensitivity of the 
solution to both the order in which harnesses are routed (due to influence of clearance type 
rules), and the weight factor applied to rules in rule libraries.  The system would benefit from 
further development in a commercial environment to improve the level of robustness allowing 
the tool to be used in the design of wiring systems.   
Typical solution times of between three and ten minutes per path for detail models were 
achieved.  Given that existing processes for wiring design can take tens of hours, the use of 
the automated routing tool has the potential to drastically reduce design time.  The easy 
repeatability of the automated routing process also means that late design changes in other 
areas impacting wiring systems need not cause significant scheduling delays.  
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Chapter 8: Critical Review and Further Research 
 
8.1 Introduction 
This chapter critically reviews the two main areas of research presented in this thesis.  The 
review assesses strengths and weaknesses and identifies opportunities for further research for 
the AMAAD approach to automation (Chapter 3), the implementation of this approach in 
developing the automated routing system (Chapters 4 – 6), and evaluation of the system with 
an industrial test case (Chapter 7). 
 
8.2 Automation Methodology Review 
The AMAAD approach to automating engineering processes was developed with the aim of 
improving accessibility of largely existing automation methods and technologies in the 
aerospace industry.  The methodology is particularly useful for SME organisations where 
capital is not always available to invest in developing full KBE solutions to engineering 
problems.  Research focussed on providing a framework that preserves the structured 
approach to application development that is characteristic of popular KBE methodologies.  
The framework can be applied to the development of a range of general automation 
applications that vary in complexity from simple DA applications through to complex KBE 
applications. 
 
8.2.1 Strengths and Weaknesses 
The automation methodology described in the thesis was implemented in the development of 
an application to automate system routing.  The methodology proved useful in guiding 
development of the application.  Strengths and weaknesses of the AMAAD approach are 
discussed below. 
 
STRENGTHS 
• The methodology was able to identify sub-tasks of the six application development 
lifecycle phases that were not aligned with specified application requirements.  The 
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identification of non-relevant tasks reduces the workload for developing 
applications, and is consistent with lean engineering principles of waste reduction. 
• The methodology promotes a structured development process.  Six key 
development phases are required to develop automation applications regardless of 
required complexity. 
 
WEAKNESSES 
• The methodology does not provide sufficient detail about the way in which sub-
tasks should be conducted.  
• Complexity editing questions require a yes or no response and are not phrased in a 
language that is suited to business-minded people. 
• Justification for the association of sub-tasks with complexity attributes is not fully 
provided. 
• No indication of the relative importance and cost (financial and scheduling) of sub-
tasks is provided, making it difficult to judge the impact of design decisions.  It is 
difficult to determine which tasks should be given a higher priority because they 
are more difficult or impossible to do later. 
 
8.2.2 Improving the Methodology 
Ongoing research in the automation field is critical to remain competitive in current and 
future aerospace markets, particularly for the Australian aerospace industry.  Usage of 
automation practices will allow more intelligent and effective engineering solutions to be 
produced that provide real benefit over cheaper solutions that can be provided as a 
consequence of lower labour costs. 
The automation methodology presented in this thesis is intended to provide a 
mechanism for improving accessibility of largely existing KBE methods to industry where 
automation is either not practiced, or process improvements can be made.  Applications 
developed using this methodology represent a compromise between full KBE system 
capabilities and cost and scheduling benefits associated with less complex systems.  Based on 
the experience of implementing the AMAAD approach to develop the automated routing tool 
and feedback from experts in KBE, the methodology has significant scope for improvement in 
several areas, discussed below. 
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1). IMPROVING ATTRIBUTE DEFINITIONS  
The attributes used to distinguish KBE systems from basic automation systems (Reusable, 
Generic, Generative, Integrated, Detailed and High Level) require further detail and 
clarification.   
• The definition of each of these attributes in the context of automation should be 
more formally developed.   
• Subdivisions of attributes should be created to provide more flexibility to specify 
application requirements.   
• Additional attributes that relate more directly to business practices may also be 
included. 
 
2). IMPROVING COMPLEXITY QUESTIONS 
The set of questions for editing complexity of proposed automation applications requires 
significant further work.  The existing set of six questions should be expanded into a more 
detailed series of questions that more effectively guides businesses through the process of 
determining application requirements.  The question should provide a case-specific analysis 
of the advantages of high level KBE systems against advantages of lower level systems that 
can provide partial automation with reduced resource expenditure.  The expansion of these 
questions will be based on improved definitions for complexity attributes described in the 
previous point as well as the following areas: 
• The language used to form the questions should be considered more closely, and 
should be targeted at the intended audience (which, for the most part, will be 
managers with a business focus). 
• A series of questions should be developed for each of the six expanded complexity 
attributes rather that offering only positive or negative responses.  In some cases it 
may be appropriate to offer more than two possible responses, invoking different 
combinations of attributes.  This will allow applications to incorporate some 
elements of complexity attributes without invoking all or none of the corresponding 
sub-tasks. 
• Additional questionnaires may be added to individual lifecycle phases to determine 
specific techniques that should be used (e.g. selection of KA techniques for the 
Knowledge Acquisition phase and KM techniques for the Knowledge Modelling 
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phase).  These questionnaires would be targeted at knowledge engineers and 
system developers.   
• Questions should be interactive and oriented towards business-minded people, 
allowing for responses that can only be made based on a business case. 
 
3). CLASSIFICATION, PRIORITISATION AND APPLICATION OF SUB-TASKS 
There is significant scope for improving classification, prioritisation and application of sub-
tasks of the six application development lifecycle phases to better incorporate complexity 
editing.   
In particular, further research should concentrate on the formal specification of rules to 
classify and prioritise sub-tasks.  The MOKA methodology implements a number of rules that 
are triggered when various sub-processes are activated as shown in the MOKA RouteMap 
(Appendix A2).  The specification of a similar set of rules that align sub-tasks with 
complexity attributes will provide a more solid basis for this methodology.  This set of rules 
could consider numerous implementation issues including: 
• Whether the existing set of steps is sufficient to describe the majority of cases.  e.g. 
Might extra steps be needed? 
• The relative importance of sub-tasks.  e.g. Are some tasks more important than 
others? Why? 
• The relative resource requirements of sub-tasks.  Including scheduling, financial 
cost, human expert time commitments, knowledge engineer commitments system 
development commitments, etc.   
• Practical implementation issues:  e.g. How well did sub-tasks fit with real world 
situations?  e.g. What if requirements arise later in the project after complexity 
editing has been done?   
For example, one of the suggested improvements to the routing tool is integration 
of the application with CAD systems (discussed below).  Despite the technical 
challenges associated with this proposed improvement, the more critical issue of 
changing system requirements is raised.  Accordingly, the automation methodology 
would benefit from a mechanism to handle non-static system requirements.  One 
possible solution is provided in the MIKE approach (discussed in Chapter 2) which 
supports iterative (or reversible) system development (Angele, 1998) (Studer, 
1998).  It allows a prototype of the system to be developed before detailed system 
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implementation begins.  This allows newly identified “nice-to-have” functionality 
that can be justified on cost to benefit merit, to be included in a refined set of 
system requirements.  
 
4). DEPLOYMENT OF IMPROVED METHODS IN SOFTWARE 
Improvements to the complexity editing mechanism (attributes and questionnaire) and sub-
task classification, prioritisation and implementation will provide a powerful automation 
methodology that can be tailored to a wide range of applications.  Further benefit would be 
gained by deploying these principles in a KBE application to facilitate development of 
automation applications.   
The AMAAD tool presented in Chapter 3 provides a simple overview of the sub-tasks of 
the six lifecycle phases and their associated complexity attributes.  Responses to complexity 
editing questions either invoke or omit corresponding sub-tasks from the lifecycle phases, 
resulting in a series of steps required to develop the proposed automation application.  The 
extension of this simple tool by incorporating improved complexity editing questions, rules 
for activating and prioritising sub-tasks and expert advice will provide significant benefit to 
the industrial sector, particular SME organisations.  A KBE system for automating 
engineering processes should include the following features: 
 
Detailed descriptions of the lifecycle phases and their subtasks 
• Description of governing complexity attributes 
• Specification of inputs and outputs of each task 
• Estimation of resource requirements (financial, scheduling, personnel, other) 
• Description of methods that are required to complete the task 
• Description of documentation that should be developed 
• Implementation automation methodology design rules that relate key processes.   
 
Detailed implementation of revised complexity editing questions.   
• Implementation of rules  
• The questionnaire should be deployed in a format suitable for intended system 
users (who might vary throughout the development lifecycle).  For example, 
questions related to cost  
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• Relationship diagrams detailing interdependencies of sub-tasks.  This allows users 
to view the impact of a positive or negative response to complexity exiting 
questions.  Methodology design rules governing sub-task interdependencies would 
be implemented in the software 
• Association diagrams detailing the association of lifecycle sub-tasks with 
complexity editing.  Design rules relating sub-tasks with corresponding attributes 
would be implemented in the system 
 
An intelligent agent that provides detailed expert advice in several key areas. 
The development of an expert system-type architecture to provide recommended practices in 
a number of application development areas will significantly enhance the automation 
methodology and provide a real benefit over alternative methods.  A recommendation engine 
would implement a knowledge base of application development rules and best practices  
assembled by knowledge engineering and management experts.  Key areas covered would 
include: 
• Provision of advice when editing application complexity.  For example, provide 
warnings when a user response to a complexity editing question results in 
deactivation of important sub-tasks that result in a non-reversible development 
methodology.   
• Recommendation of KA techniques that should be used to capture various types of 
knowledge.  This could be activated by responses to complexity editing questions 
or by a subsequent data collection process early in the KA planning phase.  
Recommendations could be from a KM knowledge base assembled from 
knowledge engineering experts 
• Recommendation of KM techniques that will be used to develop informal and 
formal models required domain, task and inference knowledge.  This could be 
activated by responses to complexity editing questions or by a subsequent data 
collection process early in the KM planning phase.   
• Recommendation for system development techniques to assist in selecting the most 
appropriate tools for the job (e.g. selection of software platforms, tools and 
programming) and the software development methods most suited to the 
application.   
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For example a KBE system requires a high level software platform and 
programming language (e.g. LISP or PROLOG), however, there is often a steep 
learning curve when implementing such languages, as many of these rely on 
different programming paradigms (such as logic programming as opposed to 
procedural or OO programming).  A less complex system would most likely benefit 
from more common languages (e.g. mainstream OO languages such as JAVA and 
Microsoft .NET languages), that are simpler to implement and maintain and are 
less time-consuming. 
 
A number of systems have been developed to facilitate both general software application 
and KBE application development, or part thereof.  A thorough review of these would be 
necessary part of developing a KBE system for automation engineering processes.  Examples 
of KBE application development tools that support particular phases of the development 
process include: 
• Knowledge acquisition tools. e.g. (Motta, 1999). 
• Knowledge modelling. e.g. MOKA Tool (MOKA Group, 2000). 
• Ontology construction tools. e.g. Protégé (Stanford, 2008). 
• System development.  e.g. UML tools (links to over 50 UML tools as well as a 
comparison of selected tools can be found on the Wikipedia article: “List of UML 
tools”) 
 
8.3 Automated Routing Algorithm and Application Review 
The AMAAD methodology was demonstrated using the aircraft electrical harness design 
domain as a test case.  An application that automates routing of electrical harnesses through 
complex structure and other obstacles was developed.  While the resulting routing tool cannot 
be called a true KBE application (as it was not developed using the full compliment of KBE 
methods and platforms), it represents an effective compromise between the benefits 
associated with full KBE applications and reduced scheduling and cost associated with DA 
applications. 
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8.3.1 Algorithm Strengths and Weaknesses 
Electrical harnesses connecting systems throughout an airframe are generally among the final 
components to be finalised in an aircraft development programme, requiring inputs from 
numerous other systems and engineering processes.  Consequently, wiring design often 
causes major delays in project scheduling due to late design changes, non-robust tools, and 
configuration management practices.  The use of an automated solution to facilitate the 
harness design process is well justified. 
The automated routing tool presented in this thesis has potential to provide significant 
cost and scheduling savings for electrical systems design for both new aircraft development 
programmes and in-service upgrades to existing aircraft.  Extensive testing of the tool on an 
industrial test case revealed a number of strengths and weaknesses, discussed below. 
 
STRENGTHS 
• The algorithm is a straight forward extension of the existing A* algorithm.  Any 
number of constraints representing routing domain rules are simply added as new 
terms to the cost function.  The algorithm can also be applied to non-grid-based 
search spaces. 
• Routed paths output from the system were comparable to manually routed 
harnesses produced by domain experts. 
• The software tool provides a unique way of assessing the influence of design rules 
on path geometry.  This layer provides the designer with “justification” for the 
resulting harness configuration, from which the designer can determine relevant 
rules to be considered when making manual alterations to the path (for the detailed 
design model). 
• The total time to produce path solutions is significantly lower than manual 
practices.  At a conservative estimate, the solution time per harness is an order of 
magnitude less than manual processes (up to several minutes for the automated 
solution compared to several hours for a manual solution). 
• Harness solutions can be recalculated relatively simply in the event of changes in 
geometry or other obstacles.  The reduction in design time can minimise adverse 
impacts of late design changes. 
• The system can be easily adapted to new routing domains by editing rules in the 
knowledge base. 
? 262 ? 
WEAKNESSES 
• The algorithm is sensitive to rule weight factors and ordering of harnesses within 
the routing queue.  “Tuning” of weights may be required for some test cases, and 
several system runs may be required before a good solution is found. 
• Involvement of domain experts is required for interpretation of results. 
• The degree of freedom of path geometry is restricted to orthogonal, 2D diagonal, 
and 3D diagonal.  In some cases this may be too restrictive. 
• The level of automation provided by the tool is not complete.  Manual preparation 
of geometry is required.  For detailed models this process can take up to several 
hours.  In situations where few harnesses are required, the time savings achieved 
when calculating path solutions may not offset the geometry preparation time 
compared to manual processes.  There is, however, an advantage when rework 
resulting from placement of additional obstacles is required, or additional paths are 
required in the same solution space. 
• Problems can occur in the preparation of raw model geometry.  The geometry 
preparation process involves transferring the geometric model from the CAD 
system to a FEM system for meshing.  Depending on the exchange format used to 
transfer the model, translation errors can occur requiring a time consuming manual 
mesh of structure and other obstacles.  For static geometry, this is a one-time 
process. 
• Calculated paths are output as wireframe models of the path “spine”.  Additional 
detail must be added to produce the full detailed design of the harness (such as that 
shown in Figure 5-9).  The time required to produce detailed design models can be 
considerable for complex cases. 
• The system is not immediately intuitive to use for new users.  Software training and 
awareness of limitations of results is required. 
• New types of rules must be manually programmed into the system. 
 
8.3.2 Improving the Algorithm and Software Framework 
Harness paths output from the routing tool for a detailed industrial test case show promise, 
however, further work is required to bring the tool to production-ready status.  This section 
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outlines several areas in which further development of the routing algorithm and software 
framework will significantly enhance both system outputs and the user experience. 
In its current form, the path-finding algorithm implemented in the routing system is a 
relatively simple extension of the A* algorithm.  It was selected for a number of reasons 
including flexibility of implementation (different representations of geometry) and the ability 
to apply numerous types of constraints (representing design rules).  The algorithm performed 
well in a complex industrial test case; however there is significant scope for improvement as 
discussed below.  
 
1). OPTIMISATION OF RESULTS 
Extensive testing of the routing tool revealed that the quality of path solutions and the time 
required to generate results varies significantly with both the weight factor applied to 
production rules implemented in the system and the order in which harnesses are routed.  
Optimisation in both of these areas will: 
• Improve quality of calculated paths (according to the metrics defined in Chapter 7). 
• Reduce the time required to find solutions (due to fewer over- and under-estimation 
errors). 
• Reduce the number of runs required to find satisfactory solutions.   
 
2). IMPLEMENTATION OF ADDITIONAL RULES AND CONSTRAINTS  
The automated routing tool is a prototype system and does not include the full spectrum of 
rules required for aircraft electrical harness design.  The implementation of additional rules is 
necessary for the system to provide paths that satisfy all requirements.  Some of these rules 
include: bend radii, automatic specification of clamping points, and interpreting the direction 
of previously routed paths for influencing path placement (e.g. parallel for grouping harness 
into bundles, or perpendicular for crossing of opposing harness types). 
In cases where conflicting rules do not have a clear resolution (i.e. an explicitly stated 
priority), an improved mechanism for handling conflicting goals should also be implemented.  
This would consider factors such as: 
• The suitability of applying AI conflict resolution techniques (e.g. recency, 
specificity, reciprocity) or MDO techniques (such as those described in (van 
Tooren, 2008) and (Dulikravich, 2002)) to help determine which rule takes priority. 
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• The provision of a quantitative system of assessing when a “bad” choice has been 
made, and asserting a limit on the number of such choices can be tolerated.  This 
could this be worked into the heuristic evaluation, or included a new constraint in 
multiple objective optimisation techniques. 
 
3). ALTERNATIVE ALGORITHMIC APPROACHES 
Although the system requirements introduced in Chapter 4 specified that mature technologies 
should be leveraged wherever possible, there is scope for improving the path-finding 
algorithm by adopting more advanced path-finding techniques.  There are numerous other 
algorithmic approaches to the path-finding problem that could be adapted to this domain, of 
which some include:  
• Particle swarm optimisation methods. e.g. (Ai, 2009), (Wang, 2006) 
• Genetic algorithms. e.g. (Leigh, 2007), (Strom, 2006), (Aktuna, 1999) 
• Simulated annealing. e.g. (Hamdar, 2008) 
 
Although these techniques present a more complex software development challenge 
than the current best-first search technique, they may provide more efficient solutions in terms 
of computational time and optimisation of results.  Possible implementation issues include: 
• The use of random elements in these algorithmic approaches may make it difficult 
reproduce solutions exactly from identical inputs. 
• It is necessary that all design rules and constraints can be implemented in these 
techniques to ensure resulting paths satisfy all path-finding domain requirements. 
 
4). REPRESENTATION OF GEOMETRY 
The representation of geometric obstacles within the system has scope for improvement.  The 
use of continuous geometry rather than a discrete representation will improve accuracy and 
reduce the drain on system resources caused by large solution spaces.  Although the use of 
continuous geometry is a significantly more complex problem, it can provide many 
advantages over discrete methods including:  
• Avoid interpolation errors that were sometimes found in the discrete search space (e.g. 
“gaps” that appeared in the model). 
• Provide a consistent level of detail (resolution).  Grid-based discretisation has an 
associated cubic complexity.  As calculations are completed in memory, large solution 
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spaces can be a drain on computer system resources.  By way of example, the search 
spaces for the two test cases presented in Chapter 7 contained over three million nodes 
and the system consumed almost all available physical memory. 
• Improve the degree of freedom available for placing path segments.  A continuous 
geometric domain will allow unrestricted movement (while complying with design 
rules), improving upon the limited movement allowed using a grid-based version. 
• Potential to improve path output.  As the solution is developed in the continuous 
domain, there may be opportunities to provide three dimensional representation of 
resulting harnesses, improving on the current single dimension wireframe model. 
 
Implementation of continuous geometry over discrete methods will require a geometry 
engine to process and manipulate model topology and geometry.  A geometry engine typically 
consists of a set of programming libraries or API access for interrogating and calculating 
parameters of 3D digital geometric objects (e.g. faces/edges/vertices and 
curves/surfaces/Cartesian points).  The geometry engine would be used to identify object 
faces that influence path geometry using the same rules implemented in the existing system.  
Several third party geometry engine systems are available including: Open CASCADE 
Technology (OCCT) (OCCT Website, 2009) and Visualization Toolkit (VTK) (VTK 
Website, 2009), both of which are open source and freely available on the internet. 
The identification of faces that activate particular design rules would be one of the main 
challenges of this method.  There is significant scope for overlap with ongoing research that 
aims to recognise engineering features from design models using Automated Feature 
Recognition (AFR) technology (Van der Velden, 2009). 
 
5). INTEGRATION OF THE SYSTEM FRAMEWORK WITH CAD/CAE SOFTWARE 
Although it was specified in Chapter 4 that minimal integration of the automated routing tool 
with existing software packages was required, the system would benefit from more effective 
integration with third party CAD and/or CAE systems. 
The principles of communicating the solution characteristics were demonstrated using a 
discrete model that provides detail of where particular rules were influential in determining 
path placement.  This information can be used by designers to assess when particular rules 
require consideration when making minor modifications to the path.  Usability of the routing 
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system would be enhanced by integrating this information into the resulting product model 
itself, rather than relying on two software systems to view results.   
The integration of the system with commercial engineering tools will also improve the 
process for preparing geometry for input into the routing tool.  The current geometric input is 
a discrete mesh produced using FEM software.  The process to produce the mesh requires the 
geometric model to be exported from the CAD system to the FEM system.  This process is 
prone to errors caused by the wider problem of inefficient exchange of digital model data 
between engineering tools (including CAD, CAE and CAM/CAPP systems).  In most cases a 
neutral representation of geometry such as IGES or STEP is used.   
The integration of modelling and meshing processes into a single tool will eliminate 
data exchange inefficiencies.  For example, a FEA workbench is available for the prolific 
CATIA V5 system.  This can be used to produce generative meshes of product geometry that 
automatically update when the model changes.  While this is a highly desirable solution, the 
cost of the workbench is inhibiting (in the order of hundreds of thousands of dollars per seat, 
annually), and the resulting application would be limited to specific third party systems. 
 
 
8.4 Summary 
This chapter has presented a critical review of both the automation methodology proposed in 
this thesis and the automated routing tool developed using this methodology.  Both areas were 
assessed in terms of their strengths and weaknesses, and areas requiring further research.   
The automation methodology should be improved in four key areas:  
1) Improved definition and subdivision of complexity attributes,  
2) Refinement of complexity editing question,  
3) Classification, prioritisation and application of lifecycle phase sub-tasks 
4) Deployment of the above three points in a KBE system for developing automation 
applications. 
 
The automated routing tool was assessed in terms of the routing algorithm and the 
software framework.  Six key areas of further research were identified that will improve the 
routing algorithm including:  
1) A process for optimising rule weight factors and determining the order in which to 
route harnesses. 
2) Implementation of additional rules and constraints. 
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3) Implementation of alternative algorithmic approaches. 
4) Use of continuous geometric obstacles rather than a discrete representation. 
5) Closer integration of the routing system with a third party CAD and/or CAE system 
to integrate details of rules that governed path placement into the product model, 
and improve the geometry preparation process.  
 
The following chapter includes a final discussion of the outcomes of each of the thesis 
research questions before concluding the thesis. 
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Chapter 9: Conclusions 
 
9.1 Introduction 
This thesis has presented outcomes of a research project directed at improving capability to 
develop automated solutions to engineering problems.  There currently exist two main schools 
of thought of process automation.  The first, Knowledge Based Engineering (KBE), is a 
structured process for capturing and modelling engineering product and problem solving 
knowledge, and deploying this knowledge in software applications for process automation.  
KBE applications are intelligent systems that employ high level techniques to solve problems, 
and are typically dynamic, generative and adaptable to new problems.  The second, Design 
Automation (DA), is a process for developing software applications to automate well defined 
engineering processes.  DA applications are problem specific, often with hard coded 
knowledge and rules.  Whereas methods for developing KBE applications are well structured, 
DA applications are often coded by engineers working in the particular field, who may have 
little formal training in software or knowledge engineering processes, and resulting 
development may be unstructured. 
Significant research effort into knowledge acquisition and knowledge modelling 
methods and technologies has resulted in formal methodologies for the development of KBE 
applications, covering all aspects from inception to deployment and ongoing support.  Such 
methodologies discourage many of the practices commonly used in the development of DA 
applications (such as hard coding rules and knowledge), in favour of complex modelling 
processes.  However, as mentioned in previous chapters, the full implementation of KBE 
methodologies is a complex process that typically requires long development lead times and 
high cost.  Accordingly, companies can be reluctant to adopt KBE methods despite the 
savings that can be achieved.  Instead, some companies develop lower level DA applications 
to automate engineering processes which can achieve reductions in product development time 
and cost.  Due to the nature of DA methods, when contrasted with KBE applications, one of 
the attractive features of DA applications is the significantly shorter time scale required to 
develop production-ready tools. 
So there are two clear distinctions of systems for automating engineering processes: 
high level KBE systems, and low level DA systems, and strengths and weaknesses of both 
types were discussed in Chapter 2.  Accordingly, the research presented in the first part of this 
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thesis concentrated on improving accessibility of methods for automating engineering 
processes.  It was found that implementing full KBE methodologies is often not feasible in 
SME organisations due to high resource requirements, and DA applications were more suited 
to business needs.  However, it was also found DA methods can be lacking in formal 
structure, and consequently, development of individual applications can be ad-hoc.  To 
address these shortcomings, a mechanism for editing the level of complexity of automation 
applications was introduced to a generalised KBE methodology (based largely on existing 
approaches).  A series of attributes were defined that relate to processes in the development 
cycle that distinguish KBE systems from general automation systems.  A complexity editing 
process then determines whether a proposed automation application should exhibit all, some 
or none of these qualities.  The result was a methodology that incorporates the principles and 
major activities for developing full KBE systems that can also be scaled back for providing 
simpler automated solutions. 
The second area of research was the implementation of the automation methodology to 
develop a system to facilitate design of electrical harnesses and pipes in aircraft.  The 
development of an automated routing tool provided a non-trivial example of proposed 
automation methods, with the output application providing a practical solution to the complex 
harness routing process faced in each aircraft development and upgrade program. 
The following sections summarise findings of the research against the six research 
objectives defined in the introduction, discuss potential future work in the two main areas of 
research, and conclude the thesis. 
 
9.2 Research Objectives 
The findings for each of the six research objectives defined at the beginning of the thesis are 
summarised below. 
 
RESEARCH OBJECTIVE 1: Assess current level of automation in the aerospace industry, 
and determine factors that limit the implementation of automated solutions. 
Of the two main approaches for developing automated solutions, DA is most commonly 
implemented in industry today.  The implementation of full KBE methods for application 
development is usually (but not in all cases) limited to large OEM organisations with high 
research and development activity such as Boeing, Airbus, BAE Systems, Lockheed Martin 
and others.  For smaller SME organisations that are most vulnerable to the highly cyclic 
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development activity that is typical of the aerospace industry, DA represents a more practical 
approach to automation that can deliver tangible results in the short to medium term. 
Although, despite many obvious benefits of adopting automation principles in design, 
many organisations are slow adapt to changing practices.  Factors that limit implementation of 
automation in industry have been well documented in the literature and can be categorised 
into three main areas: 
• Cost and scheduling factors 
• Technical factors 
• Organisational and cultural factors 
 
The first of these relates to a lack of resources to assign to automation tasks in terms of 
either cost, available staff, or scheduling.  In the past, development of KBE applications has 
been characterised by long development lead times and high cost.  Given the highly cyclic 
work practices characteristic of the aerospace industry, companies often find themselves 
either in short supply of engineering staff, or with a staff surplus as major projects are 
completed.  In cases of high demand, there may be insufficient resources available to assign to 
automation tasks, however, periods of reduced activity are a prime opportunity for skilling 
engineering staff and developing automation solutions for common engineering problems. 
The second of these areas relates to an organisation’s technical capability to develop 
automation software.  This requires sufficient knowledge and expertise of the problem domain 
to be automated, skills in capturing knowledge of engineering processes (determining the 
correct questions to ask domain experts), and software development skills for implementing 
knowledge in applications.  For organisations that lack software development or knowledge 
engineering capabilities, outsourcing development to external consultants can provide a 
practical solution until the necessary skills are built up within the company.  As automated 
solutions are implemented within an organisation, knowledge and experience of development 
processes and lessons of what works and what does not are learned.  This provides capability 
for systems of similar complexity to be developed in shorter time, and more complex 
solutions to be tackled with increased confidence. 
The third of these areas relates to individual and business attitudes to automation in 
general.  At a personal level, automation can be perceived as a threat to job security, and 
comfort with existing processes can lead to an unwillingness to adopt new methods.  At a 
business level, the use of automation for a particular project may depend on how work 
contracts are negotiated (for example fixed price versus level of effort), and automated 
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solutions can even be viewed as potentially damaging to relationships with other companies.  
The purpose of automating engineering processes is not to replace engineers, rather provide 
them with the capability to reduce time spent on menial tasks, allowing more time to 
concentrate on the more important aspects of deign. 
 
RESEARCH OBJECTIVE 2: Investigate current methods for developing automated 
solutions, and identify areas to improve accessibility. 
The development of automation solutions in industry is often conducted on two levels, the 
first being a formally identified task that is developed in a multidisciplinary team consisting 
of subject domain experts and software engineers.  Development of these applications can 
lack the structure of good software development processes. 
The second level of automation applications are smaller in scope and usually developed 
at an individual level by aerospace engineers working on specific problems.  These more 
specific solutions can provide an indication of the areas where automation is really needed in 
product development processes, however, many engineers do not possess proper software 
development skills, and resulting automated solutions are developed using tools with which 
they are familiar, including spreadsheets, templates and macros.   
The widespread use of these more specific, problem oriented applications has potential 
to provide significant productivity improvements, however, mechanisms for sharing 
applications, knowledge and skills can be lacking in industry.  Accordingly, commercial 
advantage can be leveraged by establishing an automation culture within everyday 
engineering design and analysis, to provide more intelligent solutions to problems in reduced 
lead times. 
One of the work practices adopted by GKNAES is a structured process for upgrading 
individually developed automation solutions to production-ready tools that can be used by the 
wider engineering population within the company.  Engineers are encouraged to apply their 
knowledge of developments process to produce more intelligent solutions, providing an edge 
separating them from competitors. 
A number of methods for improving accessibility of automation practices in industry 
were identified.  Chief among these is the introduction of an automation framework that 
incorporates principles and the structured process of existing KBE methodologies.  This 
requirement formed the basis of the automation methodology presented in this thesis.  Also, 
importantly, organisations will benefit from the establishment of a culture of automation in 
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product development processes for all engineering staff.  This can be facilitated in a number 
of ways including: 
• Providing awareness of what engineering automation is and how it can be used to 
reduce the tedious and unstimulating parts of an engineer’s job 
• Introducing engineers to a structured process for automating engineering tasks 
• Providing appropriate levels of training in development tools 
• Providing awareness of existing infrastructure (for example generic code libraries 
for performing common tasks to avoid reinventing the wheel) 
• Provide adequate levels of support (for example: tutorials, central point of contact, 
helpdesk, etc.) 
• Providing an appropriate forum for sharing ideas 
• Making resulting automation tools readily available to engineers for use in 
engineering tasks. 
 
However, the establishment of such a culture in industry is not an easy task, and barriers 
to acceptance need to be tackled.  Automated solutions must be properly marketed to 
engineers.  There are also a number of issues required for an automation framework to operate 
effectively, chief among them is ensuring resulting applications provide correct outputs that 
can be trusted by engineers.  Importantly, there must be willingness for engineers to adopt 
KBE principles.  This requires understanding of application development processes, 
confidence in technical abilities, and an appropriate level of support. 
Improved access to automation practices through the provision of a structured 
development process and appropriate levels of support for individuals can provide a 
competitive edge in the aerospace and other engineering industries. 
 
RESEARCH OBJECTIVE 3: Develop a flexible methodology for automating engineering 
processes that is generally applicable to both large and small scale problems. 
The development of KBE applications is a well researched field of engineering with dozens of 
methodologies for producing automated solutions described.  Of these methodologies, 
emphasis is placed on extending methods for capturing and representing engineering 
knowledge for implementation in high level software systems that exhibit a number of 
attributes including reusable, generic, generative, integrated, detailed, and high level. 
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The development of structured methodologies for producing lower level applications for 
automating engineering processes is not as well supported by research, despite the fact that it 
is these applications that are most widely implemented in industry.  Accordingly, research 
was directed at developing methods for improving accessibility of automation methods in 
industry. 
To meet this research objective, an Adaptable Methodology for Automation Application 
Development (AMAAD) was proposed that provides fuzziness to the rigid definitions of KBE 
and DA, and is designed to provide structure for building automated solutions that can exhibit 
characteristics of both methods.  The fuzziness is provided through the specification of six 
attributes (listed in the above paragraph) that relate to characteristics that can be exhibited by 
automation solutions.  A complexity analysis process introduced early in the first phase of 
development specifies the attributes required of an automated solution, and tailors the 
methodology for developing the application accordingly.  
The detailed processes of AMAAD are drew significantly from CommonKADS and 
MOKA methodologies for developing KBE applications. Sub-processes in these full KBE 
methodologies were analysed to determine the particular capabilities extended to resultant 
applications through completion of these processes.  The sub-processes were then associated 
with the relevant complexity attribute in AMAAD.   
Based on the attribute selection resulting from the complexity analysis early in the first 
development lifecycle phase, sub-processes relating to each particular attribute are invoked or 
filtered from the full application development process as required.  This results in a tailored 
development process that responds to the needs of the specific problem and its organisational 
constraints, without redundant or irrelevant tasks.  A software tool was written to facilitate the 
complexity analysis process, providing the user with a list and description of development 
sub-processes required for a given application complexity configuration. 
 
RESEARCH OBJECTIVE 4: Implementation of proposed automation framework to develop 
a system for automating the electrical harness routing task. 
Based on past and current work conducted by GKNAES in the electrical harness design 
domain, an automated solution to the layout routing task for electrical wiring looms was 
proposed.  The objective of developing this system was to provide both an automated solution 
to a complex industry problem, providing tangible savings in time and cost over current 
manual processes, and provide a practical demonstration of the automation methodology 
proposed in the previous research objective.  The design of aircraft electrical wiring systems 
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is a complex task that is characterised by repetitive, time consuming, rule-based tasks and is 
well suited to automation. 
The complexity analysis process for this problem was described, and attributes deemed 
to be required of the automated routing system were: reusable, generic and generative.  Based 
on the tailored development process output from the complexity analysis, each of the seven 
application development lifecycle phases were described in detail in Chapters 4 through 7 in 
the context of a prototype routing automation system for layout routing, and included the 
following: 
1) Problem Identification  
2) Feasibility Analysis 
3) Knowledge Acquisition 
4) Knowledge Modelling 
5) System Design and Development  
6) Integration and Validation  
7) Deployment and Ongoing Support 
 
RESEARCH OBJECTIVE 5: Extend existing path-finding algorithms to include constraints 
relevant to electrical wiring and other domains.   
A new path-finding algorithm was developed based on the popular A* search algorithm 
commonly used in computer games and other artificial intelligence applications.  The original 
A* algorithm evaluates a cost function at each search iteration to determine the node to be 
examined next.  The node with the lowest cost is selected and the process repeated until the 
target is acquired.  When the target is found, the algorithm backtracks from the target back to 
the source, selecting the lowest cost path. 
The algorithm implemented in the automated routing tool uses a similar cost function 
based search strategy and is described in Chapter 6.  The main difference is the introduction 
of new terms in the cost function based on production rules (stored in external rule libraries) 
that increase or decrease node cost, causing the search to favour particular nodes or avoid 
others.  The value of the additional rule terms is governed by the proximity of the searched 
node from obstacles of particular types. 
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RESEARCH OBJECTIVE 6: Develop prototype system to fully automate the path-finding 
process, outputting results in a CAD-readable format.   
An automated routing tool was developed that implements the path-finding algorithm 
developed in the previous research objective.  The development of the automated routing tool 
was described in Chapter 6.  The resulting system reads geometry of structure and obstacles 
provided in a discretised form, and automatically computes harness and pipe paths that meet 
requirements defined by system users in terms of terminal locations, harness type and 
governing rule library.  Resulting harness and pipe routes are returned to users as CAD-
readable wire-frame geometry, and a discrete model that provides detail of the characteristics 
of the solution, including where instances of rules were implemented, and areas of the search 
space interrogated by the path-finding algorithm. 
The system represents a compromise between KBE and DA practices.  New instances of 
rules can be specified at run-time, and the system adapted to new path-finding domains, 
however, the handling of different types of rules within the path-finding algorithm must be 
defined for each rule type.  The implementation of the algorithm in code is modularised such 
that coding new rule types is a relatively simple task of writing new constraint modules and 
referencing them in the path-finding algorithm.  Example rules that could be implemented 
with relative ease include: the bend radius function (described in Chapter 6), and the 
automatic specification of clamping points, among others. 
The tool was tested on two test cases based on the F-35 Lightning II JSF weapon bay, 
the first using a simplified model, and the second using technical data from the JSF 
programme.  Results of these two test cases were presented and discussed in Chapter 7.  
Outputs from the automated routing tool were found to be of good quality with rules 
successfully implemented, although additional development of the system is required for a 
production-ready tool. 
 
 
9.3 Conclusion 
The implementation of automation technologies in the aerospace and other engineering 
industries has potential to significantly improve productivity by reducing the time spent on 
low level design tasks.  The development of high level KBE applications is an ideal solution 
for the automation of engineering processes, however, it should not be regarded as a requisite 
for developing automated solutions.  Instead, in cases where cost and scheduling requirements 
for developing full scale KBE applications are inhibitive, a similar capability may be provided 
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by the development of lower level automation applications that can be delivered at production 
ready status with reduced time and cost.  Although at a lower level than KBE, the automation 
of engineering tasks through DA methods still represents a more intelligent approach over 
traditional engineering practices that can provide a distinguishing edge over other businesses.  
To further cement this key business difference, automation should be encouraged at an 
individual level in everyday engineering practices. 
In this thesis, a framework was proposed that provides an incremental level of structure 
to the process for developing of automated solutions depending on their required complexity, 
ranging from simple to highly complex applications. 
The application used to illustrate implementation of this methodology was evaluated 
with an industrial test case, and outputs were shown to be promising.  With further 
development, the automated routing tool has potential to provide significant cost and 
scheduling savings in the design of electrical wiring systems, reducing the typical design time 
for harness placement from several hours to several minutes, and minimise risk to programme 
schedules resulting from late design changes. 
While the majority of research in automation is focussed on the development of KBE 
methodologies that provide highly adaptive systems, the adoptions of these processes by 
much of the aerospace industry is slow, requiring significant changes in attitudes and work 
practices.  In the short term, it can be more useful to tailor the methodologies to business 
needs, providing a framework that can be practically implemented with tangible benefits in 
the short to medium term. 
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Appendix A: KBE Methodology Case Studies 
 
A.1 Methodology Case Study 1: CommonKADS 
Knowledge Acquisition and Documentation Structuring (KADS) is a structured methodology 
for knowledge based system development, developed at the University of Amsterdam 
resulting from the ESPRIT funded KADS-I and KADS-II projects (Cordis, 2007).  KADS and 
its successor CommonKADS is widely accepted in Europe as standard for KBS development.  
The KADS ideology embraces a knowledge modelling rather than rapid prototyping approach 
for developing KBSs as discussed above. 
One of the primary aims of this structured approach for KBS development is the 
separation of engineering knowledge and important design decisions from software 
implementation at the detailed level.  The KADS approach favours an iterative refinement of 
models before software development begins, rather than iterative software development, 
simplifying work spent coding solutions. 
A large body of literature on the CommonKADS methodology and its applications has 
been published, including: (Schreiber, 1993, 1994, 1999), (Kingston, 1995, 1997, 2004, 
2007), and several others.  This section provides an outline of the CommonKADS 
methodology. 
 
 
A.1.1 CommonKADS Methodology  
The CommonKADS methodology for KBS system development involves the construction of 
six models that cover three areas of the development process including context, concept and 
KBS configuration.  The six models are identified and organised into the three development 
stages in Figure 2-4.  A description of each of the six models in relation to the area of 
development is given in the following section. 
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Figure A-1: Organisation of the six models of CommonKADS methodology  
Reproduced from (Schreiber, 1999) 
 
 
A.1.2 Context Model 
The context model provides scope of the problem from an organisational perspective 
(Schreiber, 1999).  Success criteria are established and tasks, subtasks, and requirements are 
identified for further development.  The context model consists of three models; Organisation 
Model (OM), Task Model (TM), and Agent Model (AM).  Context modelling is supported by 
two primary activities.  Firstly, a scope and feasibility study is conducted.  This context 
modelling activity is supported by the Organisational Model, and is itself divided into two sub 
tasks: 
1) Potential problems are identified and scoped for automation / process improvement.  
These problems are studied in relation to the organisational framework. 
2) An analysis of economic benefits, technical feasibility and potential risk is 
conducted, and an overall recommendation is made.  The proposal with the highest 
feasibility is selected for further analysis. 
 
Secondly, an impact and improvement study is conducted.  This activity represents a 
more detailed and descriptive study into the most promising solution identified in the first 
activity and is supported by the Task Model and Agent Model, and is itself divided into two 
sub tasks: 
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1) Tasks and subtasks are identified and interrelationships established.  Study 
implementation of knowledge necessary for successful task completion.  Tasks are 
assigned to agents who execute them.  Analysis of improvements to methodologies  
2) Acceptance of any task changes.  Agreement of a KBS solution for addressing the 
target problem at the organisational level. 
 
The process has been standardised according to a number of templates to provide a 
generic procedure for establishing the context regardless of the problem domain.  The 
deliverables from the three models is a set of completed templates which are outlined below.  
The configuration of and interrelationships these templates are shown in Figure 2-5, forming 
the CommonKADS contextual model necessary for subsequent steps in KBE application 
development. 
 
 
Figure A-2: Processes and activities of Context phase of CommonKADS methodology 
Reproduced from (Schreiber, 1999) 
 
A brief description of the three models forming the context model follows, identifying 
deliverables as a set of templates to be completed by KBE application developers. 
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MODEL 1: ORGANISATIONAL MODEL 
The purpose of the OM is a scope and feasibility study, providing insight into the function 
and structure of the organisation in which the KBE application is to be employed (Schreiber, 
1999).  This model considers existing business processes and resource requirements, and 
identifies areas where improvements could be made to improve process flow.  The 
Organisational Model is characterised by the completion of five templates, labelled OM-1 
through OM-5.  The overall process of developing the Organisational Model is one of general 
identification and refinement.  Details of the templates follow. 
• In the first template, OM-1: Problem/Opportunity Identification problems and 
opportunities are identified and analysed in the context of the overall organisational 
structure, and strategy.  The decision to implement intelligent solutions to address 
these opportunities should be made in line with organisational goals and strategic 
plans.  Potential solutions to the problems identified are listed, and assessed for 
compatibility with the organisational structure and projected capabilities. 
 
• Following from the identification process, the second template, OM-2: Variant 
Aspects, is completed.  This template expands on the problems and opportunities 
involved in the OM-1 template, providing detail of the relevant parts of the 
organisation affected by the problem and/or possible automated solutions.  This is 
described in terms of organisational structure, business processes, people, 
resources, and knowledge.  The list of relevant business processes affected by the 
problem directly feeds the OM-3 template, and required knowledge feeds the OM-4 
template. 
 
• The third template, OM-3: Process Breakdown, decomposes each business 
process identified in the OM-2 template into its component tasks.  Each task is 
described by a number of key attributes including: task name and identifier, agent 
which performs task, knowledge assets required, location within the organisational 
structure, and the significance of the task within the process structure. 
 
• The fourth template, OM-4: Knowledge Assets, expands the knowledge identified 
in the OM-2 template.  This template is closely coupled with the OM-3 template, 
describing knowledge required to perform the tasks identified previously.  Each 
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knowledge asset is described by a number of key attributes including: Knowledge 
asset name, agent possessing knowledge, tasks in which knowledge is used, and a 
series of properties relating to the status of the knowledge asset including form, 
location, availability and quality. 
 
• Final template, OM-5: Feasibility Decision Document, is a summary of the 
information gathered in the previous four templates, presented in such a way that 
an overall decision regarding feasibility of proposed solutions to the problem or 
opportunity can be made.  The proposed solution is assessed in terms of business 
feasibility, technical feasibility and project feasibility (Kingston, 2004). 
Feasibility from a business perspective considers the expected benefits (both 
tangible and intangible), measured against expected costs.  Business feasibility also 
considers organisational changes required to implement the proposed solution and 
associated economic risks.  
Technical feasibility assesses whether the proposed project is achievable 
given the complexity of the problem, and capability to meet the requirements using 
available resources and methods within the allotted timeframe.  Criteria for success 
must be clear and measurable, and resulting system complexity must be reasonable 
for system users. 
Project feasibility considers factors including commitment from all parties 
involved in developing the solutions including agents and stakeholders, availability 
of resources, and availability of required knowledge.  Also considered is the level 
of project planning and support. 
 
The final outcome of the organisational model is a proposal for a solution to meet a 
problem or business opportunity, and yes or no decision whether to proceed with development 
of an application to facilitate the proposed solution. 
 
MODEL 2: TASK MODEL 
The second part of the Context Model is the TM, which continues directly from the 
Organisational Model described above (the relationship between the Task Model and 
Organisational Model can be seen in Figure 2-5) (Schreiber, 1999).  The Task Model 
describes tasks previously identified in the Organisational Model in greater detail.  Business 
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processes tasks are divided into a hierarchy of sub-tasks with as many levels as necessary to 
provide adequate detail of functionality.  These subtasks are then assigned to agents who will 
execute them.  Two templates define the Task Model. 
• The first template, TM-1: Task Analysis, provides detailed analysis of tasks 
identified in OM-3.  Subtasks are described in terms of inputs and outputs, features 
and requirements. 
• The second template, TM-2: Knowledge Item Analysis, describes each identified 
knowledge item in terms of its domain, nature, form and availability.  This process 
identifies possible bottlenecks early in the development process, so that they can be 
addressed prior to knowledge capture and modelling. 
 
MODEL 3: AGENT MODEL 
The purpose of the AM is to identify and analyse all the entities involved in the task both 
human and non-human (automated) (Schreiber, 1999).  For each agent, roles and capabilities 
are defined as well as constraints, preferences and permissions.  In some cases organisational 
policies may prohibit some agents from performing particular types of tasks (for example 
tasks which are prone to human error should not be conducted by human agents, and 
computer-based agents should not make perform particular decision-,making tasks).  The 
Agent Model is defined by completion of a single template, AM-1: Agent Model. 
 
A.1.3 Concept Model 
The concept model consists of the Knowledge Model (KM) and Communications Model 
(CM), discussed below. 
 
MODEL 4: KNOWLEDGE MODEL 
The knowledge, or expertise, model contains the engineering knowledge, rules, and expertise 
required to perform operations and tasks identified in the context phase of KBS development 
(Schreiber, 1999).  The Knowledge Model is constructed from different perspectives and 
levels of abstraction including domain, and control knowledge.  Control knowledge is further 
separated into inference and task knowledge.  The various knowledge types and their 
representation in the CommonKADS model are described in the following. 
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Domain, or declarative, knowledge is the static, case and implementation-independent 
knowledge relating to a problem domain, consisting of the concepts, relations and facts 
required to reason about performing tasks in a given domain (Schreiber, 1994).  An Object 
Oriented approach is taken to modelling domain knowledge, similar to that used in software 
engineering.  The main components used to represent domain knowledge components include 
concepts, relationships, attributes, and rules.  
• Concepts refer to a set of objects or instances organised into a hierarchy, the OOP 
equivalent of which are Classes.  Concepts exhibit various properties through 
Attributes, and refer to other concepts through Relationships.  
• Relationships are used to associate different concepts with each other.  
Relationships can be of several different types, and can exhibit subtypes and 
attributes.  
• Attributes are value of properties of knowledge objects.  The OOP equivalent for 
specifying attributes is through properties, states 
• Rules are expressions for invoking operations on the domain knowledge.  As much 
as possible, rule specification should focus on finding rules with a common 
structure (i.e. a rule as an instance of a rule type) 
 
The structure and interrelationships of domain knowledge components is represented 
through an ontology which is a type of concept map describing the problem domain and the 
knowledge and methods required for its solution.  The domain knowledge ontology is 
constructed using the CommonKADS-specific Conceptual Modelling Language (CML), 
which is in many ways similar to modelling techniques such as OMT or UML. 
Inference, or procedural, knowledge consists of the functions or operations on domain 
knowledge to perform basic tasks.  Inference knowledge is modelled in two parts: firstly the 
operations that are performed on domain knowledge, and secondly the knowledge role the 
class of domain knowledge implemented in the inference operation.  The knowledge role is an 
indicator of the role that domain knowledge components take in the reasoning process 
(Schreiber, 1994).  Knowledge roles can be either dynamic (data elements effected by 
inference), or static (underlying domain knowledge). 
From a logic point of view, inference functions describe how domain knowledge can be 
combined to derive new information.  The CommonKADS implementation of inferences 
varies slightly in the following ways: 
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• Operate on restricted parts of domain knowledge  
• Not necessarily truth preserving 
• Refer to computational method that has specific purpose in problem solving. 
 
Inferences are represented with a particular structure that illustrates data dependencies 
and control constraints.  An inference is typically defined with the properties given in Table 
2-3.  At the expertise level, inferences are treated as basic functions, although their specific 
implementation in code may be complex. 
 
Table A-1: Properties used to define an inference 
PROPERTY DESCRIPTION  
Name Identifier for the inference to be called 
Description Goal of the inference 
Dynamic knowledge roles Input and outputs 
Static knowledge roles Reference to domain knowledge 
Realisation Specification of the computational method of executing 
inference not considered at expertise level 
 
Task, or control, knowledge describes the hierarchical decomposition of top level tasks 
into a series of sub-tasks steps executed sequence of inference functions.  Tasks are defined 
by a task definition describing the goal of the task, and a task body providing details subtasks 
and inference actions required to reach its goal state.  Tasks are typically defined using the 
properties given in Table 2-4 (Schreiber, 1999). 
 
Table A-2: Properties used to define a task 
PROPERTY DESCRIPTION  
 
TASK DEFINITION 
Name Identifier for the inference to be called 
Description Goal of the inference 
Roles: Inputs  
 Outputs  
 
TASK BODY 
Decomposition By means of either:  
• Inference 
• Decomposition into subtasks 
• Transfer task 
Additional Roles •  
Control Either on  
• Inference 
• Order of sub-tasks 
• When to present task to user 
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In CommonKADS, it is recognised that a mechanism for defining the relationships and 
interactions between domain knowledge components through to the task level is necessary.  
This is achieved through the representation of domain knowledge, inference structures, task 
decomposition through a number of ontologies that describe relationships and 
interdependencies from several different perspectives and levels of abstraction (Schreiber, 
1994).  The various ontologies are themselves structured into a multi-level diagram providing 
a multifaceted view of the knowledge base that describes operations (inference) performed on 
domain knowledge to achieve functionality described in the task model. 
Two simplified examples of an expertise model in an ontology structures are shown 
below in Figure A-3 and Figure A-4Error! Reference source not found..  Further discussion 
of ontologies both within the context of the CommonKADS methodology and in the wider 
knowledge engineering field is given. 
 
 
Figure A-3: Example ontology structure specified in CommonKADS 
Linking domain and inference knowledge through ontologies.  Reproduced from (Schreiber, 1994) 
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Figure A-4: Expertise Model for medical diagnosis 
(Studer, 1998) 
 
MODEL 5: COMMUNICATION MODEL 
The communication model provides detail of the required communication, or transactions, 
required between system agents to perform tasks identified in previous models in the context 
and knowledge models.  Again, at this level, functional requirements are identified 
independent of implementation in software. 
 
A.1.4 System Configuration 
Until this stage in the CommonKADS methodology, the specific methods for implementation 
of the tasks identified in the Context Model and Concept Model have been intentionally 
separated from these models.  The system configuration specifying detailed implementation 
of the Knowledge and Communication Models is detailed in the Design Model. 
 
MODEL 6: DESIGN MODEL (DM) 
As stated above, the expertise model is an implementation independent representation of 
knowledge required to perform tasks of the chosen problem area.  The design model provides 
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a technical, and as far as possible platform independent, specification for the design and 
implementation of a KBS to perform the defined functionality.  The inputs of this process are 
the KM that specifies problem solving methods and requirements, the CM specifying 
interaction requirements (including user interface), and the other models that describe non-
functional requirements (Schreiber, 1999).  (Kingston, 1997) provides descriptive examples of 
applications developed using the CommonKADS design model, implementing these three 
tasks.  The design model is constructed through three primary steps  (Kingston, 1997): 
 
1) Application Design 
The first step, Application Design, involves decomposition the knowledge model 
into sections that form the various elements of the software.  Three methods for 
decomposing are generally applied: 
• Functional decomposition: considers inference steps as functional units.  
This method preserving structure of the inference functions.  Thus the 
application more closely resembles expert reasoning process. 
• Object-oriented decomposition: considers domain knowledge objects as 
main application elements, represented in the application as classes using 
similar techniques to the OMT method.  Structure of the domain model is 
preserved. 
• AI paradigm decomposition: selection of standard AI approach to system 
design (e.g. blackboard systems, constraint-based programming, model-
based reasoning).  Although in these methods the structure of knowledge 
model is generally not preserved. 
 
2) Architecture Design 
The second step, Architecture Design, specifies the computational infrastructure 
required to implement the decomposed application units defined in the Application 
Design.  Specific design decisions of knowledge representation (variables types) 
and inference techniques (functions and subroutines) and are made. 
 
3) Platform Design  
The third step, Platform Design, matches architectural requirements of knowledge 
representation and inference requirements with detailed software techniques 
(implemented in code). 
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A.2 Methodology Case Study 2: MOKA 
A.2.1 Background 
As stated in Chapter 2 “Methodology and tools Oriented to Knowledge-based engineering 
Applications” (MOKA), is framework for developing KBE applications.  The MOKA process 
involves six primary phases including Identify, Justify, Capture, Formalise, Package, and 
Activate, indicated in Figure 2-5. 
In MOKA, two knowledge models are used: an informal model constructed in 
cooperation with domain experts, and a formal model constructed using the MOKA 
Modelling Language (MML) which is an extension of UML. 
 
A.2.2 General Process 
The MOKA lifecycle for KBE application development was shown in Figure 2-5.  The 
following diagram shows the interaction of human role in system development of human the 
process for developing KBE applications is shown in Error! Reference source not found..  
The diagram indicates the interaction between domain experts, knowledge engineers, system 
developers and end users, and their role in the key lifecycle phases.  This diagram assumes 
Identify and Justify processes have been completed with positive results. 
The KA phase, or Capture phase in MOKA terminology, occurs between the domain 
expert and knowledge engineer through the development of an informal knowledge model, 
represented by ICARE forms (discussed below).  The informal knowledge model is also 
accessible by system users in a read-only context. 
The KM, or Formalise, process processes knowledge collected during the KA process 
into a formal knowledge model using MML which extends traditional software engineering 
modelling techniques such as UML.  Knowledge engineers and software developers interact 
through the formal knowledge model. 
The following phase, System Development, or Package, involves the development of a 
KBE software application to automate the identified, implementing knowledge contained in 
the formal knowledge model.  KBE system development is usually iterative. 
In the Deployment, or Activate, phase, the KBE application is rolled out for engineers to 
use, reducing the time spent on low level engineering tasks. 
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Figure A-5: MOKA model of interaction of human roles in KBE application development  
Adapted from (MOKA Group, 2000) 
 
A.2.3 Informal Knowledge Model 
The informal knowledge model is a method of representing knowledge in human readable 
form, and is used as a communication mechanism for knowledge engineers and domain 
experts.  The development of the informal knowledge is a structured process, facilitated by 
the completion of a series of forms termed ICARE (definition above) (MOKA Group, 2000).  
ICARE forms are a standardised tabular method for representing engineering knowledge of 
different types.  The forms consist of standard templates with predefined attribute fields, with 
the ability to customise and link instances of forms together, providing a detailed 
representation the total problem domain, and methods for its solution.  Software tools exist to 
assist knowledge engineers and domain experts develop the formal model through completion 
of the forms.  The five main ICARE forms used in the informal knowledge model include the 
following (MOKA Group, 2000). 
• Illustration forms: represent general knowledge / overview descriptions /  
comments 
• Constraint forms: represent interdependencies between entities 
• Activity forms: describe procedures in problem solving process 
• Rule forms: represent control knowledge. 
• Entity forms: describe product object classes including physical / functions / 
behaviours / etc. 
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The MOKA RouteMap described below implements activity and rule forms in the 
specification of sub-processes of the methodology itself (MOKA RouteMap, 2000). 
Raw knowledge extracted from experts is classified as product knowledge and design 
process knowledge, and extracted information relating to the various knowledge entities are 
developed in ICARE forms.  Product and design process knowledge includes the following, 
taken directly from (MOKA RouteMap, 2000) 
• Product Knowledge 
− Physical elements that form the structure of the product 
− Properties/attributes/features of the product elements (shape, size, 
manufacture, material, etc.) 
− Concepts that relate to functionality and behaviour 
− Limitations, constraints and rules about the product 
− Design Options & reasons for selection 
− Examples, case studies, advice 
 
• Design Process Knowledge: 
− Activities and tasks of the process 
− Rules that relate to the flow through the process 
− Strategies for determining the process flow or choices 
− Examples, case studies, advice 
 
A.2.4 Formal Knowledge Model 
The development of the formal knowledge model in MOKA is facilitated by the MOKA 
Modelling Language (MML).  The MML is used for formalising knowledge for 
implementation in software, and extend existing UML techniques for modelling in software 
engineering (MOKA Group, 2000).  Knowledge engineers have flexibility to implement 
UML and its higher level extension, MML in translating informal knowledge model to a more 
structured representation.  
The extensions of MML over traditional UML techniques tailor the language to 
represent engineering product and process knowledge more readily, through the specification 
of predefined views, classes, and attributes (MOKA Group, 2000).   
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A.2.5 MOKA Route Map 
As discussed before, and as with most KBE methodologies, the full implementation of the 
MOKA methodology is a long and complex process, despite successful efforts to reduce the 
lead development time.  To assist users in applying methods and techniques prescribed by 
MOKA, a quick reference guide was established to guide users through the six application 
development lifecycle phases.  This reference is termed the “MOKA RouteMap” and is freely 
available on the project website (MOKA RouteMap, 2000).  The MOKA RouteMap is a 
series of interlinked web pages that guide users through the tasks and subtasks of each of the 
six key lifecycle phases, describing processes in each of the phases in hierarchical form. 
The methodology introduces a number of tools for specification of processes including 
Activity Forms, Rule Forms, Hierarchy Charts and IDEF0 Charts.  Activity Forms provide a 
means of organising the various properties of a task, and are used as a tool for implementing 
steps in the methodology as well as defining the methodology itself.  The methodology is 
defined in the Route Map in three levels, the top level of which defines functional 
requirements of each step, and increasing the level of detail with subtasks and second level 
subtasks.  The following sections introduce and describe these four elements for specification 
of MOKA methodology.  The primary resource for this case study is (MOKA RouteMap, 
2000), available on the MOKA project website. 
 
MOKA METHODOLOGY 
The MOKA methodology for KBE application development is divided into the six key phases 
stated above, each consisting of up to two levels of sub-tasks.  The MOKA RouteMap is an 
online guide for implementation of the MOKA methodology, which defines subtasks for each 
phase in terms of Activity Forms and associated Rule forms.  An example of the sub-tasks for 
the “Identify” phase is given below in Error! Reference source not found., obtained from 
(MOKA RouteMap, 2000).  An example Rule and Activity Form for the first subtask of the 
Identify Phase is given at the end of this section, reproduced from (MOKA RouteMap, 2000) 
with formatting changes. 
? 292 ? 
Table A-3: Sub-tasks for the  Identify phase of the MOKA lifecycle 
Reproduced from (MOKA RouteMap, 2000) 
A1.  IDENTIFY  
A1.1 Clarify Motivations & Objectives  
 A1.1.1 Clarify Business Opportunity 
 A1.1.2 Identify Stakeholders 
 A1.1.3 Determine Needs 
 A1.1.4 Define Objectives 
 A1.1.5 Check Objectives 
A1.2 Define Role & Scope 
 A1.2.1 Examine As-Is Process 
 A1.2.2 Consider To-Be Process 
 A1.2.3 Define Scope & Role  
 A1.2.4 Agree Scope & Role 
 A1.2.5 Assess Suitability 
 A1.2.6 Approve scope and role 
A1.3 Identify Knowledge Sources  
 A1.3.1 Determine and Examine Sources 
 A1.3.2 Characterise Sources 
 A1.3.3 Assess Suitability of Sources 
A1.4 Identify means of knowledge capture 
 A1.4.1 Identify Elicitation Techniques 
 A1.4.2 Identify Analysis Techniques 
 A1.4.3 Assess Availability 
A1.5  Identify Platform & Translators 
A1.6 Assess Technical Feasibility 
 
ACTIVITY FORMS 
Activity Forms are used for specification of details of a particular task.  They include details 
for management processes, descriptions of triggers causing the activity to be activated, 
entities which interact with the activity, as well as inputs and outputs, knowledge 
implemented, and resources required.  Table A-4Error! Reference source not found. gives 
an example of the contents of the Activity Form, reproduced from (MOKA RouteMap, 2000).  
The values (white cells) against each field (grey cells) are added to provide a description of 
the required information for each field.  An example Activity Form for the first subtask in the 
Identify phase is given in Error! Reference source not found.. 
 
RULE FORMS 
Rule Forms are used as an informal representation of rule knowledge.  Table A-5Error! 
Reference source not found. is an example of the format of the MOKA rule form, 
reproduced from (MOKA RouteMap, 2000).  The values (white cells) against each field (grey 
cells) are added to provide a description of the required information for each field. An 
example Rule Form determining success of the first subtask in the Identify phase is given in 
Error! Reference source not found.. 
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Table A-4: Example MOKA Activity Form  
(Reproduced from MOKA RouteMap, 2000) 
Name Identifying title for activity  
Reference Unique alpha-numeric hierarchical identifier for activity  
Trigger Events / activities causing the activity to be executed  (List by reference)  
Input Required inputs for activity to be executed  
Output Deliverables of activity  
Potential failure modes Criteria for unsuccessful execution of activity  
Objective Aim of activity   
Context, information  
Validity 
Scope within which activity is executed 
Conditions for activity execution to be valid  
Description Describes processes whereby inputs, and resources interact to produce outcome.  
Rules involved List relevant rules executed by this activity  (by rule reference no.)  
Resources involved:  Actors Personnel required to perform activity  
 Hardware/ Software Physical resource requirements   
Knowledge involved Tools and techniques implemented by activity  
Information origin Source of knowledge  
Management Author Activity form author  
 Date Date this form was created  
 Version  No. Forms to be version controlled  
 Status Status of the activity  
 
Table A-5: Example MOKA Rule Form  
(Reproduced from MOKA RouteMap, 2000) 
Name Identifying title for rule  
Reference Unique alpha-numeric hierarchical identifier   
Function Describes the purpose of the rule  
Context, information  
Validity 
Scope within which rule is executed 
Conditions for rule execution to be valid  
Description Main body of the rule Description of success and fail criteria for the associated activity  
Related activity List of activities that are referenced within the rule   
Linked rules List of associated rules   
Related entities List of non-form based related entities (e.g. requirements, reports, etc.)  
Information origin Source of information.  
Management Author Rule form author  
 Date Date this form was created  
 Version  No. Forms to be version controlled  
 Status Status of the activity  
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HIERARCHY CHARTS 
Hierarchy Charts are simple charts used in the specification to define the major steps in each 
of the tasks.  Each of the six key processes will have a Hierarchy Chart associated with it 
usually with three levels of tasks and subtasks.  Figure 2-6 shows an example Hierarchy Chart 
for the Identify stage of KBE application development. 
 
 
Figure A-6: Example Hierarchy Chart for “Identify” process in MOKA  
(MOKA RouteMap, 2000) 
 
IDEF0 CHARTS 
Activities are represented diagrammatically through IDEF0 Charts which describe the 
elements of a task include inputs and outputs, triggers for the task to be activated, 
mechanisms implemented by the task, and entities which interact with the task.  Figure 2-7 
demonstrates these elements.   
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Figure A-7: Elements of a step in a MOKA IDEF0 Chart  
Reproduced from (MOKA RouteMap, 2000) 
 
An IDEF0 chart may be constructed from a number of tasks with these properties 
interconnecting various tasks to represent the required process.  Figure 2-8 provides an 
example of the IDEF0 Chart for the “A1: Identify” phase of the MOKA process (MOKA 
RouteMap, 2000).  The completed Activity Form for the first subtask, “A1.1: Clarify 
Motivations & Objectives”, and the associated Rule Form within this task, “R1.1.5: 
Success/Failure modes (A1.1.5: Check Defined Objectives)” are given on the following 
pages. 
 
 
Figure A-8: Example IFEF0 Chart for top level “Identify” process in MOKA 
(MOKA RouteMap, 2000) 
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Table A-6: Activity Form for first subtask of “A1: Identify” phase of MOKA lifecycle 
Reproduced from (MOKA RouteMap, 2000) 
Name Clarify Motivations & Objectives 
 
Reference A1.1 
 
Trigger 
• Business opportunity or concern 
• Failure of development/maintenance of KBE application (6. 
IMPLEMENTATION) 
• Need for further information (A1.2.6 Check Role, Scope and Suitability (2),A2. 
JUSTIFY) 
 
Input 
• Business need 
• New knowledge and/or need for system maintenance (6. IMPLEMENTATION) 
 
Output 
Report of defined KBE objectives (‘Success mode’ of R1.1.5 ? A1.2 Define Role 
and Scope ) 
 
Potential failure modes None 
 
Objective 
This step clarifies the business needs and translates them into objectives for a 
potential KBE system 
 
Context, information  
Validity 
Systems only relevant for MOKA 
- Engineering processes involving some element of geometric definition 
 
Description 
This activity is part of A1. IDENTIFY. 
 
It aims to explore the business needs and wishes (which may be new opportunities or 
some identified shortfall) of all stakeholders. 
(for example: 
- desire to use intelligent engineering software to maintain market lead 
- desire to reduce labour intensity of a process to reduce stress on staff) 
 
and to translate them into objectives that could be satisfied by a KBE application. 
 
This step would involve: 
• A1.1.1 Clarify Business Opportunity 
• A1.1.2 Identify Stakeholders  
• A1.1.3 Determine Expectations, Needs & Wishes  
• A1.1.4 Define Objectives & Constraints 
• A1.1.5 Check for Clarified Motivations and Objectives 
 
Rules involved R1.1.5 Success/Failure Modes for Clarify Motivations & Objectives 
 
Resources involved: Actors 
Managers, Knowledge Engineers, Developer, Knowledge Experts and End-users  
(all stakeholders) 
 
 Hardware/ Software  
Knowledge involved 
• Tools & Techniques: Business evaluation 
 (for example: Strength & Weakness Analysis, Competitor Analysis), 
• Interviewing – general & focused 
 
Information origin  
Management Author KO/MAS 
 Date 20 Oct 1998 
 Version  No. Draft v3 
 Status In Progress 
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Table A-7: Rule Form for “A1.1.5: Check Defined Objectives” subtask 
(Reproduced from MOKA RouteMap, 2000) 
Name Success/Failure modes – A1.1.5 Check Defined Objectives 
 
Reference R1.1.5 
 
Function 
• To describe the symptoms of failure of A1.1 
• To identify the appropriate feedback paths 
• To identify if step has been completed 
 
Context, information  
Validity 
• Final checking rule for all tasks within A1.1 Clarify Motivations & Objectives 
• Only applies to MOKA-relevant processes 
• (Engineering products & processes) 
 
Description 
FAILURE MODE:  
• R1.1.5.1 
Symptom: Business needs not properly understood 
Response: Return to A1.1.1 Clarify Motivations and seek better explanation 
of business needs. Further analysis of these needs may be required before this 
can proceed. 
 
• R1.1.5.2 
Symptom: Not all stakeholders and/or their needs/wishes examined 
Response: Return to A1.1.2 Identify Stakeholders and establish whether 
more stakeholders exist and identify their views. 
 
• R1.1.5.3 
Symptom: Motivations/needs have been incorrectly translated into objectives 
Response: Clarify why there is a mismatch between them and return to 
A1.1.3 Define Objectives 
 
• R1.1.5.4 
Symptom: Stakeholders unwilling to co-operate 
Response: Provide general education & training in KBE systems and building 
applications. If problem still exists, seek management direction. 
 
SUCCESS MODE:  
• R1.1.5.5 
All Stakeholders views correctly captured. Defined objectives correctly 
express the Motivations/Needs/Wishes. Proceed to A1.2 Define Role & Scope 
 
Related activity 
A1.1.1 Clarify Motivations , A1.1.2 Identify Stakeholders, A1.1.3 
Define Objectives, A1.2 Define Scope & Role 
 
Linked rules  
Related entities 
• New knowledge/Need for maintenance 
• Business requirements 
• Detailed objectives for KBE system 
• Verified objectives 
 
Information origin Based on MOKA D1.1 and D1.2 
 
Management Author MAS 
 Date 12 October, 1998 
 Version  No. Draft v2 
 Status Discussion Document 
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Appendix B: AMAAD Phases 
 
1Processes translated from equivalent phases of MOKA methodology (MOKA RouteMap, 2000). 
2Processes interpolated from within containing process translated from MOKA methodology (MOKA RouteMap, 2000). 
3Processes translated from CommonKADS methodology (Schreiber, 1993, 1994, 1999), (Kingston, 1995, 1997, 2004). 
4Processes interpolated from with within containing process translated from CommonKADS methodology (Schreiber, 1993, 1994, 1999), (Kingston, 1995, 1997, 2004). 
 
PHASE / SUBTASK ATTRIBUTE ROUTING 
AMAAD-11   PROBLEM IDENTIFICATION  Required  
 AMAAD-1.1 1,3 Identify stakeholders, clarify motivation and requirements Required  
  AMAAD-1.1.1 1 Clarify business opportunity Required  
   AMAAD-1.1.1.1 2 Discussion between persons who identified need and knowledge engineers Required  
   AMAAD-1.1.1.2 2 Identify possible stakeholders Required  
   AMAAD-1.1.1.3 2 Assess importance of need and level of response required Required  
  AMAAD-1.1.2 1 Identify stakeholders Required  
  AMAAD-1.1.3 1 Determine expectations, needs and wishes Required  
   AMAAD-1.1.3.1 2 Define expectations of system Required  
   AMAAD-1.1.3.2 2 Define features and characteristics wanted Required  
  AMAAD-1.1.4 1 Define objectives and constraints Required  
  AMAAD-1.1.5  1 Check objectives Required  
   AMAAD-1.1.5.1  2 Summary of understanding of motivations needs wishes and objectives Required  
   AMAAD-1.1.5.2 2 Ensure agreement with all stakeholders Required  
   AMAAD-1.1.5.3  2 If disagreement occurs, iterate Required  
 AMAAD-1.2 1,3 Define role and scope of possible automation Required  
  AMAAD-1.2.1 1 Examine current processes Required  
   AMAAD-1.2.1.1  2 Interview domain experts and workers affected by system Required  
   AMAAD-1.2.1.2  2 Develop list and diagram of current process and opportunities or shortfalls Required  
  AMAAD-1.2.2 1 Examine to be process Required  
   AMAAD-1.2.2.1  2 Interview domain experts and workers affected by system Required  
   AMAAD-1.2.2.2  2 Develop list of ideas how process can be improved Required  
  AMAAD-1.2.3 1 Define system scope and role Required  
   AMAAD-1.2.3.1  2 SCOPE Define extent of product develop the automation application might cover Required  
   AMAAD-1.2.3.2  2 ROLE Define interaction of automation application with users and other associated processes Required  
  AMAAD-1.2.4 1 Agree scope and role Required  
   AMAAD-1.2.4.1  2 Check scope and role with domain experts users and managers Required  
   AMAAD-1.2.4.2  2 If disagreement occurs iterate Required  
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  AMAAD-1.2.5 1 Assess suitability for KBE system Required  
  AMAAD-1.2.6 1 Approve scope and role Required  
   AMAAD-1.2.6.1  Meeting with managers discussing approval of current configuration Required  
   AMAAD-1.2.6.2  If approved compile report is detailing the Scope and Role and objectives Required  
   AMAAD-1.2.6.3  If not approved iterate through necessary preceding steps Required  
 AMAAD-1.3 Conduct complexity analysis Required  
  AMAAD-1.3.1 Use AMAAD tool to input responses to complexity questions Required  
  AMAAD-1.3.2 Use resulting methodology to develop application to desired level of complexity Required  
 AMAAD-1.4 1,3 Identify possible knowledge sources Required  
  AMAAD-1.4.1 1 Determine & Examine Knowledge Sources Required  
   AMAAD-1.4.1.1  2 Determine the sources of knowledge Required  
   AMAAD-1.4.1.2 2 Determine who possesses knowledge or where it is held Required  
   AMAAD-1.4.1.3  2 Determine if knowledge is considered sufficient or more required Required  
  AMAAD-1.4.2 1 Characterise identified knowledge sources Detailed  
   AMAAD-1.4.2.1  2 Characterise knowledge Detailed  
   AMAAD-1.4.2.2  2 Determine nature of problem solving strategies Detailed  
  AMAAD-1.4.3 1 Assess the suitability of the available knowledge Required  
   AMAAD-1.4.3.1  2 Determine if knowledge is stable Detailed  
   AMAAD-1.4.3.2   2 Ensure agreement between experts Detailed  
   AMAAD-1.4.3.3  2 Ensure experts identified are suitable as knowledge sources Detailed  
   AMAAD-1.4.3.4   2 Ensure experts have sufficient time to devote to project Detailed  
   AMAAD-1.4.3.5   2 Ensure accessibility of sources Detailed  
 AMAAD-1.5 1,3 Identify means of knowledge capture Required  
  AMAAD-1.5.1 1 Identify elicitation techniques Detailed  
  AMAAD-1.5.2 1 Identify analysis techniques Detailed  
  AMAAD-1.5.3 1 Assess availability of resources Detailed  
 AMAAD-1.6 1,3 Identify target KBE platforms and availability of translators High Level  
AMAAD-2   FEASIBILITY ANALYSIS Required  
 AMAAD-2.1 Analyse Existing Automation Techniques for Similar Problems Required  
  AMAAD-2.1.1 Identify key clusters of technologies with similar use cases Required  
  AMAAD-2.1.2 Research methods implemented by similar systems Required  
  AMAAD-2.1.3 Assess similar systems for suitability for applying to this project Required  
  AMAAD-2.1.4 Produce recommendations for sets of technologies to be applied High Level  
 AMAAD-2.2 1,2 Assess technical feasibility Required  
  AMAAD-2.2.1 1 Produce an outline technical specification for the KBE application High Level  
  AMAAD-2.2.2 1 Present the outline specification to stakeholders1 High Level  
  AMAAD-2.2.3 1 Assess whether outlined system will meet objectives, scope and role High Level  
 AMAAD-2.3 1,2 Estimate resource requirements and costs Required  
  AMAAD-2.3.1 1 Build outline plan Required  
   AMAAD-2.3.1.1 2 Solution separated into smaller work modules High Level  
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   AMAAD-2.3.1.2 2 Develop outline plan for each work module High Level  
   AMAAD-2.3.1.3 2 Order work modules to provide overall outline work plan High Level  
  AMAAD-2.3.2 1 Estimate resources Required  
   AMAAD-2.3.2.1 2 Estimate human resources required for each work module High Level  
   AMAAD-2.3.2.2 2 Estimate non-human resources required for each work module High Level  
  AMAAD-2.3.3 1 Estimate time allowed Required  
   AMAAD-2.3.3.1 2 Estimate time requirement for completion for each work module High Level  
   AMAAD-2.3.3.2 2 Check time requirements against original objective timeline  High Level  
  AMAAD-2.3.4 1 Estimate costs Required  
   AMAAD-2.3.4.1 2 Estimate cost requirement for completion of each work module completed internally High Level  
   AMAAD-2.3.4.2 2 Estimate cost requirement for completion of any outsourced work  High Level  
  AMAAD-2.3.5 1 Report outline plan, times and costs Required  
 AMAAD-2.4 1,3 Assess technical cultural and commercial risks Required  
  AMAAD-2.4.1 1,3 Examine technical and practical aspects Required  
  AMAAD-2.4.2 1,3 Assess organisation impact Required  
   AMAAD-2.4.2.1 2 Assess impact to individuals (experts, users, managers, etc.) High Level  
   AMAAD-2.4.2.2 2 Assess impact on group interactions (within and between groups) High Level  
   AMAAD-2.4.2.3 2 Assess impact on organisation (processes, roles, responsibilities, management hierarchy, culture) High Level  
   AMAAD-2.4.2.4 2 Assess external impact (customer/supplier/partner/competitor relations) High Level  
   AMAAD-2.4.2.5 2 Develop action plan for problem avoidance High Level  
  AMAAD-2.4.3 1 Assess commercial opportunities and risks High Level  
   AMAAD-2.4.3.1 2 Identify future opportunities for applying the automated solution (pros) Generic  
   AMAAD-2.4.3.2 2 Identify limitations and risks caused by implementing automated solution (cons) Generic  
   AMAAD-2.4.3.3 2 Identify consequences of not implementing automated solution High Level  
  AMAAD-2.4.4 1 Assess economic suitability High Level  
   AMAAD-2.4.3.1 2 Estimate ongoing cost of implementing automated solution Reusable  
   AMAAD-2.4.3.2 2 Estimate economic risk (from cost / benefit comparison) High Level  
   AMAAD-2.4.3.3 2 Estimate cost incurred for not developing automated solution High Level  
  AMAAD-2.4.5 1 Generate combined risk assessment High Level  
 AMAAD-2.5 1 Define acceptance criteria Required  
 AMAAD-2.6 1,3 Generate project plan Required  
  AMAAD-2.6.1 2 Outline plan reviewed and updated as required High level  
  AMAAD-2.6.2 2 Milestones defined and timing entered into plan High level  
  AMAAD-2.6.3 2 Organisational and project management requirements entered into plan High level  
 AMAAD-2.7 1,3 Prepare business case Required  
 AMAAD-2.8 1,3 Gain management approval Required  
AMAAD-3 KNOWLEDGE ACQUISITION Required  
 AMAAD-3.1 1,3 Prepare for collection Detailed  
  AMAAD-3.1.1 1 Confirm characteristics of knowledge sources Detailed  
   AMAAD-3.1.1.1 2 Identify What, When, and Where characteristics of knowledge sources Detailed  
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   AMAAD-3.1.1.2 2 Categorise knowledge sources Detailed  
   AMAAD-3.1.1.3 2 Familiarisation with knowledge sources Detailed  
   AMAAD-3.1.1.4 2 Assess potential problems with Knowledge Acquisition Detailed  
   AMAAD-3.1.1.5 2 Produce revised statement of knowledge sources and characteristics Detailed  
  AMAAD-3.1.2 1 Confirm knowledge engineering methods and tools Required  
   AMAAD-3.1.2.1 2 Review report of knowledge methods and sources Detailed  
   AMAAD-3.1.2.2 2 Verify and update description of methods and tools to be used Detailed  
   AMAAD-3.1.2.3 2 Check availability of resources for elicitation (people, out-sourced support, software & hardware) Required  
  AMAAD-3.1.3 1 Ascertain availability of knowledge sources Required  
   AMAAD-3.1.3.1 2 Check availability of expert knowledge sources Required  
   AMAAD-3.1.3.2 2 Check availability of document and repository knowledge sources Required  
   AMAAD-3.1.3.3 2 Produce detailed plan for collecting knowledge (time, location, technique, goal, scope) Detailed  
  AMAAD-3.1.4 1 Prepare storage and retrieval system – knowledge repository Detailed  
  AMAAD-3.1.5 1 Prepare final detail of collection Required  
   AMAAD-3.1.5.1 2 Expert: Prepare questions, scenarios, and other resources Required  
   AMAAD-3.1.5.2 2 Documents: Collect all relevant documentation Required  
   AMAAD-3.1.5.3 2 Repository: Determine how to access existing repository Detailed  
 AMAAD-3.2 1,3 Collect required knowledge Required  
  AMAAD-3.2.1 1,3 Acquaint expert with techniques Detailed  
  AMAAD-3.2.2 1,3 Elicit knowledge from experts Required  
  AMAAD-3.2.3 1,3 Extract knowledge from documents Required  
  AMAAD-3.2.4 1,3 Retrieve knowledge from repository Required  
 AMAAD-3.3 1,3 Structure raw knowledge Required  
  AMAAD-3.3.1 1 Prepare for structure Detailed  
   AMAAD-3.3.2.1 2 Digitise knowledge Detailed  
   AMAAD-3.3.2.2 2 Organise knowledge Detailed  
  AMAAD-3.3.2 1 Determine useful knowledge Required  
   AMAAD-3.3.2.1 2 Examine raw knowledge Detailed  
   AMAAD-3.3.2.2 2 Determine domain knowledge (describes the product) Detailed  
   AMAAD-3.3.2.3 2 Determine process knowledge (describes development processes) Detailed  
   AMAAD-3.3.2.4 2 First pass structuring High-Level  
  AMAAD-3.3.3 1 Organise into knowledge units High-Level  
  AMAAD-3.3.4 1 Classify knowledge High-Level  
  AMAAD-3.3.5 1 Identify gaps and blurred areas Required  
   AMAAD-3.3.5.1 2 Check knowledge for completeness, redundancy, correctness, inconsistencies Required  
   AMAAD-3.3.5.2 2 Iteratively loop through all “Structure raw knowledge” tasks until all knowledge is clear and complete High-Level  
  AMAAD-3.3.6 2 Arrange knowledge into informal models Required  
   AMAAD-3.3.6.1 2 Collate knowledge into single folder / repository Required  
   AMAAD-3.3.6.2 2 Link related knowledge objects / entities Required  
 AMAAD-3.4 1 Check fitness for purpose Required  
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  AMAAD-3.4.1 1 Check scope of knowledge Required  
   AMAAD-3.4.1.1 2 Expert determines whether knowledge is sufficient to meet objectives Required  
   AMAAD-3.4.1.2 2 Update knowledge model accordingly Required  
  AMAAD-3.4.2 1 Check granularity of knowledge Detailed  
   AMAAD-3.4.2.1 2 Expert determines whether process knowledge is detailed enough to meet objectives Detailed  
   AMAAD-3.4.2.2 2 Update knowledge model accordingly Detailed  
  AMAAD-3.4.3 1 Identify and remove redundant knowledge Detailed  
   AMAAD-3.4.3.1 2 Expert determines whether any redundant knowledge is included Detailed  
   AMAAD-3.4.3.2 2 Update knowledge model accordingly Detailed  
  AMAAD-3.4.4 1 Check correctness of knowledge Required  
   AMAAD-3.4.4.1 2 Expert determines whether any inconsistencies in knowledge are present Required  
   AMAAD-3.4.4.2 2 Update knowledge model accordingly Required  
  AMAAD-3.4.5 1 Identify inconsistencies in knowledge Detailed  
 AMAAD-3.5 Finalise Informal Knowledge Model Required  
  AMAAD-3.5.1 1 Annotate and file models in knowledge repository Detailed  
AMAAD-4   KNOWLEDGE MODELLING Required  
 AMAAD-4.1 1 Prepare for formalise Detailed  
  AMAAD-4.2.1 2 Retrieve informal knowledge model Detailed  
  AMAAD-4.2.2 2 Reassess time and cost for modelling task. Update plan as necessary Detailed  
  AMAAD-4.2.3 2 Further division of application into modules based on knowledge Detailed  
 AMAAD-4.2 1,3 Develop the product model Detailed  
  AMAAD-4.2.1 1 Build the structure view Detailed  
  AMAAD-4.2.2 1 Build the function view Detailed  
  AMAAD-4.2.3 1 Build the technology view Detailed  
  AMAAD-4.2.4 1 Build the behaviour view Detailed  
  AMAAD-4.2.5 1 Build the representation view Detailed  
  AMAAD-4.2.6 1 Add constraints Detailed  
 AMAAD-4.3 1,3 Develop the process model Detailed  
  AMAAD-4.3.1 1 Build the compound activity diagrams Detailed  
  AMAAD-4.3.2 1 Build the elementary activity diagrams Detailed  
  AMAAD-4.3.3 1 Assign inputs and outputs Detailed  
  AMAAD-4.3.4 1 Assign rules and constraints Detailed  
 AMAAD-4.4 1 Certify the formal model Detailed  
 AMAAD-4.5 1 Translate formal model to neutral format Detailed  
 AMAAD-4.6 1,3 Incorporate models into the knowledge repository Detailed  
AMAAD-5   SYSTEM DESIGN AND DEVELOPMENT Required  
 AMAAD-5.1 Prepare for development Detailed  
  AMAAD-5.1.1 1 Retrieve formal models from knowledge repository Detailed  
 AMAAD-5.2 3 Application Design Required  
  AMAAD-5.2.1 4 Decomposition of knowledge into architectural elements to be handled by software sub-components High Level  
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  AMAAD-5.2.2 4 Decomposition of user interface requirements into architectural element High Level  
  AMAAD-5.2.3 4 Characterise each architectural element into more detailed requirements High Level  
  AMAAD-5.2.4 Clearly define separation of data and functionality High level  
  AMAAD-5.2.5 Specify component interfaces High level  
 AMAAD-5.3 3 Architectural design Required  
  AMAAD-5.3.1 4 Specify representation techniques High level  
  AMAAD-5.3.2 4 Specify inference techniques High level  
  AMAAD-5.3.3 4 Specify interface techniques High level  
  AMAAD-5.3.4 4 Specify control techniques High level  
 AMAAD-5.4 3 Platform Design Required  
  AMAAD-5.4.1 4 Assess chosen techniques for appropriateness Required  
   AMAAD-5.4.1 Re-evaluate any shortfalls / inappropriate techniques Required  
  AMAAD-5.4.2 4 Map methods to architectural elements High level  
  AMAAD-5.4.3 4 Detailed coding / development Required  
  AMAAD-5.4.4 4 Prototype system High level  
   AMAAD-5.4.4.1 Core functionality developed High level  
   AMAAD-5.4.4.2 Prototype system tested for functionality High level  
   AMAAD-5.4.4.3 Feedback assessed High level  
   AMAAD-5.4.4.4 Iterate High level  
  AMAAD-5.4.5 4 Detailed system developed Required  
AMAAD-6   INTEGRATION AND VALIDATION  Required  
 AMAAD-6.1 Integrate with existing infrastructure Integrated  
  AMAAD-6.1.1 Integrate with engineering tools (CAx) Integrated  
  AMAAD-6.1.2 Integrate with configuration management systems (PDM, etc.) Integrated  
  AMAAD-6.1.3 Integrate Integrated  
 AMAAD-6.2 Install system Required  
  AMAAD-6.2.1 Install hardware prerequisites Required  
  AMAAD-6.2.2 Install software prerequisites Required  
  AMAAD-6.2.3 Install automated application to software Required  
 AMAAD-6.3 Test system  Required  
  AMAAD-6.3.1 Test compatibility with operating system Required  
  AMAAD-6.3.2 Test compatibility with linked software / hardware Integrated  
  AMAAD-6.3.3 Stress test system (robustness) High Level  
 AMAAD-6.4 Validate system Required  
  AMAAD-6.4.1 Check system outputs for correctness Required  
  AMAAD-6.4.2 Measure performance against system success criteria Required  
 AMAAD-6.5 Documentation Required  
  AMAAD-6.5.3 Develop organisational policies (work instructions) Reusable  
  AMAAD-6.5.3 Develop user guide Required  
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AMAAD-7   DEPLOYMENT / ONGOING SUPPORT Required  
 AMAAD-7.1 1 Distribute Required  
  AMAAD-7.1.1 1 Confirm stakeholders High Level  
  AMAAD-7.1.2 1 Appoint knowledge managers Reusable  
  AMAAD-7.1.3 1 Install / upgrade hardware and software Required  
  AMAAD-7.1.4 1 Test installed system Required  
 AMAAD-7.2 1 Introduce Required  
  AMAAD-7.2.1 1 Monitor stakeholder requirements form awareness, training and support Reusable  
  AMAAD-7.2.2 1 Provide awareness of system progress Required  
  AMAAD-7.2.3 1 Gain commitment of new managers and indirect users Reusable  
  AMAAD-7.2.4 1 Train direct users in use of system Required  
  AMAAD-7.2.5 1 Train knowledge managers in KBE techniques Reusable  
 AMAAD-7.3 1 Use Required  
  AMAAD-7.3.1 1 Employ system to satisfy business requirements Required  
  AMAAD-7.3.2 1 Measure business benefits Required  
  AMAAD-7.3.3 1 Compare benefits to business case Required  
  AMAAD-7.3.4 1 Identify need for maintenance Reusable  
  AMAAD-7.3.5 1 Identify new stakeholders Generic  
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Appendix C: Results of Routing Runs 
Routing Run 1 
DESCRIPTION: Original order, 100% weight 
 
ROUTING  RUN 1       
ID Order Length Segments Turns Time 
1 1 1276.77 115 26 2156 
2 2 1310.65 116 37 1122 
3 3 1766.01 158 52 37 
4 4 1724.79 152 54 46 
5 5 2738.84 242 85 2354 
6 6 1763.55 161 40 2148 
7 7 1800.37 165 55 1510 
8 8 1690.41 157 46 1446 
9 9 2822.5 239 106 3513 
10 10 2895.42 239 114 3519 
11 11 2581.79 217 101 4587 
12 12 2661.79 225 102 2887 
TOTAL 25032.89 2186 818 25325 
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Routing Run 2 
DESCRIPTION: Original order, 75% weight 
 
ROUTING  RUN 2       
ID Order Length Segments Turns Time 
1 1 1276.77 115 26 988 
2 2 1311.15 115 38 557 
3 3 1774.29 158 51 28 
4 4 1755.5 153 54 38 
5 5 2667.38 236 79 1224 
6 6 1763.55 161 40 599 
7 7 1800.37 165 55 447 
8 8 1649.45 153 44 446 
9 9 2683.22 228 102 1541 
10 10 2705.89 226 103 1398 
11 11 2463.76 208 97 1896 
12 12 2754 229 113 865 
TOTAL 24605.33 2147 802 10027 
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Routing Run 3 
DESCRIPTION: Original order, 50% weight 
 
 
ROUTING  RUN 3       
ID Order Length Segments Turns Time 
1 1 1276.77 115 26 387 
2 2 1331.65 116 41 219 
3 3 1752.08 156 50 21 
4 4 1736.72 153 48 25 
5 5 2557.59 224 74 463 
6 6 1763.55 161 40 229 
7 7 1800.37 165 55 182 
8 8 1597.76 145 39 199 
9 9 2347.34 201 82 399 
10 10 2484.94 209 93 370 
11 11 2276.59 193 81 550 
12 12 2500.54 209 96 252 
TOTAL 23425.9 2047 725 3296 
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Routing Run 4 
DESCRIPTION: Modified order, 100% weight 
 
ROUTING  RUN 4       
ID Order Length Segments Turns Time 
1 1 1756.23 114 36 2074 
2 2 1820.37 119 47 1172 
3 3 1642.12 162 55 42 
4 4 2479.31 166 63 42 
5 5 2479.31 222 68 2217 
6 6 1756.23 151 38 2030 
7 7 1820.37 167 54 1509 
8 8 1642.12 153 43 1428 
9 9 2438.83 207 88 3387 
10 10 2386.12 203 83 2685 
11 11 2278.88 194 75 3245 
12 12 2361.55 198 90 2140 
TOTAL 24861.44 2056 740 21971 
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Routing Run 5 
DESCRIPTION: Modified order, 75% weight 
 
ROUTING  RUN 5       
ID Order Length Segments Turns Time 
1 1 1185.76 103 34 1232 
2 2 1196.36 103 34 690 
3 3 1760.57 155 49 28 
4 4 1816.21 157 58 53 
5 5 2419.57 218 63 1171 
6 6 1756.23 161 38 546 
7 7 1820.37 167 54 446 
8 8 1642.12 153 43 441 
9 9 2575.44 222 85 1533 
10 10 2693.9 229 96 1355 
11 11 2594.44 221 97 2158 
12 12 2852.5 237 112 983 
TOTAL 24313.47 2126 763 10636 
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Routing Run 6 
DESCRIPTION: Modified order, 50% weight 
 
ROUTING  RUN 6  
ID Order Length Segments Turns Time 
1 1 1248.97 107 40 465 
2 2 1210.4 104 38 292 
3 3 1671.33 152 35 21 
4 4 1692.58 149 41 29 
5 5 2436.39 220 62 449 
6 6 1756.23 161 38 211 
7 7 1820.37 167 54 178 
8 8 1590.44 145 38 195 
9 9 2472.98 210 79 539 
10 10 2576.87 218 94 409 
11 11 2428.37 205 81 777 
12 12 2557.86 214 93 374 
TOTAL 23462.79 2052 693 3939 
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Appendix D: Search Algorithm 
 
    Private Function Astar() 
        Dim XXX As GKN.Geom.Point = Maze1.Start 
        Dim X As Integer = Maze1.ThreeDOneD(XXX) 
        Dim i, j, k, MoveCost, ParentCost, Low As Integer 
        Getstatus3D(Maze1.Start).CellStatus = Status.Waiting 
        While bFinishFound <> True 
            MoveCost = StraightCost 
            YYY = New GKN.Geom.Point(XXX.X, XXX.Y - 1, XXX.Z) 
            SearchNodes(X, ParentCost, MoveCost, Maze.Direction.North) 
            YYY = New GKN.Geom.Point(XXX.X + 1, XXX.Y, XXX.Z) 
            SearchNodes(X, ParentCost, MoveCost, Maze.Direction.East) 
            YYY = New GKN.Geom.Point(XXX.X, XXX.Y + 1, XXX.Z) 
            SearchNodes(X, ParentCost, MoveCost, Maze.Direction.South) 
            YYY = New GKN.Geom.Point(XXX.X - 1, XXX.Y, XXX.Z) 
            SearchNodes(X, ParentCost, MoveCost, Maze.Direction.West) 
            YYY = New GKN.Geom.Point(XXX.X, XXX.Y, XXX.Z - 1) 
            SearchNodes(X, ParentCost, MoveCost, Maze.Direction.Up) 
            YYY = New GKN.Geom.Point(XXX.X, XXX.Y, XXX.Z + 1) 
            SearchNodes(X, ParentCost, MoveCost, Maze.Direction.Down) 
            If AutoDiagonal2D = True Then 
                MoveCost = DiagCost2D 
                YYY = New GKN.Geom.Point(XXX.X - 1, XXX.Y - 1, XXX.Z) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.NorthWest) 
                YYY = New GKN.Geom.Point(XXX.X + 1, XXX.Y - 1, XXX.Z) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.NorthEast) 
                YYY = New GKN.Geom.Point(XXX.X - 1, XXX.Y + 1, XXX.Z) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.SouthWest) 
                YYY = New GKN.Geom.Point(XXX.X + 1, XXX.Y + 1, XXX.Z) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.SouthEast) 
                YYY = New GKN.Geom.Point(XXX.X, XXX.Y - 1, XXX.Z - 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.UpNorth) 
                YYY = New GKN.Geom.Point(XXX.X + 1, XXX.Y, XXX.Z - 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.UpEast) 
                YYY = New GKN.Geom.Point(XXX.X, XXX.Y + 1, XXX.Z - 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.UpSouth) 
                YYY = New GKN.Geom.Point(XXX.X - 1, XXX.Y, XXX.Z - 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.UpWest) 
                YYY = New GKN.Geom.Point(XXX.X, XXX.Y - 1, XXX.Z + 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.DownNorth) 
                YYY = New GKN.Geom.Point(XXX.X + 1, XXX.Y, XXX.Z + 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.DownEast) 
                YYY = New GKN.Geom.Point(XXX.X, XXX.Y + 1, XXX.Z + 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.DownSouth) 
                YYY = New GKN.Geom.Point(XXX.X - 1, XXX.Y, XXX.Z + 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.DownWest) 
            End If 
            If AutoDiagonal3D = True Then 
                MoveCost = DiagCost3D 
                YYY = New GKN.Geom.Point(XXX.X - 1, XXX.Y - 1, XXX.Z - 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.UpNorthWest) 
                YYY = New GKN.Geom.Point(XXX.X + 1, XXX.Y - 1, XXX.Z - 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.UpNorthEast) 
                YYY = New GKN.Geom.Point(XXX.X - 1, XXX.Y + 1, XXX.Z - 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.UpSouthWest) 
                YYY = New GKN.Geom.Point(XXX.X + 1, XXX.Y + 1, XXX.Z - 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.UpSouthEast) 
                YYY = New GKN.Geom.Point(XXX.X - 1, XXX.Y - 1, XXX.Z + 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.DownNorthWest) 
                YYY = New GKN.Geom.Point(XXX.X + 1, XXX.Y - 1, XXX.Z + 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.DownNorthEast) 
                YYY = New GKN.Geom.Point(XXX.X - 1, XXX.Y + 1, XXX.Z + 1) 
                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.DownSouthWest) 
                YYY = New GKN.Geom.Point(XXX.X + 1, XXX.Y + 1, XXX.Z + 1) 
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                SearchNodes(X, ParentCost, MoveCost, Maze.Direction.DownSouthEast) 
            End If 
            Getstatus3D(XXX).CellStatus = Status.Processed 
            Maze1.GetSearchedByPoint(XXX).CellType = Maze.TypeOfCell.Visited 
            For i = 0 To (Count - 1)   'Search through all nodes searched this far 
                If Searched(i) >= 0 Then 
                    If Getstatus2D(Searched(i)).cellstatus <> Status.Processed Then 
                        Low = FF(i) 'Get 1st node not processed. Assign X & 
ParentCost 
                        X = Searched(i) 
                        ParentCost = GG(i) 
                        Exit For 
                    End If 
                End If 
            Next 
            For i = 0 To (Count - 1)   'Search through all nodes searched this far 
                If Searched(i) >= 0 Then 
                    If Getstatus2D(Searched(i)).cellstatus <> Status.Processed Then 
                        If FF(i) < Low And FF(i) > 0 Then 
                            Low = FF(i) 
                            X = Searched(i) 
                            ParentCost = GG(i) 
                        End If 
                    End If 
                End If 
            Next 
            XXX = Maze1.OneDThreeD(X)      'Set variables for next loop 
            PrevCount = Count 
            'AutoSwitchStraight(XXX) 
        End While 
        X = Maze1.ThreeDOneD(Maze1.Finish) 
        Maze1.Solved(SolutionCount, Maze1.NetNumber) = X 
        For i = Count To 0 Step -1 
            If Searched(i) = X Then 
                X = ParentList(i) 
                XXX = Maze1.OneDThreeD(X) 
                SolutionCount = SolutionCount + 1 
                Maze1.SetType(XXX, TypeToRoute) 
                Maze1.Solved(SolutionCount, Maze1.NetNumber) = X 
                GetDecisions(i) 
                If X = Maze1.ThreeDOneD(Maze1.Start) Then Exit For 
            End If 
        Next 
        Maze1.SetType(Maze1.Start, Maze.TypeOfCell.PrevStrt) 
        Maze1.SetType(Maze1.Finish, Maze.TypeOfCell.PrevFnsh) 
        Dim SearchedCount, VisitedCount As Integer 
        Maze1.NodesSearched(Maze1.NetNumber) = SearchedCount 
        Maze1.NodesVisited(Maze1.NetNumber) = VisitedCount 
        GetDirections() 
    End Function 
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    Private Function SearchNodes(ByVal X As Integer, ByVal ParentCost As 
Integer, ByVal MoveCost As Integer, ByVal Dir As Maze.Direction) 
        If PointIncluded(YYY) = True Then 
            If Maze1.GetMazeByPoint(YYY).CellType = Searchable Or 
Maze1.GetMazeByPoint(YYY).CellType = Maze.TypeOfCell.Fnsh Then 
                SearchDirection = Dir 
                'If CalcProfile() = True Then 
                If Getstatus3D(YYY).CellStatus = Status.Ready Then 
                    Getstatus3D(YYY).CellStatus = Status.Waiting 
                    Maze1.GetSearchedByPoint(YYY).CellType = 
Maze.TypeOfCell.Searched 
                    Searched(Count) = Maze1.ThreeDOneD(YYY) 
                    ParentList(Count) = X 
                    FF(Count) = CalcScore(X, ParentCost, MoveCost) 
                    Count = Count + 1 
                    If Maze1.GetMazeByPoint(YYY).CellType = 
Maze.TypeOfCell.Fnsh Then bFinishFound = True 
                ElseIf Getstatus3D(YYY).CellStatus = Status.Waiting Then 
                    Dim i As Integer 
                    Dim PrevFF As Integer = -1 
                    Dim NewFF As Integer = -1 
                    For i = 0 To Count 
                        If Searched(i) = Maze1.ThreeDOneD(YYY) Then 
                            PrevFF = FF(i) 
                            Exit For 
                        End If 
                    Next 
                    NewFF = ReCalcScore(X, ParentCost, MoveCost) 
                    If NewFF < PrevFF Then 
                        Searched(i) = -1 ' If searched node is replaced 
with lower score, eliminate previous score 
                        ParentList(i) = -1 ' If searched node is replaced 
with lower score, eliminate previous score 
                        Searched(Count) = Maze1.ThreeDOneD(YYY) 
                        ParentList(Count) = X 
                        FF(Count) = CalcScore(X, ParentCost, MoveCost) 
                        Count = Count + 1 
                    End If 
                End If 
                'End If 
            End If 
        End If 
    End Function 
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