Abstract. We introduce a new approach to studying spherical spin glass dynamics based on differential inequalities for one-time observables. Using this approach, we obtain an approximate phase diagram for the evolution of the energy H and its gradient under Langevin dynamics for spherical p-spin models. We then derive several consequences of this phase diagram. For example, at any temperature, uniformly over all starting points, the process must reach and remain in an absorbing region of large negative values of H and large (in norm) gradients in order 1 time. Furthermore, if the process starts in a neighborhood of a critical point of H with negative energy, then both the gradient and energy must increase macroscopically under this evolution, even if this critical point is a saddle with index of order N . As a key technical tool, we estimate Sobolev norms of spin glass Hamiltonians, which are of independent interest.
introduction
We introduce here a simple new way to study the dynamics of spherical spin glasses that is relevant on short time scales. We apply this method to the Langevin dynamics for the spherical p-spin model. In a companion work, we use this approach to study Langevin dynamics for Tensor PCA and the related signal recovery problem [13] .
Let S N = S N −1 ( √ N ) = {x ∈ R N : Recall that these models are prototypical examples of complex energy landscapes: they have exponentially many critical points of every index [2, 1, 42] . We study here the Langevin dynamics corresponding to this Hamiltonian, namely the Markov process X t which is the solution to the stochastic differential equation
where B t is spherical Brownian motion, ∇H is the spherical gradient of H, and β > 0 is the inverse temperature. This process is reversible and ergodic with stationary measure given by the Gibbs measure, dπ β,N (x) ∝ e −βH(x) dx, where dx is the normalized volume measure on S N . The dynamics of mean-field models of spin glasses has received a tremendous amount of attention in both the physics and mathematics literatures. This history is too rich to be summarized here and we refer the reader to the general surveys [20, 16, 27] in the physics literature and [33, 5] in the mathematics literature. One regime of interest in the study of spin glass dynamics are exponential timescales at low temperatures, as this is the timescale to equilibrium [15, 31] . For an overview of related work on spin-glass dynamics on such "activated" timescales, see Section 1.3 below.
In this paper, we are interested in the dynamics on much shorter timescales, namely timescales that are order 1 in N . The classical approach to studying Langevin dynamics of spherical spin Date: August 3, 2018. glasses on these timescales is via the "Cugliandolo-Kurchan equations". These govern the evolution of certain natural two-time observables via a system of integro-differential equations [26, 28, 11, 10, 29] . At this time, however, it seems challenging to use these techniques to answer the following kinds of natural questions.
Question 1 (Going down quickly). Does the dynamics reach and remain at a macroscopic fraction of the global minimum energy, i.e., energies of order N , in short time?
Question 2 (Visiting critical points). Does the dynamics visit and get slowed by critical points? Question 3 (Escaping critical points). When started in a neighborhood of a critical point, can the dynamics escape in finite time, and, if so, in which way?
Question 4 (Varying initial data). How do the answers to these questions change as we vary the initial energy and gradient?
Our goal in this paper is to provide an elementary approach to obtain precise answers to these questions. As an application of our approach, we obtain the following answers to the above.
(1) There is a constant T 0 such that for all initial data, the energy must reach and remain at the extreme, order N , scale by time T 0 . Moreover, we provide explicit bounds on the fraction of the ground state reached depending on p and β. (2) This absorbing region is a region of macrosopically large gradients (norm of order √ N ). In particular, the dynamics does not come close to critical points in order 1 times. (3) When started from any critical point of H, the dynamics must increase instantaneously in gradient. When that critical point has negative energy, the dynamics also increases in energy at the order N scale. Perhaps surprisingly, this happens even when the critical point has diverging index. Put simply, the dynamics must climb high dimensional saddles of negative energy for an order 1 time. (4) One can obtain sharper results for any fixed energy and norm of gradient of the initial data.
The core of our approach is what we call bounding flows. We analyze the evolution of
from any initial point, for any finite T . We do this by studying all possible weak limit points of the laws of U N in the space of probability measures, M 1 (C([0, T ]) 2 ) . To this end, we develop an elementary, abstract approach to show that these limit points exist and are C 1 , by reducing this tightness, to estimating a Sobolev norm of H, which we call the G-norm (see Definition 3.1). This norm is the natural norm in which to study high dimensional problems of this type and plays an important role in the accompanying [13] . We estimate it using tools from Gaussian comparison theory and differential geometry in Section 3. We then show that these observables form what we call a quasi-autonomous family. Roughly, this is a system of observables, which is closed but for an additional set of "auxiliary observables" which themselves have limits.
(For a precise definition see Section 2.) In the case of the variables u N , v N , there is a single auxiliary observable which is related to the alignment of the gradient of H with the eigenvectors of its Eucildean Hessian along the flow. We then uniformly bound the auxiliary observable by "truncating" the Euclidean Hessian, yielding a pair of differential inequalities forU only in terms of the pair (u, v) . This allows us to confine our dynamics for any choice of initial energy and gradient by the flowlines for the corresponding autonomous systems. In this paper, our truncation is elementary and one can imagine continuing this program by treating the Hessian as a part of our "quasi-autonomous" family. This would yield new auxilliary variables and thereby sharpen the results. A schematic of our approximate phase diagram for U N (t). Arrows indicate indicating from and to what regions U N (t) can travel; in particular, the dark blue set is an absorbing set which U N (t) reaches in finite time, uniformly over starting positions.
1.1. Bounding flows. We begin by proving the following differential inequalities for the evolution of U in Section 4. In the following we equip C([0, T ]) k with the norm topology.
Theorem 1.1. For every p, β, T and all initial points, the laws of
is almost surely continuously differentiable and satisfiesu
, where, for some Λ p < ∞,
As a consequence of this differential inequality, we prove in Section 6 that these observables follow the phase diagram illustrated in Fig. 1 on order 1 timescales by comparing them to the bounding flows. More broadly, this enables us to bound the trajectory of U N (t) as we vary the initial data. In particular, the differential inequalities above translate to precise inequalities for the integral curves of the corresponding dynamical systems. Indeed, for any initial data U (0), the integral curves of U (t) are almost surely confined to the region in between the corresponding integral curves of the lower and upper bounding differential systems of Theorem 1.1 until they hit the stationary line for the energy (this is stated precisely in Corollary 5.4). To see this by way of example, the right frame of Fig. 2 illustrates how the flows confine the dynamics started from a point that is chosen with respect to the uniform measure on S N , as well as started from a near-critical point, to narrow channels that reach the absorbing region. In particular, the confining regions become sharper near critical points and as well as when β gets small.
1.2.
Answers to the four questions. To understand the consequences of Theorem 1.1, let us now state more precisely the answers to the four questions from Section 1. We defer the presentation of the full phase diagram from Fig. 1 to Section 6.
Throughout the paper, let P denote the law of H and Q x denote the law of X t started from X 0 = x. As an answer to Questions 1 and 2, we obtain the following. Figure 2 . In both figures, the abscissa is the negative energy and the ordinate is the squared modulus of gradient. Left: Examples flowlines for the "lower bounding flow"Ȧ L (t) = (F 1 , F − 2 ). The red flowline indicates a start from a point chosen uniformly on S N , and the blue flowline is starting from a critical point of negative energy. The blue shaded region is the absorbing set to which we guarantee the process reaches in finite time. Right: U started from a uniformly chosen point is confined to the shaded region between the red curves as it approaches the absorbing region. Similarly, started from a critical point of negative energy, U is constrained to the shaded region between the blue curves. Theorem 1.2 (Going down quickly and avoiding critical points). For every β > 0 and p > 2, there exists an explicit u c > 0 such that the following holds. For every > 0, there exists T 0 ( ) > 0 such that P-almost surely,
for every T > T 0 .
Before discussing the remaining questions, we pause to make the following important remark on the constants Λ p , u c and the dependence of u c on β. Remark 1.3. Let G be the restriction of the Euclidean Hessian of H to the tangent space, T x S N ; then Λ p from (1.4) is any constant such that 6) where |G| denotes the operator norm for G when viewed as a bilinear form on T x S N . An explicit, but suboptimal, admissible choice of Λ p is
N L ∞ (for explicit formulae for E 0,p see e.g., [1, 35, 25] ). The minimal energy reached, −u c N , is given by
(1.7)
One can in fact obtain a more precise absorbing region for the dynamics which holds on the same time scale T 0 as that described in Theorem 1.2. This absorbing region is related to the fixed points of the bounding flow and the transit between these fixed points by the flows. This is illustrated in Fig. 1 and analyzed in detail in Section 6. We note here, importantly, that the bounding "ellipsoid" from Fig. 1 , shrinks to a point as β → 0, whereas when β → ∞, the upper curve converges to the vertical line, u = u c , defined by the event in Theorem 1.2 (that is, the fixed point for the "upper bounding flow" diverges at low temperature). It is for this reason that we state this theorem in terms of a rectangular region as opposed to the more precise "ellipsoid".
Let us now turn to the behavior of the dynamics near critical points. As a second consequence of the bounding flows approach, we prove that critical points of negative energy-including those with indexes of order N -repel X t to regions of larger gradients as well as larger energies. The fact that the distance to the critical point is repulsive is explained by the fact that diffusions do not hit small balls in high dimensions; but the fact that the energy increases rapidly even when the Hessian has ( 1 2 − )N negative eigenvalues-and thus directions of lower energy-is surprising. To be precise, for
We obtain the following answer to the third question.
Theorem 1.4 (Climbing saddles and critical points).
Fix any β > 0, p > 2. For every η > 0 and every δ < pηβ −1 , there exists c 1 , c 2 , ρ > 0, such that P-almost surely,
In fact, it is clear from the above that, not only does the dynamics leave critical regions quickly, it cannot even get close to them. For more on this, see Section 6. We note here that this result holds in much greater generality, and analyze this in the forthcoming note [12] .
As an answer to the fourth question, we can obtain trajectory-wise and pointwise comparisons as consequences of the differential inequalities allowing us to confine U (t) started from X 0 by the bounding flows started from the same initial data (see Section 5) .
We end this section with the following important remarks.
Remark 1.5. Let −E ∞ N be the complexity threshold as in [2] , i.e., the energy level below which the expected number of local minima diverges exponentially in N . It is believed in the physics literature (see e.g., [17] ) that in order 1 times, starting from a uniform point on S N , the complexity threshold −E ∞ N is where H(X t ) gets stuck and where short-time aging is exhibited, as the critical points there have Hessians with very few negative eigenvalues, each of small magnitude. Theorem 1.2 and Theorem 1.4, do not precisely identify where (or if) H(X t ) gets stuck on order 1 time scales. However, they indicate that if the slowdown and aging at −E ∞ N are due to the few flat directions that "point down" near critical points, X t needs to maintain a large modulus of its gradient throughout its descent, and needs to stay macroscopically far from the critical points themselves. Remark 1.6. We note here the following interesting observation about the differential system in Theorem 1.1 and suggest an open problem. Under the ansatz that G(∇H, ∇H)(X t ) = O( √ N ) for all order one times, Λ p disappears, the differential inequalities become equalities, and (u N , v N ) becomes fully autonomous. Surprisingly, in the replica symmetric regime (β < β c ), the fixed point for the resulting dynamical system is (
), where · denotes expectation under π. Given that ∇H(x) and G(x) can be shown to be independent, one can show that if X 0 is chosen uniformly over S N , the ansatz holds for t = 0; moreover the ansatz is true under the Gibbs measure π whenever β < β c . One might then hope to show that when β is small, from a start chosen uniformly at random, G(∇H, ∇H)(X t ) remains microscopic throughout the trajectory of X t until equilibration, and the system (u N (t), v N (t)) closes. We note that this cannot be the case when β > β c , where the Gibbs expectation of G(∇H, ∇H)(x) must in fact be order N .
Previous results.
The dynamics of mean field spin glass models are expected to exhibit a deep and rich structure on both short and long timescales. At the level of convergence to equilibrium, when β is small, the measure π admits a logarithmic Sobolev inequality with constant c > 0 which is order 1 in N [31] , so the dynamics converges to π in order 1 time. For large β, if L is the infinitesimal generator of X t , the spectral gap of −L decays exponentially in N [31, 15] so that the process X t reaches equilibrium only after a time that is exponential in N . For a physics approach to the analysis of the spectrum of −L, see [18] . For studies of the spectrum and spectral gap in related spin glass models see, [39, 22, 4] .
At low temperatures, there has been extensive research on the behavior of glassy dynamics on timescales that are exponentially large but shorter than the time to equilibrium, sometimes referred to as activated dynamics. On such timescales, glassy dynamics have traditionally been found to exhibit the important feature of aging. Following the influential works of [21, 19] in the physics literature, this question was studied for Random Hopping time dynamics of the Random Energy Model (REM) in [7, 8, 9] , and for the p-spin model in [14, 6, 23] . More recently, aging has been established for Metropolis dynamics of the REM in the recent important works [24, 30] . For an analysis of Glauber dynamics of the REM in the physics literature, see [3] .
These dynamics are also interesting in timescales much shorter than the equilibration time, where the dynamics is expected to exhibit the phenomenon of short-time aging at low temperatures. This picture was first suggested in the physics literature in [40] . For spherical p-spin models, the classical way to study dynamics in this regime is to introduce the two-time autocorrelation
corresponding to the overlap between X t and X s . It is possible to find a second two-time function, the response function R N (t, s), such that the pair (C N , R N ) converges, as N → ∞, to the solution of a system of coupled integro-differential equations. This was proposed in [26, 28] and is now commonly referred to as the Cugliandolo-Kurchan equations. The main focus in the physics literature has been to understand what these equations imply about C N (t, s) when t and s tend to infinity together, after the thermodynamical N → ∞ limit has been taken; in the low temperature regime, aging can be seen in the behavior of C N in this limit. This picture was established rigorously in the simpler case of p = 2 in [10] where the equations for C and R decouple. These equations have also been proven to hold for p ≥ 3 in [11] ; however, here the decoupling is not expected and it remains a deep and challenging question to prove aging. One can also study the evolution of the energy, H(X t ), via the Cugliandolo-Kurchan equations. However, due to the difficulty of the equations for (C N , R N ) when p > 2, this expression is not particularly amenable to rigorous analysis without an ansatz on the form of C and R. Moreover, the study of these equations is restricted to certain random initial conditions, typically the cases where the initial distribution of X 0 is well-concentrated and independent of the field H. Observe that the approach through the Cugliandolo-Kurchan equations is exact, whereas the bounding flows approach pays the price of inequalities. In exchange, this allows us to analyze one-time observables, from which we can glean meaningful information about the behavior of X t . Furthermore, this information can depend in a precise way on the initial data, which we are now free to choose as we wish. Finally, we observe that the analysis of the Hessian as it effects the dynamics has also been developed using the Cugliandolo-Kurchan approach in the physics literature in [37] .
Quasi-autonomy for Langevin-type systems on spheres in large dimensions
We seek to study the properties of scaling limits of observables of Langevin dynamics. The key observation is that certain observables are quasi-autonomous. Informally, this will mean that they asymptotically (in N ) satisfy autonomous differential inequalities.
In this section, we introduce the notion of a quasi-autonomous family of observables. We then present an elementary result proving quasi-autonomy for a sufficiently regular family of observables evolving with respect to Langevin dynamics on spheres in large dimensions.
Notation. Throughout, we say that
Let (V N ) be a sequence of smooth functions with V N ∈ C ∞ (S N ). Let X t be the stochastic process on S N with generator
Here and in the following ·, · will refer to the inner product on T S N given by the metric g and ∆, ∇ will be the covariant Laplacian and derivative respectively. Finally, d(x, y) will be the distance on S N . Notice that X t can be seen as the solution to the Langevin equation with Hamiltonian V N :
where B t is Brownian motion on S N . Since V N is smooth, one can solve this SDE in the strong sense (see e.g., [34] ). We call X t the Langevin dynamics corresponding to V N . Let Q x denote the law of X t started from X 0 = x and let E x denote the corresponding expectation. As B t moves on order √ N distances in order 1 time, it is natural to consider Hamiltonians whose gradients are on this scale. To this end, we say that a sequence of functions (V N (x)) with V N ∈ C ∞ (S N ) is C-regular for C > 0 if they satisfy the following gradient estimate: if, for every N ,
Here and in the following, for a vector X ∈ T x S N , |X| will denote the usual norm with respect to the induced metric. The subscript N will henceforth be omitted and we will say that V is C-regular.
The following lemma shows that if the sequence of Hamiltonians, (V N ), is C-regular then the "gradient descent" and "diffusive" natures of X t are on the same scale.
Lemma 2.1. There is a universal constant K > 0 such that the following holds.
(1) For all N ≥ 1, every x ∈ S N , and every t ≥ 0,
Proof. Recall Stroock's representation [34, Exam. 3.3.2] for B t which, in Itô form, is given by
where W t is Brownian motion on R N , Id is the identity on R N . Since B t ∈ S N , we have that
where |·| F is the Frobenius norm. Observe that by the Burkholder-Davis-Gundy inequality and Itô's isometry,
Recall further that the metric on the sphere and Euclidean space are comparable:
Consequently, for every x ∈ S N ,
This yields the first item; the second item is then an immediate consequence of the fact that X t solves the SDE (2.2), the estimate on B t , and the C-regularity of V (GE).
) N be a sequence of n-tuples of smooth functions, i.e., for each N ,
We call such a sequence a family of observables. We seek to study families of observables whose fluctuations are of order 1 in time.
Definition 2.2. A family of observables ((F
With this notion in hand, we present the main tightness lemma, which is an elementary application of the Kolmogorov criterion for tightness. We are concerned with tightness in the spaces C([0, T ]) endowed with the strong topology and C([0, T ] n ) endowed with the product topology. Lemma 2.3. Let X t be Langevin dynamics corresponding to a C-regular sequence (V N ). Let n ≥ 1 and let (F k N ) k≤n ⊂ C ∞ (S N ) n be a mild family of observables. Then for all T ≥ 0 and for every sequence (x N ) with x N ∈ S N , the family
Proof. As C([0, T ]) n is equipped with the product topology, it suffices, by a union bound, to show that for each k and > 0, there is a compact
For this, it suffices to check the following Kolmogorov-type criterion (see, e.g.,
there exists L k such that for every x ∈ S N , every t, s ≤ T and every N ,
This follows by the assumption (SE) and Lemma 2.1 combined with the Markov property.
With the above in hand, we can now introduce the main notion of this section, namely, that of a quasi-autonomous family of observables.
, is mild.
(2) If X t is the Langevin dynamics with Hamiltonian V N , then for every k ≤ , there is a smooth function F k : R n → R and a bounded stochastic process g k N (t) adapted to the filtration of (B s ) s≤t such that for every N ,
(where we recall L is given by (2.1)) and moreover, the sequence g k N satisfies
We call the functions, (F k ) k≤ , the dynamical functions of the family.
We then have the following theorem which is the main result of this section.
be a V −quasiautonomous family of observables with auxiliary observables (F k N ) n k= +1 and dynamical functions (F k ) k≤ . Then the augmented family (F k N (X t )) n k=1 is tight. Furthermore, for any weak limit point, (u k (t)) k≤n , of the augmented family, we have that for every m ≤ , u m is continuously differentiable and satisfies the integral equation
Proof. The tightness follows by the assumption that the augmented family is mild and Lemma 2.3.
We now turn to the proof of the integral equations. By Itô's lemma and the assumptions, for every k ≤ , we can write
where M k t is a martingale with quadratic variation
where (u k ) is a weak limit point. If we letū
On the other hand, for every k, there exists K k such that
by Doob's maximal inequality and the mildness criterion (SE). Thus, by assumption on
It then follows, by a standard approximation argument [36, Thm. 3.29] , that
implying the claimed integral inequality. Since (F k ) k≤ are smooth and (u k ) n k=1 are continuous,ū k is continuously differentiable for each k ≤ . Thus the corresponding u k are as well.
3. Regularity theory for p-spin models and the G k norm
In order to apply the preceding, we need to control the regularity of the p-spin Hamiltonian in the appropriate Sobolev norm. Throughout our entire discussion of the p-spin models, we fix p > 2 and H will always refer to the p-spin Hamiltonian, H = H N,p from (1.1).
Recall the homogeneous Sobolev normẆ k,∞ (S N ),
.
It will turn out to be easier to work with the following, more controlled, function space.
Definition 3.1. We say that a function is in the space
Here, ∇ k f op (x) denotes the natural operator norm when ∇ k f is viewed as a k-form acting on the k-fold product of the tangent space T x S N . Throughout the paper, unless otherwise specified |∇ k f | will denote this norm. We let
By equivalence of norms in finite dimensional vector spaces, G k is the classical W k,∞ space with an equivalent norm. We use this norm as opposed to the usual one, based on Frobenius norms, for the following reason. For k ≥ 2, we study operator norms of random tensors. It is well known that for operators of this type there is a marked difference in the scaling of the Frobenius and operator norms in the dimension (see, e.g., [45] ). The choice of K = N compensates for this difference in scaling at every k. To avoid ambiguity about the choice of Frobenius norm as opposed to operator norm, we denote this space here by G k as opposed to W k,∞ .
The main goal of this section is the following estimate. In the following we say that a function f (x) is of at most polynomial growth if there are n, C, and c > 0 such that |f (x)| ≤ C |x| p + c.
at most polynomial growth in p, and (1) H is in G k uniformly in N with high probability:
(2) H satisfiesẆ k,∞ bounds for k = 1, 2 uniformly in N with high probability:
Remark 3.4. We note here that by an application of Borell's inequality, and the preceding estimates, the same bound also holds for the so called "mixed p−spin models", i.e., for Hamiltonians of the form H = a p H p (x) where a 2 p 2 p < ∞, except the constants now depend on the sequence (a p ) p instead of p (and, of course, the polynomial dependence is lost).
It will also be essential to control certain spectral properties of the Hessian. Recall that the Euclidean Hessian, G = G N,p , is distributed as C p · M where M is drawn from the Gaussian orthogonal ensemble (GOE) normalized such that its limiting spectrum is supported on [− √ 2, √ 2] (see, e.g., [2] ). We then have the following uniform estimates on G. Let E µ SC be the expectation with respect to the semicircle law,
Theorem 3.5. There exist f (p, c), g(p, c), h(p, c) > 0 such that for every δ > 0, and every c > 0,
Observe that in (3.4), using that C 2 p = 2p(p − 1) and the moments of µ SC , we have
3.1. Some facts regarding the geometry of S N . In the rest of this section, we will heavily use certain elementary facts regarding the geometry of S N . We recount them here. We begin by observing the following estimate on the covering number of S N . For a set A ⊂ R N equipped with the Euclidean metric, let N (A, r) be the minimum number of Euclidean balls of radius r needed to cover A. Recall (see, e.g., [45, Lemma 5.1] ) that
In particular, observe that it takes C N δ −N/2 N balls of the form B x = {y :
We now remind the reader of the following results regarding the differential geometry of S N . Recall that the Ricci tensor of S N satisfies
where Id is the identity on T S N . As a consequence, Bochner's formula in this setting reads: for
The principle curvatures of S N are all equal, κ i = κ, with κ = ±1/ √ N , where the choice of sign depends on the choice of normal vector. Let us work with the convention that κ is negative (an "outward" facing normal). Then the second fundamental form satisfies
where P is the "outward" normal direction . Consequently, observe that the Euclidean Hessian of H can be expressed as
where Id is the identity (i.e., the metric tensor). Going further, we note the following representation of higher covariant derivatives of H. Let Sym k denote the symmetric group of the set [k] and let ∇ be the Euclidean derivative.
where
Proof. The proof is by induction. As a base case, observe that
for some suitably defined c 1,2 . Suppose now that (3.11) holds for some k ≥ 2. Then, by the inductive hypothesis, to compute ∇ k+1 f it suffices to compute ∇ Y A ,k (σ) where Y = X k+1 . First notice that A ,k is a product of the form 1
As the covariant derivative of the metric tensor is zero, we see by the product rule, it suffices to
. From now on we suppress the dependence of W on k, for readability. Let I = {i : σ(i) ≤ k}. Then V is the covariant derivative of an |I| −form. In particular,
where the second equality comes from the definition of the covariant derivative and the Gauss formula. Since the shape operator of the sphere is multiplication by (−1/ √ N ), we see for s ∈ I c ,
by the Weingarten equation. Plugging this, Y = X k+1 , and (3.9) in the above, we see that
where ρ ∈ Sym 2(k+1)−( +1) is such that ρ( + 1) = k + 1 and E ⊂ Sym 2(k+1)− . Observe that in the first term, we have increased the indicies k and and in the second term we have gained a factor of N −1/2 and an inner-product. Thus
for some ρ and where the sum is again over some subset of Sym 2(k+1)− . Note that ρ and this subset E depend only on σ, , and k. Thus, by the inductive hypothesis,
for some c ,k+1 , concluding the proof. 
Proof. Let Σ = Σ be an -net of S N −1 (1) for an to be determined and let Σ k be its k-fold Cartesian product. By multi-linearity of A and the triangle inequality,
where we recall that |A| denotes the operator norm of A. Then if ≤ 1/(2k), we have
For any X 1 , . . . , X k unit vectors,
by definition of A, so that by Gaussian concentration,
By isotropy and a union bound over Σ k (bounding |Σ k | by (3.6)), we see that
The upper bound on E[|A|] then follows by integration.
With these preliminaries in hand, we are in position to prove Theorem 3.3. Observe that H is almost surely smooth and for x, y ∈ S N ,
where R(x, y) = 1 N i x i y i is the normalized overlap of x and y.
Proof of Theorem 3.3. Since the Frobenius norm and operator norm of a matrix always satisfy |A| F ≤ √ N |A| for any A, the second item is an immediate consequence of the first. The proof of the first item is in two steps. First, we bound the operator norm of the Euclidean derivatives (denoted∇ k ) viewed as operators on the bundle T S N ⊕ N S N (where N S N is the normal bundle), via standard Gaussian comparison inequalities. We then prove the bounds on the G k norms for all k, inductively using the corresponding bounds on the Euclidean derivatives.
Step
In particular, K 0 (p, k) has at most polynomial growth in p.
Proof. Clearly it suffices to consider k ≤ p. Let E = S N × (S N −1 (1)) k and consider the field ψ : E → R defined by
Observe that as Gaussian processes on E,
for some constants C p,k which are of at most polynomial growth in p. Thus it suffices to estimate sup E ψ, which we do as follows. The covariance of ψ satisfies for every (x, 13) where X · Y is the usual Euclidean inner product. Evidently, this is uniformly bounded on all of E 2 by N −(k−1) . Consequently, Borell's inequality implies that
14)
It remains to bound the expectation E[sup E ψ]. This will follow by Gaussian comparison. Define φ 1 : S N → R and φ 2 : (S N −1 (1)) k → R, by
where H p−k is a (p−k)-spin Hamiltonian and (g i 1 ,...,i k ) i 1 ,...,i k are i.i.d. standard Gaussians. Observe that, if we let X = (X 1 , . . . X k ) and
Thus by the Sudakov-Fernique inequality [38] ,
It thus suffices to separately bound these two expectations. By Dudley's entropy bound [38] and (3.6), the ground state of the (p − k)-spin glass is order N , so φ 1 satisfies
where C(p) is of at most polynomial growth in p (for a more precise bound see, e.g., [2] ). The estimate on E[sup φ 2 ] follows from Lemma 3.7. The result then follows from (3.14).
We now turn to the proof of the main bounds we desire on the sphere.
Step 2. It suffices to show the following inductively. For every k, there exists a K 0 (p, k) > 0 of at most polynomial growth in p and a c(p, k, K) > 0 such that for every K > K 0 ,
Proof. To bound the case k = 1, it suffices to bound the operator norm of∇H as an operator on T R N . Thus that case is complete by (3.12) with k = 1. For every k ≥ 2, by Lemma 3.6, it suffices to show that for each ≤ k, we have the bound
For some K of at most polynomial growth in p. This follows from the fact that each of the inner products in A ,k (σ) are bounded by 1, and the 'th Euclidean derivative part of A ,k (σ) is bounded by K · N 1− /2 as per (3.12); Consequently, each summand in the expansion (3.11) is at most some C ,k,p N 1−k/2 , implying the desired.
3.3. Proof of Theorem 3.5. The proof of Theorem 3.5 relies on the following general lemma that boosts a pointwise concentration estimate to a uniform bound on the sphere via a minimal modulus of continuity bound. Since we consider isotropic fields, we let n = ( √ N , 0, ..., 0) be the north pole and stand in as a fixed point on S N . Lemma 3.8. Suppose that F is an isotropic random field on S N that is P-a.s. continuous and satisfies the following:
(1) There exists c 1 (c) > 0 such that for every c, δ > 0,
(2) There exists an α > 0 and c 2 (c) > 0 such that for every c, δ > 0,
Then there exists f (c) > 0 depending on c 1 , c 2 such that for every c, δ > 0
Similarly, if F is almost surely nonnegative and E[F (n)] = O( √ N ), if we replace condition 2 with (2') There exists an α > 0 and c 2 (c) > 0 such that for every c, δ > 0,
then there exists f (c) > 0 depending on c 1 , c 2 such that for every c, δ > 0,
Proof. Let η N = N −α for the α given by condition 2. Then by (3.6), there exists a set of points x 1 , ..., x K ∈ S N such that the balls B i = {y ∈ S N : R(x i , y) ≥ 1 − η N } cover S N and for some universal C, c > 0,
For each i, condition (1) holds with n replaced by x i by isotropy. Fix any c > 0 and δ > 0; for every 1 ≤ i ≤ K, define the events
+δ .
By the choice of {x i },
As a result, by isotropy, a union bound over 1 ≤ i ≤ K, and conditions 1-2, for c 1 = c 1 (c/2) and c 2 = c 2 (c/2), we obtain for every δ > 0,
yielding the first inequality. When condition 2 is replaced with condition 2', we let
and obtain
The first probability on the right-hand side is bounded by condition 2'. The second probability is bounded by condition 1 combined with the bound on E[F (n)]. The conclusion then follows.
Recall the Euclidean Hessian G given in (3.10). We now wish to verify that condition (1) in Lemma 3.8 holds for tr G, tr G 2 and |∇ tr G|. Lemma 3.9. For F given by each of tr G, tr G 2 , and √ N |∇ tr G|, there exists c 1 (c) > 0 such that for every c, δ > 0,
Proof. As G(n) is a GOE, up to a constant factor, G 2 (n) is a Wishart matrix. The results for tr G(n) and tr G 2 (n), then follow by standard concentration estimates for spectral statistics [32, Corr. 1.6, Corr 1.8] or sums of i.i.d. random variables [38] . Now consider F (n) = √ N |∇ tr G(n)|. Since G is the restriction of the Euclidean Hessian of H to T S N , an explicit calculation yields
for some c p > 0 independent of N , where {E i } are an orthonormal frame for T n S N . (See, e.g., [43] for similar calculations.) In particular, ∇ tr G(n) is a standard Gaussian vector with independent entries, up to a constant factor depending at most on p. The result then follows by concentration of norms of Gaussian vectors [38] .
We now prove the uniform continuity required to obtain conditions 2-2' in Lemma 3.8. Proof. We prove the desired for √ N |∇ tr G|. The cases tr G and tr G 2 follow by the same argument (and are in fact implicitly proved in what follows). For every x ∈ S N , X ∈ T x S N with |X| = 1,
Since contractions commute with covariant derivatives it follows, by (3.10), that
Combining this for k = 1, 2 with the G-norm estimate (3.1) and Borell's inequality, we see that 1
for some c > 0 for all N sufficiently large. This implies that 1
holds for all N sufficiently large. Choosing α = 1 + δ yields the result.
Proof of Theorem 3.5. By Lemma 3.8, it first suffices to prove that conditions 1-2 hold for tr G and tr G 2 as these are both isotropic, almost surely continuous fields on S N . For these two fields, condition 1 follows from Lemma 3.9 and condition 2 follows from Lemma 3.10. For √ N |∇ tr G(x)|, it is again an isotropic, almost surely continuous field on S N and we observed in the proof of Lemma 3.9 earlier that E[
. Condition 1 for this field follows from Lemma 3.9, and condition 2' follows from Lemma 3.10.
Tightness and differentiability of observables
We begin our analysis of dynamics for p-spin models in this section. Here X t will be Langevin dynamics with Hamiltonian H = H N,p . Our main goal will be to conclude the tightness and differentiability of weak limit points for the family of observables
and the auxiliary observable
Let L T x N ,N , a probability measure on C([0, T ]) 3 , be the law of the augmented family (u N , v N , w N ) started from X 0 = x N , and let
We then have the following theorem.
Theorem 4.1. P-almost surely, the following holds. For every sequence x N ∈ S N , the family
That is L T x N ,N is precompact in the narrow topology. Furthermore, for any limit point L , the family (u, v, w) ∼ L satisfies the integral equations
and the family (u(s), v(s)) s are continuously differentiable.
We first need the following estimates on ∆H N and ∆|∇H N | 2 to estimate Lu N and Lv N .
Lemma 4.2. For every p > 2, there exists f (·) > 0 such that for every c, δ > 0,
Proof. We begin with the first estimate. Taking the trace of (3.10), we see that
The result then follows by (3.3) and (3.1). Now for the second estimate, by the Ricci bound (3.7) and Bochner's formula (3.8),
The result then follows upon applying (3.4) to the first term, (3.3) to the third term, and CauchySchwarz along with (3.5) to the fifth term.
Proof of Theorem 4.1. The result will follow by an application of Theorem 2.5. We begin by observing that H satisfies the gradient estimate (GE) by Theorem 3.3. Thus H is P-eventually almost surely K 1 (p, k)-regular for any fixed k. We now check that these observables are mild. Let
Observe that
Thus by the G 3 -norm bound from Theorem 3.3, and the definition of G, there is a K p such that eventually P-almost surely,
Thus the Sobolev estimates (SE) hold. Consequently, this family is mild.
To show that {F k N } 2 k=1 are quasiautonomous, let
where A is as in (4.7). The processes g 1 , g 2 satisfy (C2) by Lemma 4.2. Recalling the generator L of the Langevin dynamics and writing out LF k N using the identity,
we see we have the splitting (C1). In particular, the family {F k N } 2 k=1 is H-quasiautonomous with dynamical functions {F k } 2 k=1 and auxiliary function F 3 N . Thus the conditions of Theorem 2.5 are satisfied. Consequently the integral equations hold and any weak limit point is such that (u, v) are continuously differentiable.
4.1.
A differential inequality for the evolution of (u(t), v(t)). We end this section by observing the following consequence of Theorem 4.1. Recall Λ p > 0 from (1.6), and recall from (4.1),
Moreover, define the functions
and the maps
(4.12)
We will need to frequently study properties of all possible limit points for a sequence of initial data. To this end, we introduce the following notation for convenience. We then have the following key observation. Here and in the following, inequalities for vectors are to be interpreted as holding in both coordinates simultaneously.
Theorem 4.4. P-almost surely, for every T , every sequence x N ∈ S N and every
, for all t ≥ 0. This combined with (4.4), yields the result.
Comparison theory for limiting dynamics
Before turning to the proof of the results in Section 1.2, we will first understand some general consequences of Theorem 4.4 for trajectories of the limiting dynamics (u(t), v(t)) (see Figure 3) . We begin by introducing the following basic comparison theorem which will guide our analysis.
5.1.
A trajectory-wise comparison. Our main result in this section is a means to use the integral curves of two "bounding flows" to bound that of our dynamics. Informally, the goal is to confine integral curves of dynamical systems satisfying the differential inequality of Theorem 4.4 by the integral curves of the lower and upper bounding dynamical systems.
For any (x 0 , y 0 ) in R 2 , let A L (t) and A U (t) denote the solutions to the initial value problems
where Φ L and Φ U are given by (4.12). (As both Φ L and Φ U are locally Lipschitz, existence and uniqueness are ensured.) We call A L (t) the lower bounding flow and A U (t) the upper bounding flow. We compare any weak limit, U ∼ L , of (u N (t), v N (t)) to these systems. To show this comparison result, we first observe the following basic fact from calculus. For any two vectors v, w ∈ R 2 we say v ≤ 2 w if v 1 = w 1 and v 2 ≤ w 2 . Define ≥ 2 similarly.
We then have the following. Suppose that
Proof. Without loss of generality, take X(0) = Y (0) = (0, 0). Furthermore, it suffices to consider the a case where (0, 0) ∈ E + andẊ ≤ 2 Ψ(X), as the others are identical. By the positivity assumption for Ψ 1 (X) and Ψ 1 (Y ), X 1 (t) and Y 1 (t) are invertible so that the functions f X and f Y are well-defined. Furthermore, the inverse functions are differentiable for u > 0. It remains to show the inequality between f X and f Y .
Suppose that there is some w for which f X (w) > f Y (w). Observe that for every u > 0 for which
by the third assumption. Thus w > 0. On the other hand, let v = sup{u ≤ w :
Then by continuity of f X , f Y and maximality of v, we have that
On the other hand, by continuity of f X , f Y and (5.2), we have that
. This is a contradiction.
To use this result, we will need to know that our flow satisfies certain basic properties. The main property is the differential inequality.
Observe that by Theorem 4.1, P-almost surely, for every T and every initial data x N , every weak limit U (t) ∼ L of U N (t) satisfies Condition I L -almost surely. We will need the following hitting time notation.
Definition 5.3. For fixed initial data (x 0 , y 0 ) and a set B ⊂ R 2 , let
and for a dynamical system X(t) with X(0) = (x 0 , y 0 ), let
We omit the dependence of the above on X(t) and (x 0 , y 0 ) when unambiguous. We use the convention that whenever hitting times are infinite, corresponding events are vacuously satisfied. Now let
The constants u c , defined in (1.7), andū c are important as they correspond to the u-values of the unique fixpoints of A L (t) and A U (t) respectively (see Remark 6.1). In the following, we use the convention that x > ∞ means x = ∞. We now have the following corollary of the preceding.
Corollary 5.4. Suppose that X : [0, T ] → R 2 is C 1 and satisfies Condition I. Then,
is the graph of a function γ( · ; X(0)).
(2) The domains of γ, γ L , and γ U satisfy
when X(0) ∈ W + , and the reverse inclusions are satisfied when
(4) If X(0) ∈ {F 1 = 0} and X 1 (0) < u c (resp. X 1 (0) >ū c ) , then γ, γ L , and γ U are still well-defined and items 2 and 3 still hold.
Proof. By Condition I and the assumptions of items 1-3, we may apply Lemma 5.1 by truncating X at τ W c
±
, from which items 1-3 follow. For item 4 we consider the case X(0) < u c and whenū c is finite, the case X(0) >ū c is analogous. In this case, by (5.3), F 1 (X(0)) = 0 and
Thus by continuity and the definitions of F L/U i it follows that F 1 (X(t)), F 1 (A L (t)), and F 1 (A U (t)) are all strictly positive for t > 0. Thus the conditions of Lemma 5.1 still hold. Figure 3 . Theorem 5.5 shows that U (t) = (u(t), v(t)) is L -a.s. contained in the rectangle drawn out by A L (t) (red) and A U (t) (black) for all t such that the rectangle is contained in V − (below the gold line).
A pointwise comparison.
One might also be interested in obtaining pointwise-in-time comparisons between the flows as in usual comparison theory. To this end we observe the following which is not used in the proof of the phase diagram, but we believe is illustrative. Define the region
Observe the following, whose proof is immediate from the definition of A L and A U .
The proof of the Theorem 5.5 uses the classical comparison theorem of Chaplygin (see, e.g., [44] ).
Lemma 5.7 (Chaplygin's Lemma). Let Ω ⊂ R 2 and let A, B : [0, T ] → Ω be continuously differentiable. Suppose that the following hold:
There is a locally Lipschitz Ψ : R 2 → R 2 such that:Ḃ = Ψ(B) andȦ ≥ Ψ(A(t)) for every t ≤ T (resp.Ȧ ≤ Ψ(A(t))) (3) Ψ is quasi-increasing: that is, for each x, the map Ψ 1 (x, ·) is monotone increasing, and for every y, the map Ψ 2 (·, y) is monotone increasing. Then A(t) ≥ B(t) (resp. B(t) ≥ A(t)) for all t ≤ T .
Proof of Theorem 5.5. We check that X(t) satisfies the conditions of Chaplygin's lemma. The first condition is satisfied by choice of initial data. The second follows by Condition I. Finally, by an explicit computation, it is easy to see that the region V − is the domain in which condition (3) holds for both Φ L and Φ U . The result then follows by Lemma 5.7. Figure 4 . The curves 1 (u) (purple), f L (u) (green), and f U (u) (orange). The two black curves are γ U (u; z c ) and γ L (u;z c ) above and below 1 (u) respectively.
Phase Diagram for bounded dynamical systems
In this section, we turn to proving the body of the phase diagram. Specifically, we prove that the phase diagram depicted in Figure 1 holds for any flow that satisfies Condition I and is bounded. One can of course obtain sharper results for a given choice of initial data, however, we do not pursue this direction. We begin this section by first studying the phase diagram for the two "bounding flows", then we use the results we glean to obtain corresponding results for the flow. 
where we impose domains {u : 0 ≤ f L (u) < ∞} and {u : 0 ≤ f U (u) < ∞} on the first two. We observe the following important facts about these functions.
Likewise for f U (u) with respect to F U 2 . It follows from this that the unique (attractive) fixpoint of A L is given when f L (u) = 1 (u) and by explicit calculation, we see this happens at z c = (u c , f L (u c )) for u c defined in (1.7) . Similarly, forū c defined as in (5.4), whenū c < ∞,z c = (ū c , f U (ū c )) is the unique (attractive) fixpoint of A U . Finally, we remark that by explicit calculation, one can see that f L (u) > 0 for all u ≥ u c and likewise, f U (u) > 0 for all u ≥ū c whenū c < ∞. We turn to defining the subsets of R × R + with respect to which we prove a phase diagram. The absorbing set for our dynamics will be A 0 , which is defined as follows:
Notice that the u-values here are implicitly constrained by the domains of of γ L and γ U . As we wish to prove certain hitting times are finite, it will be helpful to enlarge A 0 by near the fixpoints of A L and A U . To this end, let
where ifū c = ∞, the second ball is empty. Define the following other regions:
Note that if βΛ p is sufficiently large andū c = ∞, we have A 4 = ∅. We invite the reader to refer to and use Figure 5 as a guide throughout this section. 
Lemma 6.3. We have the following: . We prove the bound for A L (t) as the bound for A U (t) (whenū c < ∞) follows analogously. Fix > 0. By continuity, there exists an η > 0 such that 1 (u) + η < f L (u) for every u ≤ u c − . Split up A 1 ∪ A 2 into the following sets:
Observe that there exists a δ > 0 such that inf E 1 F L 2 ≥ δ. As a result, since E 1 is bounded from above by E 2 ∪ A 0, , there exists T 1 such that for every (
Moreover, since E 2 is a bounded set and bounded to the right by A 0, ∪ E 3 , there exists a T 2 such that for every (
≤ T 2 , and, by continuity of A L (t), the flow cannot enter E 2 from A 0, ∪ E 3 . Since sup E 3 F L 2 ≤ −δ, and E 3 is bounded and bounded below by A 0, ∪ A 4 , there exists T 3 such that for every (
yields the desired estimate. Proof. Fix an > 0. First of all, since f U (u) intersects 1 (u) atz c ∈ A 0 , there exists a δ > 0 such that for every (u, 1 (u)) with u ≥ sup{x : (x, y) ∈ A 0, } we have that
2 ) ≥ δ for some δ > 0 and, moreover, F 1 (u, v) ≤ 0 and F 2 (u, v) ≤ 0 for every (u, v) ∈ A 4 . Since A 4 is bounded to the left, there exists a T 0 such that for every (x 0 , y 0 ) ∈ A 4 , we have that τ L (A 4 \A 0, ) c ≤ T 0 . By item 1, this implies that τ L A 0, ≤ T 0 . Item 2 for the upper bounding flow A U (t) follows similarly, after splitting up A 4 into those points above {u, f U (u)} and those below {u, f U (u)} and noting that A U (t) cannot cross f U (u) from above. 6.2. Phase portrait for bounded systems. In the following, we will be interested in phase portraits for systems that satisfy Condition I and the following additional boundedness assumption. Definition 6.5. We say that X : [0, T ] → R 2 satisfies Condition B if there exists a compact (nonempty) W ⊂ R × R + such that if X(0) ∈ W then X ∈ W for all t ≤ T .
For the rest of this section, we assume that X satisfies both Condition I and Condition B with respect to some T and W . In particular, we will take this T to be sufficiently large such that all finite hitting times we consider are less than T .
For ease of notation, we let A i denote the sets from the previous section restricted to the compact set W for which X satisfies Condition B . As before, for any set A ⊂ W , we let τ A denote the hitting time for X started from X(0) = (x 0 , y 0 ). Now notice that for every t ≤ τ A 0, ∪A 4 , we have |Ẋ(t)| ≥ δ > 0 for some δ(p, β; (x 0 , y 0 )) that depends continuously on (x 0 , y 0 ). As the boundary of A 1 ∪ A 2 relative to {u ≥ x 0 , v ≥ γ L (u)} is A 0, ∪ A 4 , we have that for every (x 0 , y 0 ) ∈ A 1 ∪ A 2 there exists T x 0 ,y 0 (p, β) depending continuously on (x 0 , y 0 ) such that τ A 0, ∪A 4 ≤ T x 0 ,y 0 . As T x 0 ,y 0 is continuous and W is compact, we may bound T x 0 ,y 0 uniformly over all such (x 0 , y 0 ) by some finite T 0 , as desired. A 3 ). Let X satisfy Condition I and Condition B.
Lemma 6.7 (Starting in
Proof. The first claim is a tautology. We turn to the second. Observe that for every (u, v) ∈ A 3 \A 0, ,
Moreover, there is a δ( ) > 0 such that for every (u, v) ∈ A 3 \ A 0, , both |Φ L | > δ and |Ẋ| > δ. As a result, by compactness of A 3 \A 0, and compactness of W , we see that there exists T 0 such that for every (x 0 , y 0 ) ∈ A 3 \ A 0, , We now turn to the second claim. We begin with the following velocity estimates. By (5.3), there exists δ > 0 such that |Ẋ| ≥ δ for every t ≤ τ (A 4 \A 0, ) c . We now split the region A 4 \A 0, into two regions as follows. For starting points (x 0 , y 0 ) satisfying x 0 >ū c + and y 0 = 1 (x 0 ) − η, as η → 0, we have that γ U (x 0 ; (x 0 , y 0 )) → ∞. Since γ U (x 0 ; (x 0 , y 0 )) depends continuously on (x 0 , y 0 ), there exists an η( ) > 0 small such that for every (u, v) with u ≥ū c + and v = 1 (u) − η, we have γ U (u; (u, v)) > p/β. With respect to this η, define the sets E + = {(u, v) ∈ A 4 \ A 0, : y ≥ 1 (u) − η} and E − = (A 4 \ A 0, ) \ E + .
For every (u, v) ∈ E + , we have that Notice the following geometric fact that follows by the definitions and the continuity of Φ L and Φ U .
Lemma 6.9. For every > 0, there is a δ > 0 such that A 0,δ ⊂ A .
Finally we show that for every > 0, A is an absorbing set.
Lemma 6.10 (A is an absorbing set). Let X satisfy Condition I and Condition B. For every > 0, if (x 0 , y 0 ) ∈ A , then X(t) ∈ A for all t > 0.
Proof. By continuity of X, it suffices to show that if for any t 0 ≥ 0, X(t 0 ) ∈ ∂A then for all t > t 0 sufficiently close to t 0 , X(t) ∈ A . We decompose the boundary into its constituent parts and analyze each part. We consider the caseū c < ∞. Asū c < ∞, notice that by definition,
where Γ(γ L ) is the graph of γ L u;z( ) ∨ A U (τ U W c + ; z( )) and Γ(γ U ) is the graph of γ U (u; z( )). First, suppose that X(t 0 ) ∈ Γ(γ U ). Since this is in the region W + , γ(w; X(t 0 )) ≤ γ U (w; X(t 0 )) , for w > u sufficiently close to u by Corollary 5.4. For such w, γ U (w; z( )) = γ U (w; X(t 0 )) as these are integral curves, so it follows from Corollary 5.4 that for t sufficiently close to t 0 , X(t) ∈ A as desired. The case when X(t 0 ) ∈ Γ(γ L ) of course follows analogously. Now suppose that X(t 0 ) ∈ ∂B (z c ). Observe that ifn z denotes the outward pointing normal at z ∈ ∂B (z c ), then for z in the right face and the bottom face we have thatẊ(t 0 ) ·n X(t 0 ) < 0, which yields the desired statement. The remaining face is in the interior of A so we can ignore this case. The case when X(t 0 ) ∈ ∂B (z c ) also follows analogously.
In the situation whenū c = ∞, Γ(γ L ) is replaced by Γ(f L ) = {(u, v) : u > u c , v = f L (u)} and the corresponding estimate follows by recalling from the proof of Lemma 6.6 that if (x 0 , y 0 ) ∈ Γ(f L ), then A L (t) ∈ A 0 ∪A 4 for all sufficiently small t. The desired then again follows by Corollary 5.4.
Proof of results from Section 1.2
We now turn to the proofs of our main results. We begin by the following observation which is an immediate consequence of Theorem 3.3 and Theorem 4.4.
Lemma 7.1. There exists a W ⊂ R × R + such that the following holds P-almost surely. For every T , every sequence (x N ) ∈ S N , and every limit law L ∈ U ((x N )), L -almost surely, U (0) ∈ W and Condition I and Condition B both hold.
As a consequence we can prove our main results.
Proof of Theorem 1.2. Fix any > 0 and let δ > 0 be that given by Lemma 6.9. Let L be as in Lemma 7.1. By Lemmas 6.6-6.8, there is a T 0 such that τ A 0,δ ≤ T 0 . By Lemma 6.9, τ A ≤ τ A 0,δ so that by Lemma 6.10 and Remark 6. As this holds for any sequence, the result follows upon taking a minimizing sequence.
Proof of Theorem 1.4. For each η > 0, let δ 0 (η) = pη/β = 1 (η). Fix any δ < δ 0 and let Ω = {(u, v) : u > δ, v < δ}. There exists a c > 0 such that F 1 and F L 2 from (4.12) satisfy F 1 < −c and F 2 > c on Ω. Fix any sequence (x N ) ∈ S N such that (−H(x N )/N, |∇H(x N )| 2 /N ) ∈ Ω. Then for every L ∈ U ((x N )), by continuity of F 1 , F L 2 , there exist c 1 , ρ > 0 such that L -a.s., U 1 (t) − U 1 (0) < c 1 t and U 2 (t) − U 2 (0) > c 1 t for every t ≤ ρ. The result then follows by the Portmanteau Lemma.
