 {#sec1}

Electron microscopy (EM) has been a long-standing tool in the ultrastructural analysis of cells and tissues. Over the last 3 decades, it has also evolved into a powerful technique for the structural study of biological macromolecules. The main difference between this molecular EM and the more conventional EM of fixed tissue sections is its ability to deliver three-dimensional (3D) structures of the studied complexes at the higher resolution necessary to visualize structural details of molecules (on the scale of nanometers) rather than of the gross architecture of cells (on the scale of micrometers). Whereas modern electron microscopes can routinely deliver images of inorganic material at atomic resolution, biological specimens pose great difficulties for EM imaging, significantly reducing the attainable resolution.

Biological specimens consist of up to 80% water, requiring the samples to be prepared in a way that prevents structural collapse upon dehydration in the vacuum of the electron microscope. Biological specimens also consist mainly of light atoms, and the density of proteins is very close to that of vitrified ice (see below), making them low-contrast objects. For thin biological samples, different materials influence mainly the phases of the passing electron beam, not its intensity. To increase image contrast, data are collected out of focus, with the amount of contrast increasing with increasing underfocus. The general effect of defocusing is described, in the weak-phase approximation ([@ref1]), by the so-called contrast transfer function (CTF), a semiperiodic function in reciprocal space ([@ref2]). The main consequences of defocusing are the lack of frequency information around the zero transitions of the CTF in the imaged object, the inversion of phases in some regions of the reciprocal space, and a rapid decrease of the Fourier amplitudes in the high spatial frequency region. Therefore, in order to obtain a high-resolution 3D structure, it is necessary to collect data using various, complementary defocus settings and to correct for the effects of the CTF ([@ref3]).

An additional problem is caused by the sensitivity of biological material to electron beam damage, which requires that images have to be recorded with a low electron dose. Such low-dose images unavoidably have a poor signal-to-noise ratio (SNR). Overall, images of biological specimens are dominated by noise, and some information is lost because of the necessity to underfocus the microscope. In effect, it is necessary to develop and apply dedicated digital image processing methods, including alignment, 3D reconstruction, and signal recovery procedures, in order for EM-based structural methods to fulfill their promise.

Initially, biological specimens were prepared for EM by negative staining, a method in which the specimen is dried and embedded in a layer of electron-dense heavy metal salts, which provides high contrast for imaging in the electron microscope. While fast and easy to use, the main disadvantages of negative staining are possible distortions of the molecules resulting from the staining/drying procedure, the low attainable resolution of ∼20 Å because of the limited penetrating ability of the stain, and the fact that the image is formed mainly by the stain−protein boundary, so that the structural information is restricted to topographical features of the molecule surface. Distortions of the molecules can be reduced, however, by cryo-negative staining methods ([@ref4]−[@ref6]). For high-resolution reconstructions, vitrification of the unstained specimen in its native buffer solution is the method of choice. In the preparation of cryo-samples, the specimen is rapidly frozen and becomes thus embedded in a layer of vitreous (amorphous) ice ([@ref7],[@ref8]). Although this technique preserves the specimen virtually artifact-free in a near-native environment, images of vitrified specimens are very noisy and have a contrast an order of magnitude lower than that of stained specimens.

Introduction of digital image processing made it possible to determine the 3D structure of biological molecules from very noisy EM images. The computer is used to average images of equivalent molecules to increase the SNR, but improvement of the SNR depends not only on the number of images that are averaged but also on the correct alignment of the images such that the averaging actually improves the signal. In principle, the attained resolution (the minimum size of the structural detail that can be resolved) depends on the number of images averaged, their homogeneity (they should represent the same protein in the same orientation), and the accuracy of alignment; however, in practice the problem is difficult and remains the subject of vigorous research. In addition, the computer is used to combine projection images of the molecule in different orientations to calculate a 3D reconstruction, thus overcoming the problem that electron microscopes can only record 2D images. Underlying 3D reconstruction are two implicit notions, namely, that electron microscope images are true projections of the imaged molecule and that all images represent identical molecules.

The Methods Used in Molecular EM {#sec2}
================================

Depending on the goal, three distinct approaches can be used in molecular EM to determine the structure of biological molecules: electron crystallography, single-particle EM, and electron tomography.

1. Electron Crystallography {#sec2.1}
---------------------------

Until very recently, electron crystallography has been the only EM technique that has reached sufficient resolution to produce atomic models of proteins. The method was established by the pioneering work on bacteriorhodopsin (bR) by Unwin and Henderson ([@ref9]), which led to the visualization of the first transmembrane α-helices ([@ref10]) and eventually to the first atomic structure of a membrane protein by electron crystallography ([@ref11]). Electron crystallography is similar to X-ray crystallography ([@ref12]); however, electrons are used to analyze 2D crystals, that is, crystalline arrays of proteins typically just a single molecule thick, rather than X-rays to analyze 3D crystals. The 2D crystals used in electron crystallography are the reason for the high resolution that can be achieved by this technique, because the crystallization accomplishes the alignment of the molecules, which therefore does not need to be done computationally. Thus, the better the order of the 2D crystals, the higher the resolution that can be achieved. Furthermore, in X-ray crystallography, data are only collected in diffraction mode, providing only intensity information and making it necessary to obtain phase information by indirect methods. By contrast, in electron crystallography data can be collected in both diffraction and imaging mode, with the images providing directly all the phase information.

Because electron crystallography uses 2D crystals, it has proven particularly useful in structural studies of membrane proteins (reviewed in ref ([@ref13])), although it was also used to determine the structure of the αβ tubulin dimer ([@ref14]). Whereas initial electron crystallographic studies focused mostly on naturally occurring 2D crystals, such as purple membranes composed of crystalline bR arrays, work on plant light-harvesting complex II showed that *in vitro* reconstituted 2D crystals can also be sufficiently well ordered to produce atomic models ([@ref15]). Since then, electron crystallography has made major contributions to structural studies of membrane proteins, in particular of aquaporins (reviewed in ref ([@ref16])). Notably, a recent density map obtained with double-layered 2D crystals of aquaporin-0 at a resolution of 1.9 Å revealed water molecules in the channel of the protein as well as nine lipid molecules surrounding each monomer ([1](#fig1){ref-type="fig"}) ([@ref17]).

![Structure of the AQP0-mediated membrane junction at 1.9 Å resolution obtained by electron crystallography. a) The three water molecules (white arrows) in the water channel of AQP0. b) The two lipid bilayers of the membrane junction with the modeled structures of the lipid molecules. c) Atomic model of an AQP0 subunit with the nine surrounding lipid molecules. Figure adapted from ref ([@ref17]). Reprinted by permission from Macmillan Publishers Ltd., copyright 2005.](cb-2008-00037d_0002){#fig1}

2. Single-Particle EM {#sec2.2}
---------------------

Although electron crystallography is a very powerful technique, it relies on 2D crystals, which are not always easy to obtain, especially for soluble proteins. The aim of single-particle EM is thus to determine the structure of biological samples from images of individual molecules (single particles). The underlying principle is that a large number (thousands to hundreds of thousands) of molecules in different orientations are imaged, and the images are subsequently computationally aligned and combined to generate a 3D density map ([@ref18]). The ribosome has been, and still is, one of the most prominent specimens used as a test bed for the development of single-particle EM methodology. Continuous advances in instrumentation and image processing algorithms have now allowed the ribosome structure to be determined at subnanometer resolution by single-particle EM ([@ref19],[@ref20]), and for the first time the fold of an RNA molecule with unknown structure bound to the ribosome could be determined on the basis of its density in the 3D reconstruction ([@ref20]). The number of sub-nanometer-resolution structures is now steadily increasing, for example, GroEL−GroES ([@ref21]), GroEL ([@ref22],[@ref23]), clathrin cages ([@ref24]), and the transferrin−transferrin receptor complex ([@ref25]). The highest-resolution structures have always been obtained with virus capsids because of their icosahedral symmetry; each projection image can be added to the reconstruction in 60 different orientations, greatly simplifying the alignment task and reducing the needfor very large numbers of EM images. Thus, with the introduction of CTF correction, the core of the hepatitis B virus became the first single-particle EM reconstruction at subnanometer resolution and the first to visualize α-helices ([@ref26]). Very recently, the first 3D reconstructions of icosahedral particles have been obtained at resolutions that allow building of atomic models into the density maps ([@ref27],[@ref28]), marking another milestone in single-particle EM. To achieve the near-atomic resolution of the density map of the rotavirus inner capsid particle ([2](#fig2){ref-type="fig"}), in addition to the icosahedral symmetry, an additional 13-fold nonicosahedral symmetry was exploited for averaging ([@ref28]).

Producing 3D density maps at ever-increasing resolutions is certainly the goal of single-particle EM; however, unique biological insights can be obtained even from low-resolution projection maps of negatively stained specimens, which revealed, for example, the activation mechanism of integrins ([@ref29]). Low- to intermediate-resolution 3D density maps have provided such a wealth of information on the organization of macromolecular assemblies and the structural changes in proteins and biological complexes associated with their biological functions that it is impossible to name even just the most important examples.

![Single-particle EM of the rotavirus inner capsid particle. a) Cryo-EM image of rotavirus inner capsid particles in vitrified ice. The arrows indicate partially damaged particles. b) Overview of the 13-fold averaged viral protein 6 (VP6) trimer at 3.8 Å resolution. The area outlined in red is shown in more detail in panels c and d. c) and d) Density outlined in panel b before (panel c) and after (panel d) 13-fold averaging with the fit crystal structure of VP6 (B. McLain, E. Settembre, R. Bellamy, and S. C. Harrison, unpublished data). Figure adapted from ref ([@ref28]). Copyright 2008, National Academy of Sciences, U.S.A.](cb-2008-00037d_0003){#fig2}

3. Electron Tomography {#sec2.3}
----------------------

Electron crystallography and single-particle EM rely on averaging and thus require many identical copies of the same molecule; however, electron tomography can be used to obtain 3D density maps of unique objects *in situ*([@ref30]). In this approach, the same specimen area is imaged many times at different tilt angles, and the images are computationally combined to generate a density map of the imaged specimen. The recording of electron tomographic tilt series is now fully automated, and tomography has indeed been the technique that pioneered automation in EM data collection.

The two main limitations of electron tomography are of a physical nature. First, because all images in a tomographic tilt series are collected from the same specimen area, the cumulative dose has to be restricted to the level used in single-particle work to obtain a single image. Hence, the dose used to record an individual image in a tilt series has to be very low. In effect, because there is no averaging, the electron dose limitation forces tomographic reconstructions to be either limited in resolution or to be very noisy. Currently, the resolution of 3D reconstructions of biological, beam-sensitive samples rarely has exceeded 50 Å. Second, the maximum tilt angle is limited by physical constraints of the stage design of the electron microscope to typically 60° or 70°. The collection of a single-axis tilt series thus means that a wedge-shaped region in Fourier space contains no data, resulting in uncertainties about structural detail in the vertical direction of the reconstructed density map. The missing wedge can be reduced to a missing pyramid by recording dual-tilt axis tilt series, but the requirements for a dual-tilt axis goniometer make this solution technically challenging for most electron microscopes when working with vitrified specimens. Because of the low contrast, the high noise level, and the directional artifacts induced by systematically missing Fourier information, interpretation of electron tomograms is a difficult task. Computer-assisted volume segmentation is used to better understand complex 3D reconstructions. Noise in electron tomograms can be reduced by denoising filters (*e*.*g*., refs ([@ref31]−[@ref33])), which may, however, also remove fine structural details.

Despite these problems, electron tomography has made stunning progress. In a landmark paper, electron tomography of a vitrified *Dictyostelium* cell revealed the organization of subcellular structures in the filipodium, including the rough endoplasmatic reticulum and the actin cytoskeleton ([3](#fig3){ref-type="fig"}) ([@ref34]). The tomogram also revealed individual proteasomes, demonstrating that the structure of macromolecular complexes can even be determined in their native environment. Other recent successes of electron tomography include the visualization of the architectures of enveloped viruses (*e*.*g*., ref ([@ref35])), nuclear pore complex ([@ref36]), bacterial cytoskeleton (*e*.*g*., refs ([@ref37]) and ([@ref38])), flagellar motor ([@ref39]), axonemes ([@ref40]), magnetosomes ([@ref41],[@ref42]), and clathrin-coated vesicles ([@ref43]).

![Cryo-electron tomography of a peripheral region of a *Dictyostelium* cell. a) and b) 60 nm thick slices through the electron tomogram. Scale bar is 200 nm. c) Surface rendering of the volume indicated in (b), showing the actin network (red), membranes (blue), and cytoplasmic macromolecular complexes (green). d) Surface rendering of the volume indicated in (b), showing part of the rough endoplasmatic reticulum with ribosome-like densities (green) decorating the membrane (blue). Figure adapted from ref ([@ref34]). Copyright 2002. Reprinted with permission from AAAS.](cb-2008-00037d_0004){#fig3}

Current Challenges {#sec3}
==================

Molecular EM has already proved to be immensely useful, yet challenges remain. The following paragraphs provide a brief and certainly incomplete overview of some of the routes that are being taken to realize the full potential of molecular EM.

1. Electron Crystallography {#sec3.1}
---------------------------

Electron crystallography is a fully developed structure determination technique that is applicable to any protein that forms a 2D array ([@ref44]). Although it can also be used to visualize soluble proteins that form 2D crystals, for instance, on lipid monolayers ([@ref45]), in most cases X-ray crystallography or single-particle EM will be better suited approaches for determining their structure. By contrast, electron crystallography is in principle an excellent approach for determining membrane protein structures, because 2D crystals contain the membrane proteins in a lipid bilayer, their native environment. X-ray crystallography requires the proteins to be arranged in a 3D crystal packing, where extensive protein−protein interactions may alter the native membrane protein conformation. Even though recent progress has been made with 3D crystals of lipid-embedded membrane protein ([@ref46]−[@ref49]), 3D crystals of membrane proteins usually contain the membrane protein in a detergent micelle, which may further destabilize the native conformation, as was the case for the X-ray structures of the multidrug transporter EmrE (reviewed in ref ([@ref50])).

So why is it that many more membrane protein structures have been solved by X-ray crystallography? The main reason may lie in the much smaller group of scientists actively engaged in electron crystallography. The small community limits not only the number of membrane proteins that are being studied but also progress in the methodology. While electron crystallography can be used to solve structures, advances are needed in almost every step. Although there are now different ways to produce 2D crystals, based on dialysis (reviewed in refs ([@ref51]) and ([@ref52])), dilution ([@ref53]), and detergent chelation ([@ref54]), the mechanisms resulting in highly ordered 2D crystals are not well understood. The process is also often not very reproducible, and commercial screens, such as those available for the growth of 3D crystals, are still lacking for 2D crystallization. A breakthrough in the production of 2D crystals will be required to make electron crystallography a mainstream technique for structure determination and to make it competitive with X-ray crystallography.

Electron crystallographic data collection has improved dramatically since its beginnings. Electron microscopes with helium-cooled top-entry specimen stages, such as the one developed by Fujiyoshi and co-workers ([@ref55]), and improved specimen preparation methods, such as the carbon sandwich technique ([@ref56]), have especially helped to improve the yield of high-resolution images. Still, specimens suitable for determining a near-atomic structure with currently available data processing software have to be prepared on an extremely flat carbon support film and with the appropriate degree of sugar embedding, drying, and/or freezing (reviewed in ref ([@ref57])). As ideal preparations are not easily achieved ([@ref58]), preparation of a suitable specimen remains largely a trial-and-error process. Once images and diffraction patterns had been collected, the MRC package ([@ref59]), powerful though not very user-friendly, used to be the only software package to process the data. Only recently have efforts begun to improve and automate electron crystallographic data processing ([@ref60]−[@ref63]) and to adapt methods commonly used in single-particle EM and X-ray crystallography such as maximum likelihood methods ([@ref64]), molecular replacement ([@ref65],[@ref66]), and phase extension (T.W., unpublished results) to electron crystallography.

2. Single-Particle EM {#sec3.2}
---------------------

Although single-particle EM can now produce density maps at subnanometer resolution from images of individual complexes in vitrified ice, the method still suffers from a number of problems. One difficulty is the generation of a reliable first 3D model from the projection images recorded in the electron microscope. Another difficulty concerns the refinement of the initial model to higher resolution, which can be influenced by the noise. Structural heterogeneity may currently be the most severe problem for single-particle EM. If a complex has structural heterogeneity, because of either varying compositions or different conformations, combination of the images into the same 3D reconstruction will result in an incorrect density map. All these problems are further aggravated by the current lack of an objective criterion to assess the accuracy of a reconstructed density map and uncertainties even in determining its resolution. Because a detailed discussion of all the problems is not possible in the confines of this Review, we provide only a brief outline of some of the problems and current efforts to solve them.

### 2.a. Specimen Preparation {#sec3.2.1}

As long as the target protein or complex is stable and can be purified in large amounts, specimen preparation for single-particle EM is straightforward. The situation changes, however, if a complex is not sufficiently abundant or is too labile to be purified even in the low quantities required for single-particle EM. Recently, two new methods have been introduced to address these issues. The GraFix method uses a glycerol gradient to centrifuge the complexes into an increasing concentration of a chemical fixation reagent, thus producing stable complexes for single-particle EM ([@ref67]). In the monolayer purification technique ([@ref68]), a lipid monolayer containing nickel-nitrilotriacetic acid functionalized lipids is cast over a small aliquot of cell lysate containing a His-tagged protein, which can be part of a complex. After a short incubation, the lipid monolayer with the adsorbed proteins can be transferred to an EM grid and used for EM imaging. Because monolayer purification requires only low concentrations of the target complex and eliminates the need for a time-consuming biochemical purification, it is ideally suited for labile and low-abundance complexes. Both methods have not yet been tested extensively and are not likely to always work, stressing the need for further developments of innovative specimen preparation methods for complexes that are labile and/or difficult to purify in large quantities.

### 2.b. Initial Model Generation {#sec3.2.2}

Currently, there are two main approaches to calculate a 3D map from EM images, random conical tilt (RCT) ([@ref69]) and common lines-based methods (*e*.*g*., refs ([@ref70]) and ([@ref71])). RCT is a robust and reliable 3D reconstruction algorithm that requires recording pairs of images of the same specimen locations under tilted and untilted conditions. It is typically used for specimens prepared by conventional or cryo-negative staining, and the obtained density maps can thus suffer from the artifacts associated with these specimen preparation methods. RCT reconstructions have, however, a defined handedness. Common lines-based reconstruction methods do not require the sample to be imaged under tilted conditions and are usually used to calculate density maps from images of vitrified specimens. Although the imaged molecules are essentially free of preparation artifacts, *ab initio* assignment of orientation parameters to projections is not very robust and can easily lead to incorrect solutions and 3D reconstructions. Because the handedness of common lines-based 3D reconstructions is not defined, it must be determined separately ([@ref72]).

### 2.c. Refinement {#sec3.2.3}

Once an initial model has been produced, the orientation parameters of the particles are refined, for example, by realigning them to reference images calculated from the density map. During this process, the particle images are shifted and rotated to the position where the correlation function between the particle image and a reference is maximal. The newly aligned particle images are combined into a new 3D map, and this refinement process is iterated until a stable reconstruction is obtained. This refinement process fails, however, when a large number of particle images with poor SNR are used, that is, typical cryo-EM data sets of small molecules. The alignment of noisy images to a given reference can be affected by noise correlation with the reference, resulting in an artificial alignment, which prevents the density map from reaching high resolution. At the same time, reference bias on the noise alignment can also lead to artificial, yet reproducible, features and an overestimation of the obtained resolution ([@ref73]). A new function, a weighted correlation coefficient with coherence constraints ([@ref73]), was thus introduced to replace linear, nonweighted cross-correlation, and implemented in the refinement program FREALIGN ([@ref74]). Although the weighted correlation coefficient is less sensitive to signal and may be outperformed by cross-correlation for low-resolution alignment, it is largely independent of noise correlation with the reference and can therefore improve the precision of the high-resolution alignment, resulting in an improved reconstruction. Sigworth has introduced a maximum-likelihood approach to single-particle image processing ([@ref75]), which has since been extended by a classification scheme ([@ref76]). Maximum-likelihood processing is partially based on conventional cross-correlation; however, it does not assign one single correlation-maximized location to each single-particle image. Instead, it determines the reconstruction map that has the highest (maximum) likelihood to correspond to all available experimental particle images. During this process, the maximum-likelihood algorithm considers for each particle a broader range of alignment possibilities, each weighted by a certain profile. This process strongly reduces (but not completely eliminates) the risk of reference noise correlation and therefore is likely to outperform conventional single-particle alignment schemes for noisy data. Maximum-likelihood processing for 3D reconstructions is, however, computationally very expensive, and in the past its use has been limited by the availability of processing resources.

### 2.d. Resolution Determination {#sec3.2.4}

Single particle EM is still lacking an objective resolution determination criterion. Fourier shell correlation (FSC) ([@ref77],[@ref78]), spectral signal-to-noise ratio (SSNR) ([@ref79]), and phase residuals (PR) in resolution ranges ([@ref80],[@ref81]) have all been used to assess the resolution of 3D reconstructions. The most commonly used method is the FSC, in which the data set is split into two randomly assigned subgroups. The particle images from these subgroups are then used to calculate two reconstructions, and the FSC between these two reconstructions is calculated. The resolution can then be defined as the value where the FSC curve falls below a certain threshold, for example, 0.5 ([@ref26]), 0.142 ([@ref72]), or below a certain function ([@ref82]). The FSC is, however, affected by the risk of reference noise correlation, if all noisy particles were aligned to the same reference ([@ref73]). Recently, a new method has been introduced to estimate the resolution of a density map after completion of the image processing. This measure is thus independent of the algorithm that was used to calculate the reconstruction ([@ref83]). Although the method and software tool are not applicable to all data sets, they can provide additional information on the resolution of a 3D reconstruction.

### 2.e. Model Verification {#sec3.2.5}

Two criteria are usually used to assess a 3D reconstruction. A good coverage of the Euler angles of the particles used to calculate the density map indicates that all the views are present that are needed to completely define the structure of the particle. High similarity of the raw images and class averages with reprojections from the density map confirm consistency of the 3D reconstruction with the raw data. These two criteria do not prove, however, that the density map is indeed a faithful representation of the reconstructed molecule. The only reliable way at the moment to judge the accuracy of a single-particle reconstruction is a comparison with available X-ray or NMR structures of the complex or its subunits, but these are not always available. Another way to test the accuracy of a reconstruction has recently been introduced ([@ref72]), which requires that one or a few specimen areas are imaged at 0° as well as at a small tilt angle. If the 3D reconstruction is correct, the orientation parameters of the molecules in the images of tilted and untilted specimens should be consistent with the difference in the tilt angles at which the two images were taken. Nevertheless, an objective measure to assess the accuracy of a single-particle reconstruction, such as R-free in X-ray crystallography, does not exist for single-particle EM and would be highly desirable.

### 2.f. Heterogeneity {#sec3.2.6}

Obtaining a correct 3D reconstruction at subnanometer resolution can be challenging with a homogeneous sample, and a heterogeneous sample multiplies the problems. The reason is that it is usually not straightforward to decide whether two dissimilar images of vitrified particles are images of the same molecule in different orientations or images of the molecule in different conformations. Detection of structural heterogeneity and classification of images of a complex according to its conformational states thus pose currently the greatest hurdles for single-particle EM. Various routes are being taken to deal with heterogeneous specimens. One way is to use RCT of cryo-negatively stained specimens to generate initial 3D maps that can then be used to classify images of vitrified particles (*e*.*g*., ref ([@ref6])). Otherwise, a set of images of vitrified particles can be simultaneously classified and refined into more than one 3D map, an approach currently being implemented in the software package EMAN2 ([@ref84]). A maximum-likelihood approach has also been used for this purpose ([@ref85]). In an alternative approach, all images can be combined in a single 3D reconstruction, which is subjected to a bootstrap 3D variance analysis ([@ref86]). Areas of high variance can then be masked and used for focused classification to produce separate 3D density maps ([@ref87]). Although the various approaches begin to make progress toward handling sample heterogeneity, the problem is far from being solved at this point.

### 2.g. Hybrid Methods {#sec3.2.7}

The most informative use of single-particle reconstructions is the docking of atomic models of individual subunits into the 3D density map of a complex ([@ref88]−[@ref90]). Even very low resolution density maps obtained with negatively stained specimens can be used for docking, as was done, for example, for complexes of ligands bound to their cell surface receptors (*e*.*g*., refs ([@ref91]) and ([@ref92])). In this case, the atomic models can simply be placed into the density map to obtain visually the best fit or the fit can be improved by using a real-space structure refinement method ([@ref93]). In either case, the resulting models should not be overinterpreted and should only be seen as a means to obtain an idea of how the individual subunits may be oriented relative to each other, as illustrated by the interferon− receptor complex ([4](#fig4){ref-type="fig"}, panel a) ([@ref91]). With density maps at a resolution of 10 Å or higher, the atomic models can be fit with much higher precision and the positions refined using procedures implemented in software packages used in X-ray crystallography. This was done, for example, to produce pseudoatomic models of the transferrin−transferrin receptor complex ([4](#fig4){ref-type="fig"}, panel b) ([@ref25]) and the D6 barrel clathrin cage ([@ref24]). The resulting models can cautiously be interpreted on the level of individual amino acid residues, but as a rule conclusions should be confirmed by independent means, for example, by mutagenesis. This strategy was employed, for example, to map the receptor binding site on transferrin ([@ref25]).

![Models of complexes obtained by placing atomic models into single-particle reconstructions. a) Model of an interferon−receptor complex produced by visually placing the atomic models of the subunits into an ∼30 Å density map without computational refinement. Such models only provide information on the approximate spatial relationship between the subunits. Figure adapted from ref ([@ref91]), Copyright 2008. Reprinted with permission from Elsevier. b) Pseudoatomic model of the transferrin−transferrin receptor complex produced by docking atomic models of the subunits into an ∼8 Å density map with subsequent computational refinement. The transferrin residues interacting with the receptor were confirmed by mutagenesis. Figure adapted from ref ([@ref25]), Copyright 2004. Reprinted with permission from Elsevier.](cb-2008-00037d_0005){#fig4}

Docking of atomic models into lower-resolution cryo-EM density maps can be done by domain segmentation and fitting of each domain as a rigid body block into the 3D map. Such docking experiments are, however, subjective, and larger rearrangements of domains often involve tightly coupled motions between smaller regions of the protein, which cannot be traced or understood with the rigid block approach. A flexible docking of atomic structures into a cryo-EM density map can be done by computationally intensive molecular dynamics (MD) simulations or by the computationally easier normal-mode analysis (NMA) ([@ref94],[@ref95]). Normal modes are collaborative oscillations of subunits or regions of a structure that resonate at the same frequency in either identical or opposite phase around a local energy minimum. A multitude of normal modes at different frequencies are usually observed for a complex structure. Conformational transitions of protein structures can often be approximated by superposition of a small subset of the predicted normal modes ([@ref96]). In contrast to MD simulations, NMA ignores the nonharmonic movements of protein domains ([@ref97]−[@ref99]). In particular, the frequency-limited coarse-grain NMA allows the computationally efficient simulation of the dynamics of large and complex biological systems over longer time scales, but at the cost of sensitivity for finer details like high-frequency side-chain movements ([@ref100]). Large-amplitude low-frequency protein movements, such as those that are induced by ligand binding events or those that have to overcome an energy barrier, however, are strongly nonharmonic, so that NMA descriptions may be insufficient in certain cases. Further development is needed to combine the efficiency of an NMA with the sensitivity of full-atom MD simulations. Hybrid methods that combine cryo-EM data with other methods like SAXS and FRET as boundary data for NMA and MD calculations promise to give further insight into protein dynamics ([@ref99]).

3. Electron Tomography {#sec3.2.8}
----------------------

In electron crystallography and single-particle EM, each specimen area is exposed only once, and 3D reconstructions at near-atomic resolution can be obtained by extensive averaging of images of many thousands of identical particles. By contrast, electron tomography is applied to unique objects, precluding averaging and requiring the object to be imaged at many different tilt angles. The damage to the specimen because of the accumulated electron dose resulting from the many exposures puts a physical limit to the resolution that can be obtained by electron tomography. With current sample preparation and imaging methods, it is thus unlikely that the resolution of tomograms of beam-sensitive unique specimens will ever extend much beyond 20 Å, and currently there is not even a measure that could be used to assess the resolution of a tomographic reconstruction. The highest resolutions can be achieved when molecules within a tomogram can be averaged, but this requires proper handling of the missing wedge, which would otherwise interfere with the alignment of the 3D volumes to each other. While various ways have been developed to overcome the missing wedge problem (*e*.*g*., ref ([@ref101])), procedures that fully account for the missing wedge are still missing. Another physical limitation is imposed on tomography by the current design of specimen holders, which only allow the specimen to be imaged to a tilt angle of ∼70°. Although design ideas exist that may eventually allow researchers to collect data through a full 180° rotation (*e*.*g*., ref ([@ref102])), the realization of such specimen holders does not seem to be near.

The strength of electron tomography is, however, not obtaining structural information of molecules at high resolution but the possibility to image them in their native environment, entire cells or even tissues. Only a few cells are small enough that they can be directly imaged in the electron microscope (*e*.*g*., refs ([@ref37]) and ([@ref103])). Most specimens have to be sectioned. To minimize preparation artifacts, traditional chemical fixation can be avoided by cryo-fixation and subsequent freeze-substitution to replace the ice by a resin for subsequent sectioning ([@ref104],[@ref105]). The least artifacts are introduced, however, by freezing the specimen and preparing sections of the frozen specimen that can then be imaged by cryo-EM ([@ref106]). Preparing thin cryo-sections is a daunting task, but a new technology, the thinning of frozen sections using a focused ion beam, may make this task easier in the future ([@ref107]). Methods are now also being developed to first identify an interesting specimen area by light microscopy, before collecting a tilt series of it in the electron microscope ([@ref108],[@ref109]).

Once a tomogram has been calculated, interpretation of the 3D volume can be difficult due to the high noise level and limited resolution of tomograms and the distortions introduced by the missing wedge. Segmentation of the 3D volume is often done interactively, but much work is dedicated to developing automatic procedures ([@ref110],[@ref111]). Identifying molecules of interest in a tomogram presents another challenge. In favorable cases, large macromolecular assemblies can be recognized by their distinctive shape, such as the 26S proteasome and actin filaments, which could be clearly seen in a tomogram of a *Dictyostelium* filopodium ([@ref34]). Efforts are now underway to use 3D maps of macromolecular complexes for computational localization of complexes in tomograms by pattern recognition ([@ref112],[@ref113]). However, the interiors of cells are very densely packed with proteins and complexes, which may make it difficult to find the boundaries between them in tomographic volumes. The extent by which this "crowding" ([@ref114]) will complicate the interpretation of tomograms is not clear yet. Labeling is an alternative way to identify molecules in tomograms, which will be especially important for the localization of smaller complexes and individual proteins. Labels for electron tomographic studies have to be introduced before the specimen is prepared for EM imaging and they have to be very electron dense to be visible in the tomograms. Labels analogous to the green fluorescence protein, which revolutionized light microscopy ([@ref115]), are thus needed for electron tomography and first attempts to generate a clonable gold label for EM are now underway ([@ref116]).

4. Impact of Instrumentation {#sec3.3}
----------------------------

Much of past and future progress in molecular EM hinges on developments in instrumentation. Automation of specimen vitrification by the FEI Vitrobot has made it possible for the nonexperienced user to obtain, within a short time, usable cryo-EM grids for single-particle EM and electron tomography ([@ref117]).

Advancements in transmission electron microscopes have mostly been driven by the materials sciences. The introduction of highly coherent and bright field emission gun (FEG) electron sources made it possible to record highly defocused images with only a limited loss in resolution. Because a higher defocus boosts image contrast, FEG instruments have been crucial for obtaining higher resolution structures of biological specimens with their weak-phase-object characteristics. More stable EM electronics and specimen stages allowed for longer exposure times, which is beneficial for the coherence of the illumination and may result in lower beam-damage per dose ([@ref118]). In an alternative approach, dynamic TEM (DTEM) uses ultrashort (up to femtoseconds) electron pulses of variable time duration in either single-shot or stroboscopic imaging mode ([@ref119],[@ref120]). The usefulness of DTEM imaging for biological samples is still unknown. Yet, beneficial effects of DTEM illumination on the consequences of beam damage, sample charging, or specimen movement are conceivable ([@ref121]).

Charge-coupled-device (CCD) cameras revolutionized imaging because they allow images to be captured in digital format, avoiding the time-consuming processes of developing and scanning photographic film. Initial CCD cameras had small imaging areas (typically 1K × 1K chips); recently the first camera with an 8K × 8K chip was introduced. Better data collection strategies are still being developed, including an electron decelerator to improve the imaging characteristics of CCD cameras for fast (high-voltage) electrons (Kenneth Downing, personal communication) and new recording devices, such as imaging plates ([@ref122]) and CMOS detectors ([@ref123],[@ref124]). Together with higher acceleration voltages, energy filters made it possible to image thicker specimens and thus became essential for electron tomography ([@ref125]). Operated in the so-called zero-loss mode, the energy filter removes inelastically scattered electrons, which are responsible for much of the noise in electron micrographs, thus improving the SNR of images, and also of electron diffraction patterns ([@ref126]).

Unstained biological samples are weak phase objects and thus create little image contrast. As discussed above, the current way to enhance contrast is to take images at high defocus, but an alternative way is to use a phase-shifting device. Similar to the effect of a Zernike phase plate for light microscopy ([@ref127],[@ref128]), the phase-shifted electrons then produce strong phase contrast when they recombine with the non-phase-shifted electrons in the image-recording medium. Such phase plates are currently under development, but the various designs still need to overcome significant technical challenges to become of practical use ([@ref129]−[@ref131]). In another development, aberration-corrected electron lenses have allowed material scientists to record much higher resolution images. Instruments free of spherical aberration have a clean transfer of features to a very high resolution, but the concomitant loss of contrast for the low-resolution frequencies makes this innovation less useful for biological samples with their low inherent contrast ([@ref132]). The combination of an aberration-corrected imaging system with a phase-shifting device could, however, deliver an instrument with strong contrast and high-resolution transfer characteristics. However, even when combined with a phase-shifting device, the low tolerance of focus variations for an aberration-corrected lens system may prevent its use for imaging large, tilted samples---a problem could potentially be addressed by using "spot scan" imaging with dynamic focus adjustment ([@ref133]). At least for untilted biological samples, an electron optical imaging system that combines lenses corrected for spherical and also chromatic aberration ([@ref134]) with a phase-shifting device, may deliver images of biological specimens of unprecedented quality, potentially revolutionizing molecular EM as we know it today.

Conclusions {#sec4}
===========

EM has already been developed into an extraordinarily versatile tool to obtain structural information of biological molecules that cannot be obtained with any other technique. Yet the potential of molecular EM is even greater, and with the ongoing efforts to improve instrumentation, specimen preparation, data collection, and data processing, the future of molecular EM promises to be truly exciting.
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