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Abstract
The goal of this project is to understand the computational characteristics
of a spiking neural network (SNN) that behaves as an associative mem-
ory. The basic SNN model, which we call a pathway, consists of a set
of input neurons mapping to a set of output neurons. We first perform a
training procedure so that the pathway achieves a specified input/output
mapping. We then explore the temporal dynamics of information prop-
agation in one or more pathways in cascade. Attributes we explore in-
clude: the number of neurons in the network, the number of output states,
separation of the rate codes, size of redundant neuron populations, degree
of training, initialization conditions, noise, and the systematicity of map-
pings, and number of pathways in cascade.
Input neurons spike according to a Poisson distribution with means spec-
ified by an input spiking rate. Output neurons have standard discrete
integrate-and-fire dynamics. If two pathways are placed in cascade, the
input to the second pathway is simply the output of the first pathway.
The SSN consists of pools of neurons. Each pool corresponds to a single
unit in the artificial neural network (ANN). All neurons in a pool are
proportional to the corresponding value in the ANN. The reason for this
pooling is: (a) to transmit information more rapidly through redundancy
and (b) to make the SNN more realistic by limiting the effect that one
SNN neuron can have on the firing of another.
1 Introduction
1.1 Physiology
Neurons are made up of a cell body, axon, dendrites (or soma), and synapses. The cell
body of a neuron operates as a capacitor. A neuron receives electrical input from dendrites
connecting to the synapses of that neuron. Each synapse feeds into the cell body [7].
Neurons communicate via electrical signals. These signals are generated due to an imbal-
ance of potassium-sodium levels in neurons that creates a positive (excitory) or negative
(inhibitory) charge. That signal travels down the axon of that neuron which branches into
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dendritic input to other neurons. That electrical input propagates along the dendrite until it
is received as input at a synapse on that neuron [8].
Figure 1: A Neuron
The majority of all neurons, and all cortical neurons, generate electrical pulses of short
duration. These pulses are known as spikes, and also as action potentials. Gradient signals
have been recorded, but not in the cortex [8, page 142]. A series of spikes is known as a
spike train.
Spikes are continuous, lasting as long as 2 ms [7, page 913]. But, the spikes that a neuron
emits are all of the same duration and magnitude, so no information is transmitted in a
spike [5]. For this reason, spikes are usually modeled as discrete signals.
1.2 Encoding
While it is inarguable that cortical neurons communicate via spikes, and that information
is encoded in these spikes, the exact nature of that encoding has been the subject of debate
ever since Hodgkin’s and Huxley’s experiments in the 1930s [6]. Information is encoded
in the interval between spikes, the number of spikes, or both. So, by looking at the set of
firing times for a neuron i, ti = t(1)i , t
(2)
i , ..., t
(n)
i it is possible to understand the information
that neuron transmits [5].
Adrian proposed in 1926 [2] that information is encoded in the mean firing rate of a neuron.
This is called a rate encoding. However, if information is encoded in individual spikes, as
well as a rate code, then only studying the rate code provides an incomplete picture of
information transferred.
Over a small time window rate codes have a high variance. The variance in firing rate can
be lowered by averaging over a large number of neurons. For that reason, Tsodyks and
Sejnowski [21] proposed a population rate encoding with the rate code computed over a
large number of neurons that perform the same function.
While mammals have enough neurons for this to be feasible, lower order life, such as
insects, do not have enough neurons for a population rates encoding to be possible [8,
page 331]. Nonetheless, our experiments rely on a population rate encoding.
Within the last ten years, there has been significant criticism of rate codes for their wasteful
encoding of information. Thorpe [20] proposed that information is encoded in the time it
takes a neuron to spike once after being presented with a stimulus. Time to first spike en-
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coding allows for faster information transfer than a rate encoding because the time window
for the encoding only needs to include one spike.
A time to first spike encoding suffers from many of the same problems as a rate encoding in
that it ignores potential information. For instance, if information is encoded in the second
or third spike after a stimulus is presented, a time to first spike encoding ignores this [5].
Additionally, time to first spike can vary significantly from trial to trial. So, information
encoded in the time to first spike must be encoded over a large population or large number
of trials to be certain [8, page 347].
Perkel [15] argues that information is encoded in the time between spikes. This scheme
suffers from the same problems as a time to first spike encoding because the intervals
between spikes are rarely reproducible.
Koch and Shadlen [9, 18] have argued that information is somehow encoded in the inter-
actions between neuron spikes. Koch claims that information is encoded in a multiplicative
signal between neurons. For instance, consider two neurons x1 and x2, then the signal is
encoded as M(x1, x2) = αx1x2 [8, page 347].
Of course, this multiplicative scheme cannot be generalized to more than two neurons
because then the encoding would not be unique. For that reason, multiple neurons would
need to encode together as a more complex polynomial [8, page 347].
While it is arguable how cortical neurons actually encode information, it is inarguable that
a rate encoding provides a measure of information transmission even if the information is
encoded in some other way [8, page 349]. For this reason, our work uses a rate encoding.
Without knowing the exact encoding of information, it is possible to recover how many
bits of information are encoded in a signal. Rolls [13, 16, 14] has done work using in-
formation theoretic measures of how information propagates through pathways of spiking
neurons. This work, however, has been done with trivial problems. Our goal is to show that
population rate encoding is able to solve nontrivial problems, and furthermore, solve them
quickly.
1.3 Modeling Biological Neurons
1.3.1 Artificial Neural Networks
The earliest computer models of neural networks [11] consisted of neurons connected by
weights intended to be analogous to dendritic connections. The form of output for a neuron
in an artificial neural network (ANN) is of the form ∑i²inputs wif(i(t)) where wi is the
weight connecting neuron i with the output neuron we are considering, x(t) is the input to
that neuron at time t, and f(i) is some firing function [17].
Figure 2: (a) Sigmoid firing function, (b) Spiking neuron firing function
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Our network uses a topology with distinct layers of neurons. Each layer connects forward
to neurons in the proximate layer. This is known as a feed forward neural network. Feed
forward neural networks with a continuous firing function were the basis of the earliest
research in neural networks [11]. Here we refer to such a neural network as an artificial
neural network (ANN). We refer to two directly connected layers of neurons as a pathway.
Figure 3: A network consisting of two pathways (three layers with 3 neurons on the first
layer, 2 neurons on the second layer, and 3 neurons on the third layer)
If a network is constructed using a firing function of f(i)=i, that network is known as a linear
associator. Backpropagation typically uses a sigmoidal firing function such as f(i) =
1
1+e−i . Sigmoidal firing functions are intended to be a continuous approximation of the
discontinuous firing functions of biological neurons.
1.3.2 Spiking Neural Networks
A more biologically plausible model of a biological neuron is the spiking neuron. Spiking
neurons have a potential associated with them. When that potential τ is achieved, the
spiking neuron fires. The spike from the spiking neuron is propagated along connections
connected that neuron to other neurons. Each connection has some real valued weight
associated with it. We refer to a network made up of spiking neurons as a spiking neural
network (SNN).
Consider an SNN made up of m input neurons i=1, 2, ...m. Neuron i fires, at least once, at
times t = t(1)i , t
(2)
i , t
(3)
i , ..., t
(n)
i . At each time t, neuron i fires some number of times F(t).
Then potential of some output neuron j at time t+∆t if pj(t) > −τ is:
pj(t, t+∆t) = (pj(t) + wi,jF (t
(n)
i ))modτ (1)
otherwise, the potential is:
pj(t, t+∆t) = pj(t) + wi,jF (t
(n)
i ) (2)
for a spike train consisting of a single spike t < t(n)i < t+∆t.
Then the number of spikes of neuron j that occurred between time t and time t + ∆t, an
interval containing a single spike as described above if pj(t) > −τ is:
sj(t, t+∆t) =
1
τ
((pj(t) + wi,jF (t
(nk)
i )− (mod[(pj(t) + wi,jF (t(nk)i )), τ ])) (3)
Otherwise, sj(t, t+∆t)=0.
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A slightly more complicated version of an SNN is a leaky SNN. In a leaky SNN, all poten-
tials have a decay associated with them. Our leaky neurons have an exponential decay of
the form:
p(t, t+∆t) = p(t)modτer∆t (4)
Then, the potential of some output neuron j at time t + ∆t for an SNN of leaky neurons,
that is otherwise identical to the SNN described in equation 1 if pj(t) > −τ is:
pj(t, t+∆t) = (pj(t))modτer∆t + (wi,jF (t
(n)
i ))modτ (5)
Otherwise, the potential is:
pj(t, t+∆t) = (pj(t))er∆t + (wi,jF (t
(n)
i )) (6)
for a spike train consisting of a single spike t < t(n)i < t+∆t.
For the leaky SNN, the number of spikes that occurred between time t and time t+∆t, an
interval containing a single spike as described above if pj(t) > −τ is:
sj(t, t+∆t) =
1
τ
(wi,jF (t
(n)
i )− (mod[pj(t), τ ]er∆t +mod[wi,jF (t(n)i ), τ ])) (7)
Otherwise, sj(t, t+∆t)=0.
2 Model Description
Cortical neurons use spike trains to communicate with other neurons [19]. The output of
a cortical neuron is a stochastic function of that neuron’s input [19]. In the mind, some
method must interpret a signal from the noisy stochastic output. The experimental evidence
of [1, 2, 3, 10] supports the hypothesis that cortical neurons communicate by means of a
rate code, a hypothesis that motivates this work.
To investigate the computational dynamics of a SNN that communicates via a rate code,
we present that SNN with a set of arbitrary binary input/output vectors:
I = I1, I2, I3, ...In = {

i1,1
i2,1
i3,1
...
im,1
 ,

i1,2
i2,2
i3,2
...
im,2
 ,

i1,3
i2,3
i3,3
...
im,3
 , ...

i1,n
i2,n
i3,n
...
im,n
} (8)
O = O1, O2, O3, ...On = {

o1,1
o2,1
o3,1
...
om,1
 ,

o1,2
o2,2
o3,2
...
om,2
 ,

o1,3
o2,3
o3,3
...
om,3
 , ...

o1,n
o2,n
o3,n
...
om,n
} (9)
The vector In maps to On through the SNN. We call this mapping an association. These
associations are binary, with ixy²{0, 1} and ox,y²{0, 1}. Consequently, the associations are
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typically nontrivial. It is necessary to test the network on a nontrivial problem so that our
information theoretic performance metric will be meaningful.
Our model is initially given the sets I and O. These are the only variables that effect the
actual problem the model is trying to solve. There are a small number of additional param-
eters to control each aspect of the model as well.
2.1 Training of Weights
Initially, we train an ANN to solve the mapping I → O.
The weights to solve our input/output associations are found by gradient descent in a man-
ner similar to that used by Widrow and Hoff [22]. The training rule we used was:
∆wi,j → µ
∑
n²Oi
(Oin −Ain) (10)
wi,j ← wi,j +∆wi,j (11)
given some real valued actual output from the ANN:
A = A1, A2, A3, ...An = {

a1,1
a2,1
a3,1
...
am,1
 ,

a1,2
a2,2
a3,2
...
am,2
 ,

a1,3
a2,3
a3,3
...
am,3
 , ...

a1,n
a2,n
a3,n
...
am,n
} (12)
µ is the learning rate. A larger value of µ means that the weights will change more quickly
with regard to the number of training iterations elapsed. In our experiments µ was 0.005.
We used mean squared error for our error metric:
MSE =
1
mn
∑
m²O
∑
n²Om
(Omn −Amn)2 (13)
The weights were revised using this rule until mean squared error was less than some
criterion. For our experiments this criterion was 0.00001.
The trained weights were then used to construct an SNN with topology identical to the
ANN.
A weight wi,j >> τ in the ANN would cause neuron j to spike several times. Conversely,
a weight wi,j << τ would prevent a neuron from spiking when later presented with lesser
magnitude stimulus. We want to minimize the effect that a single spike from neuron i has
on neuron j, so we restrict |wi,j | < ν. In our experiments, ν was 3.
2.2 Computation of Spike trains
The neurons in the SNN are leaky integrate and fire neurons with some threshold, τ as
discussed earlier in the section on modeling biological neurons. In our simulations, τ=1.
Neurons on the input layer fire according to the Poisson distribution with a mean firing
rate selected from {low, high} depending on the value of the corresponding neuron in the
ANN. For the input layer, this correspondence is defined by I → I with i²I chosen from
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{low, high}. The correspondence for the output layer is O → O with o²O chosen from
{low, high}.
If, for instance, we have a low firing rate of 10 spikes/sec and a high firing rate of 100
spikes/sec and an input vector:
I1 =
( 1
0
1
)
(14)
then the corresponding input vector for the SNN (with binary values mapped to mean firing
rates) is:
I1 =
(
high
low
high
)
=
( 100
10
100
)
(15)
We want to show that the change in the functionality of the neurons from the ANN to the
SNN does not change the problem we are trying to solve, but is instead an expression of it
in another form.
Proposition 1 Given some output neuron, the output value for the ANN → O is equal to
limt→∞ expected value of the SNN.
Proof 1 The expected value of a neuron j in the ANN given some input is∑
i²inputs
xiwi,j = oj
The limt→∞ of the expected value of a neuron j in the SNN given some input is
lim
t→∞
∑
i²inputs xi(t)wi,j − (
∑
i²inputs xi(t)wi,j)modτ
t
= oj
where xi(t)²{0, 1}
we know that limt→∞
∑
i²inputs xi(t)wi,j = ∞ and
| limt→∞((
∑
i²inputs xi(t)wi,j)modτ)| < 1,then
lim
t→∞
∑
i²inputs xi(t)wi,j − (
∑
i²inputs xi(t)wi,j)modτ
t
= lim
t→∞
∑
i²inputs xi(t)wi,j
t
finally,
lim
t→∞
∑
i²inputs xi(t)wi,j
t
=
∑
i²inputs
xiwi,j = oj²{low, high} (16)
2.2.1 Pools of Neurons
The SSN consists of pools of neurons. The reason for this pooling is: (a) to transmit
information more rapidly through redundancy, and (b) to make the SNN more realistic by
limiting the effect that one SNN neuron can have on the firing of another.
Each pool corresponds to a single unit in the ANN. There are two parameters, the size of a
pool (M), and the number of connections from neurons in that pool (S). If M=1 and S=1,
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the topology of the SNN is equivalent to the topology of the ANN the weights were trained
on.
Above we restricted wi,j < v. With the pooling, we have the inequality that a pooled
weight wi,jS < v. For many of our experiments, S = 10, so a pooled weight is guaranteed
less than 0.3. So, it takes 4 presynaptic spikes to prompt a single postsynaptic spike.
For a weight, wi,j , in the ANN, the corresponding weight in the SNN is wi,j/S. That
connection from neuron i to j is replicated S times in the pool. There are M neurons in the
pool with M ≥ S. In our experiments it is typically the case that, wi,j/S < τ . If this is
true, the firing of a presynaptic neuron does not cause postsynaptic output.
Figure 4: A network consisting of two pathways (three layers with 3 neurons on the first
layer, 2 neurons on the second layer, and 3 neurons on the third layer) with M=3 and S=2.
Each gray oval represents a pool of neurons. Each arrow represents all the connections from
one pool to another. So, each arrow represents M ∗ S = 3 ∗ 2 = 6 individual connections.
Figure 5: A detailed drawing showing all the connections from one pool to another for
M=3 and S=2. It is important to note that the connections between the pool are determined
randomly, so this is only one possible way the M ∗ S = 3 ∗ 2 = 6 connections might be
configured to connect these two pools.
We now want to revise proof 1 and show that the pooling does not effect the expected
outcome.
Proposition 2 Given some output neuron, the expected value for the ANN is equal to
limt→∞ expected value of the SNN for M > 1orS > 1.
Proof 2 In proof 1 we proved this for M=1 and S=1. All that remains is the show pooling
does not affect the result.
wi,j in the SNN is replicated S times, but is of magnitude wi,j/S with respect to the ANN.
Then we have wi,jS S = wi,j .
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2.3 Computation of Firing Rates
As hypothesized by [18, page 3872] and others, we assume that the signal in the SNN
is transmitted via a rate code. On this basis, we calculate rate codes for all outputs in the
pathway.
The mean firing rate for some output neuron j given some time window [0, t] is:
rj(t) =
1
t
n∑
x=0
(1|t(x)j ≤ t) (17)
2.4 Computation of Mutual Information
It is necessary to derive some metric for SNN performance. [16, page 2554] and [14, page
1561] provide such a metric based on information theory.
Let I denote the set of all possible input vectors, and O the set of all possible output vectors.
Then, the performance metric is:
M(I,O) =
∑
i²I,o²O
P (i, o)log2
P (i, o)
P (i)P (o)
(18)
We cannot know P(i), P(o), and P(i,o) exactly, because I and O are infinite and we know
nothing a priori about the probabilities.
For that reason, we need to estimate mutual information. Let Î(t) and Ô(t) denote the
set of all observed input and output vectors respectively from time 0 to time t inclusive.
Clearly, Î(t) ⊂ I and Ô(t) ⊂ O. Then, the obvious estimation of M(I,O) is:
M(Î(t), Ô(t)) =
∑
i²Î(t),o²Ô(t)
P (i, o)log2
P (i, o)
P (i)P (o)
(19)
M(Î(t), Ô(t)) is the number of bits of information transmitted in the mapping Î(t) →
Ô(t). It is important to note that the mapping Î(t) → Ô(t) is the approximation given by
the SNN to I → O, and is not necessarily identical to I → O. However, it is the case that
for a time window t:
limt→∞(Î(t)→ Ô(t)) = (I → O) (20)
From equation 20 we know that:
limt→∞M(Î(t), Ô(t)) = M(I,O) (21)
If the number of output vectors, x, is equal to the number of input vectors, and the mapping
is 1-1 and onto, then the maximum mutual information the SNN could transmit is log2(x).
The minimum mutual information for any set of input and output associations is 0.
However, the problem of computing mutual information from raw rate codes is computa-
tionally intractable because the cardinality of the solution space is equal to the cardinality
of the real set. To reduce the cardinality of that space, the rate codes are mapped to binary
values.
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if (rate < low+high2 )
bin=high;
else
bin=low;
The solution space is then a more manageable 2|o| where |o| is the number of output neurons
in some pathway.
In one of our later experiments, we used four bins instead of two to estimate mutual infor-
mation. This is more computationally intensive, but does provide a more continuous, and
therefore, more accurate approximation of mutual information.
A given run is not necessarily representative of the set of all possible runs. For that reason,
the simulation must be run some large number of times, for instance 1000, and the mutual
information computed from the binned rate codes of all these runs. It is important to note
that this only provides an approximation of mutual information because we are estimating
probabilities over finite data sets.
2.4.1 An Example Mutual Information Computation
Consider a network with a single input neuron, and a single output neuron. Say that over
four trials, a mean firing rate of 10 spikes/sec is twice observed to effect a mean firing rate
of 10 spikes/sec. Additionally, a mean firing rate of 100 spikes/sec is twice observed to
effect a mean firing rate of 100 spikes/sec.
Applying our binning algorithm from above, the mappings 0 → 0, 0 → 0, 1 → 1 and
1 → 1 are observed. That is, the mapping 0 → 0 is observed twice, as is the mapping
1→ 1.
Then the observed probabilities are shown in tables 1 and 2.
Table 1: Observed Independent Probabilities
Value Probability as Input Probability as Output
0 1/2 1/2
1 1/2 1/2
Table 2: Observed Dependent Probabilities
Input Output Probability
0 0 1/2
0 1 0
1 0 0
1 1 1/2
Then we have mutual information:
M(Î , Ô) = P (0, 0)log2
P (0, 0)
Pi(0)Po(0)
+P (0, 1)log2
P (0, 1)
Pi(0)Po(1)
+P (1, 0)log2
P (1, 0)
Pi(1)Po(0)
+P (1, 1)log2
P (1, 1)
Pi(1)Po(1)
where Pi(x) is the probability the input has value x, and Po(y) is the probability the output
has value y.
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In which case we know that:
M(Î , Ô) =
1
2
log2(
1
2
( 12 )(
1
2 )
) + 0 + 0 +
1
2
log2(
1
2
( 12 )(
1
2 )
)
Which is equivalent to:
M(Î , Ô) = 1
2.4.2 Another Example Mutual Information Computation
Consider a network with a single input neuron, and a single output neuron. Say that over
four trials, a mean firing rate of 10 spikes/sec is twice observed to effect a mean firing rate
of 10 spikes/sec. Additionally, a mean firing rate of 100 spikes/sec is observed to effect a
mean firing rate of 100 spikes/sec once and a mean firing rate of 10 spikes/sec on another
trial.
Applying our binning algorithm from above, the mappings 0 → 0, 0 → 0, 1 → 0, and
1→ 1 are observed.
Then the observed probabilities are shown in tables 3 and 4.
Table 3: Observed Independent Probabilities
Value Probability as Input Probability as Output
0 1/2 3/4
1 1/2 1/4
Table 4: Observed Dependent Probabilities
Input Output Probability
0 0 1/2
0 1 0
1 0 1/4
1 1 1/4
Then we have mutual information:
M(Î , Ô) = P (0, 0)log2
P (0, 0)
Pi(0)Po(0)
+P (0, 1)log2
P (0, 1)
Pi(0)Po(1)
+P (1, 0)log2
P (1, 0)
Pi(1)Po(0)
+P (1, 1)log2
P (1, 1)
Pi(1)Po(1)
where Pi(x) is the probability the input has value x, and Po(y) is the probability the output
has value y.
In which case we know that:
M(Î , Ô) =
1
2
log2(
1
2
( 12 )(
3
4 )
) + 0 +
1
4
log2(
1
4
( 12 )(
3
4 )
) +
1
4
log2(
1
4
( 12 )(
1
4 )
)
Which is equivalent to:
M(Î , Ô) = 0.311
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3 An explanation of the Parameters
The model has several parameters. With each simulation we present results for,
we give the parameters the simulation was run with. The source is available at
http://ben.nonplatonic.com/idea/. The model is computationally intensive. The standard
model takes 3 hours to run on a modern computer.
Table 5: Description of Parameters for Simulations
Parameter Description
Number of Response Alternatives Number of I/O associations
Number of Neurons per Layer
Low Mean Firing Rate Firing rate in spike/sec for neurons in the SNN whose
activity value corresponds to a neuron with output of 0 in the ANN
High Mean Firing Rate Firing rate in spike/sec for neurons in the SNN whose
activity value corresponds to a neuron with output of 1 in the ANN
Replications Number of times to repeat the simulation
M Size of a pool of neurons
S Connectivity within a pool of neurons
Seed Seed for the random number generator
Increasing the number of replications allows for more accurate estimations of mutual in-
formation. Additionally, it allows for more accurate estimation of mean high and mean low
firing rates along with their associated variances.
The seed value is used to generate random input/output associations, generate the initial
values of weights for the ANN, and generate the times at which input spikes occur in the
SNN.
4 Understanding Processing Characteristics of a Processing Layer
First, we want to understand how a single pathway processes information. To this end, we
present the results of several simulations with a variety of parameter values.
4.1 Standard Results
We chose some values for parameters, which we term our standard model. In later sections,
we show that these values result in a model with performance representative of the model
as a whole.
We present the standard model with two different seed values for the random number gen-
erator. The similarity of the results shows that performance is not dependent on the seed
value.
4.1.1 Standard Results 1 (std1)
Here we present the standard model for our first seed value.
The number of response alternatives was chosen to be slightly less than the number of
neurons on a layer to make it more likely a solution would exist for the ANN weights.
While there are some sets of input/output associations of size 13 for 16 neurons on a layer
which are insolvable, we did not encounter them.
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Table 6: Parameters for Simulation std1
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
The high and low firing rate were chosen to be 10 and 100 because values on this order are
readily observable in the mind.
We are limited to 1000 replications because of computational limitations. The greater the
number of replications, the more accurate our estimates of mean firing rates and mutual
information are.
M and S were chosen to be sufficiently large to effect the performance of the network in a
quantifiable manner.
Figure 6: Mean Low Firing Rate for Simulation std1
Figure 6 shows the average firing rate for all neurons that had a low firing rate in the
network. The average is taken across both the presentation of each of the 13 response
alternatives, and the 1000 replications of the network.
This average is plotted against time(ms). Clearly, the limit limt→∞s = 10 where s is the
number of spikes/sec. This is what we expected from proof 2.
Additionally, the mean low firing rate approaches 10 spikes/sec from above, and decreases
monotonically. This is because we initialize all neuron potentials to a uniformly distributed
random value between 0 and 1 inclusive.
By comparing the mean firing rates early on in different simulations, we can get an idea
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of how much a single neuron effects one simulation as compared to another simulation. In
simulation std1, the mean low firing rate, µlow(t), at time t=1ms is µlow(1) = 84.28±128.7
The error bars for all mean firing rate plots presented are ± 1 standard error (SE).
Figure 7: Mean High Firing Rate for Simulation std1
Figure 7 is analogous to figure 6, but with the average taken over neurons with high firing
rates. The mean high firing rate converges to 100 spikes/sec from above for the same reason
as figure 6 does.
The mean high firing rate at t=1ms is µhigh(1) = 141.3 ± 140.2. The mean high and
low firing rates are both inflated initially. The mean low firing rate is approximately 8.5
times its convergent value, while the mean high firing rate is only 1.4 times its convergent
value. At 1ms, the neurons aren’t quite firing randomly, but the rates are quite far from the
expected value.
The mean high firing rate is more accurate than the mean low firing rate because high
neurons fire, on average, 10 times more often than low neurons. The result is that the high
mean firing rate is computed over a greater number of data points than the low firing rate
for a given time window.
Figure 8 shows mutual information as a function of time(ms). Mutual information is shown
for a two pathway model. The mutual information from the first pathway is consistently
higher than the mutual information from the second pathway.
Early on, from 0 ms-15 ms, the mutual information estimate is somewhat unstable. This
is partly due to the random initialization of neuron potentials. Here it becomes obvious
why we initialized the potentials randomly. With randomly initialized potentials, mutual
information is at 3.5bits after only 10 ms, while it takes 100 ms for the model without
randomly initialized potentials to achieve equal information content.
The instability in the mutual information estimate is also due to computing average spike
rates from a smaller sample size than later in later time steps. The later the timestep, the
larger number of spikes the mean firing rate is computed over.
Initially, mutual information is overestimated, but as the number of points being sampled
increases, mutual information is more accurately estimated, so the estimate drops. The
actual value of mutual information is monotonic increasing with respect to time.
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Figure 8: Mutual Information for Simulation std1
4.1.2 Standard Results 2 (std2)
Here we present our standard model for the second seed value.
Table 7: Parameters for Simulation std2
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 3
Figure 6 is indistinguishable from figure 9. For simulation std2, µlow(1) = 78.01±121.9.
The comparable value from simulation std1 was µlow(1) = 84.28± 128.7. The mean low
firing rate for simulation std2 is 0.051 SE from the mean low firing rate for simulation std2.
Even at 1ms, averaging over a very small number of data points, the µ ± SE values are
comparable.
Figure 7 is indistinguishable from figure 10. For simulation std2, muhigh(1) = 137.1 ±
134.1. For the analogous value in simulation std1, the value is µhigh(1) = 141.3± 140.2.
Then, the mean high firing rate for simulation std2 is within 0.031 SE from the mean high
firing rate for simulation std1.
Figure 8 is indistinguishable from figure 11. To better understand how mutual information
changes in these two plots we compare values of mutual information at various times.
Table 8 shows mutual information values for the first pathway for simulations std1 and
std2. Criterion for mutual information given 13 independent examples is log2(13) =
3.70044.
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Figure 9: Mean Low Firing Rate for Simulation std2
Table 8: Mutual Information Values
time(ms) std1 std2
10 3.4484323840124222 3.570160357544996
20 3.6548987932242643 3.6843803855475024
30 3.685792073971556 3.6973294685293965
100 3.7004397181411037 3.7004397181410993
1000 3.7004397181410926 3.7004397181410926
Due to the similarities in the figures and the mutual information values, we conclude that
model performance is independent of the seed value for the random number generator.
4.2 Sensitivity Analysis
Here we vary parameters within the model, and study the changes that are caused by them.
No change to the model itself is made.
4.2.1 Number of Neurons 1 (nn13)
First, we present a simulation with fewer neurons than the standard model. The lesser num-
ber of neurons causes higher variance in the mean firing rates. This makes less information
propagate through the pathway.
The error in the weights is also larger than the standard model because the problem gradient
descent must solve is more difficult. The errors in the weights cause additional errors in the
firing rates, which are also manifested as lower mutual information.
The criterion for mutual information in simulation nn13 is the same as in simulations std1
and std2, log2(13). But, in a 1000ms simulation, mutual information does not reach crite-
rion.
The mean low firing rate for simulation nn13 at t=1ms is µlow(1) = 95.20 ± 151.9. The
comparable value for simulation std1 is µlow(1) = 84.28 ± 128.7. The mean low firing
16
Figure 10: Mean High Firing Rate for Simulation std2
Table 9: Parameters for Simulation nn13
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 13
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 123
rate for simulation nn13 is 0.85 SE from the mean low firing rate in simulation std1.
Changing the number of neurons cause a more pronounced effect than changing the seed
value. This is promising, because it means that the choice of seed is not very significant.
The mean high firing rate for simulation nn13 at t=1ms is muhigh(1) = 151.1±158.6. The
comparable value for simulation std1 is µhigh(1) = 141.3 ± 140.2. The mean high firing
rate for simulation nn13 is 0.56 SE from the mean high firing rate for simulation std1.
The difference in means is slightly greater than the 0.31SE difference observed between the
mean high firing rates for simulation std1 and simulation std2. This means that changing
the number of neurons on a layer had a more pronounced effect on the mean high firing
rate than changing the seed, which is as expected.
17
Figure 11: Mutual Information for Simulation std2
Figure 12: Mutual Information for Simulation nn13
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Figure 13: Mean Low Firing Rate for Simulation nn13
Figure 14: Mean High Firing Rate for Simulation nn13
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4.2.2 Number of Neurons 2 (nn20)
Simulation nn20 increases the number of neurons in each layer of the network from 16 in
simulation std1 to 20. This makes for a smaller error in the weights because the problem
is less constrained, in addition to a smaller variance in the mean firing rates because of the
larger sample size.
Table 10: Parameters for Simulation nn20
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 20
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 345
Figure 15: Mutual Information for Simulation nn20
Comparing figure 8 and figure 15, it is obvious that mutual information reaches criterion
more quickly in simulation nn20. For a specific example, consider t=10ms. For simulation
std1, mutual information is 3.45bits. For simulation nn20, mutual information is 3.63bits.
Interestingly, results reach parity rather quickly. At t=30ms, mutual information for sim-
ulation std1 is 3.69bits. For simulation nn20, mutual information at t=30ms is 3.70bits.
Criterion is log2(13) = 3.7004.
This means that the network, in either case, reaches criterion very quickly. In [13], in-
formation transfer this fast was observed. Our network appears to be getting comparable
performance.
The mean low firing rate at t=1ms for simulation nn20 is µlow(1) = 86.96 ± 132.0. The
comparable value for simulation std1 is µlow(1) = 84.28 ± 128.7. Then, the mean low
firing rate for simulation nn20 is 0.02 SE from the mean low firing rate in simulation std1.
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Figure 16: Mean Low Firing Rate for Simulation nn20
Unexpectedly, this deviation is less than the 0.31SE deviation observed when we varied the
seed. Apparently, increasing the number of neurons does now affect how often low neurons
fire early on in the simulation in a significant manner.
Figure 17: Mean High Firing Rate for Simulation nn20
The mean high firing rate for simulation nn20 is µhigh(1) = 147.0±146.0. The comparable
value for simulation std1 is µhigh(1) = 141.3± 140.2. Then, the mean high firing rate for
simulation nn20 is 0.044 SE from the mean high firing rate for simulation std1.
The deviation in SE when we varied the seed value was 0.51 SE. Apparently, the initial
firing rates are very similar for simulation std1 and nn20. This is somewhat unexpected.
Presumably, the 16 neurons used in simulation std1 are enough to encode the signal. The
extra neurons in simulation nn20, do not appear to give a significant advantage.
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Figure 18: Mutual Information for simulations nn13, std1, and nn20 for the First Pathway
4.2.3 Comparison of Mutual Information for Number of Neurons
In figure 18 it is apparent that increasing the number of neurons in the simulation allows
mutual information to converge more quickly. Not surprisingly, the effect is not linear.
Figure 19: Mutual Information for simulations nn13, std1, and nn20 for the Second Path-
way
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In figure 19 the effect of the increased number of neurons is even more apparent than in
figure 19.
For all our simulations, we observed that some minor lag in the first pathway would become
increasingly pronounced in each subsequent pathway. There is no obvious metric for the
relationship between number of layers and information propagation rates.
4.2.4 Number of Number of Response Alternatives 1 (ex2)
Simulation ex2 uses 20 neurons on a layer to solve a problem that has only 2 response
alternatives. This makes for a very unconstrained, and therefore easy to solve, problem.
Table 11: Parameters for Simulation ex2
Parameter Value
Number of Number of Response Alternatives 2
Number of Neurons per Layer 20
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 123
Figure 20: Mutual Information for Simulation ex2
Mutual information in figure 20 converges to criterion very quickly. Criterion is log2(2) =
1.
The quick convergence is due to both the small number of response alternatives, and the
large space (number of neurons) to encode these responses in. A single neuron could
encode 2 response alternatives, but the mutual information would take much longer to
reach criterion.
There is greater deviation in the mean low firing rate in simulation ex2, than in simulation
std1. At t=1ms, µlow(1) = 124.7 ± 184.9. The comparable value for simulation std1 is
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Figure 21: Mean Low Firing Rate for Simulation ex2
µlow(1) = 84.28 ± 128.7. The mean low firing rate for simulation ex2 is 0.47 SE. This is
an order of magnitude greater than the deviation observed when the seed value was varied.
Presumably, this increased variation is because the mean firing rate is being computed from
fewer than 16 as many neurons as in simulation std1.
Figure 22: Mean High Firing Rate for Simulation ex2
We expect to observe less deviation for the mean high firing rate than for the mean low
firing rate. This is because high neurons fire 10 times as often as low neurons, so we are
effectively looking at 10 times as many data points.
For simulation ex2, the mean high firing rate at t=1ms is µhigh(1) = 153.3 ± 156.5. The
comparable value for simulation std1 is µhigh(1) = 141.3 ± 140.2. The mean high firing
rate for simulation ex2 is 0.86 SE from the mean high firing rate for simulation std1. The
deviation in standard error observed when we varied the seed value was 0.51 SE. Therefore,
there is not a significant difference in the initial high firing rates.
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4.2.5 Number of Number of Response Alternatives 2 (ex 4)
Simulation ex4 presents 4 response alternatives to the network instead of 2 as in simula-
tion ex2. This makes simulation ex4 a more difficult problem for the model to solve than
simulation ex2.
Table 12: Parameters for Simulation ex4
Parameter Value
Number of Number of Response Alternatives 4
Number of Neurons per Layer 20
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 456
Figure 23: Mutual Information for Simulation ex4
In figure 23 mutual information takes longer to converge than in figure 20. Criterion is
log2(4) = 2. The longer time to criterion is expected, because there are more response
alternatives encoded in simulation ex4 than in simulation ex2.
At t=1ms for simulation ex4, µlow(1) = 115.8 ± 171.2. The comparable value for simu-
lation std1 is µlow(1) = 84.28 ± 128.7 . This means that the mean low firing rate is 0.25
SE from the mean low firing rate for simulation std1. It is somewhat surprising that this
problem is so much more difficult initially, than simulation std1.
The mean high firing rate for simulation ex4 is µhigh(1) = 164.0±169.2 . The comparable
value for simulation std1 is µhigh(1) = 141.3 ± 140.2 . The distance between the mean
firing rates is 0.16 SE.
It is interesting that even for the high neurons, the value of the standard error at t=1ms is so
much larger for simulation ex4 than for simulation std1.
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Figure 24: Mean Low Firing Rate for Simulation ex4
Figure 25: Mean High Firing Rate for Simulation ex4
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4.2.6 Number of Number of Response Alternatives 3 (ex8)
Table 13: Parameters for Simulation ex8
Parameter Value
Number of Number of Response Alternatives 8
Number of Neurons per Layer 20
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 789
Figure 26: Mutual Information for Simulation ex8
Mutual information in simulation ex8 converges to criterion more quickly than simula-
tion std1, and more slowly than simulations ex2 and ex4. Criterion for simulation ex8 is
log2(8) = 3.
The mean low firing rate at t=1ms for simulation ex8 is µlow(1) = 117.0 ± 172.3. The
comparable value for simulation std1 is µlow(1) = 84.28 ± 128.7. Then, the mean low
firing rate for simulation ex8 is 0.25 SE from the mean low firing rate in simulation std1.
For simulation ex4, the comparable value was 0.25 SE. It is interesting that these deviations
from mean are the same because we would expect simulation ex8 to be significantly more
difficult than simulation ex4. Initially, at least, that does not appear to be the case.
For simulation ex8, the mean high firing rate at t=1ms is µhigh(1) = 173.4 ± 178.2. The
comparable value for simulation std1 is µhigh(1) = 141.3 ± 140.2. The mean high firing
rate for simulation ex8 is 0.22 SE.
As with the low firing rate for simulation ex8, the high firing rate is much higher than in
simulation std1. What is as expected is that the standard error in simulation ex8 is 178.2,
which is larger than the 169.2 observed in simulation ex4.
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Figure 27: Mean Low Firing Rate for Simulation ex8
Figure 28: Mean High Firing Rate for Simulation ex8
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4.2.7 Number of Number of Response Alternatives 4 (ex16)
Table 14: Parameters for Simulation ex16
Parameter Value
Number of Number of Response Alternatives 16
Number of Neurons per Layer 20
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 012
Figure 29: Mutual Information for Simulation ex16
Mutual information takes longer to reach criterion in simulation ex16 than in simulation
std1 (which has only 13 response alternatives). This is because a network with 20 neu-
rons on each layer is nearly fully constrained with 16 response alternatives. Criterion for
simulation ex16 is log2(16) = 4.
The problem of whether or not the network is fully constrained cannot be solved analyt-
ically. Instead, it is dependent on both the number of neurons on a layer (which is an
analytic property), and the values of the specific response alternatives (which is not an
analytic property).
As [12] showed, a single pathway ANN cannot solve problems that are not linearly sepa-
rable. Our SNN suffers from these same limitations.
However, as with the ANN, our SNN can solve these in several pathways. Additionally, an
SNN consisting of n neurons on a layer and an arbitrary number of pathways can solve any
linearly independent problem consisting of 20 or fewer response alternatives.
The mean low firing rate at t=1ms for simulation ex16 is µlow(1) = 96.9 ± 152.5. The
comparable value for simulation std1 is µlow(1) = 84.28 ± 128.7. Then, the mean low
firing rate for simulation ex16 is 0.098 SE from the mean low firing rate in simulation std1.
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Figure 30: Mean Low Firing Rate for Simulation ex16
As we increase the number of response alternatives, we are seeing two unexpected effects.
First, the mean low and high firing rates drop as we increase the number of examples, and
second the standard error drops as well. It is unknown why this is the case.
Figure 31: Mean High Firing Rate for Simulation ex16
For simulation ex8, the mean high firing rate at t=1ms is µhigh(1) = 145.8 ± 149.7. The
comparable value for simulation std1 is µhigh(1) = 141.3 ± 140.2. The mean high firing
rate for simulation ex8 is 0.032 SE from the mean high firing rate for simulation std1.
4.2.8 Comparison of Mutual Information for Number of Examples
In figure 32 we compare mutual information propagation in the first pathway for simula-
tions ex2, ex4, ex8,and ex16. Mutual information goes to criterion surprisingly quickly in
these simulations.
The result that we expected, namely that a simulation with a greater number of response
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Figure 32: Mutual Information for simulations ex2, ex4, ex8, and ex16 for the First Path-
way
alternatives take longer to converge is evident in figure 32.
Figure 33: Mutual Information for simulations ex2, ex4, ex8, and ex16 for the Second
Pathway
In figure 33 we compare mutual information propagation in the second pathway for sim-
ulations ex2, ex4, ex8,and ex16. Here, mutual information takes longer to converge. The
difference in time to convergence between the simulations is also more evident in figure
33 than in figure 32.
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4.2.9 Number of Replications 1 (rep1)
Here we show that running a smaller number of replications of the model does not have
a significant effect on the estimation of mutual information. We cannot run 105 replica-
tions as 104 replications already takes 2 days, and the scaling is not linear because the
computation requires a lot of virtual memory.
Table 15: Parameters for Simulation rep1
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 100
M 20
S 10
Seed 321
Figure 34: Mutual Information for Simulation rep1
From 0ms-20ms, the estimate is consistently higher than what we observe in figure 8.
Since the simulation is otherwise identical to std1, the discrepancy in mutual information
must be due to an error in the estimate. Simulation std1 computes over a larger number of
iterations, so it follows that simulation rep1 overestimates mutual information.
At t=1ms for simulation rep1, µlow(1) = 75.40 ± 116.1. The comparable value for simu-
lation std1 is µlow(1) = 84.28± 128.7 . This means that the mean low firing rate is 0.067
SE from the mean low firing rate for simulation std1.
It is interesting that µlow(1) in simulation rep1 is less than µlow(1) in simulation std1.
However, due to the small deviation in SE, and the small sample size of simulation rep1,
the effect probably isn’t significant.
For simulation rep1, the mean high firing rate at t=1ms is µhigh(1) = 132.7± 127.8. The
comparable value for simulation std1 is µhigh(1) = 141.3 ± 140.2. The mean high firing
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Figure 35: Mean Low Firing Rate for Simulation rep1
rate for simulation rep1 is 0.061 SE from the mean high firing rate for simulation std1.
As with the mean low firing rate, the mean high firing rate for simulation rep1 is less than
the mean high firing rate for simulation std1. It is likely the lower firing rates are simply
the result of the smaller sample size.
The deviations from mean are 0.067 SE and 0.061 SE for low and high rates respectively.
It’s interesting that the deviations are so close, but most likely an artifact of the small sample
size.
4.2.10 Number of Replications 2 (rep2)
Table 16: Parameters for Simulation rep2
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 10000
M 20
S 10
Seed 2701
Mutual information is lower in Figure 37 than in figure 8. This means that 1000 replica-
tions provides a good estimate of mutual information, and not much is to be gained by the
added expense of computing 104 replications.
It is possible that our mutual information estimate even at 104 replications is overestimating
mutual information. In that case, we might find lower values at 105, or even 106 replica-
tions. However, we do not currently have the computational power necessary to explore
these speculations.
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Figure 36: Mean High Firing Rate for Simulation rep1
There is an initial dip in the mutual information estimate from 0ms-5ms. The dip is be-
cause at 1ms, mutual information is overestimated. As firing rates (and therefore bins) are
computed over a larger time window, the estimate drops.
At t=1ms for simulation rep1, µlow(1) = 84.50 ± 129.6. The comparable value for simu-
lation std1 is µlow(1) = 84.28± 128.7 . This means that the mean low firing rate is 0.0017
SE from the mean low firing rate for simulation std1.
This is by an order of magnitude the smallest deviation from mean we observed. Therefore,
104 replications must be providing a value for the mean low firing rate indicative of the state
space as a whole.
For simulation rep2, the mean high firing rate at t=1ms is µhigh(1) = 135.6± 131.4. The
comparable value for simulation std1 is µhigh(1) = 141.3 ± 140.2. The mean high firing
rate for simulation rep2 is 0.041 SE from the mean high firing rate for simulation std1.
The 0.041 SE deviation from mean high firing rate observed in simulation rep2 is smaller
than the 0.051 SE deviation from mean high firing rate observed in simulation std2. There-
fore, the 104 replications must be providing a sample indicative of the state space for mean
high firing rate.
Our performance metrics all show that simulation std1 and simulation rep2 are very similar.
This similarity shows that it is not necessary to compute 105 or more replications to get
performance indicative of the set of all possible models.
4.2.11 Firing Rates 1 (fr1)
By varying the firing rates we can make the problem harder or easier to solve. Simulation
fr1 presents a more difficult problem to solve than the standard simulation because the
mean high and low firing rates are closer together.
Mutual information converges negligibly faster to criterion in simulation std1 than in sim-
ulation fr1. The small difference in mean low firing rate accounts for this.
In figure 6, mean low firing rate converges to 10 spikes/sec. In figure 41, however, the
mean low firing rate converges to 30 spikes/ms. This is expected, and makes the problem
slightly harder to solve.
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Figure 37: Mutual Information for Simulation rep2
Table 17: Parameters for Simulation fr1
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 30
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 9
Figure 38: Mean Low Firing Rate for Simulation rep2
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Figure 39: Mean High Firing Rate for Simulation rep2
Figure 40: Mutual Information for Simulation fr1
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Figure 41: Mean Low Firing Rate for Simulation fr1
Figure 42: Mean High Firing Rate for Simulation fr1
37
4.2.12 Firing Rates 2 (fr2)
Table 18: Parameters for Simulation fr2
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 50
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 10
Figure 43: Mutual Information for Simulation fr2
Mutual information grows more slowly in figure 43 than in figure 8 because the firing
rates in simulation fr2 are closer together than in simulation std1.
The firing rate in figure 44 converges to 50 spikes/sec. It is interesting to note that the
standard error in figure 44 is lower than in figure 6. This is because the standard error for
figure 44 is sampled over approximately 5 times as many data points as figure 6.
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Figure 44: Mean Low Firing Rate for Simulation fr2
Figure 45: Mean High Firing Rate for Simulation fr2
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4.2.13 Firing Rates 3 (fr3)
Table 19: Parameters for Simulation fr3
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 60
Replications 1000
M 20
S 10
Seed 11
Figure 46: Mutual Information for Simulation fr3
The mutual information estimate in figure 46 is less stable than the estimate in figure 8.
This is because the high firing rate is lower than in simulation std1, so there is higher error
in the mean high firing rates in simulation fr3.
The mean high firing rate in figure 48 converges to 60 spikes/sec, which is what was
expected.
40
Figure 47: Mean Low Firing Rate for Simulation fr3
Figure 48: Mean High Firing Rate for Simulation fr3
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4.2.14 Firing Rates 4 (fr4)
Table 20: Parameters for Simulation fr4
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 80
Replications 1000
M 20
S 10
Seed 12
Figure 49: Mutual Information for Simulation fr4
The mutual information estimate in figure 49 is more stable than the estimate in figure 46,
but less stable than the estimate in figure 8. This is to be expected because the low mean
firing rates are identical, and the high firing rate is 80 spikes/sec. Since 60 < 80 < 100, we
expect this simulation to provide intermediate results.
The mean high firing rate in figure 51 converges to 80 spikes/sec.
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Figure 50: Mean Low Firing Rate for Simulation fr4
Figure 51: Mean High Firing Rate for Simulation fr4
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4.2.15 Comparison of Pooled and Unpooled Simulations 1 (con1)
Here we see how the model works without pool by setting M=1 and S=1. This is equivalent
to running the model without pools of neurons. We expect to observe high instabilities in
mutual information estimates, and greater standard errors in mean firing rates.
Table 21: Parameters for Simulation con1
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 1
S 1
Seed 123
Figure 52: Mutual Information for Simulation con1
The mutual information estimate in figure 52 is more uncertain than in figure 8. Addition-
ally, the estimate is lower than in figure 8 from 0ms-15ms because the estimate is being
computed from fewer data points.
The mean low firing rate in figure 53 has higher standard deviation that the mean low firing
rate in figure 6. This is expected, since the mean firing rate is being computed over 120 as
many neurons as in simulation std1.
The standard error in figure 54 is higher than in figure 7. However, the effect is less
noticeable than the difference between figure 6 and figure 53 because the high neurons
fire 10 times more often than the low neurons.
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Figure 53: Mean Low Firing Rate for Simulation con1
Figure 54: Mean High Firing Rate for Simulation con1
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4.2.16 Number of Units in a Pool 1 (con2)
In the next several simulations we vary M while holding S constant. In simulation con2,
we reduce the size of a pool to 10 while holding the number of connections within a pool
constant at 10. We expect this to result in a greater uncertainty in the mutual information
estimate and in the estimates of standard error. This is because any given single neuron
now has a greater effect on the network as a whole.
The reason for this greater effect is that the average neuron now has twice as many connec-
tions. This means that over a large enough time window, we can expect such a neuron to
fire twice as often as a neuron in simulation std1.
Table 22: Parameters for Simulation con2
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 10
S 10
Seed 14
Figure 55: Mutual Information for Simulation con2
From 0ms-20ms there are significantly more fluctuations in figure 55 than in figure 8.
This is because mutual information in simulation con2 is calculated from a smaller number
of neurons than in simulation std1.
Standard error in figure 56 is noticeably higher than in figure 6. As with the mutual
information estimate, this is because of the lesser number of neurons in the network.
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Figure 56: Mean Low Firing Rate for Simulation con2
Figure 57: Mean High Firing Rate for Simulation con2
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4.2.17 Number of Units in a Pool 2 (con3)
In this simulation we double the pool size as compared to simulation std1. We expect this
to reduce the standard errors.
Table 23: Parameters for Simulation con3
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 40
S 10
Seed 15
Figure 58: Mutual Information for Simulation con3
Doubling the pool size has an interesting effect on the propagation of mutual information
in figure 58. Information propagates more slowly through the network. This is because
neurons take longer to reach threshold when they have fewer presynaptic connections.
The mean low firing rate early in figure 59 is lower than in figure 6. This is because
neurons are taking longer to reach threshold in simulation con3 than in simulation std1.
For every neuron to fire once in simulation std1, the network would require presynaptic
input of M=20. In simulation con3, however, the network would require input of M=40.
The high firing rates in figures 7 and 60 are similar. The reason we do not observe the lag
we did for low mean firing rates is that the high neurons fire 10 times as often as the low
neurons. The lag is still there, it is simply more difficult to perceive.
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Figure 59: Mean Low Firing Rate for Simulation con3
Figure 60: Mean High Firing Rate for Simulation con3
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4.2.18 Number of Connections in a Pool 1 (con4)
Here we vary S while holding M constant. We expect increasing S to have a similar effect
to increasing M in simulation con3, and vice versa.
Simulation con4 decreases S from 10 in simulation std1 to 5. This should result in more
unstable, though faster mutual information propagation, and greater standard errors.
Table 24: Parameters for Simulation con4
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 5
Seed 16
Figure 61: Mutual Information for Simulation con4
Mutual information in figure 61 is initially high at about 2.6 bits for layer 1, but then
drops as the estimate becomes more accurate when computed over a larger time window.
The mutual information takes longer to converge in figure 61 than in 8, which is as was
expected.
The low firing rate is greater in figure 62 than in figure 6. This is because neurons are
receiving inputs twice as large as in figure 6. This means that it takes fewer presynaptic
spikes to prompt a postsynaptic spike.
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Figure 62: Mean Low Firing Rate for Simulation con4
Figure 63: Mean High Firing Rate for Simulation con4
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4.2.19 Number of Connections in a Pool 2 (con5)
Simulation con5 increases S from 10 in simulation std1 to 20. This would halve the value
of a presynaptic connection, which will reduce the effect of any one presynaptic spike on a
neuron potential.
Table 25: Parameters for Simulation con5
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 20
Seed 3
Figure 64: Mutual Information for Simulation con5
Mutual information in figure 64 is consistently higher than in 8. It is somewhat surprising
how pronounced this effect is. Evidently smaller weights aid significantly in the transmis-
sion of mutual information.
The maximum value of a weight in this simulation would be v/S = 3/20 = 0.15. In
simulation std1, the maximum value for a weight is v/S = 3/10 = 0.3. It now takes 7
spikes to send a neuron over threshold as compared to 4 in simulation std1.
In the mind, a typical spike might be of magnitude 10mV-20mV. Neuron threshold is typ-
ically on the order of 100mV. So, 5-10 presynaptic spikes would prompt a postsynaptic
spike [8]. Therefore, the increase in performance for a greater value of S is analogous to
what we observe in the mind.
In figure 65, µ+SE = 68spikes/sec, whereas in figure 6 µ+SE = 91spikes/sec. So,
the variance is significantly lower due to the increase in S, which is as expected.
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Figure 65: Mean Low Firing Rate for Simulation con5
The difference between figure 66 and figure 7 is negligible. This is due to the greater
occurrence on neurons spikes for high neurons than for low neurons.
4.2.20 Random Initialization versus Deterministic Initialization of Potentials 1
(pot1)
Here we explore different ways of initializing neuron potentials.
First we try initializing all the potentials at 0, instead of with our random Gaussian as we
do in the standard model.
Table 26: Parameters for Simulation pot1
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
Unlike simulation std1, mutual information in figure 67 is initially zero. This is because at
early time steps not enough presynaptic spikes have occurred to put any neuron potentials
over threshold.
The slow information propagation in this simulation is why we initialize potentials ran-
domly. There is biological evidence for this, in addition to the faster information propaga-
tion.
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Figure 66: Mean High Firing Rate for Simulation con5
Figure 67: Mutual Information for Simulation pot1
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4.2.21 Random Initialization versus Deterministic Initialization of Potentials 2
(pot2)
Now, we try initializing all the potentials to 0.9, which is very near threshold. There is
biological evidence for this, whereas there is none for random initialization.
Table 27: Parameters for Simulation pot2
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
Figure 68: Mutual Information for Simulation pot2
Mutual information in figure 68 is initially much less than in simulation std1. The curves
in figure 68 are monotonically increasing, which leads us to believe the estimate of mutual
information is accurate.
It is surprising that mutual information propagates so slowly in this simulation, and better
with randomly initialized potentials as in simulation std1. We are unsure what the cause of
this phenomenon is.
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4.2.22 Noisy versus Noiseless Potentials 1 (noise1)
Here we add Gaussian noise to neuron potentials. Simulation noise1 has Gaussian noise
added to the neuron potentials with mean 0 and standard deviation 0.05.
Table 28: Parameters for Simulation noise1
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
Figure 69: Mutual Information for Simulation noise1
At 10ms, mutual information is 3.43 bits for simulation noise1 and 3.45 bits for simulation
std1. At 20ms, mutual information is 3.65 bits for both simulation noise1 and std1. Be-
cause of the similarities of these values, it does not appear that the Gaussian noise effected
network performance significantly.
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4.2.23 Noisy versus Noiseless Potentials 2 (noise2)
Here we run the simulation with Gaussian noise with mean 0 and standard deviation of
0.10
Table 29: Parameters for Simulation noise2
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
Figure 70: Mutual Information for Simulation noise2
At 10 ms, mutual information is 3.43 bits for simulation noise2 and 3.45 bits for simulation
std1. At 20 ms, mutual information is 3.65 bits for both simulation noise2 and simulation
std1. For this reason, we do not believe that adding Gaussian noise had a significant impact
on the performance of the network.
This is not particularly surprising, as the noise is being generated over thousands of in-
stances. The neuron noise is equivalent to a random walk over 1000 iterations. Between
the tendency of the walk to stay near 0 and the minimal effect an extra spike has on the
network due to the pooling it is not unexplainable how minimal the effect of noise is.
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4.2.24 Neuron Potential Decay 1 (decay1)
Here we experiment with an exponential neuron potential decay. Simulation decay1 has
exponential decay with 5% of potential lost with each millisecond that passes.
Table 30: Parameters for Simulation decay1
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
Figure 71: Mutual Information for Simulation decay1
At 10 ms, mutual information for simulation decay1 is 3.44 bits, while it is 3.45 bits for
simulation std1. At 20 ms, mutual information for simulation decay1 is 3.65, as it is for
simulation std1. Because of these similarities, it does not appear that a 5% decay rate
effects a significant change in network performance.
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4.2.25 Neuron Potential Decay 2 (decay2)
Run simulation with 10% potential decay.
Table 31: Parameters for Simulation decay2
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
Figure 72: Mutual Information for Simulation decay2
With 10% decay, mutual information is 3.45 bits at 10ms for both simulation decay2 and
simulation std1. At 20 ms, mutual information is 3.65 bits for both simulations. Presum-
ably, a larger decay rate would effect network performance, and if large enough would
prevent postsynaptic spikes from occurring ever. But, decay rates much larger than 10%
are not biologically explainable.
That the network performance is not effected significantly by decay rates less than 10%
is promising. It shows that the network is not easily confused by noise. Particularly, it
shows that the leakiness of a neuron is not detrimental to performance, at least for leakage
as observed in the mind.
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5 Understanding Information Processing in a Cascaded Model
Here we present a two-pathway model. We then study changes to the weights and how they
effect performance in cascade.
5.1 Standard Results for Cascaded Model (std)
This simulation is analogous to the results we showed in std1 and std2, except that we
present the averages for to pathways, so that we can observe how more time is required for
information to propagate to subsequent layers in a network.
Table 32: Parameters for Simulation std
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
Figure 73: Mutual Information for Simulation std
Mutual information for the second pathway is consistently lower than for the first pathway.
The second pathway also suffers a greater decrease around 5ms. This is because by 5ms
the output neurons in the second pathway have not yet received enough presynaptic spikes
to compute a mean firing rate with high information content.
Figure 74 is identical to figure 6.
Figure 75 is identical to figure 7.
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Figure 74: Mean Low Layer 1 Firing Rate for Simulation std
Figure 75: Mean High Layer 1 Firing Rate for Simulation std
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Figure 76: Mean Low Layer 2 Firing Rate for Simulation std
The standard error in figure 76 is consistently higher than in figure 74. This is because it
takes a greater amount of time for spikes to propagate through the two pathways.
Figure 77: Mean High Layer 2 Firing Rate for Simulation std
The lag between pathways is less pronounced for the high firing rate for the low, because
there are 10 times as many neuron spikes.
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5.2 Variation in Weight Training
Here we stop the perceptron before it has finished training the weights, and observe the
result. We expect the network to perform worse than if the ANN were trained to a greater
tolerance.
5.2.1 Variation in Weight Training 1 (train1)
Here with stop the ANN with 2.75 MSE.
Table 33: Parameters for Simulation train1
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
Figure 78: Mutual Information for Simulation train1
At 10 ms, mutual information for simulation train1 is 3.59 bits. For simulation std1, mutual
information is 3.45 bits at 10 ms. At 20 ms, mutual information is 3.67 bits for simulation
train, while it is 3.65 bits for simulation std1.
This is unexpected. One possible explanation is that when the ANN trains to a greater
tolerance, the individual weights converge to larger values than when the ANN is at a
lower tolerance. These larger values would increase the effect of a single spike on network
performance.
Therefore, it may be beneficial to stop network training early. This phenomenon appears
analogous to over fitting observed in other architectures.
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5.2.2 Variation in Weight Training 2 (train2)
Here we stop the ANN with 5.5 MSE.
Table 34: Parameters for Simulation train2
Parameter Value
Number of Number of Response Alternatives 13
Number of Neurons per Layer 16
Low Mean Firing Rate 10
High Mean Firing Rate 100
Replications 1000
M 20
S 10
Seed 1
Figure 79: Mutual Information for Simulation train2
At 10 ms, mutual information is 3.47 bits for simulation train2 and 3.45 bits for simulation
std1. At 20 ms, mutual information is 3.62 bits for simulation train2, and 3.65 bits for
simulation std1.
While simulation std1 seems to be over fitting the ANN slightly, simulation train2 is under
fitting the ANN a bit.
5.2.3 Comparison of Mutual Information for Different Amounts of Training
In figure 80, mutual information converges for all simulations within 20 ms. As stated
above, it is surprising that a small amount of noise would allow simulation train1 to con-
verge faster than simulation std1. Simulation train2 converges more slowly than either of
the other simulations.
In the second pathway, the difference between the simulations is more pronounced. Simu-
lation train1 outperforms simulation std1 by a large margin.
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Figure 80: Mutual Information for simulations std1, train1, and train2 for the First Pathway
Figure 81: Mutual Information for simulations std1, train1, and train2 for the Second Path-
way
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6 Conclusion
This work established a robust model using spiking neurons to perform computational use-
ful tasks. This model is analogous to what we observe in the brain. It can be used to
understand how information propagates from groups of neurons to other neurons in the
brain.
We observed successful information transmission in under 20 ms in our simulations. This
is comparable to what is observed in the brain.
In some cases, noise can even have a positive effect on performance. Randomly initializing
neuron potentials increased the rate of information propagation. Leaving some noise in the
ANN, that is, not training to a small criterion, also had a positive effect.
We observed that neurons which are high drive the transfer of information through path-
ways to a much greater extent than neurons which are low. Because high neurons fire more
often, they have more activity with which they can encode information.
We also observed that the model is robust with regard to a variety of types of noise. Noise
in the potentials has a negligible effect on performance.
We observed some difficulty with our main performance metric, an approximation to mu-
tual information. Particularly that mutual information is overestimated early in the simula-
tion. Later work might seek to bound mutual information to make the estimate monotoni-
cally increasing.
In these simulations actual mutual information appears to increase monotonically, but it is
conceivable that it could fluctuate in some other simulation. If that were the case, some
way of accounting for that fluctuation would need to be introduced.
It would also be interesting to see the model extended to some large number of pathways
such as 10. Then it could be determined how information propagation relates to the number
of pathways the signal must traverse (Is it linear, logarithmic, exponential?).
This model is able to solve nontrivial problems. It could be used for computational tasks
where the input signal has a large amount of noise. It would be interesting to see if this
model could outperform leading algorithms in solving classification problems.
The model could also be modified to use the mean firing rates as output, instead of binning
them. Then, the model could be used to do regression. It would be interesting to see if it
could outperform other algorithms on noisy data.
The most important feature of our model is that it performs tasks which are computationally
nontrivial in a manner similar to how we believe the brain performs such computations.
Some further work might be done to continue this analogy. The most obvious disparity is
that the brain does not train an ANN, and then apply the weights to an SNN. Instead, a
method of training the SNN itself would be useful. Spikeprop [4] presents one method for
doing that, but it is difficult to argue for spikeprop from a biological perspective.
Another disparity is that our model trains and then runs. The brain presumably performs
both tasks in concert. It would be interesting if the model could be modified to train as it
ran.
Finally, our model is somewhat inefficient in its use of neurons. A single bit of infor-
mation is encoded in a large number of neurons. For our standard simulation replica-
tions*M=1000*20=20000 neurons were required to encode 1 bit of information. One
would hope that the brain is not such an inefficient machine. If some method could be
found to encode a signal accurately across a single replication of the network, a great num-
ber of neurons would be freed to perform other tasks.
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While there are numerous minor inconsistencies between the brain and our model, the
general algorithm performed by the two is similar. Not only that, but the computational
dynamics are comparable.
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