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. Abstract 
The main problem for resource management in broadband ISDN is the difficul-
ties of administrating call admission that can avoid buffer overflow due to traffic 
burst. Detailed design of distributed algorithms for traffic control and call set-up 
are proposed and described. The algorithms integrate both connectionless and 
connection oriented traffic control. The traffic control functions are performed 
at the packet leveL The call set-up and flow control algorithms are for fast exe-
cution by simple hardware. Their characteristics include the property of being 
deadlock-free and starvation-free, preservation of the order among sequential 
packets, low buffer memory requirement, and high .bandwidth utilization. 
, For evaluating the performance of the algorithms, various traffic mix mod-
els have been studied and a simulator for the broadband network of a general 
topology has been implemented. Simulation results have shown that (i) the 
algorithms can achieve high bandwidth utilization and low packet loss proba-
bility for different patterns of aggregate traffic due to superposition of periodic 
sources; (ii) If the traffic is mixed with on-off sources which will increase the 
traffic burstiness, the requirement of packet loss 'probability can be satisfied by 
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Chapter 1 
Introduction 
1.1 B ackground 
ISDN (Integrated Services Digital Network) is a means to provide a common 
integrated infrastructure that can be used by a wide variety of communication 
traffic. The reason in proposing ISDN is that the economies of scale will allow 
the services to be affordable to the largest possible set of users. In addition, it is 
mpre economical to have single ISDN rather than maintaining several networks, 
each might be for specific applications. ISDN also allows data sharing among 
different networks. 
Broadband communication refers to bandwidth needed for video signals, that 
is the signals with, bandwidth 100 Mbps range or above. The motivation of 
evolution is mainly due to the need for future broadband services. It can be 
predicted that besides the basic POTS (Plain Old Telephony Services) and ISDN 
services, future business and residential subscribers also required simultaneous 
delivery of tlie broadband services like video telephony, TV-quality services, 
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Chapter 1 Introduction 
video conference, video/document retrieval services etc. Furthermore, declining 
price of optical fiber, increasing speed and declining cost of micro-electronics 
devices make the BISDN technologies become possible. 
Excluding the administration factors, such as problems of service pricing 
and standardization etc, there are two key issues that determine the success of 
BISDN. First is the implement at ion of extremely high speed switching. A brief 
survey of the current art in ATM (Asynchronous Transfer Mode) switch, design 
is described in Section 1.3. The second is the design of fast and efficient man-
agement of network resources so as to take the full advantage of the flexibility 
of ATM. This thesis mainly addresses on this second issue. 
Resource management in BISDN includes mechanisms for traffic flow con-
trol and call set-up algorithms. In a network of a general topology, a route 
of transmission may go through multiple inter-office links, and different routes 
may share a common link. When the combined traffic density on intersecting 
routes bursts to exceed the capacity of the common link, packets would pile up 
at�the buffer of the link. To ensure that the probability of buffer overflowing in 
broadband communications is acceptably low, the requirement of buffer memory 
would have to be exceedingly large unless some constraint is exercised over the 
traffic influx into the network and over the traffic flow inside the network. For 
connection oriented commtinications, such as voice, video and certain realtime 
data communications, the call flows cannot be interrupted once the call is set 
up. The call set-up algorithm accepts incoming calls subject to the availability 
of sufficient free bandwidth to support the new connection. This, as well as the 
flow control, has a direct impact on the traffic condition in the network. 
2 
Chapter 1 Introduction 
The classical approach of traffic flow control in many telephone networks, as 
well as other traffic systems, relies on the use of a control center, which collects 
and manages realtime traffic data of the whole network. The implement at ion 
of the control center incurs substantial overhead in requirements of network fa-
cilities, design complexity, and transmission capacity. For packet-level control 
in a broadband network, the communication and computing power of the con-
trol center may present a bottleneck. As stated in [JAI 91], the performance 
bottleneck of network has now been shifted from the link transmission speed to 
the processing speed at tKe network switching nodes and the propagation delay 
of the link. This consideration leads to the search for efficient distributed algo-
rithms of flow control. A great deal of literature [GIE 81], [LAZ 83], [MAT 81], 
[PEN 75] 5 [SPR 81], [TYM 81] has been devoted to the subject of flow control 
in communication networks. 
For circuit-switched integrated service networks, [KRA 85], [R01 89] and 
[R02 89] have devised analytic solutions for access control methods to maximize 
the throughput. However, the scope of the solutions is restricted to single-hop 
service call with at most two classes of services. 
For the ATM network, the traffic characteristics of statistical multiplexing 
make the multi-hop access control method even more difficult to solve than 
circuit switching. The simplest solution is to allocate transmission bandwidth 
at the peak bit rate of the call regardless of the burstiness. When the burstiness 
is higli, this would under-utilize the transmission resource and the performance 
would be no better than STM (Synchronous Transfer Mode). On the other hand, 
if the allocated bandwidth is less than the peak bit rate, data may be lost due to 
. 3 
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buffer overflowing. A usual criterion for call set-up is by the traffic conditions of 
the transmission links along the route of the intended call. Traffic conditions are 
described by traffic parameters or traffic descriptors. Lists of proposed traffic 
parameters for call admission control can be found in [SAI 91] and [JAI 91]. 
There are generally two approaches of call admission control. The first ap-
proach is to make the admission decision based on the traffic parameters specified 
by a user prior to admission, e.g. tlie class related rules proposed by [GAL 89] 
and [DEC 90] for the admission control of both homogeneous and inhomoge-
neous traffic sources. The class related rules accept a call of a homogeneous 
traffic source only if the sum of the peak rate required to carry the existing 
connections and the intended call does not exceed the total link capacity. For 
inhomogeneous traffic sources, the calls are classified into classes according to 
their traffic parameter values. The intended call is accepted if the resulting 
mean traffic could be accepted even if it was offered by the class with the largest 
burstiness. Other examples of this approach are based on the probabilistic distri-
bution of the number of bursts [SCH 88] or the packet loss probability [SUZ 90] 
and [NAK 89]. 
The other approach is to make the admission decision from on-line traffic 
parameter measurement [JOO 89] or real-time scheduling algorithm [HYM 91]. 
Neural network [HI1 89] and fuzzy logic [KES 91] are also used as on-line traffic 
monitors to control the call admission decision. 
The distributed packet-level flow control algorithm in a broadband network 
studied in this thesis is concomitant with the call set-up algorithm. These 
algorithms are based on the preliminary design in [LI 90] and [LI 92]. The 
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contents of this project include some of the detailed designs in Chapters 2 and 
3, the traffic modelling in Chapter 4 and the works in Chapters 5 and 6. 
The flow control functions make the decisions on whether to momentarily 
detain a packet at an intermediate node of its route as well as whether to admit 
a packet into the network. These functions are administered at each individ-
ual node and performed at the packet level. The basic criterion in detaining a 
passing-through packet is when traffic congestion ahead of the packet is antici-
pated rather than when buffering is forced by congestion at hand. The means 
of anticipation is througB. tlie extraction of back-pressure indicators from back-
ground traffic information exchanges between adjacent nodes. When the flow 
control reacts to back pressure, the burden of packet buffering against traffic 
burst is spread over all nodes. 
The distributed call set-up algorithm is built on top of the previously de-
scribed flow control algorithm. Under this algorithm, the originating node of 
an attempted call generates a periodic stream of scout packets to test traffic 
conditions in the network and thereby forms the judgment on whether the new 
call would cause congestion in the network. The algorithm is solely executed at 
the call originating node. For a one-way call, the call set-up process requires no 
inter-node communications. 
The distributed call set-up and flow control algorithms are for fast execu-
tion by simple hardware. Their characteristics include the property of being 
deadlock-free and starvation-free, preservation of the order among sequential 
packets, low buffer memory requirement, and high bandwidth, utilization. 
. . . 5 
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1.2 Outline of the thesis 
Consider a communication network of a general topology. Every node on the 
network represents an exchange center. For the example of a metropolitan-area 
telephone network, a node is either a local/toll office or simply a connection 
point. A link is a one-directional channel from one node to another. Channels 
in opposite directions are treated as two separate links. Outgoing links from a 
node will be referred to as links o/that node, and all other links in the network 
will be remote links with respect to tkat node. A route of transmission may go 
through multiple links. 
A link is logically divided into a data channel and a small control channel. 
The algorithms of flow control and call set-up are built on top of a scheme of 
traffic information exchanges over control channels. This scheme is described 
in Chapter 2 and can be outlined as follows. Every node in the network con-
stantly assesses the congestion status of its own (outgoing) links and broadcasts 
this information to neighboring nodes through control channels. In fact, a node 
broadcasts not only the current status of its own links but also its best assessment 
of the status of other links of the network. Through such constant local infor-
mation exchanges, every node acquires the congestion status of all links. There 
may possibly be contradictions among information from different sources due to 
different time lags. With the aid of static data characterizing the topography of 
the network, each node extracts from the ensemble of received information the 
most updated status of each remote link. The extent of freshness of this updated 
knowledge depends upon the distance between the node and the remote link. In 
any case it is the most updated knowledge that the node can possibly acquire 
6 
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through the transmission medium at the speed of light. 
The flow control algorithm, described in Chapter 3，performs packet-level 
decisions at each individual node. The algorithm decides on the detention of 
passing-through packets and on the admission of new packets into the network. 
The basic criterion in detaining a passing-through packet is when traffic con-
gestion ahead of the packet is anticipated rather than when buffering is forced 
by congestion at hand. The means of anticipation is through the extraction 
of back-pressure indicators from routine background information exchanges be-
tween adjacent nodes. The back-pressure scheme is designed to avoid the prob-
lem of excessive packet accumulation at any single node. Thus control decisions 
at a node react on tlie most updated link status that can possibly be acquired 
by that node. This helps striving for high utilization of link bandwidth. In reg-
ulating the traffic influx to the network, some capability of customer interface is 
assumed: When a new packet is denied entry to the network, it is either buffered 
or to be regenerated and, meanwhile, the packet source is notified of such an 
nodal action. 
Each decision process in the packet-level control consists of only a few primi-
tive operations. First, the address of the packet is translated into a binary word 
via a static routing table stored in a high-speed memory. Then, this word is log-
ically ANDed with certain dynamic data word representing the traffic informa-
tion. The control decision is purely based upon whether the AND result is zero. 
A sub-microsecond execution time, is expected for these primitive operations. 
Fast execution of packet-level control is crucial for broadband communications. 
For example, if packets are 53-byte ATM cells transmitted at the STS-12 rate 
. . .7 . . , 
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(662 Mb/s)，a packet-level control lias to be performed in 0.64 microseconds. 
For connection oriented communications, it is up to the call set-up process to 
control the traffic volume of periodic packet streams generated by calls. A call 
set-up algorithm is designed in conjunction with the aforementioned flow control 
algorithm. Under the call set-up algorithm, the originating node of an attempted 
call generates a periodic stream of scout packets to test traffic conditions in the 
network and thereby forms the judgment on whether the set-up of the new call 
would cause or worsen congestion in the network. The stream of scout packets 
has the same route as the attempted call. In the case of a successful call set-up, 
the flow of scout packets reserves a virtual circuit till the call starts. On the 
other hand，if the flow of scout packets is interrupted by the anticipation of 
traffic congestion, the call set-up process is aborted. For a one-way call, tlie 
call set-up process involves no inter-node communication and is solely by the 
call originating node. Thus an emulated circuit is created without bandwidth 
allocation. The call tear-down also involves no bandwidth, accounting; a call 
ends when the contents of its final packet so indicates. 
This call set-up algorithm is depicted in Chapter 4. Parameters in the algo-
rithm are fine tuned with respect to some traffic models of integrated services. 
The first traffic model in Chapter 4 is the integration of periodic sources of dif-
ferent bit rates. The second is the integration of on-off sources of different bit 
rates. The third is the mix of these two. Chapter 5 is devoted to parameter fine 
tuning and analysis. 
A Simulator for broadband network, described in Chapter 6, is designed 
to evaluate the performance of the algorithms. It is found that low loss rate 
8 
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and high, bandwidth utilization can both be achieved by the algorithms under 
different network configurations, traffic loading and burstiness. 
The organization of the remainder of this thesis may be summarized as fol-
lows. Section 1.3 gives a brief survey of the current art in packet switching. 
Chapter 2 describes the mechanism of traffic information exchanges over the 
control channels. The traffic flow control algorithm is introduced in Chapter 3. 
Chapter 4 proposes the basic call set-up algorithm and the various traffic mod-
els. Parameter fine tuning and analysis of the call set-up algorithm, described 
in Chapter 5, is based on the traffic models discussed in Chapter 4. Finally, 
Chapter 6 describes the simulator for broadband network and the performance 
evaluation of the flow control and call set-up algorithms. 
1.3 Current Art in Packet Switching 
It was confirmed at the Seoul meeting of CCITT SGXVIII in February 1988 
[INT 88] that the target network solution for broadband communications would 
be based on ATM (Asynchronous Transfer Mode, formerly called ATD). In ATM, 
packets are in the form of fixed-size slots called Cells (Figure 1.1), which are 
identified and switched by means of a label in the header. ATM cell consists 
of a 5-Octet header and 48-Octet information pay load. The header includes a 
label called Virtual Channel Identifier (VCI) and an error detecting field but the 
remaining contents of the header have not been fully defined. 
The major advantage of applying ATM is the flexibility in handling unknown 
traffic characteristics in broadband network because bandwidth are dynamically 
9 
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shared among the active calls. The size of the cell is small, that implies smaller 
buffer and switch size. However, someone may argue that the efficiency of trans-
mitting computer data traffic may be upgraded if the size of the cell is greater. 
In contrast to the sitiiatioii in ATM, STM (Synchronous Transfer Mode) mul-
tiplexes packets synchronously from fixed number of channels (Figure 1.2). Al-
though STM is simpler and more cost effective than ATM, it requires hierarchy 
to multiplex and may lead to inflexibility and inefficiency. 
ATM switch design is one of the major issue in broadband communications. 
In this section, a brief survey on the current design of electronic broadband 
switches is presented. The transmission time of data in the traditional medium 
was the significant delay due to the limitation of bandwidth but the delay be-
comes negligible in optical fiber link. Therefore, switching delay becomes the 
bottleneck for performance because switches have to handle 100 Thousands - 1 
Million packets per second per line. Device tliat can operate in such a high per-
formance is difficult to design and implement. Some basic and desirable features 
of the fast packet switch are listed as below. 
Table 1.1 : Basic Features 
Features Requirements 
Delay , < 1 ms/node 
Cell loss probability < 109 per node for CBR services 
< 107 per node for VBR services 
Line speed > 150 Mb/s 
Capacity range (ports) several tens to several thousands or more 
10 
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Desirable Features 
1. Preserving the FIFO order of packets 
2. Free from internal path conflicts and output conflicts 
3. Broadcast / multicast capabilities 
4. Supporting priority function 
5. Supporting variable length record 
6. Simple and small in size 
7. high fault tolerance capability 
Besides switching fabric, control algorithm, IC technologies etc, the basic 
ways to classify current electronic broadband switches are the buffering and 
switching techniques. For the switching techniques, space-division switching and 
address filtering are the most common methods. In the former case, transmit-
ting switch, element chooses between two or more physical links to route packets, 
such as the Crossbar and Banyan, based switches (Figure 1.3). Complexity of 
Banyan switch is lower than that of the Crossbar switch because the number 
of crosspoints is reduced from 0(n 2) to 0(7¾ log n). However, extra control, say 
packet sorting by Sorter Network [BAT 68], is needed to solve the problem of 
internal conflict in Banyan switch. For address filtering, receiving switch ele-
ment selects labelled data packets from a link carrying multi-destination traffic, 
such as the Broadcast Bus (Figure 1.4). Besides, some current designs apply 
centralized control technique to build switches. However, if the size of switch is 
large, distributed control is preferable. 
12 
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Buffering is ail essential means to deal with, the problems of output conflict 
and internal blocking. Four classes of buffering techniques are shown in Figure 
1.5, namely input, output，crosspoint buffering and shared memory. Undoubt-
edly, Crosspoint buffering consumes the largest buffer size as the number of I /O 
ports increases. On the contrary, buffering by shared memory has the small-
est memory consumption. [KUW 89] found that the switches of shared buffer 
type require only 14% of the buffer size of the separated buffer type under the 
condition that cell loss probability is less than or equal to 10一9, link utilization 
is equal to 0.8 and switch size is 32. However, shared buffer memory usually 
needs centralized switching control which will increase the hardware complexity 
if the size of switch grows. [KAR 87] found that the throughput by input buffer-
ing is limited to 58.6% with FIFO buffers. But switches with output buffering 
can achieves optimal throughput and delay performance. Tremendous amount 
of research work has been done recently on the design of electronic broadband 
switches and they are classified by the buffering and switching techniques as 
shown in Table 1.2. 
14 
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Table 1.2 Classification of current typical Broadband Switch Designs 1 : 
Buffering Space-Division Address Centralized 
Techniques Switching Filtering Control 
Input NemawasM Switch [ARA 90] Paris Switch [CID 88] 
Buffering Startite [HUA 84] 
Batcher Banyan [MAR 90] 
Cambridge FP Switch 
[NEW 88] 
Output Integrated Switch [AHM 88] ATOM Switch [SUZ 89] 
Buffering Tandem Banyan [TOB 91] Knockout Switch [YEH 87] 
Batcher Banyan [MAR 90] ALCATEL Switch [CLO 91] 
Cambridge FP Switch Tandem Banyan [TOB 91] 
[NEW 88] Paris Switch [CID 88] 
Crosspoint MSSR [HAJ 88] Bus Matrix Switch 
Buffering CMOS Crosspoint [AKA 90] [NOJ 87] 
Buffered Banyan [LAU 90] 
Shared Hitachi's Switch [KUW 89] 
Memory Toshiba's Switch [TAN 91] 
Prelude Switch [DEV 88] 
1 Switch designs may appear more than once if more than one techniques are applied. 
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Management of Control 
Information 
The topography of the packet communication network involves the following 
parameters. There are Nik one-directional links connecting Nnd nodes. Some of 
the nodes are office nodes, where packets originate from and terminate at; others 
are simply connection points. Each node owns up to a number of links. From 
each, node, there are a number of different routes leading to other nodes. A link 
is logically divided into a data channel and a small control channeL The latter 
is for the exchange of control information, which is normally the link congestion 
status. 
The scheme of traffic information exchanges over control channels and its 
application on traffic flow control are depicted in the following Figure 2.1. Pe-
riodically in every 8 (= 12, say) microseconds, every node assess the congestion 
status of its own links based upon traffic conditions. The assessment mecha-
nism will be detailed in Section 3.4. The congestion status is stored in the link 
17 
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Figure 2.1 Relationships among elements of traffic control 
and the applications of traffic control 
status vector, in which each bit represents a link. The node then broadcasts the 
control vector to neighbouring nodes. The control vector is the combination of 
the link status vector with the load vector. Recursively, the load vector contains 
information extracted from control vectors previously received from neighbour-
ing nodes. This information extraction relies on static masks and route vectors 
that characterize the topography of the network. The load vector represents 
the node's best knowledge about the congestion status of remote links, and the 
control vector represents the node's best knowledge about the congestion status 
of the whole network. These two vectors are used in the control of traffic flow 
described in Chapter 3. Through the control of traffic flow, the two vectors feed 
back to the traffic conditions. 
Congestion status established is stored in an TV^-bit link status vector which 
represents the set of all congested links of this node. A bit 1 stands for congested 
18 
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and a 0 for non-congested. Assume that there are n outgoing links in node 5 
and the links are labelled as Link A;, A; + 1 , . . . , ^ + n — 1. Let Ls,t be the link 
status vector of the outgoing links of node s at time t, 
Ls,t = [0 . . .0 lkh+i • • • 0 . . . 0 ] 
I I if link status of link k is congested 
0 otherwise 
The normal function of a control packet is to communicate information about 
link congestion. In every 8 microseconds, every node broadcasts a control packet 
to all adjacent nodes through outgoing control channels. The control packet con-
tains a vector representing the set of all links that, according to the current as-
sessment of the broadcasting node, are congested. Thus every node also receives 
a vector from every incoming control channel. The most updated congestion 
status of a remote link received by a node only comes through the incoming 
channel which lies on the shortest path from the owner of the remote link to the 
node. 
The format of a control packet includes a control vector and a category field. 
Each bit position in the control vector corresponds to a link in the network. 
The category field specifies the meaning of the vector, e.g., category 0 interprets 
the vector as the link congestion status, category 1 interprets it as the link 
abnormality status, etc. Load vector has the same format as the control vector 
except that it does not consist of link information from the link status vector. 
Let CSit be the control vector of any node s at time t, 
Cs,t = [S1S2S3 . . . SNik] 
19 
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I I if link k is congested 
0 otherwise 
and Sk represents link status of link k for k = 1,- - -, N^. 
When a packet requests entry into the network at an office node, the address-
ing information stored at the packet header is translated into the set of route. 
This translation is by a static routing table stored in a high-speed memory at 
the node, and its result is in the form of an Nik-bit Route Vector, 
Let Rs,d be the Route Vector from node s to d 
Rs,d = Vsdr\fsd^ • • • rsd1Nik] 
I I if the route from node s to d includes link k 
0 otherwise 
Static data at a node relates each remote link to the incoming channel that 
lies�on the shortest path from the owner of that remote link to the local node. 
This data is stored in the form of an iV/^-bit vector mask for each incoming con-
trol channel, which will be referred to as the mask of who knows best. Moreover, 
the node stores the latest link status of its own outgoing links, thus its masks 
should mask off these link status from the control vectors. 
Let Mi,j be the vector mask of the incoming link from node i to j. 
Mi，j = [7711...771^ J 
20 
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= v 
V k s.t. rjk i=l 
where I is the outgoing link from node j to i 
！ 1 mask on 
0 mask off 
2.1 Inter-node Exchange of Link Congestion 
Status 
The control vector received from each channel will be logically ANDed with the 
mask of who knows best for that cliannel. The AND results for all incoming 
channels are then ORed together to form the Load-vector, which represents the 
set of congested remote links and will be used in the control of passing-through 
packets. This vector will further be ORed with the vector representing the set of 
congested links of the local node to form the control vector, which represents the 
set of all congested links and will be used in the control of influx to the network. 
The control vector is then loaded into the next control packet for broadcasting 
to neighbouring nodes. 
Eqn.(2.1) depicts the operation in generating outgoing control vectors from 
incoming control vectors and link status vector of a node s with, neighouring 
nodes labelled as 1,2,3，..., n. Figure 2.2 shows the hardware realization of the 
above operation. Assume that nodes are synchronized to send control vectors at 
S interval and 6 is greater than the propagation delay of any link in the network. 
Cs,t = V A A f y ) V ((72，t一5 A M2，s) V … V (Cn，t_5 A M n , s ) 
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Figure 2.2 Operation at a node in generating Control Vector 
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(2.1) 
where is the load vector of node s at time t. 
Similarly, neighouring nodes of the node n are nAy n_2, . . . , rrtn. 
Ci,t-s 二 Li,t-s V�Cs, t—2S A M m ) V . . . V (Cmiii-2S A M m i j l ) 
�2,t一6 = L2lt-s V {CStf-26 A M s a ) V . . . V ( a m 2 j t - 2 5 A M m 2 , 2 ) 
Cn^t-8 — Ln,t-5 V (CStt-2S A Ms，n) V . . . V (Cmnit-2S A Mmn，n) 
(2.2) 
substitute Eqn.(2.2) into (2.1)， 
CSli = Ls’t V[(Li , t _ 5 A M m ) V (Cs7t-2S 八 Ms，i 八 M m ) V •. • V (Cmiit.2s 八 Mmi，;L 八 
V[(L2 , t -5 八 V ( C s ^ 2 8 A Ms，2 A M 2 ) S ) V . . . V ( C m 2 ^ 2 S 八 礼 ^ 八 M 2 ’ s ) ] 
y[(Lntt-s 八 Mn，s) V ( 0 , , ^ 2 5 八 Ms,n A Mn’s) V . . . V (Cmnit.2s A Mmnil 八 M n ’ s ) ] 
(2.3) 
now define : 
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� m = Liytf\ M�s 
L ^ = i ^ A M ^ A M ^ (2.4) 
Then Eqn.(2.3) can be simplified by Eqn.(2.1) and (2.4), 
Cs,t = L s , t V 
^11^-26 V ^12,t-26 V • • • V ^ml7t-26 V 
^21^-25 V L22 i t-26 V . . • V L m 2 t _ 2 S V 
V ^n2,t-2S V • • . V L m n t _ 2 S V 
； (2.5) 
Remark. From Eqn.(2.5) it can be found that the control vector of node s 
at time t is made up of the current local link status and the remote link status 
in the past moments t — — 2办,t —36,.. • according to the distance away from 
the remote nodes. 
2.2 Consistency of Control Information 
Through the constant control information exchanges, every node acquires the 
congestion status of all links. There may possibly be contradictions among 
information from different sources due to different time lags. With the aid 
of the vector masks characterizing the topography of the network, each node 
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extracts from the ensemble of received information the most updated status of 
each remote link. To obtain consistent control information from the control 
vector and load vector,: the vector masks of any node in the network have to 
satisfy tHe following conditions. 
1. Vector masks of the incoming links of the node are mutually exclusive. 
2. Link status of the node's outgoing links are masked off by tlie vector masks 
because the latest link status stores at its link status vector. 
Theorem 2,1 : The consistency of control information from control vector 
and load vector of any node in the network is guaranteed. 
Proof : For the node s with neighbouring nodes labelled as 1,2,…，n, 
condition 1 implies that, 
M�s f\ Mj,s = [00...0] 
= O for = 1 , 2 , . , . , n and i + j (2.6) 
then, 
(Citt A Mi,s) A (Gjlt A Mjt$) = O for i j = 1,2 , . . . ,72 and i • j (2.7) 
therefore, information consistency of load vector is guaranteed. In addition, 
condition 2 implies that, 
L“ 八 Mi’s = O for all t and i ； 1 , 2 , . . . , n (2.8) 
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then, 
丄M 八 A/i，s) A (C2，t_5 八购，5)八.， .八{Cn i t4 A Mn，s) = 0 for all t 
thus, the control vector Cs,t contains no inconsistent information. 
2.3 Alternate Format of Control Information 
Instead of sending and receiving control vectors in fixed length and mask off the 
irrelevant bits by the vector masks at the receiving side, only the essential bits 
are sent and received, for example the control vector consists of link status of 
the links within JV/jp-hops. An alternative format of the control vector is for a 
node to send to each neighbour the congestion status of only those links that the 
particular neighbour wants to learn from this node. The substantial reduction on 
the bandwidth of the control channels is at the cost of computational complexity. 
For the alternative format, the size of the link status vector is different from that 
of the incoming control vectors. The generation of outgoing control vectors by 
the incoming control vectors and the link status vector is not as straightforward 
as before. 
The control vector of a node is generated by concatenation of its link status 
vector and the incoming control vectors as shown in Eqn. (2.9). The outgoing 
control vectors are extracted and sent to the neighbouring nodes, it will then 
become the incoming control vectors of the neighbouring nodes. Figure 2.3 
suggests a method for hardware implementation of this process. The local link 
status and the incoming control vectors are the inputs of a Programmable Array 
Logic (PAL) which has been preprogrammed. The outgoing control vectors are 
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Figure 2.3 Receving and Despatching 
Variable—Length Control Vectors 
then extracted from the output lines by time multiplexing. The computation of 
these vectors is done in every S microseconds. 
The control vector of node s at time t is defined as : 
Cs,t = Lps,t ® Cfs t_6 ® ® .. • ® C^Syt-8 (2.9) 
where Lps,t = [hh+i • •. 4+n-i], 
® is the operator which means concatenation of the control vectors. 
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Clk i is the incoming variable-length control vector from node s to k at time t 
and it only consists of link status of the related links. The conditions for control 
information consistency is similar to that of the fixed-length control vector. 
c.f. Eqn. (2.6) : Cp-k t and Clj t (for j ^ k) consist of completely distinctive 
link status information. 




Traffic Flow Control 
In this chapter, a framework for traffic flow control in broadband network is 
described. The objective of tlie packet-level control is to achieve high speed 
performance, say sub-microsecond execution time, by simple hardware design 
which can cope with the high transmission and switching speed requirement in 
BISDN. Firstly, the traffic control for the packets of connectionless communica-
tions is introduced in Sections 3.1 and 3.2, Then the traffic control of connection 
oriented calls, which relates closely with the call set up algorithm, is proposed 
in Section 3.3. The properties of being starvation-free and deadlock-free of the 
traffic control are also presented. 
3.1 Control of Traffic Influx into the Network 
When a packet of connectionless communications requests entry into the net-
work at an office node, if it passes the influx vector screening, then the packet 
is admitted into the network. Otherwise, the entry request is denied. Some 
29 
Chapter 3 Traffic Flow Control 
capability of customer interface is assumed here. When a new packet is denied 
entry to the network, it is either buffered or to be regenerated and, meanwhile, 
the packet source is notified of such traffic situation. It is then up to the node 
function of route selection to decide whether to shift to an alternative route 
upon reattempt. 
Let Osd’t be the result of influx vector screening to the route from node s to 
d at time t, 
1 0 Pass the influx vector screening 
otherwise 
For the traffic control of the connectionless packets, the influx vector screen-
ing from node s to d at time t is shown as below. 
0sd,t = Rs,d N Cs,t' (3.1) 
where t' <t <t' 8 and t' is a multiple of S 
3.2 Control of Traffic Loading from the N o d e 
Packets that have arrived at a node via incoming links and those that are locally 
generated (and admitted into the network) are all routed through an ATM 
packet switch. The switch has at least Nog inputs and Nrt outputs. Outputs 
of the switch, are in one-to-one correspondence with, routes. It is also assumed 
that the switching capacity has been engineered to sufficiently compensate for 
the delay due to output contention in switching [KAR 87], [LI2 90]. If the route 
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from node s to d correspoxiding to a queue (Qsd) passes the load vector screening, 
then the head-of-line packet of the queue is loaded onto the outgoing link. 
The result of load vector screening determines whether the packets in the 
queue can load onto the outgoing link, for transmission. Let Isd,t be the result 
of load vector screening to the route from node s to d at time t, 
O Pass the load vector screening 
Isd’t = s 
otherwise 
Similar to influx vector screening, the load vector screening of packets for 
packet-level control is， 
Ld,t = Rs,d A Cs t, (3.2) 
where t' < t < t' 8 and t' is a multiple of 8 
and 
、 C s f t ' = � C i ’ t丨 一 s A Mi,s) V {G2^-8 八 M2,s) V •. ‘ V (Cn’t丨一8 A Mn?s) (3.3) 
The neighbouring nodes of node s are node 1 ,2 , . . , , n. is the load vector 
of node s at time t'r it is the same as Cs,t' except that the former do not consist 
of the link status information of the local links. The queue Qsd is said to be 
flowing at time t if Isd7t =¾ 0 . 
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3.3 Flow Control for Connection Oriented Traf-
fic 
The flow control of packet streams of the connection oriented call is by the 
call set-up process rather than at the packet level. If the priority class of a 
data packet indicates that the packet belongs to the connection oriented call, 
it is unconditionally admitted. Packets are classified into three categories by 
their priority classes : High Priority (HP) packets are the packets of connection 
oriented call, scout packets have intermediate priority, and Low Priority (LP) 
packets are the packets of connectionless communications. Priority here means 
the loading priority of packets from buffers or queues onto the outgoing links. HP 
packets carry real-time information from connection oriented calls which cannot 
suffer from long delay but small packet loss is acceptable, like video and voice 
packets. A scout packet has the same format as a data packet. Its payload field 
has null contents, but the header includes an indication of the scout identity plus 
the addressing information. Thus, scout counters can simply stores the number 
of scout packets that are sending to the same destination and scout packets can 
be reconstructed when they are loading onto the outgoing link. Scout packets 
are generated by tlie sender of a call at tlie time of call set-up. Lastly, LP 
packets store information of connectionless communications which is insensitive 
to delay time but intolerable to packet loss, like the electronic mail. 
For the sake of call set up, a stream of Ns scout, packets with inter-arrival 
time pj (for call type j) are injected into the network. Every scout packet has 
to pass the influx vector screening to set up the call. When a call of type j is 
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testing the availability of a route from node s to d at time t by a stream of scout 
packets, if ^ > pj (see Figure 3.1), the result of influx vector screening will be : 
Osd,t+n-Pj = Rs,d A Cs’t' (3.4) 
where < t + n • p j < f + n == 0,1,2，..., Ns, and t' is a multiple of 8 
Since the control vector updates periodically with time interval S, the value 
of Cs,t' only keeps constant at time interval If the congested link status 
in Cs’t. is reset in see Figure 3.2, then the influx vector screening cannot 
work properly when 6 < pj. It is because the control vector is updated too soon 
for the sender of HP call to stop its scout packet by influx vector screening. To 
remedy this drawback, the influx vector screening have to consider not only the 
current control vector but also the control vectors at previous multiple 8 time 
periods (Eqn.(3.5)). 
Osd,t+n-pj = Rs,d 八[Cs’V V Cs,t'-6 V . . . V Cs，t'_(A；—1)5) 
fc-l 
= . R S t d A { y C s ^ i 6 ) (3.5) 
i=0 
where k = 学 
and < t + n - p j < + n = 0 , 1 , 2 , . . . , N s 
Remarks. 
1. In practice, it is difficult to determine the value of k that suit various types 
of call in real-time. To simplify the hardware complexity, 
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如 [ M — • • . . ) ] (3.6) 
< 8 
where Max(x\^ X2,...) denotes the maximum value among x^ . . . , 
|V| denotes the smallest integer not less than x. 
The hardware realization of generating Osd}t+k-pj is shown in Figure 3.3. 
The shift register, buffer of route vector and the control vectors are in the 
same length. However it should be noted that the above value of k makes 
the calls with, the larger bandwidth (ie. smaller pj) more vulnerable to call 
rejection, 
2. Adaptive routing at call set-up level is possible by using alternate route 
vectors Rs,d for influx vector screening. Simple adaptive routing algorithms 
can be adopted. For example, choose the routes with links that are least 
frequently marked as congested within a recent period of time. 
For an office node (Figure 3.4), the output of the switch corresponding to 
the null route is connected to facilities that handle arriving packets. Every other 
output leads to a multiplexer for HP packets and a queue for LP packets. Each 
multiplexer corresponds to an outgoing link and outputs to an buffer that leads 
to the load controller of that outgoing link. The switch outputs LP packet 
through a queue to the load controller of the proper outgoing link. The load 
controller will load packets from the buffer of HP packets and from those queues 
whose corresponding routes pass tlie load vector screening. 
A buffer for HP packets plus a number of queues for LP packets are connected 
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Figure 3.3 Hardware Realization of Influx Vector Screening 
to an outgoing link through the load controller. In each cycle of its operation, 
the load controller completely unloads the HP buffer and then scans through the 
queues. If the HP buffer is empty, the HP packets can cut through the buffer 
directly [KER 79]. If the route corresponding to a queue passes the load vector 
screening, then the head -of-line packet of the queue is loaded onto the outgoing 
link. The definition of the head-of-line packet incorporates the consideration of 
the priority class in the case wlien the queue contains packets of multiple (low) 
priority classes. There are two packet switches for each node, one is dedicated 
to data packet switching and the other is used for scout packet switching. 
For the load vector screening of scout packets, 
IsdM~n,pj = Rs,d 八 ( C ^ ' V V . . . V Cs，t'一(A；一 1)5) 
=Rs,d A ( V c^t_is) (3.7) 
i = 0 
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where k = 学 
- and tf < t + n . pj < f + S, n = 0,1,2,. •. ,NS 
The method of hardware realization of Eqn.(3.7) Is same as Figure 3.3 except 
the input is Cgt,. 
For each loading cycle of the load controller, HP packet has the highest 
priority for loading. If there is no HP packet in the HP buffer, load vector 
screening will be executed. Scout and LP packets have to pass the load vector 
screening before loading onto the link. If both a scout afl.d a LP packet of the 
same route are available, they will be superimposed for transmission because 
scout packet contains no information payload. If the values of scout counters of 
all the routes shows zeros, then LP queue s are examined. The order of scanning 
LP queues and scout counters are cyclical. If any scout packet do not pass the 
load vector screening, the scout count will be reset. Figure 3.5 depicts the above 
loading discipline of load controller at every loading cycle by a flowchart. 
3.4 Judgement of Link Status 
The load controller of an outgoing link scans through those queues and the high-
priority buffer that are connected to it. In each loading cycle, load controller 
loads as many packets as possible from tlie high priority buffer and also loads 
the head-of-line packet from every queue that passes the load vector screening. 
The status of a link is generated from the output signals of low priority queue 
count scanners {LNsd, LCsd) and scout count scanners (SCsd) of the route from 
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node s to d (Figure 3.6). LP queue count scanner checks the queue size of the 
一 LP queue of the corresponding route periodically and scout count scanner checks 
the number of detecting scout packets of the route periodically. The function of 
the detecting scout packet is discussed in Section 4.1. 
In addition, it is important to synchronize link status with the control vector 
interval (Figure 3.7) because control vectors are updated and sent out every ^ 
period. The link status sets to high level for a multiple of 8 period and keeps 
constant at any time interval [t,t + 
The link status is congested if any LP packet count is greater than or equal to 
the upper threshold level for LP packets or any detecting scout count is greater 
than or equal to the threshold level for detecting scout packets. On the other 
hand, if no flowing queue such that its LP packet count is greater than or equal 
to the lower threshold level for LP packets, then the link status is updated as 
non-congested. 
Let NUT be the tipper threshold level for LP queues, 
NLT be the lower threshold level for LP queues, 
NT be the threshold level for detecting scout packet count. 
The output signals of the scanners react at the following conditions : 
1. LNSD is set if the queue is flowing and the LP packet count < NLT QL the 
queue is not flowing 
2. LCsd is set if the LP packet count >.NUT 
3. SCsd is set if the DS packet count > NT 
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4, LNsd, LCsd and SCsd are reset when the 'reset' signal is set. 
5. The link status is set if either one of the signals LCsd or SCsd is set but it 
can only be reset if all LNsd are reset, 
3.5 Starvation-free and Deadlock-free 
Without carefully planned scheme of congestion control’ some unexpected and 
undesirable situations may be arose, such as starvation and deadlock. If these 
problems arise, there will be great impact on network performance. Instead 
of exercising extra detecting and recovery algorithms at the time of Starvation 
and Deadlock, it is more desirable to have a congestion control mechanism that 
inherits the Starvation-free and Deadlock-free properties. 
Definition 3.1 : Starvation 
Starvation is a situation that packets in the any queue of the network are not 
dequeued for a finite period of time. 
Definition 3.2 : Deadlock 
Deadlock is a situation that there is a circular blocking in a group of more than 
or equal to two nodes so that no packets can be loaded onto outgoing links from 
one node to the other nodes among this group. 
Once a call is set up, HP packets are transmitted without screening. The 
call will be terminated only when all the packets are sent out. For the scout 
packets, although they have to pass the screening controls, they are only stored 
as values in scout counter. The scout count will be reset if congestion occurs at 
. . .42 
Chapter 3 Traffic Flow Control 
the outgoing link. Therefore, deadlock-free for LP packet switching 1 has to be 
入 guaranteed. 
For the problem of Deadlock, [GUN 81] states that partitioning of queues of 
a node into at least two parts implies that circular blocking of only two nodes 
will not occur. Since the structure of queues in the network is partitioned by 
the routes of packets, this kind of direct deadlock or head-on collision can be 
avoided. Deadlock here means indirect deadlock due to LP packets switching, 
i.e. more than three nodes are involved in the circular blocking by LP packets. 
Theorem 3.1 : The transition time of changing from congested to non-
congested link status is bounded by a finite value At. 
r P roof : If link congestion occurs, incoming packets from both the envi-
ronment and remote links are stopped forwarding by control vector screening 
and load vector screening respectively. Moreover, the difference of influx vector 
screening and load vector screening shows that queues are flowing or not is in-
dependent of the status of its local links. Therefore, at least one queue of the 
congested link (i.e. queue for single-hop route) is flowing and packets detained 
in the flowing queues can forward to other nodes. Since the number of detained 
packets in the 'flowing queues is finite, within a finite transition time At, no 
flowing queues will eventually have size greater than NLT- Then the congested 
link status is changed to noil-congested 2. 
Remark. Calculation of the transition time At, 
XLP packet switching can be regarded as Store-and-Forward [TAN 88]. 
2Refer to conditions 1 and 5 in Section 3.4 
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Let qij(t) be the no. of packets queued in Qij of the congested link at time t, 
br be the mean residue bandwidth of the congested link, 
bj be the mean influx rate of Qij, 
Nq he the no, of flowing LP queues related to the congested link, 
Aj(t, t + 5) be the no. of arrival to queue Qij during the time 
t to t + S. 
A t = Y:fq Min(qij(t) + A办,t^S)-Nlt, 0) 
br 
where Aj(t, t S ) < -bj 
j 
for all j, j ^ i and queue Qij of the congested link is flowing. 
Theorem 3.2 : The network is Starvation-free. 
Proof : Since At is bounded by a finite value, any queue of a switching 
node will not be blocked for an infinite period of time. Therefore, together with 
the fact that the load controller scans all the queues cyclically, then queues are 
not suffer from Starvation. 
Theorem 3.3 : The, network is Deadlock-free. 
Proof : Except during the finite At time, it cannot happen that any time 
slot on the outgoing link is left unoccupied while some packets are being queued. 
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Example O n e : Figure 3.8 is a common situation that may lead to indirect 
deadlock. There is a cycle of four nodes A, B, C, and D, they are sending LP 
packets to nodes B', C', D' and A，respectively so that the LP queues QAB' (of 
route A -> B ^ B') in node A, QBC (of route B C ^ C') in node B, QCD' 
(of route C ^ D ^ D') in node C and Qda' (of route D A A，) in node D 
exceed the upper threshold level NUT- Then, links a, b, c and d are congested. 
However, whether these LP queues are flowing or not are independent of the 
link status of links a，b, c and d (see the difference of influx vector screening and 
load vector screening)» Therefore, Deadlock will not occur. 
© 
八 
A T K 
d b 
The LP queues 
‘ QCD. ( C _ > D - � D ) 
I QDA.(D->A->A') 
© e x c e e d s level of NUT • 
so links a, b, c, d are congested-
Figure 3.8 Example One 
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Example Two : Figure 3.9 shows another situation of potential deadlock. 
Suppose a cycle of four nodes A, B, C and D are sending LP packets to nodes 
C, D, A and B respectively. The links a, b, c and d are congested due to the LP 
queues QAC (of route A ^ B C) in node A, Q即 (of route B — C — D) in 
node B, QCA (of route C — D — A) in node € and QDB route D ^ A -> B) in 
node D exceed NUT. Packets in these LP queues will be blocked instantaneously 
but after a At period, one of the links，say link a, will changed to non-congested 
by Theorem 3.1. Thus, the queue QDB node D becomes flowing which will 
make link d change to noii^congested. If link d is non-congested, the queue 
QCA in node C can be flowing. Eventually, other congested links will become 
non-congested. 
® a The LP queues 
~ M ^ J Qac ( A - � B - � C ) 
个 T u Q5D(B->C->D) 
d b QCA (C->D->A) 
I QDB ( D - � A - > B ) 
exceeds level of NUT， 
^ ^ 0 / so links a, b’ c, d are congested. 
Figure 3.9 Example Two 
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Call Set-up Algorithm & Traffic 
Modelling 
4.1 Basic Algorithm 
For connection oriented communications, it is up to the call set-up process to 
control the traffic volume of periodic packet streams generated by calls. A 
call, set-up algorithm is designed in conjunction with the traffic flow control 
algorithm. Upon the request of call set up, the call originating node transmits 
the stream of scout packets. If the periodic stream of scout packets enters the 
network smoothly for a specified length of time, then it is followed by the stream 
of HP packets. In that case, a forward emulated circuit for data transmission is 
set up. The scout packet stream consists of two parts (Figure 4.1), first part is a 
stream of NDS detecting scout (DS) packets which is used to test the bandwidth 
availability of all the links along the route of the intended call. Two schemes 
are proposed in Sections 5.1 and 5.2 to manage how DS packets are loaded into 
“ . . . 4 7 . 
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the transmission link. The second part is a stream of NRS reserving scout (RS) 
packets. It is to reserve the bandwidth of the tested links. RS packets are 
generated with the same bit rate as the HP packets. 
… 仆 … m m n ‘ 
K — K^ ^ 
Detecting Scouts Reserving Scouts HP packets 
Figure 4.1 Scout streams of a HP call 
If a scout packet is denied entry to the network, the set-up attempt is aborted. 
It is then up to the nodal function of route selection to decide whether to shift 
to an alternative route upon reattempt. The pause time before a reattempt may 
be designed according to any post-collision strategy in medium access protocols 
for multi-user communication channels. Some of such protocols can be found in 
[KLE 76]. Thus the call set up decision is purely made by the call originating 
node. The whole process is transparent to other nodes on the route of the 
intended call. Figure 4.2 describes the basic call set-up algorithm by a flowchart. 
Two simple and efficient call set up schemes are proposed to investigate how 
scout packets are managed to set up a call. Estimation and fine tuning of 
parameters of these two schemes are studied in Chapter 5. 
4.2 Minimization of Bandwidth Overhead 
In a queue fed by an output of the switch mentioned in Section 3.3, scout packets 
take precedence over LP packets by virtue of their slightly Hgher priority class. 
When the outgoing link that the queue leads to is congested, all scout packets 
are annihilated. The reasoning behind is that, when scout packets have achieved 
48 
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the mission of detecting link congestion, they serve no further purpose and hence 
there is no need of further investing network resources on them. Thus the number 
of scout packets in any queue is at most Nr . The annihilation of scout packets 
as soon as possible maximizes the part of link transmission capacity that is left 
for LP packets to fill in. 
Moreover, it is possible to superimpose a scout packet over an LP packet 
of the same route during transmission in the link. Each superimposed packet 
has a label to identify whether the scout packet is a DS or RS packet. On the 
receiving side of the packet, a superimposed packet will be split into an LP 
packet and a scout packet according to its label (Figure 4.3). This mechanism 
can also minimize the bandwidth overhead of scout packets. 
Sending Side Receiviiig Side 
outgoing link 
LP Queue for route i LP Queue for route j 
- I N N I k � � ip 7 I I M I 1 1 � 
Detecting and Reserving ScouL> > Detecting and Reserving Scout 
� c o u n t e r for route i 综 Xcounter for route j 
LP Low Priority Packet 
LP/DS : Loir Priority Packet merged with Detecting Scout Packet 
LP/RS : Low Priority Packet merged irith Reserving Scout Packet 
DS : Detecting Scout Packet 
RS :. Reserving Scout Packet 
Figure 4.3 Superimposing LP packet over scout 
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4.3 Two-way Transmission 
So far, the algorithm has only dealt with tlie set-up of one-way transmission with 
the assumption that the receiving end is always ready to receive. A two-way call 
would require a hand-shake process between calling and called ends before the 
call can flow in both directions. A straightforward extension of the algorithm to 
two-way calls is as follows. 
First, the call originating node clears a forward emulated circuits with scout 
packets as before. A request for response follows. The transmission of data 
packets can not start until the call receiving end responds. Meanwhile the 
request for response is followed by a stream of time-filling packets. The function 
of time-fillers is to preserve the forward emulated circuit until the transmission 
of data packets can start. This function is equivalent to time-slot reservation in 
the call set-up process in the circuit-switching environment. The priority class 
and periodicity of time-fillers are the same as of data packets of the intended 
call. Like the scout packets, time-fillers have null content in their payload field. 
They can be treated as pseudo packets in the same way as scout packets in order 
to save switching resources except that their priority class is higher. 
Upon receiving the request for response, the call terminating node tries to 
reserve a backward emulated circuit and rings the called party. When the back-
ward emulated circuit is set up by scout packets and the called party has an-
swered, a response signal is sent to the call originating node. The stream of data 
packet can then follow. 
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4.4 Traffic Modell ing 
Before the estimation and timing of parameters of the aforementioned algorithm 
of call set up, knowledge of traffic models of broadband integrated services have 
to be acquired. This section studies the properties of three traffic models. The 
first traffic model is the integration of periodic sources of different bit rates. The 
second is the integration of on-off sources of different bit rates. The third is the 
mix of these two. 
In Broadband ISDN network, sources like data, voice calls and video calls 
etc. are transmitted in a single channel in which packets are statistically mul-
tiplexed from different calls. It is still uncertain about the actual traffic mix in 
real life because development of broadband ISDN network remains in infancy, 
though experimental work on broadband network is progressing such as the 
RACE project (BLNT), MAGNET II [LAZ 90] and the Fairisle [LES 91]. 
A definition of Quality of Services (QOS) is given in CCITT Recommenda-
tion 1.350 according to whicli 'Quality of Service is defined as the collective effect 
of service performances whicli determined the degree of satisfaction of a user of 
the specific service'. QOS is usually measured as the averaged packet delay time 
and packet loss probability. To satisfy different QOS of packet transmission in 
integrated services environment, packets are grouped into two priority classes. 
The use of priorities also allow us to achieve a greater efficiency. 
Data traffic for computer network is insensitive to delay time but have a 
straight requirement on packet loss. Therefore, packets generated from sources 
like data file transfer and retrieval are regarded as LP packets. The arrival 
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process of LP packets can be modelled by Poisson Process [FUC 70]. On the 
other hand, the HP packets, like voice and video packets, can withstand packet 
loss but very sensitive to transfer delay time, TKe above descriptions of HP and 
LP packets can be summarized by Table 4.1. 
Tahle 4.1 
Packet Type QOS Arrival Models Traffic Control Examples 
Low Low cell loss Poisson Packet-level Electronic Mail, 
Priority probability Control Non-critical File 
Transfer 
High. Low transfer Periodic / Call Set up Video, Voice and 
Priority delay On-off Algorithm Critical File 
Sources Transfer 
4.4.1 Aggregate Traffic Models 
At the time of loading packet onto the outgoing link, other packets have to 
pass over in favour of HP packets. As a result, LP packets have no effect on the 
aggregate traffic models of HP packets. The aggregate traffic pattern is modelled 
solely by superposition of HP packets. Individual HP packet call is modelled by 
two types of traffic sources, namely periodic source (Figure 44) and on-off source 
(Figure 4.5). The aggregate traffic patterns generated by periodic sources and 
on-off sources are periodic traffic mix and on-off traffic mix respectively. The 
process of superposition is done by an ideal statistical multiplexer which consists 
of an adder and a single buffer queue as shown in Figure 4.6. The buffer queue is 
to detain the multiple packets at coincident packet arrival epochs. These traffic 
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： -
Figure 4.4 A Periodic Source 
( ¾ ^ ¾ J i M J t t l 
、乂 ON Period OFF Period 
A 
V J Figure 4.5 An On—Off Source 
sources are in Constant Bit Rate (CBR). 
The aggregate traffic pattern of a link in a network with multiple hop calls 
is the result of muMplexing traffic from both the influx and the other nodes. 
Packet multiplexing takes place at either channel multiplexers or switches. The 
traffic sources are superimposed by cascade multiplexing, see Figure 4.7. If 
statistical multiplexing is applied and total loading of traffic sottrces is less than 
the link bandwidth, the effect of cascade multiplexing can be approximated by 
single stage multiplexing. 
Periodic traffic mix (PTM) is modelled by superposition of a number of calls 
: . . 5 4 
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: : … 
Figure 4.6 Superposition of traffic Sources 
Figure 4.7 Cascade Multiplexing 
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which generate packets continuously in different bit rate. Each call terminates 
after generating a geometrically distributed number of HP packets. Moreover, 
the interarrival time of calls are also geometrically distributed. The mean inter-
arrival time of a call is usually very long compared with the packet loading time 
in broadband network. The mean call duration is in the order of minutes but 
the packet loading time is only in the order of sub-microseconds. 
The traffic mix is described by the following notations, 
Vector of packet interarrival time T\ of call type = 1, . .», t) : [Ti, T 2 , . . . , Tt] 
Vector of mean number of sources TV,- for the corresponding type : [N!, N2,…，Nt\ 
Mean bit rate of the traffic mix : 
“ Bmean=i2(Ni ' I 4 ' 1 ) 
On-off sources traffic mix (OFTM) is modelled by superposition of a num-
ber of on-off sources. Eacli on-off source consists of alternating sequence of 
on-periods and off-periods. During on-period, packets are generated in CBR. 
Both the length of on- and off-period is geometrically distributed. Like PTM, 
the interarrival time of the calls are geometrically distributed and it can be rep-
resented by a similar notations, except that an extra vector is used to represent 
the mean on-period Pon,i and off-period P0ff,i of type i call. 
[Pon,ly Pon,2^ • • • Pon,t\i i^off.U Poff,2y • • ？ Poff,t] 
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Periodic and on-off traffic mix (POM) is the mix of the P T M and OFTM, 
The mean bit rate of P O M is simply the sum of the mean bit rate of these two 
components. 
4.4.2 Traffic Burstiness 
Besides the peak bit rate and average bit rate, burstiness of packets interarrival 
t ime is the most important traffic parameter in determining performance of 
ATM network. Basically, burstiness formulation can be generalized into three 
methods. The first method [DIT 88] [KUL 84] [GAL 89] is to get the ratio of 
peak bit rate to mean transmission bit rate of a source averaged over the duration 
of a call. The second method [HI2 89] is to calculate the average burst length 
measurement. Average burst length is the mean duration of t ime interval during 
which, the traffic source transmits at the peak rate. The final method [HUI 87] 
[SRI 86] is to determine the index of dispersion for counts I(t) and this method 
is adopted as the measurement of Burstiness throughout this thesis. 
~ • m y Var[N(t)} _ f � 
1{t) — E[N(t)}，t>0s (4.3) 
where N{t) is counting process associated with the arrival process of packets. 
Var[N(t)] and E[N(t)] are variance and expected value of cumulative 
N{t) of packets arriving in respectively. 
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For a Poisson Process, / (龙 )=1, and for a constant bit rate process I{t) = 0, 
for a l i i > 0. 
One unit t ime is the t ime for, loading one packet onto the link. A t ime slot is 
known as active, if a HP packet is loaded onto a link at tha t t ime slot , otherwise 
it is called the idle time slot. Since HP packets have priority over other kinds of 
packets and scout packets have priority over (or equal priority as) LP packets, 
scout packets can only be loaded at the idle time slots. Therefore, the idle t ime 
slot interarrival t ime of a link under a traffic mix of HP packets relates closely 
to the loading rate of scout packets which in fact affects the performance of the 
call set up algorithm. The distribution of idle t ime slot interarrival t ime at short 
t ime interval is examined in order to understand know how the scout packets 
can get through the links along its pa th of the connection at the t ime of call 
set-up. 
Graphs 4.1-8 show the index of dispersion of idle time slpt interarrival t ime 
under different loading of PTM, OFTM and POM as shown in Tables 4.2-6. It is 
found that the burstiness of idle time slot interarrival t ime of P T M and OFTM 
are close to that of Poisson Process at very short time interval (Graphs 4.1-2). 
Due to the periodic nature of different periodic sources of PTM, it is obvious 
that as the t ime interval increases, the Index of Dispersion of P T M tends to be 
zero value. The curves also dip at the periodic moments of each type of traffic 
sources. 
For the OFTM, Graphs 4.3-4 show tha t the burstiness of idle t ime slot in-
creased slowly as the time interval is longer. The burstiness also increases as 
the traffic loading increases. Graphs 4.5-6 portray the effect of the call to link 
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bandwidth ratio on the burstiness of the idle time slot interarrival time. For 
the same traffic loading, if the ratio is small, more traffic sources can be accom-
modated. In other words, if the call bandwidth of sources does not change, the 
traffic burstiness decreases as the link bandwidth Increases. Graphs 4.7-8 depict 
the burstiness under periodic and on-off traffic mix (POM). 
It is found that the traffic burstiness of models which consist of on-off traffic 
sources relates closely to the following parameters : 
1. Mean values of on and off period of various types of calls. 
2. Ratio of mean on and off period of various types of calls. 
3. Total traffic loading, (i.e. the total number of calls). 
4. Call to Link bandwidth ratio. 
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Graph 4.1 : Burstiness of Idle Time Slot (PTM3-6) 
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Graph 4.3 : Burstiness of Idle Time Slot (OFTM3-5) 
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Graph4.5 : Burstiness of Idle Time Slot (OFTM3,3') 
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Graph 4,7 : Burstiness of Idle Time Slot (POM1-2) 
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Throughout the thesis, all the On-off traffic sources are chosen in a way that 
Pon,l = Pon,2 = Port,3 = Pon,4 = Pon a n d P 0 / / , l = 尸 0 / / , 2 = = = Poff-
Table 4.2 
[TUT2,T3,T4] = [125 ,72 ,51 ,37 ] 
[队,1^3,]^\ of PTM : 
Bmean Type 1 Call Dominating Even Traffic 
0.50 PTM3 = [40:5，3,2] PTM1 = [20,10,6,3] 
0.80 PTM4, 二 [60,10，5,3] PTMS 二 [40,15,7,5] 
0.90 P T M 5 = [51,21,6,3] PTM9 = [44,17,9,5] 
0.99 P T M 6 = [ 6 2 , 2 1 , 6 , 3 ] 尸 T M 1 0 二 [42，20，11,6] 
Table 4,3 
[ : ^ , ^ , ^ , 1 ^ = (125,72,51,37] 〜 
Bmean = 0.S, [ N u N 2 i N 3 , N 4 \ o f O F T M : 
OFTM Traffic Pon P o f f 
OFTM3 = [50,18,8,6] 10000 2000 
0 ^ 7 ^ ^ 4 = (44:,17,7,6] 10000 1000 
O F T M 5 = [43，16,7,5] 10000 500 
O F T M 6 = [50,18,8,6] 2000 400 
OFTM7 = [44,17，7,6] 2000 200 
OFTMB - [43,16,7,5] 2000 100 
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Table 4.4 
[ ^ , ^ ^ 3 , ¾ ] = [ 1 2 5 , 7 2 , 5 1 , 3 7 ] . 
Bmean Pon = 10000, Poff = 500 Pon = 2000，Po}} 二 100 
0.50 O F T M 9 = [32,10,4,2] OFTM12= [32,10，4,2] 
0.80 OFTMb 二 [43,16,7,5] OFTM1 = [43,16,7,5] 
0.90 OFTM10 = [51,15,10,5] 0 F r M 1 3 = [51,15,10,5] 
0.99 OFTM11 二 [55，16，12,5] O尸TM14 二 [55,16,12，5] 
Table 4.5 
' B ^ U T ^ T M P o n = 40000, P o / / = 40000 
0.80 [125, 72，51，37] OFTM3 = [50，18,8,6] 
0.80 [1250, 720, 510, 370] OFTM3' = [500,180,80,60] 
0.40 [125, 72, 51, 37] OFTMlb = [25, 9,4,3] 
0.40 [1250, 720, 510, 370] OFTM16' = [250,90^0,30] 
Table 4.6 
[ ^ , ^ , ^ 3 ^ 4 ] = [125,72,51,37] 
Bmean Traffic Mix Prop, of Pan = 40000, Poff 二 40000 
onrofF sources 
0.80 POM1 9% P T M 1 = [59,9，4,2] O F T M 1 = [2,2,2,2] 
0.80 PGM2 20% PTMY 二 [50,8,4,2] OFTMV 二 [20,4, % 2] 
0.90 POM3 9% F T M 2 = [49,20,5,2] O F T M 2 = [4,2,2,2] 
0.90 POM4 20% P r M ^ ^ [40,18,5,2] 6 ^ 7 ^ 2 , = (22,6,2,2] 
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Then the arrival process of idle time slot at short time interval under P T M 
and less bursty OFTM is compared with. Poisson Process. 
Definition of Poisson Process : 
1. i V ( 0 ) 二 0. 
2. Increments over disjoint time intervals are independent. 
That is, increment over + «s) 二 N(t + s) 一 N(t) 
3. The number of events . in any interval of length t is Poisson distributed 
with mean Xt. That is, for all 5, t > 0 
P{N(t + 5 ) - N{s) = n] = n = 0 , 1 , . . . (4.4) 
Tl/ • 
It is obvious that N(0) == 0 for no arrival of idle time slot at t 二 0. The dis-
tribution of idle time slot interarrival time can be studied carefully by Graphs 
4.9-10 and Graphs 4.13-14 . The periodicity of interarrival time of idle time 
slot become observable when the traffic loading is extremely high. However, if 
the time interval is small, the distribution is approximately exponential which 
implies Def.2. The distribution of tlie increments (the dotted lines) under dif-
ferent time intervals is also compared with, tlie actual Poisson Distribution (the 
solid lines) in Graphs 411-12 and Graphs 4.15-16 to validate Def.3 at short t ime 
interval. 
According to the above observations, it is found that the idle time slot in-
terarrival process of PTM and less bursty OFTM at short time interval can be 
approximated by Poisson Process. Poisson Process may also assume to be the 
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upper bound of burstiness of idle time slot interarrival time of PTM. The same 
assumption can be applied to OFTM only if the burstiness is low. 
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Graph 4.9: Bmean=0.5 (PTM3) Bmean = 0.8 (PTM4) 
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Graph 4.10: Bmean = 0.5 (PTM7) Bmean = 0.8 (PTM8) 
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Graph 4.12: Act.&Poss.Distr.(PTM5) Actual & Possion Disb:. (PTM5) 
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Graph 4.11: Act.&Poss.Distr.(PTM4) Actual & Possion Distr. (PTM4) 
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Graph 4.13: Bmean = 0.5 (OFTM9) Bmean = 0.8 (OFTM5) 
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Graph 4.14: Bmean = 0.5 (OFTM12) Bmean = 0.8 (OFTM8) 
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Graph 15: Act.& Poss, Distr.(OFTM5) Actual & Possion Distr. (OFTM5) 
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Graph 16: Act.& Poss. Distr.(OFTM8) Actual & Possion Distr. (OFTM8) 
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Chapter 5 
Parameters Tuning and Analysis 
5.1 Scheme I : Scout Pumping 
In this scHeme, the threshold level of the scout counter value Nt is two, tha t is 
the link will be congested if two DS packets are recorded by the scout counter 
of a route. Both DS and RS packets are loaded as the same rate as HP packets. 
The numbers of DS and RS packets (NDs and NRS) in tlie scout s tream are 
estimated in this section. Figure 5.1 depicts the t ime instants tha t the scout 
packets arrive at different locations along the pa th of the call, in this case, 
congestion is detected at the 3 hop of tlie call. 
It can be shown that， 
Tscout ‘二 .. Tdetect + -^reserve (5.1) 
.:,.:::. Tdetect = (Nds-I)-^ (5.2) 
Treserve 二 Nrs • Cj (5.3) 
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Figure 5.1 Congestion detected at the 3rd hop of type j call 
by Scheme I. (h=3) 
77 
Chapter 5 Parameters Tuning and Analysis 
where Nds is the number of DS packets, 
Nrs is the number of RS packets, 
Cj is tlie periodicity of call type j , 
Treserve is the transmission time of RS packets, 
Tdetect is the transmission time of DS packets. 
From Figure 5.1, Treserve consists of the delay time of the RS packet from the 
first link to the link preceding the congested link along the testing path (Tdeiay) 
and the delay due to the response time of updating the control vector (h ‘ 8). 
then, 
f C j if /i 二 1 
二 | � H . c y j f / ,>l (5.4) 
Since Nt is only two, the maximum delay time of scout packet per link is 
limited by the periodicity of the call cy. Thus the transmission delay time Tdeiay 
of any scout packet at h hops away can be approximated as, 
Tdelay < ( / ^ - 1 ) . ^ + ^ , h>\ (5.5) 
where h is the number of hops of the call, 
d = T!^ ‘ : 
di is the propagation delay of link at the i hop. 
so, 
. . . : . : . . . .
7 8
 : 
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Treserve < [(A — 1) + ] . ch h � l (5.6) 
C3 
and, 
j Nds -cj i f h = l 
TScout ^ s [i c , n l ( ) 






 ) - ¾ i i h > l 
Remark. Nrs can be calculated from TRESERVE and it is dependent on the 
values of variables Cj and h. In practical implementation, all the possible values 
of NRS should be preprocessed and stored in fast da ta memory for retrieval at 
the t ime of call set up. 
To avoid serious packet loss due to buffer overflow, the probability of overrun 
should be bounded by a minimal value. Overrun means tha t a call is accepted 
even if the call bandwidth is greater than the bandwidth available in the link. 
The value of Nds has to be analyzed to get a minimal overrun probability. 
Assumptions for analysis : 
1. Throughout the call set up period, no more than one stream of scout 
packets is loading onto the same links, i.e. No scout s tream collision. 
2. The interarrival t ime of scout packet is periodic with t ime CJ. 
3. The upper bound of burstiness of idle t ime slot interarrival t ime of P T M 
and OFTM with low burstiness can be approximated by Poisson Process 
with mean rate A equal to the mean available bandwidtli in the link 
1
 Refer to the assumptions of the Traffic models in Chapter 4. 
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In testing the availability of each link of the testing path by a type j call, 
between every interarrival time of DS packets, there are at least one arrival of 
idle time slot. Thus, 
r i uverrun of type i call} < (1 — 岣 广 (5.8) 
where A < 丄， c3 
Graphs 5,1 and 5.2 report the relation among the maximum overrun proba-
bility, ratio of the available link bandwidth to call bandwidth (Ac^) and number 
of DS packets (Nds)- Therefore, the values of Nds for different value of XCJ can 
be estimated. If the values of Nds are chosen to be 5 and 15, the probabilities 
of accepting a call in different values of call bandwidth and available link band-
width can be obtained from 3D-plots (Graphs 5.1.1-2) and their contour-plots 
(Graphs 5.2.1-2). To achieve small overrun probability, Nds bias to be large 
enough but large Nds may leads to higher blocking probability. 
On the other hand, suitable values of Nds can be estimated by simulation. 
The simulation model describes that a number of DS packets are loaded onto a 
link under PTM. By setting the mean bit rate of P T M marginally lower than 
a level that a selected call type cannot be set-up, the probabilities of wrongly 
accepting a call by different number of DS packets can then be determined. The 
input traffic is recorded as interarrival time of idle time slot which is stored in a 
file so that the same input traffic can be reused by different simulation trials. 
The values of Nds can be estimated using two sets of P T M models in the 
simulation as shown in Table 5.1. It is observed from Graphs 5.3-4 that if the 
80 
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Graph 5.1: Overrun Probability of Scheme I 
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Graph 5 .1 .1 : Prob. of accepting a Call (5 DS packets) 
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Graph. 5 .1 .2 : Prob. of accepting a Call (15 DS packets) 
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Graph 5.2.1: Prob. of Accepting a call (5 DS packets) 
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traffic is dominated by Type I call, the values of Nds are smaller than that of 
the evenly distributed traffic except for setting up type I call. It is because type 
I dominating traffic have stronger periodicity than the evenly distributed traffic. 
Tlie values of Nds obtained in this section provide testing data for tuning the 
parameters of the network simulator described in the Chapter 6. 
Table 5.1 
[ ^ , ^ ^ 3 ^ 4 ] = [125,72, 51,37], of PTM : 
Set-up Call Type Type I Call Dominating traffic Bmean 
1 PTMLL = [98,6,5,1] 0.9924 
2 PTM12= [99,5,5,1] 0.9865 
3 PTM13 = [99,6,4,1] 0.9808 
4 P T M 1 4 = [99,6,5,0] 0.9734 
Set-up Call Type Evenly Distributed traffic Bmean 
1 PTM15 = [29,18,15,8] 0.9923 
、 2 P T M 1 6 =i30 ,17 ,15 ,8] 0.9864 
3 PTMYJ ^ [30,18,14,8] 0.9807 
4 PTM1S = [30,18,15,7] 0.9733 
5.2 Scheme II : Speed-up Scout Pumping 
DS packets from call type j are loaded at a speed-up rate Rspj, so that they will 
be cumulated at the busy link up to a threshold level NT(> 2) within a predefined 
period of time Tdetect- The speed-up rate is formulated as the following. 
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Graph 5.3 : Overrun Prob. of Scheme I 
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Nt ‘ N 
Rsp,j = Rc，j + e + A • A • where A 二 ^ ~ v - (5.9) 丄 detect 
where R s p j is the Speed-up rate of DS packets of type j call, 
Rc,j = is the rate of tlie intended call of type j, 
e is, the bandwidth allowance, 
h is the number of hops of the intended call, 
Np is the packet size. 
Comparing with scheme I, the pumping rate of scout packets increases by e + 
h-A. Since the outgoing bit rate of the link may not be constant throughout the 
time of scout packets transmission, a constant value e is used as the bandwidth, 
allowance. This bandwidth is sacrificed to reduce the overrun probability due 
to traffic fluctuation within the time of call set up. 
The term h- A oi the above equation is to guarantee that mean rate of scout 
packet accumulation is high enough to set the scout counter to Nt within Tdetect-
The bit rate of each link can be regarded as constant at the time of call set-up 
because the effect of traffic fluctuation is absorbed by the bandwidth allowance 
e. Therefore, if the outgoing bit rate is smaller than the incoming bit rate by 
more than A (that is not enough bandwidth for setting up the call), the time 
for accumulation of scout packets tip to N t is guarantee to be less than Tdetect-
Since the retarding speed of scout packet in each node is less than or equal to 
A, the speed-up rate oi k • A is .to ensure that the average outgoing rate of scout 
packets at any link along the route of the call is more than or equal to Rc,j + e. 
Figure 5.2 portrays the rate of scout packet at different node for k = 3. 
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Applied Min. Min. Mn. 
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Figure 5.2 Applied Scout Rate to tes t availiability 
of the route. 
From Figure 5.3, Treserve can be found by the worst case approximation, 
f Cj 'iih = l 
T r e s e r v e =
 I [Ti + T, - T , ^ + h-8] . c . [ { h > l ： ( 5 J 0 ) 
t cj 3 
Ti is the transmission delay time of the first DS packet from the sender to 
the node that is (h — 1) hop away from it. T2 is the time difference between 
the first and the last DS packet arrivals at the congested link. The minimum 
outgoing scout rate at links of different hop can be determined by the values 
R s P ) j and A. Therefore, the maximum values of Ti and T2 can be deduced. 
T 2 - ( i ^ + e + A ) . 。 — 
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thus, 
+ 『 丄 1 工 . 八 . ) + -.Tdetect + h-6 
Treserve < ^ ~ + e + 込 i ^ + e + A . „ (5.11) 
c
i 
where h〉1, and 
Tdetect + Cj i f " = l 
h-1 1 j ^ j }) 
T < J 5^ (¾ + 0 " " “ I ~ + p
J
 • , a • Tdetect -Vh-S 
lscout - Rcj + e + iAJ RCij + e + A 义 { i h > l C3 3 
(5.12) 
5.3 Blocking Probability 
Applying the assumptions in the Section 5.1, the blocking probabilities of scheme 
I is going to compare with that of scheme II. Blocking probability is the proba-
bility of the intended call being refused under the given traffic loading. 
For scheme I, a scout packet stream will be blocked if no idle time slot is 
present within any interarrival time of two DS packets. The interarrival period 
of DS packets is equal to the period of the intended HP call Cj, so the blocking 
probability for scheme I by Nds DS packets is 





、 = P i 
90 
Chapter 5 Parameters Tuning and Analysis 
For scheme II, since the packet rate of DS packets is increased and the 
Nt > 2，it is difficult to get the exact form of blocking probability for scheme 
II. However, for the purpose of comparison, an upper bound of the blocking 
probability is approximated. The upper bound is the probability that the scout 
packet stream consists of at least Nt interarrival periods that are without idle 
time slots arrivals. 
nt_I I \ 
P{Blocking type j call} < 1 — 乞 ( e " ^ ) ' (1 - e - ^ ) N D S ~ r 
r=0� 厂 j 
=Pji, where yj 二 (5.14) 
Remarks. 
1. The variables yjy N d s and N t are inter-related according to Eqn. (5.9). If 
Nt increases, Nds (i.e. Tdetect) has to increase to maintain Rsp,j. Tlie goal 
is to get a suitable Nt SO tHat the blocking probability can be minimized 
.but Tdetect and Rsp,j will not be too great. 
2. Graph 5.5 shows tlie values of P n {yj = OA^Nds 二 25) of using different 
threshold levels Nt under different idle time slot arrival rates A. 
3. it can be observed from Graph 5.6 that for the same Tdetect： P n (yj =‘ 
0.4, Nds = 25) can be adjusted by tuning tke variable Nt to 10 so that it 
is smaller than PI (Cj = Nds == 10). 
4. Scheme II can outperform (by Parameters tuning) Scheme I because it 
can tolerate traffic fluctuation during the time of call set-up. In other 
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words, scheme I is much more conservative than Scheme II. However, the 
complexity requirement of sclieme II is higher than tlxat of Scheme I. 
5.4 Scout Stream Collision 
Collision occurs when DS packets from more than one call are loading onto the 
same link. Clearly, collision will increase the blocking probability of the calls 
because of the increase in DS packet rate. This section is going to find out how 
probable two scout packet streams will collide and how likely two collided calls 
will be refused for admission. Take one unit t ime as the t ime of loading one 
packet. If DS packets take Y unit t ime for transmission and two scout packet 
streams collide for X unit time. Then the probability of refusal for call set-up 
due to scout packet stream collision Pt is, 
Y 
Pt = [尸{se仁kp refusal | Collision period = X} * P{Collision period = X}] 
x=i 
(5,15) 
Assume that the interarrival t ime of the calls at link k is exponentially dis-
tr ibuted with, mean A^. DS packet streams will only collide if their interarrival 
t ime is shorter than the length Y, 
Thus, 
尸{Collision period = X} = \ k e ^ Y - x ) (5.16) 
Consider the case of sclieme I under PTM. Figure 5.4 depicts collision of two 
scout packet streams. { 而 } ^ is a set of inter-scout arrival t ime and X = Xi. 
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Graph 5.5 : Blocking Probability of Scheme II 
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Figure 5.4 Collision between Scout Streams 
The calls will both be terminated if there are no idle t ime slot within any X{. 
Applying the assumption tliat the arrival of idle t ime slot is a Poisson Process 
with mean A at short t ime interval, 
N 
尸{Set-up refusal | Collision period = X } = 1 - J[(l — e~Xxi) (5.17) 
i=i 
Averaging the above probability for different set of sc“ 
I XC-L � N 
P{set-up refusal | Collision period — X} = — ^ 1 — J J ( 1 — e—〜） 
xc Xl=i L i=l • 
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i Xc-l N 
« A E E e 一 
xc Xl=l i=l 
Therefore, 
Y [ / i xc-l N \ / �_ 
PT 记 E - E E ( 乂 “ 砍 一 幻 ) （ 5 . 1 8 ) 
X=1 _ \X° X!=l i=l J _ 
If the scout packet streams are of the same type with rate then 
A r 2X 
N = — 
工c 
N AT 
= —(e~Axi + e-A(xc~xl)) i 2 t=i 
(5.19) 
and, 






^ ) (5.20) 
x=i L V^c ®i=i / _ 
Remarks. It is intuitively clear that calls will be less Hkely to be refused 
for admission under scheme II situation. From Eqn,(5.20), the most dominating 
variable in getting P t is Xk- The actual interarrival rate of HP calls in a link 
is a very small value in comparing with the unit time because HP calls usually 
last for minutes. For the most pessimistic case for both schemes, it is found that 
PT <Y • Afc. For example, IFY = 2000 unit t ime and A A： = 10 一 6 per unit time, 




Simulation Modelling & 
Performance Evaluation 
6.1 The Network Simulator 
Since it is computationally prohibitive to estimate the performance of the pro-
posed multi-hop call set-up and traffic control algorithms using analytic meth-
ods, a network simulator is built to serve tke purpose. Since both packet and 
call level of traffic control are carried out by the simulator, the simulator lias 
to operate for tremendous amount of simulation time so as to get the statisti-
cally stable results. The packet loading time is chosen to be the simulation unit 
time, because it is the shortest time to schedule ail event. For example, if the 
link bandwidth is 424 Mbps and packet size is the same as size of a ATM cell, 
then the unit time is lfxs. The challenge of simulating operations of broadband 
network is the ratio of packet loading time to mean call duration because the 
call usually takes minutes to terminate. 
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For the sake of efficiency, instead of using general simulation language, a 
simulator is designed to speed lip the execution of simulation. The network 
simulator Is written in C programming language and operations of broadband 
network are modelled by the method of discrete event simulation. The network 
simulator is tested thoroughly to guarantee its correctness and the performance 
of the network are studied by tuning the network parameters extensively. These 
validating and tuning processes are extremely time consuming. In order to 
reduce simulation time at development phase of the simulator, the size of packets 
is set to be larger than the size of ATM cell, say 4240 bits. Thus, the simulation 
time decrease proportion to the increase in packet size. Afterwards, packets 
resume to size of ATM cell for further testing. 
The simulation jobs are replicated and assigned to a number of over 30 
workstations (inclnding SUN SPAR-10, DEC 3100, DEC 5000/25, /125, /200, 
/133) with different input parameters. The simulation time for each simulation 
run is lengthy. The ratio of the simulation time to the actual time on the fastest 
available workstation, i.e. SUN SPAR-10, is found to be about 1500. 
6.1.1 Simulation Event Scheduling 
Event scheduling is one of the time consuming process in simulation and a 
correct choice of data structure can speed up the process. The network model 
is evaluated in discrete time domaiti by using a short calendar of consecutive 
unit time to schedule every simulation event. The calendar is represented by a 
circular array of event lists which, are numbered as 1 , 2 , . . . , Lcaien. Each event 
list consists of event structures that are scheduled at the same unit time, see 
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Figure 6.1. The system clock advances cyclically to the next non-empty event 
list. 
For modelling of periodic traffic calls, events are scheduled periodically ac-
cording to the packet rate of the calls, so short calendar is usually sufficient. For 
example, if the peak rate of the lowest bandwidth call (voice-based call) is 3.392 
Mbps, then for a 424 Mbps bandwidth link, a packet is loaded in every 125/^. 
So the length of the calendar (LCAIEN) is 125 unit time. However, a long calendar 
is needed to model the off-period of on-off traffic sources. To keep the calendar 
short, an extra field is defined in the each event structure to indicate when the 
event is ready to be processed. This field is known as the scheduled period (S) 
of the event (Figure 6.2). When an event is scheduled, the event information 
and value of the scheduled period (S) is assigned to the event structure. Then 
it is inserted to tlie rear 
of the event list. 
E = (Scheduled Time — Current Time) Modulus LCA\EN 
(Scheduled Time — Current Time) 
o — : T — 
_ -^calen _ 
where [^J denotes the largest integer smaller than x. 
Current events in the list are examined, if S is equal to zero, the event is 
processed instantly. System variables will then be updated and new events may 
be scheduled, otherwise the event will remain in the list with the value of S 
subtracted by 1. After all current events are processed, next non-empty event 
list will be processed similarly. No outdated events remain in the calendar, only 
current and future events are stored. Although the granularity of the simulator 
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Figure 6.2. Event Structure 
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is confined by tlie simulation unit time, the obvious merit of this data structure 
is to avoid using excessive time for searching the latest event. 
6.1.2 Input Traffic Regulation 
A balanced load is important to investigate the performance of the network under 
the call set-up algorithms. Balanced load means that the input traffic loading 
of each link is the same. However, the topology of the network is arbitrary and 
the calls are multi-hop, so the average input traffic can only be balanced by an 
input traffic regulation matrix. The matrix which is defined as below can alter 
proportion of traffic intensity on each route. Assume that all the links in the 
network have the same bandwidth B. 
Input Traffic Regulation Matrix for HP calls of a Nnd-node network: 
0 ^13 • ' ' 
-
 v
 . 0 “ C^2n 
M^ = nfh mh H <yh 
• . • 、 • - » • • 
anl an2 an3 . • • • _ 
where a = mean rate of Poisson arrival of HP call from node s to s =/^ d 
5 = 1 , 2 , . . . , Nnd and 亡 1 , 2 ， … ’ Nnd 
thus, the mean call arrival rate at link k : 
E Lcall) (6.1) 
{sfd)eck 
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where Lcau is the mean call length., 
Ck = {pairs of source arid destination (s,d), s.t. rs^k = 1 , 5 ^ d}, 
rsd，k is an element of route vector Such that 
1 if the route from node s to d via link k 
and rsdik = 
0 otherwise 
、 
There is a similar input traffic regulation matrix for LP packets M\n with 
mean packet arrival rate at link 1c, Xlk. 
E - Lcall) (6.2) 
(s,d)eck 
To obtain a balanced load on every link k, and M\n have to designed 




 for all k. If the offered loading at each link is 
100%, then Xh + = X Ia addition, the ratios of call arrival for different 
hops can be determined by 
Rm= E . ( 警 ( 6 . 3 ) 
hop distant = i 
6.1 3 Actual Offered Load 
The actual offered load of a link is the load which can successfully impose to 
the link. Thus, its value is equal to the offered load A mentioned in the previ-
ous section subtracting the loads which is blocked due to fluctuation in traffic 
intensity. The length of calls is geometrically distributed and the inter-arrival 
time of calls is also geometrically distributed with mean A. If the integrated 
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traffic is dominated by one type of traffic call, the situation is simplified by con-
sidering only the dominating type of call. The link can be at most occupied by 
a finite number of calls, say m, each with bandwidth /i. If not enough band-
width remains, then some of the call arrivals are blocked. The situation can be 
approximated by M / M / m / m queueing system (Erlang Loss System) as shown 
in Figure 6.3. Applying Erlang B formula to calculate the proportion of time 
where the stationary system spend in state m, that is all tke bandwidth has 
been occupied by m calls, 
： # 
Servers 
Figure 6,3. M/M/m/m Queueing System 
广 
P m = ^ , (6.4) 
i + E ^ - r 
i n\ u, 
71=1 ‘ 
where \ = B = mfx, so 
m
m 
p — ml 
n=l 
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m
m 
_ ml :: 
一 m2 mm 
l + . m + — + . . . + ~ r 
2! ml 
m 
« ^ - T (6-5) 
e ml 
Finally, 
A' = X{l-Pm) 
rn
m 
二 B(1 - ( 6 . 6 ) 
emm\ 
Numerically, the relation of the actual offered load and m is 
Table 6.1 
m 40 50 60 70 80 90 100 110 120 
A' 0.937B 0.9MB 0.949B 0.952B 0.955B 0.958B 0.960B 0.962B 0.964B 
6.1‘4 Static and Dynamic Parameters 
Static Network Parameters : 
1. Network Configurations 
(a) No. of Nodes, N m.7 (Figure 6.4) 
The choice of the network topology is arbitrary but the number of 
nodes in the network is limited by the complexity of the network 
simulator. Thais, a small network with maximum possible number of 
hops three is chosen. 
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M 
Figure 6.4 Nodes and Links of the Network 
(b) No. of uni-directional links, Nik = 16 
(c) Propagation delay time matrix, Md 
oo 2 3 10 9 4 oo 
2 OO OO OO CX) oo oo 
3 oo oo oo oo oo oo 
Md = 10 oo oo oo 1 oo 2 
, 9 oo oo 1 oo oo oo 
4 oo oo 1 oo oo 3 
oo oo oo 2 oo 3 oo 
Every element of the above matrix represents the propagation delay 
time of link from the source node (row) to destination node (column). 
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The matrix is symmetric which implies that the incoming link and 
the corresponding outgoing link have the same physical length. 
2. Simulation unit time = \fis 
3. Length of event calendar, Lcaien = 125/as 
4. Bandwidth of each link, B = 424 Mbps 
5. Packet Size, NP == 424 bits (ATM cell) 
6. Route vectors are generated by shortest path algorithm. 
7. Fixed routing method is applied so no alternate routes are provided. 
8. Fixed control vectors are used. 
Dynamic Parameters and typical values : 
..In order to achieve high network throughput, the values of the dynamic 
parameters are obtained based on the static parameters by a series of tuning 
processes. 
1. Length of a simulation run , (1200 millions unit t ime « 20 inixmtes of 
simulated time) 
2. Control vector Interval 8, (12 unit time) 
3. Buffer Size and Threshold Level 
(a) Scout threshold level Nt, (2 for sclieme I, 8 for scheme II) 
(b) Upper thresKold level for LP packet queues NJJT, (50) 
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(c) Lower threshold level for LP packet queues Nlt, (48) 
(d) High priority buffer size, (300) 
4. Duration of scout screams 
(a) Period for DS packets TDETECT,(〜1000 - 2000 unit time, for scheme 
I，Nds for various types of call are 8,6,3,3.) 
(b) Period for RS packets TRESERVE^ (refer to Eqn. 5.6 for scheme I，Eqn. 
5» 11 for scheme II) 
(c) Speed-up scout rate for scheme II Rsp, (refer to Eqn. 5.9) 
(d) Bandwidth Allowance for scheme II e, 
5. Traffic Loading 
(a) Traffic models of HP packets, (Superposition of periodic or on-off 
sources, refer to Eqns (6.1) and (6.2)) 
(b) Maximum bit rate of t),pe j HP call TJ, (125,72,51,37 unit time) 
(c) Mean number of packets in a HP call, (500000) 
(d) Input traffic regulation matrices and M/ n , 
Traffic loading by periodic sources in the network can be represented by tlie 
following vectors : 
[Ti, T 2 , T 3 , T4] : Packet Interarrival t ime of 4 types of HP calls, 
[Rti, Rt2, Rts, Rt4\ : Ratio of call arrival rate for different call types (refer to Eqn. (6.3)) 
[ i ^ i , Rh2, Rh3] : Ratio of call arrival rate for different call hops 
1 0 6 
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An extra vector is needed to describe the on-off sources : 
[P o n , P0ff] : Mean on-off period of source 
6.2 Simulation Results 
Since there are 16 links in the network (Figure 6.4), the mean link utilization 
evaluated in this section is the mean values of proportion of time that links are 
loaded with LP or HP packets. The deviation of utilization of all the links is not 
greater than 6%. Ideally, if full traffic loading is applied, 100% link utilization 
would be expected. However the actual offered loading may not be the same as 
the input traffic loading (refer to Section 6.1.3). Besides, bandwidth, overheads 
due to transmission of scout packets, control vectors and algorithmic loss are 
imposed onto the network. The simulation results show that the scout packet 
overhead is less than ) 0.003% of the link bandwidth. Since scout packets super-
impose over LP packets, if the LP packet loading is high, the actual overhead 
by scout packets becomes negligible. The control vector overhead is calculated 
as where Nik is tlie number of bits of the control vector (i.e. the number 
of links in the network) and 8 is the control vector interval. If the size of the 
network is not Yery big, this overhead would not contribute significantly to the , 
link utilization. Algorithmic loss is the blocking of calls due to response delay 
of control vectors. This loss can be obtained by the simulation results in this 
section. 
The performance of scheme I and II under different traffic heterogeneities, 
loading and burstiness is examined. The following results are based on the static 
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and dynamic parameters mentioned in the Section 6.1.4. 
Table 6.1 shows the mean link utilization of scheme I and II under different 
homogeneous traffic inputs. Because of the bin-packing effect, the algorithm 
discriminates against setting up calls of large bandwidth, during busy time. Thus, 
the link utilization is highest if all the traffic sources are of Type 1 (i.e. the 
smallest bandwidth call). Botli schemes can obtain high network throughput 
but it is found that scheme I performs slightly better than scheme II due to the 
strong periodicity of the Homogeneous traffic. 
Traffic Parameters for Table 6 1 : 
1. Traffic Source Model : Periodic sources 
2. Call Hop Ratio : [RhliMm,Rhs] = [0.800，0.169,0.031] 
3. Mean Offered Loaded : 100% loading by HP calls (i.e. Xh = B) 
Table 6.1 
、Call Type Ratio Mean Link,Utilization 
[i^ti, Rt2, Rt3, R44] Scheme I Scheme II 
[1,0,0,0] 0.9215 0.9163 
[0,1,0,0] 0.9084 、0 .8972 
[0，0,1,0] 0.8837 0.8779 
[0,0,0,1] 0.8755 0.8514 
Network performance under two traffic patterns that are composed of dif-
ferent call type ratios Rti are evaluated in Graphs 6.1-2. Type 1 call is the 
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dominating call in the first traffic pat tern and the arrival rate of various types 
of call are equally probable in the second traffic patterns. It is found that when 
the HP call loading is low, the network performs similarly under different traffic 
of call type ratios. But as the loading increases, higher link utilization can be 
achieved under Type 1 call dominating traffic. In real-life situation, It is more 
probable that the traffic of an integrated services network is dominated by the 
calls with smaller bandwidth such as the voice-based calls. 
The blocking probabilities of HP calls of various call type for scheme I II 
can be compared in Table 6.2-3. The blocking probability is the proportion of 
calls that are refused from admission to the total number of calls sent in the same 
type. It is observed that the calls with larger bandwidth are more vulnerable to 
admission refusal. Comparing the results of scheme I and II, scheme II favours 
larger bandwidth call and scheme I favours smaller bandwidth calls. 
Traffic Parameters for Graphs 6.1-2 and Tables 6.2-3 : 
1. Traffic Source Model : Periodic sources 
2. Call Hop Ratio : [R huRh2,Rhz] 二 [0.800, 0.169,0.031] 
3. Dominated by Type 1 caE : [ ^ i , Rts, Rt4 = [0.781,0.156,0.047,0.016] 
4. Evenly distributed traffic : [i^i, Rts, ^M] 二 [0.25,0.25, 0.25,0.25] 
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Graph 6.11 Performance under Inhomogenous Traffic (Scheme I) 
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Table 6.2 : Blocking probabilities of HP calls for various call types 
under Type 1 call dominating traffic 
HP Call Scheme I Scheme II 
Loading Call Type Call Type 
(%) 1 2 3 4 1 2 3 4 
60 0.0002 0,0008 0.0013 0.0038 0.0000 0.0000 0.0000 0.0000 
80 0.0327 0.0506 0,1324 0.2022 0.0050 0.0080 0.0102 0.0258 
100 0.0239 0.3043 0.4160 0.6332 0.0687 0.1256 0.1793 0.2296 
120 0.0934 0.5902 0,6462 0.8000 0.1479 0.2320 0.3362 0.4642 
140 0,1661 0.7539 0.8016 0.9075 0.2342 0.3786 0.5016 0.6057 
Table 6.3 : Blocking probabilities of HP calls for various call types 
under Evenly Distributed Traffic 
HP Call Scheme I Scheme II 
Loading Call Type Call Type 
(%) 1 2 3 4 1 2 3 4 
、 6 0 0.0000 0.0002 0.0005 0.0033 0.0000 0.0000 0.0000 0.0000 
80 0.0020 0.0172 0.0426 0.1026 0.0090 0.0153 0.0246 0.0423 
100 0.0120 0.0903 0.1534 0.3104 0.0425 0.0803 0.1198 0.1688 
120 0.0303 0,1847 0.2700 0,4552 0.0885 0.1819 0.2351 0.3225 
140 0.0337 0.2991 0.3990 0.5989 0.1418 0.2409 0.3371 0.4458 
Graphs 6.3-4 depict the effect of call liop ratio Ru . Traffic Pat tern 1 is 
dominated by single-hop calls and tHe call hop ratios are more evenly distributed 
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in Traffic Pat tern 2. It is found that the performance of the network degrades 
in both schemes if the number of hops of the calls increases. It is because 
blocking of multi-hop calls have greater impact on network performance than 
that of single-hop calls. In addition, Tables 6.4-5 show that the algorithm biased 
toward setting up calls with smaller hops especially when tlie traffic loading is 
heavy. Thus, the single-kop calls are mostly likely to be set up for congested 
traffic. 
Traffic Parameters for Graphs 6.3-4 and Tables 6.4-5 : 
1. Traffic Source Model : Periodic sources 
2. Call type ratio : [ ^ 1 , ^ 2 , ^ 3 , ^ 4 ] = [0.781,0.156,0.047,0.016] 
3. Traffic Pat tern 1 : [ ^ i , Rh2, Rhs] 二 [0.800,0.169,0.031] 
4. Traffic Pat tern 2 : [ ^ 1 , ^ 2 , ^ 3 ] 二 [0.529,0.373,0.098] 
Table 6.4 : Blocking probabilities of HP calls for various call hop types 
under Traffic Pat tern 1 
HP Call Scheme I Scheme II 
Loading Hop Type Hop Type 
(%) , 1 2 3 1 2 3 
60 0.0004 0:0004 0.0000 0.0000 0.0000 0.0000 
80 0.0429 0.0444 0.0379 0.0045 0.0114 0.0186 
100 0.1213 0.2089 0.2528 0.0642 0.1569 0.2375 
120 0.1810 0.3078 0.3408 0.1334 0.3187 0.4626 
140 0.2683 0.4105 0.4845 0.2167 0.4797 0.6939 
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Graph 6.3 : Performance under Different Call Hop Ratio (Scheme I) 
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Table 6.5 ； Blocking probabilities of HP calls for various call hop types 
under Traffic Pa t te rn 2 
HP Call Scheme I Scheme II 
Loading Hop Type Hop Type 
(%) 1 2 3 1 2 3 
60 0.0000 0.0000 0.0009 0.0000 0.0000 0.0000 
80 0.0000 0.0026 0.0000 0.0013 0.0067 0.0042 
100 0.0677 0.1222 0.1365 0.0038 0.0185 0.0204 
120 0.1676 0.2741 0.3135 0.1168 0.2565 0.3022 
140 0.2528 0.3496 0.3863 0.1919 0.3617 0.4626 
From Graphs 6.5.1-2，the network performance of different loading by HP 
calls and LP packets can be examined. If the loading of LP packets is fixed, the 
performance levels off at heavy HP call loading. The mean link utilization can 
rise up to more than 97% in both schemes. On one hand, LP packet loading 
can occupy more bandwidth by scheme II than scheme I (Graphs 6.5.3-4). On 
the other hand, congestion due to LP packet transmission affects the admission 
of HP calls and this degrading effect is heavier in scheme II. 
Traffic Parameters for Graphs 6.5.1-4 : 
1. Traffic Source Model : Periodic sources 
2. Call Hop Ratio : [Rhu Rh2, Rh3] m [0.800，0.169,0.031] 
3. Call Type Ratio : [i^i , Rt 2 , Rt3, Rt^] = [0.781, 0.156,0.047,0.016] 
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Graph 6.5.1 : Perf, under various HP & LP packet Loading (Scheme I) 
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Graph 6.5.2: Perf. under various HP & LP packet Loading (Scheme II) 
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Graph 6.5.3 : Compare perf. of LP packets between Scheme I & H 
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Graph 6.5.4: Compare perf. of LP packets between Scheme I & II 
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For sclieme I, as stated in Section 5.1, the overrun probability under PTM can 
be altered by Nds: From Table 6,6, Nds for different call types are adjusted to 
investigate its relation with the mean link utilization and packet loss probability. 
Therefore, the values of Nds for various call types can be increased to satisfy 
the requirement of packet loss probability. Scheme II outperforms sclieme I for 
the traffic due to superposition of periodic sources. The packet loss probability 
of scheme II is less than 10~
9
 and the maximtim HP buffer size requirement is 
only 25. 
Traffic Parameters for Table 6.6 : 
1. Traffic Source Model : Periodic sources 
2. Call Hop Ratio : [RHL, RH2, RHS] = [0.800,0.169,0.031] 
3. Call Type Ratio : 1 ¾ ¾ ¾ ¾ ] = [0.781,0.156,0.047,0.016] 
4. 100% HP Call Loading 
5. HP buffer size = 300 
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Table 6.6 Packet loss Probabilities of Scheme I 
using various number of DS packets 
NDS for 
call type Pack. Loss Prob. Mean Link Utilization 
1 2 3 4 (%) 
7 5 3 3 1.312xE-7 89.28 
6 4 3 3 5,458xE-7 89.74 
5 3 3 3 6.894xE-7 89.89 
4 3 3 3 8.849xE-T 90.06 
3 3 3 3 1.446xE-6 90.14 
If on-off sources are taken as tlie traffic sources, the relation between packet 
loss probability and mean off-period is shown in Graph 6.6. From the results, 
the mean link utilization, for scheme I and II are 88% and 90% respectively. 
Although scheme II performs better than scheme I, as the traffic burstiness 
increases, the packet loss probability increase rapidly. For the same situation, 
the packet loss probability of scheme I increases less rapidly than tha t of scheme 
II. 
Graphs 6.7-8 portray the HP packet loss probability under traffic loading of 
different proportion of periodic sources and on-off Sources. Acceptable packet 
loss probability can be obtained by increasing the ratio of bandwidth allowance 
to link bandwidth of scheme II，i.e. However, the performance will be slightly 
affected (Graphs 6.9-10). Lastly, if the ratio of call to link bandwidth decreases, 
the aggregate traffic burstiness will be lowered and a bet ter performance of the 
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call set-up algorithm is expected. 
Traffic Parameters for Graph 6.6 : 
1. Traffic Source Model : On-off Sources 
2. Call Hop Ratio : [RhuRh2, Rhs] = [0.800,0.169,0.031] 
3. Call Type Ratio :【i^, Rt2’Rt3, Rt4] = [0.781，0.156,0.047,0.016] 
4. Mean on and off period : [Pon, Poff] 二 [40000,500 - 3500] 
5. 100% HP call Loading 
6. HP buffer size = 300 
7. ratio of bandwidth allowance to link bandwidth, for scheme II, * = 0.005 
Traffic Parameters for Graphs 6.7-8 : 
1. Traffic Source Mode l : Periodic sources + on-off Sources 
2. Call Hop Ratio : [Rhl, Rh2, Rm] = [0.800,0.169,0.031] 
3. Call Type Ratio : [ ^ 1 , ^ 2 , ^ 3 , ¾ ] = [0.781,0.156，0.047,0.016] 
4. Mean on and off period :[尸如，ft//] = [40000,40000] 
5. 80% and 90% Traffic Loading 
6. HP buffer size 二 300 
7. ratio of bandwidth allowance to link bandwidth for scheme I I ,金=0 . 005 
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 Graph 6.6 : HP packet loss prob. under 100% HP call Loading 
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Traffic Parameters for Graphs 6.9-10 : 
1. Traffic Source Model : 90% periodic sources + 10% on-off sources (90% 
Traffic Loading) 
2. Call Hop Ratio : [Rhtj R^Rm] = [0.800,0.169,0.031] 
3. Call Type Ratio : [RtU R n , R t 3 ,风 4 ] = [0.781,0.156,0.047,0.016] 
4. Mean on and off period : [Pon, Poff] =^ [40000, 40000] 
5. HP buffer size = 300 
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xlO-
4
 Graph 6.7 : HP packet loss prob. under 90% HP call Loading 
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 C^aph 6.9 HP packet loss prob. for various Bandwidth Allowance 
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Distributed algorithms for traffic control and call set-up for broadband ISDN 
are designed in detail. These algorithms can be realized by simple hardware 
in which only primitive operations like READ from liigh speed memory, logical 
AND / O R are performed. The properties of being starvation-free and deadlock-
free of the traffic control are presented. In setting up an one way multi-hop 
call, only the call originating node involves. No inter-node communication and 
special mechanism for tearing down the call are required. 
Parameters in the call set-up algorithm are fine tuned with respect to vari-
ous traffic models of integrated services. A network simulator for tlie broadband 
network of a general topology has been designed and implemented to investi-
gate the performance of the traffic control and call set-up algorithms. Network 
performance under different traffic heterogeneities，loading and burstiness is ex-
amined. The results have been shown that high throughput and negligible packet 
loss probability can be achieved for different patterns of aggregate traffic due to 
Chapter 7 Conclusions 
superposition of periodic sources. In addition, if the traffic is mixed with on-
off sources which will increase the traffic burstiness, the requirement of packet 
loss probability can be satisfied by adjusting parameters of the algorithms and 
trading off certain levels of bandwidth utilization. 
There are a few directions for future work. First is to investigate tlie network 
performance by simulation under other traffic models with different traffic prop-
erties and levels of burstiness. The second is to expand the size of the testing 
network for simulation。The third is to design the call set-up algorithm for two 
way communication calls and analyse its performance. 
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Appendix A List of Symbols 
List of Symbols 
Symbols Description 
Qsd low priority queue of route from node s to d 
8 control cector interval 
Bmean mean bit rate of the traffic mix 
T{ packet interarrival time of call type i 
Ni mean number of sources of call type i 
Nut upper threshold level for low priority queues 
Nlt lower threshold level for low priority queues 
Nt threshold level for detecting scout packet count 
Nds number of detecting scout packets of the intended call 
NRS number of reserving scout packets of the intended call 
NS sum of Nds and Nrs 
NP packet size 
Nnd number of nodes in the network 
N{t) counting process associated with the arrival process of packets 
Nik number of links in the network 
Pon,i mean on-period of call type i 
P0f /,¾ mean off-period of call type i 
I(t) index of dispersion for counts at time t 
Cs,t control vector of node s at time t 
Sk link status of link k 
LSyt link status vector of the outgoing links of node s at time t 
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Symbols Description 
Ik link status of link k 
Rsd route vector from node s to d 
rsd’k route status from node s to d includes link k 
M、j vector mask of the incoming link from node i to j 
CQk t incoming variable-length control vector from node 0 to ^ at time t 
® control vectors concatenation 
Osd,t result of influx vector screening to the route from node 5 to c? at time t 
Isdft result of load vector screening to the route from node 5 to c? at time t 
qij{t) number of packets queued in queue Qij of the congest ed link at time t 
br mean residue bandwidth of the congested link 
bj mean influx rate of the queue Qij 
Cj periodicity of higli priority packet call type j 
Pj periodicity of scout packet for call type j 
Tscout time for scout packet transmission of the intended call 
T r e s e r v e transmission time of reserving scout packets of the intended call 
Tdetect transmission time of detecting scout packets of the intended call 
Tdeiay delay time due to the response time of control vector 
Rsp,j speed-up rate of detecting scout packets call of type j 
Rc,j rate of the intended call of type j 
A mean arrival rate of idle time slot 
e bandwidth allowance 
h number of hops of the intended call 
di propagation delay of link at the ith hop 
PT probability of calls termination due to scout stream collision 
， . 、 . : , 1 3 4 
Appendix A List of Symbols 
Symbols Description 
E current event list 
S scheduled period for the current event structure 
B link bandwidth 
input traffic regulation matrix for high priority calls 
M\n input traffic regulation matrix for low priority packets 
Md propagation delay time matrix 
mean rate of Poisson arrival of high priority call from node s to d 
alsd mean rate of Poisson arrival of low priority packets from node s to d 
Lcaien length of the calendar 
Lcau mean call length 
\ \ mean call arrival rate at link k 
X
l
k mean packet arrival rate at link k 
Rhi ratio of call arrival for different types 
Rtj ratio of call arrival for different hops 
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