Deep neural networks and machine-learning algorithms are pervasively used in several applications, ranging from computer vision to computer security. In most of these applications, the learning algorithm has to face intelligent and adaptive attackers who can carefully manipulate data to purposely subvert the learning process. As these algorithms have not been originally designed under such premises, they have been shown to be vulnerable to well-crafted, sophisticated attacks, including training-time poisoning and test-time evasion attacks (also known as adversarial examples). The problem of countering these threats and learning secure classifiers in adversarial settings has thus become the subject of an emerging, relevant research field known as adversarial machine learning. The purposes of this tutorial are: (a) to introduce the fundamentals of adversarial machine learning to the security community; (b) to illustrate the design cycle of a learning-based pattern recognition system for adversarial tasks; (c) to present novel techniques that have been recently proposed to assess performance of pattern classifiers and deep learning algorithms under attack, evaluate their vulnerabilities, and implement defense strategies that make learning algorithms more robust to attacks; and (d) to show some applications of adversarial machine learning to pattern recognition tasks like object recognition in images, biometric identity recognition, spam and malware detection.
Deep neural networks and machine-learning algorithms are currently used in several applications, ranging from computer vision to computer security. Most of these applications, like spam and malware detection, differ from traditional machine learning tasks, as the learning algorithm faces intelligent and adaptive attackers who can manipulate input data to subvert the learning process. Traditional machine learning techniques do not account for the adversarial nature of such classification problems and, thus, the performance of standard pattern classifiers can significantly degrade when used in such adversarial settings. Pattern classifiers can be significantly vulnerable to well-crafted, sophisticated attacks exploiting knowledge of the learning algorithms. Being increasingly adopted for security and privacy tasks, it is very likely that such techniques will be soon targeted by specific attacks, crafted by skilled attackers. In particular, two main threats against learning algorithms have been identified in the last decade, among a larger number of potential attack scenarios, respectively referred to as evasion and poisoning attacks [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
Evasion attacks consist of manipulating input data at test time to cause misclassifications. These include, for instance, manipulation of malware code to have the corresponding sample undetected (i.e., misclassified as legitimate) [14, 16, 18] . Another instance is related to the existence of adversarial examples in computer-vision problems, namely, images that can be misclassified by deep-learning algorithms while being only imperceptibly distorted [3, 15] . From a practical perspective, evasion attacks are thus already a relevant threat in real-world application settings.
Poisoning attacks are subtler; their goal is to mislead the learning algorithm during the training phase by manipulating only a small fraction of the training data, in order to significantly increase the number of misclassified samples at test time, causing a denial of service [6, 10, 11, 13, 17] . These attacks require access to the training data used to learn the classification algorithm, which is possible in some application-specific contexts; for instance, in the case of systems which are re-trained or updated online, using data collected during system operation. Another category of systems Tutorial CCS'18, October 15-19, 2018, Toronto, ON, Canada 2154 that may be subject to poisoning attacks include those systems that exploit feedback from the end users to validate their decisions on some submitted samples, and then update the classification model accordingly (e.g., PDFRate, an online tool for detecting malware in PDF files [14] ). The problem of countering these threats and learning secure classifiers in adversarial settings is the subject of an emerging research field called adversarial machine learning. The purposes of this tutorial are: (a) to introduce the fundamentals of adversarial machine learning to the computer security community; (b) to illustrate the design cycle of a learning-based pattern recognition system for adversarial tasks; (c) to present novel techniques that have been recently proposed to assess performance of pattern classifiers and deep learning algorithms under attack, evaluate their vulnerabilities, and implement defense strategies that make learning algorithms more robust to attacks; and (d) to show some applications of adversarial machine learning to pattern recognition tasks like object recognition in images, biometric identity recognition, spam and malware detection.
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