Let (X, d) be a finite metric space. This paper first discusses the spectrum of the p-distance matrix of a finite metric space of pnegative type and then gives upper and lower bounds for the so called gap Γ(X, p) of a finite metric space of strict p-negative type. Furthermore estimations for Γ(X, p) under a certain glueing construction for finite metric spaces are given and finally be applied to finite ultrametric spaces.
Introduction
Let (X, d) be a metric space and p > 0. Recall that (X, d) has p-negative type if for all natural numbers n, all x 1 , x 2 , . . . , x n in X and all real numbers α 1 , α 2 , . . . , α n with α 1 + α 2 + . . . + α n = 0 the inequality n i,j=1
holds. Moreover if (X, d) has p-negative type and n i,j=1
α i α j d(x i , x j ) p = 0, together with x i = x j , for all i = j implies α 1 = α 2 = · · · = α n = 0, then (X, d) has strict p-negative type.
Following [2, 3] we define the p-negative type gap Γ(X, p) of a p-negative type metric space (X, d) as the largest nonnegative constant, such that
holds for all natural numbers n, all x 1 , x 2 , . . . , x n in X with x i = x j , for all i = j, and all real numbers α 1 , α 2 , . . . , α n with α 1 + α 2 + . . . + α n = 0.
The above defined p-negative type gap Γ(X, p) can be used to enlarge the p-parameter, for wich a given finite metric space is of p-negative type: It is shown in [9] (Theorem 3.3) that a finite metric space (X, d) with cardinality n = |X| ≥ 3 of strict p-negative type is of strict q-negative type for all q ∈ [p, p + ξ) where
, with ∆(X) = max For basic information on p-negative type spaces (1-negative type spaces are also known as quasihypermetric spaces) see for example [2, 8, 9, 12, 13, 14, 15, 16, 18] .
After section 1 and 2 (introduction, notation and basic definitions) of this paper we discuss the spectrum of the p-distance matrices of finite metric spaces of p-negative type in section 3 and then focus our attention to upper and lower bounds (section 4,5) for the p-negative gap Γ(X, p) of finite metric spaces of strict p-negative type.
In section 6 we estimate Γ(X, p) for a certain glueing construction for finite metric spaces and finally apply these results to finite ultrametric spaces in section 7.
Notation and basic definitions
Elements x in R n are interpretated as column vectors, so x T = (x 1 , x 2 , . . . , x n ). The canonical inner product of two elements x, y in R n is given by (x|y) and the canonical unit vectors are denoted by e 1 , e 2 , . . . , e n . The element ½ in R n is defined as ½ T = (1, 1, . . . , 1). The usual p-norm (p ≥ 1) on R n is given by
, for
The subspace F 0 and the affine subspace F 1 are F 0 = {x ∈ R n |(x|½) = 0} and
Let E be a subspace of R n and A be a real symmetric n × n matrix. We say A is of nonnegative type (positive type) on E if (Ax|x) ≥ 0, for all x in E ((Ax|x) > 0, for all x = 0 in E). Hence A is positive semidefinite (positive definite) if and only if A is of nonnegative type (positive type) on E = R n . We say A is of negative type (strict negative type) on E if (Ax|x) ≤ 0, for all x in E ((Ax|x) < 0, for all x = 0 in E).
For a given finite metric space (X, d), X = {x 1 , x 2 , . . . , x n } we make the following definitions:
The n × n p-distance matrix (p > 0) D p (X) (for short D p , if the underlying space X is clear from context) is given by
The diameter ∆(X) (for short ∆, if the underlying space X is clear from context) is defined as
For a given α > 0 the finite metric space (X, αd) is written as αX((αd)(x i , x j ) = αd(x i , x j )). Finally the discrete metric space consisting of n points is denoted by X n .
3 Finite metric spaces of p-negative type and the spectrum of their p-distance matrices
The following result by Crouzeix and Ferland was used in [6] 
Definition 3.5. Let (X, d), X = {x 1 , x 2 , . . . , x n } be a finite metric space with p-distance matrix D p .
In short form
. . , x n } be a finite metric space of at least two points (
The constant M p was studied in [12, 13, 14, 15] for general compact metric spaces of 1-negative type, it also appears in the study of Euclidean distance matrices (see Corollary 3.2 in [7] ). Following the ideas of these papers we obtain Proof. Assume (X, d) is not of p-negative type, then there is some x 0 ∈ F 0 such that (D p x 0 |x 0 ) > 0. Choose some w in F 1 and let x n = nx 0 + w. Note that x n ∈ F 1 and ( 
, so u ∈ F 1 and let x be in
Now let M p < ∞ and assume (b|½) = 0. Fix some w in F 1 and let x n = w+nb, for n ∈ N.
Note that x n ∈ F 1 and (
Corollary 3.9. Let (X, d) be a finite metric space of at least two points and let λ 1 ≤ λ 2 ≤ . . . ≤ λ n be the eigenvalues of the p-distance matrix D p of X. The following are equivalent:
Proof. Combine Theorem 3.3, Theorem 3.7 and Theorem 3.8. 
So in any case there is a uniquely defined element u p in F 1 with D p u p = M p ½.
An upper bound for Γ(X, p)
We first need the following
Proof. For n = 2m and i = j we get x∈M 1
and hence
For n = 2m + 1 and i = j we get x∈M 2
In each case (n = 2m, n = 2m + 1) we have
for k ∈ {1, 2} and so we are done.
. . , x n } be a finite metric space of p-negative type of at least two points. Then we have
where X n denotes the discrete metric space consisting of n points, where
Note that M 1 and M 2 defined as in Lemma 4.1 are both subsets of F 0 . Hence we get
, for k = 1(n = 2m) and k = 2(n = 2m + 1). Now x 1 = n, for all x in M 1 (n = 2m) and
Applying Lemma 4.1 to B = −D p and since
as shown in [18] , finishes the proof.
, n odd where X n denotes the discrete space consisting of n points and ∆(X) denotes the diameter of X.
Moreover equality holds if and only if (X, d) is isometrically isomorphic to
Proof. By definition of Γ(X, p) and since
, n odd as shown in [18] we have 
where X n denotes the discrete metric space consisting of n points, where , for all x in F 0 with x 1 = 1. Assume (w. l. o. g.) that x in F 0 with x 1 = 1 is given by x = (x 1 , . . . , x k , −x k+1 , . . . , −x n ), with x 1 , x 2 , . . . , x k > 0, x k+1 , . . . , x n ≤ 0 and 1 ≤ k ≤ n − 1.
Since x ∈ F 0 and x 1 = 1 we get x 1 + . . .
Note that the eigenvalues of −D p are −λ n < 0 < |λ n−1 | ≤ . . . ≤ |λ 1 |. Applying the well known Courent-Fisher Theorem we get
, where the supremum is taken over all n − 1 dimensional subspaces E of R n . Therefore
, for all x in F 0 with x 1 = 1 (as shown above) we obtain
, we get |λ n−1 | ≥ Γ(X, p).
The lower bound: Let {f 1 , f 2 , . . . , f n } be an orthonormal basis consisting of eigenvectors of
By the well known Frobenius -Perron Theorem we know that all coordinates of f n are nonnegative and hence (½|f n ) > 0. For
It follows that
Summing up we get
So it follows that
for all x in F 0 .
By definition of Γ(X, p) we have
By definition of Γ(X n , p) we have
and hence we are done. 
Moreover the inequality is sharp for X = ∆(X)X n .
Proof. Combine Theorem 5.1 and Remark 5.2 and note that the eigenvalues of the pdistance matrix of ∆(X)X n are λ 1 = λ 2 = . . . = λ n−1 = −∆(X) p and
6 Estimating Γ(X, p) for a certain glueing construction
In [17] Sánchez showed (Theorem 4.8) that Γ(X, p) −1 behaves additively for an additive combination of finite metric spaces of strict p-negative type, where an additive combination of two metric spaces is, roughly speaking, a space made by picking a point in each space and glueing them together.
We now consider another glueing construction often used in [13, 14, 15] . Definition 6.1. (see Theorem 3.5 of [13] )Let (X 1 , d 1 ) and (X 2 , d 2 ) be two finite metric spaces such that X 1 ∩ X 2 = ∅. Further let c > 0 with 2c ≥ max(∆(X 1 ), ∆(X 2 )). We define
, for x, y ∈ X 2 c, for x ∈ X 1 and y ∈ X 2 c, for x ∈ X 2 and y ∈ X 1
The space (X, d) will be denoted by (X 1 cX 2 , d).
The following result was shown in [13] (Theorem 3.5) for general compact metric spaces of 1-negative type. For completeness we add the proof now given in terms of matrices. Note that Corollary 3.9 implies that M p (X 1 ) and M p (X 2 ) are both finite, if (X 1 , d 1 ) and (X 2 , d 2 ) are of strict p-negative type. 
Proof. assertion 1: clear, since 2c ≥ max(∆(X 1 ), ∆(X 2 )) assertion 2: Let |X 1 | = n and |X 2 | = m. By definition of X 1 cX 2 the p-distance matrix D p (X 1 cX 2 ) of X 1 cX 2 is the (n + m) × (n + m) matrix given by
(½ denotes the vector consisting of all ones in arbitraty dimensions) Let z ∈ R n+m , z T = (x T , y T ) with x ∈ R n and y ∈ R m . We get
Assume that (X 1 cX 2 , d) is of p-negative type and 2c
On the other hand let 2c
). Hence 0 = (z|½) = (x|½) + (y|½) and assume first that (x|½) = 0. Then we get (y|½) = 0 and (
If (x|½) = 0 we get (y|½) = −(x|½) and
In each case we have (D p z|z) ≤ 0, for all z ∈ F 0 and hence (X 1 cX 2 , d) is of p-negative type. assertion 3: Assume that (X 1 cX 2 , d) is of strict p-negative type and 2c
T . Note that z = 0 and
If (x|½) = 0 we get (y|½) = 0 and so 0 = (D p z|z) = (D p (X 1 )x|x)+(D p (X 2 )y|y) ≤ 0 implies x = 0 and y = 0 and hence z = 0, since (X 1 , d 1 ) and (X 2 , d 2 ) are of strict p-negative type. If (x|½) = 0 we get (y|½) = −(x|½) and so
In order to estimate Γ p (X 1 cX 2 ) we need the following (the proof is straight forward) Lemma 6.3. 1. Let A 1 , A 2 be two real symmetric invertible n × n, m × m matrices and c be a real number with 1 = c 2 (x 1 |½)(x 2 |½), where
The inverse matrix of the (n + m) × (n + m) matrix
is given by
Let
A be a real symmetric invertible n × n matrix with (x|½) = 0, where
Further let c be a real number, c = 0. The inverse matrix of the (n + 1) × (n + 1)
is given by 
, where 
The inverse matrix of
, where
−1 and hence we are done by Lemma 6.3 part 1. Then we have
Note that M p ({x}) = 0 and Γ({x}, p) = ∞, so Γ({x}, p)
Proof. It is shown in Theorem 3.5 in [19] that Γ(X, p) = 2 β(X,p)
, with β(X, p) = max z∈{−1,1} n (D p (X)z|z), for (X, d) a finite metric space of strict p-negative type of at least two points. Applying Corollary 6.6 we are done.
7 An application to finite ultrametric spaces y) ) for all x, y, z in X. Further recall that a real symmetric n × n matrix A = (a ij ) We now estimate Γ(X, p) for a concrete finite ultrametric space acording to Theorem 7.7. First recall that for a given finite connected edge-weighted graph G = (V, E, w),
, W a walk connecting u and v} with w(W ) = max{w(e), e a edge on W } the space (V, d) is a finite ultrametric space.
Example 7.8. Let G = (V, E, w) be:
, e, f, g}, E = {{a, b}, {b, c}, {c, d}, {c, e}, {e, f }, {f, g}}, w({c, d}) = w({e, f }) = 1 w({a, b}) = w({b, c}) = 2 w({c, e}) = 3 w({f, g}) = 4. where V 4 and V 6 are the maximal (with respect to inclusion) discrete subspaces of at least two points of V .
The last limit equation is not a coincidence:
Recently the following beautiful formula was shown by Doust, Sánchez and Weston. and a coterie of (X, d) is defined as {x ∈ X|d(x, y) ≤ α}, for some z in X with |{x ∈ X|d(x, y) ≤ α}| ≥ 2.
Remark 7.10. Let (X, d) be a finite ultrametric space of at least two points and the distinct distances in (X, d) are given by 0 = α 0 < α 1 < α 2 < . . . < α k = ∆(X). We assume 1 = α 1 < ∆(X) ( Γ(X,p) α 
