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Abstract 
A des ign  based on p a r a l l e l  processing is l a i d  out  fo r  solving (multistage) 
s t o c h a s t i c  p rog rams .  Because  o f  t h e  v e r y  s p e c i a l  n a t u r e  o f  t h e  
decomposition used here,  one could r e ly  on hard-wired micro-processors t ha t  
would be extremely simple in design and f a b r i c a t i o n ,  and would reduce t h e  
t ime r equ i r ed  t o  s o l v i n g  s t o c h a s t i c  programs t o  t h a t  needed f o r  solving 
determinis t ic  l inear  programs of the  same s i z e  ( ignoring t h e  time r equ i r ed  
t o  design the pa ra l l e l  decomposition). 
* 
Supported i n  part  by the National Science Foundation 
We d e a l  w i t h  t h e  f o l l o w i n g  c l a s s  o f  s t o c h a s t i c  programs w i t h  r e c o u r s e :  
n  
f i n d  x  E  R s u c h  t h a t  Ax = b, x  > 0 ,  
- 
and  z  := c x  + EIQ(x ,E , ) l  is minimized ,  
- 
where 
Q(x,E,)  := i n f  n  { q y l ~ y  = h  - Tx} ,  
2 
Y E R +  
and 
a r e  t h e  r a n d o m  e l e m e n t s  o f  t h e  problem. The m a t r i c e s  and  v e c t o r s  c ( n l  ) , 
A ( m l  x n1 ) ,  b ( m l ) ,  q ( n 2 )  and W(m2 x n 2 )  are d e t e r m i n i s t i c  i n  t h i s  model. 
L e t  P d e n o t e  t h e  p r o b a b i l i t y  measure d e f i n e d  on t h e  s u p p o r t  B c R N 
(N = m + m x n l )  o f  t h e  random v e c t o r  E,. We assume t h a t  f o r  a l l  2  2 
- 
x  E  K1 
t h e  e x p e c t a t i o n  E{Q(x,E,)} is f i n i t e .  T h i s  means t h a t  we are d e a l i n g  w i t h  
- 
a s t o c h a s t i c  program w i t h  <, e i t h e r  b e c a u s e  i t  
w a s  o r i g i n a l l y  g i v e n  t o  u s  i n  t h a t  form o r  we have  g e n e r a t e d  enough o f  t h e  
induced  c o n s t r a i n t s  t o  r e d u c e  it t o  a problem o f  t h a t  form. We a l s o  a s s u m e  
t h a t  t h e  p r o b l e m  is s o l v a b l e  ( f e a s i b l e  and bounded) and s t a b l e  ( t h e  Kuhn- 
Tucker  c o n d i t i o n s  a r e  s u f f i c i e n t  a n d  n e c e s s a r y  f o r  o p t i m a l i t y ) .  F o r  a 
r e v i e w  o f  t h e  t e r m i n o l o g y ,  a n d  a  d i s c u s s i o n  o f  t h e  c o n d i t i o n s  used h e r e ,  
c o n s u l t  Wets ( 1  9 7 4 ) .  
We r e s t r i c t  our  a t t e n t i o n  t o  problems o f  t h i s  t y p e ,  b u t  t h e  scheme t h a t  
we s u g g e s t  i n  t h e  ensu ing  development a p p l i e s  ( w i t h  m o d i f i c a t i o n s )  t o  much 
more g e n e r a l  c l a s s e s  o f  p r o b l e m s .  If we do n o t  have r e l a t i v e l y  complete  
r e c o u r s e ,  t h e n  an a d d i t i o n a l  s t e p  must  b e  i n t r o d u c e d  i n  t h e  a l g o r i t h m  t o  
g e n e r a t e  f e a s i b i l i t y  c u t s  such  a s  i n  S t e p  2  of  t h e  L-shaped a l g o r i t h m ,  f o r  a  
r ev iew s e e  Wets (1986) .  If w e  a r e  d e a l i n g  wi th  more t h a n  a two-s tage  l i n e a r  
p r o g r a m ,  o r  e q u i v a l e n t l y - - s e e  Wets ( 1  9 7 2  )--with a n o n l i n e a r  L i p s c h i t z i a n  
f u n c t i o n  q ( y )  f o r  t h e  o b j e c t i v e  o f  t h e  r e c o u r s e  problem ( r e p l a c i n g  a l s o  
n  
w i t h  y  E D ,  a p o l y h e d r a l  convex s e t ) ,  we can  s t i l l  r e l y  on t h e  Y E R ,  
p r i n c i p l e s  l a i d  o u t  h e r e  f o r  t h e  decomposi t ion o f  t h e  r e c o u r s e  p r o b l e m ,  b u t  
i n s t e a d  o f  s e p a r a b l e  l i n e a r  a p p r o x i m a t e s  o n e  n e e d s  t o  u s e  s e p a r a b l e  
n o n l i n e a r  approx imates .  The d e t a i l s  o f  t h e  n o n l i n e a r  c a s e ,  a s  it  a p p l i e s  t o  
m u l t i s t a g e  problems, w i l l  be inc luded  i n  a n o t h e r  a r t i c l e .  
The first  p a r t  d e a l s  w i t h  approximat ing g e n e r a l  l i n e a r  programs by ve ry  
s imple  l i n e a r  programs. T h i s  is t h e  b a s i s  f o r  t h e  p a r a l l e l  decomposi t ion o f  
t h e  r e c o u r s e  p r o b l e m .  T h e  s e c o n d  p a r t  d e a l s  w i t h  t h e  u s e  o f  t h i s  
d e c o m p o s i t i o n  t o  s o l v e  s t o c h a s t i c  p r o g r a m s .  F i n a l l y ,  we d i s c u s s  i t s  
implementa t ion i n  p a r a l l e l  p r o c e s s i n g  machines. 
We p r e s e n t  h e r e  a  scheme based on a  "p r imalw p a r a l l e l  decomposi t ion o f  
t h e  r e c o u r s e  f u n c t i o n  o f  a two-stage s t o c h a s t i c  p r o g r a m ;  i t  r e l i e s  o n  r a y  
f u n c t i o n  approximates .  A r e l a t e d  scheme based on a " d u a l w  r e p r e s e n t a t i o n  o f  
t h e  r e c o u r s e  f u n c t i o n  is a l s o  under s t u d y ,  s e e  t h e  comments a t  t h e  end  o f  
S e c t i o n  1 . 
1 .  APPROXIMATIONS FOR L I N E A R  PROGRAMS 
I n  B i r g e  a n d  Wets  ( 1 985 1, we i n t r o d u c e d  s i m p l e  r e c o u r s e  approx imates  
f o r  g e n e r a l  r e c o u r s e  p r o b l e m s  t o  c a l c u l a t e  u p p e r  b o u n d s  f o r  s t o c h a s t i c  
p r o b l e m s .  I t  is t h i s  t y p e  o f  approx imat ions  t h a t  w i l l  be used t o  o b t a i n  a  
" p a r a l l e l l 1  d e c o m p o s i t i o n  o f  t h e  r e c o u r s e  p r o b l e m .  To b e g i n  w i t h  l e t  u s  
c o n s i d e r  t h e  f o l l o w i n g  f u n c t i o n :  
( 1 . 1  $ ( t )  := i n f  
n  I ~ Y I W Y  = t *  Y > 01. - 2 
Y € R +  
T h i s  is a s u b l i n e a r  f u n c t i o n  ( p o s i t i v e l y  homogeneous and convex) ,  p roper  
($ ( t )  > - m ,  ~ ( 0 )  = 0 )  as f o l l o w s  from t h e  assumpt ions  we have made a b o u t  
t h e  s t o c h a s t i c  program, and f i n i t e  on t h e  convex p o l y h e d r a l  cone 
( 1 . 2 )  Pos W := I t ( t  = Wy, y  2 01 
Note  t h a t  t h e  assumpt ion o f  r e l a t i v e l y  complete r e c o u r s e  means t h a t  f o r  a l l  
x  € K 1 '  
h - Tx € pos W 
f o r  a l l  5 = ( h ; T  l , . . . , T m  ) i n  . Not o n l y  is t h e  e f f e c t i v e  domain o f  $ 
2  
p o l y h e d r a l ,  s o  is a c t u a l l y  a l s o  e p i  $ its e p i g r a p h ,  t h i s  means t h a t  we can 
f i n d  a  r e p r e s e n t a t i o n  o f  $ i n  t e rms  o f  a  f i n i t e  c o l l e c t i o n  o f  r a y s  t h a t  
de te rmine  a  frame f o r  i ts  ep ig raph .  Let  
m2+1 
be a  f i n i t e  co l l ec t ion  of vectors in R such t ha t  
a  
R 
epi  $ = pos [ (  1 ,  R = l , . . . , L ]  
t 
Then, it is easy t o  see t h a t  
a  
R 
$ ( t )  = inf  ( a l ( t )  = ( a R ) ~ R ,  ,.I& 1 01 I R = l  t 
T h i s  r e p r e s e n t a t i o n  of $ b r i n g s  us t o  t h e  fo l l ow ing  c o n s t r u c t i o n  o f  
approximates of . Let 
m +1 
be any f i n i t e  co l l ec t ion  of vectors in R such t ha t  f o r  a l l  
3 
a ( S )  € e p i  $ 
t 
3 
By choos ing  ( ) ,  3 = 1 , .  . . S ,  we have b u i l t  a n o t h e r  s u b l i n e a r  f u n c t i o n  
L Q 
t h a t  m a j o r i z e s  $. I f  t h i s  new s u b l i n e a r  f u n c t i o n  is t o  be a r e a s o n a b l e  
approx imate  o f  $, a t  l e a s t  on t h e  r a y s :  
we shou ld  choose 
( 1 . 7 )  S S a := $ ( t S )  = i n f  {qyIwy = t , y  2 01. 
A second c o n d i t i o n ,  t h a t  needs  t o  be s a t i s f i e d  i n  o r d e r  t o  b e  a b l e  t o  u s e  
t h i s  new s u b l i n e a r  f u n c t i o n  as  a n  a p p r o x i m a t i o n . f o r  $ i s  t h a t  t h e  
- 
a 
c o l l e c t i o n  o f  v e c t o r s  { ( , s = 1 , . . . , 1 b e  r i c h  e n o u g h .  T h i s  means  
t 
b a s i c a l l y  t h a t  o n e  w o u l d  n e e d  t o  c h o o s e  t h i s  c o l l e c t i o n  s o  t h a t  i t  
d e t e r m i n e s ,  o r  n e a r l y  d e t e r m i n e s  a f r a m e  f o r  t h e  e p i g r a p h  o f  $. I f  we 
p r o c e e d  i n  t h a t  f a s h i o n ,  i g n o r i n g  e v e n  t h e  work n e c e s s a r y  t o  f i n d  such a 
f r a m e ,  i t  would n o t  b e  a n y  e a s i e r  t o  d e t e r m i n e  t h e  v a l u e  o f  $ ( t )  by  
s o l v i n g  t h e  l i n e a r  p r o g r a m  ( 1  . 1  ) t h a t  d e f i n e s  i t ,  o r  t h e  l i n e a r  program 
( 1 . 4 )  t h a t  y i e l d s  i t s  d u a l  r e p r e s e n t a t i o n .  
The p a r a l l e l  decomposi t ion t h a t  we i n t r o d u c e  h e r e  is based on s u b l i n e a r  
m a j o r i z a t i o n  of , b u t  i n s t e a d  o f  u s i n g  on one such  a p p r o x i m a t e ,  we r e l y  
on  a w h o l e  c o l l e c t i o n  -- e a c h  o n e  c o r r e s p o n d i n g  t o  a v e r y  s i m p l e  l i n e a r  
program -- t h a t  can be combined t o  y i e l d  t h e  v a l u e ,  o r  a n  approximate  v a l u e ,  
I L Let D = CD ,..., D 1 be a s q u a r e  i n v e r t i b l e  m a t r i x ,  i . e . ,  a  l i n e a r  
m 2 b a s i s  o f  R . Then 
m 2 pos C D ,  - D l =  R , 
m 2 i . e . ,  t h e  columns o f  D and -D de te rmine  a p o s i t i v e  l i n e a r  basks  o f  R , 
m 
i . e . ,  e v e r y  v e c t o r  i n  R can be o b t a i n e d  a s  a p o s i t i v e  l i n e a r  combinat ion 
of t h e  column v e c t o r s  o f  D and -D, and none of  t h e  v e c t o r s  i n  D o r  -D 
is a p o s i t i v e  l i n e a r  combina t ion  o f  t h e  o t h e r s .  For J = 1 ,  ..., m 2 ' l e t  
( 1 . 9 )  
and 
( 1  . l o )  
6 + : =  i n f  Cqylwy = D', y L 0 )  = $ ( D ~ )  j 
- 
6 := i n f  [qy(wy = D ~ ,  y > 0 )  = $(-D'). j - 
+ - I f  D' ( o r  -D' ) does not  belong t o  pos W ,  then we s e t  6 .  ( o r  6 .  ) = 
J J 
t h i s  w i l l  n o t  a f f e c t  t h e  o p e r a t i o n s  t h a t  a r e  needed t o  be performed when 
working with the  s t o c h a s t i c  program ( i n  view o f  o u r  r e l a t i v e l y  comple t e  
recourse  c o n d i t i o n ) .  Let 
From our e a r l i e r  remarks, i t  fo l lows  t h a t  
( 1  - 1 2 )  
with 
(1.13)  j i ( t )  = $D(t)  whenever t = + D , j = l , . . . ,m  2  ' 
Moreover n o t i c e  t h a t  f o r  any  g i v e n  t ,  f i n d i n g  $ D (  t )  is p a r t i c u l a r l y  
easy ,  indeed we have t h a t  
where 
+ + - - + - + - (1 .15)  $i(t) := i n f  { 6  p + 6 j j j p j  I Y j  - L L j  
Find ing  t h e  v a l u e  o f  qD ( t  ) r e q u i r e s  : 
( i )  p r e m u l t i p l y i n g  t by t h e  i n v e r s e  o f  D, 
( i i )  by a  s i g n  check d e t e r m i n i n g  t h e  v a l u e  o f  q:, 
( i i i )  add ing  up t h e  r e s u l t i n g  v a l u e s  ( 1 . 1 4 ) .  
The s u b g r a d i e n t s  of  q D ( t )  a r e  e q u a l l y  e a s y  t o  d e t e r m i n e .  I n d e e d ,  we h a v e  
t h a t  
(1 . 1 6 )  
and 
I n  a d d i t i o n  t o  t h e  o p e r a t i o n s  i n d i c a t e d  h e r e ,  t h e r e  is a l s o  t h e  work 
r e q u i r e d  t o  choose  a  m a t r i x  D, and compute t h e  s l o p e s  
o f  t h e  f u n c t i o n  $ i n  t h e  d i r e c t i o n s  DJ and - D J .  But once  t h a t  work  is 
- 1 d o n e ,  a n d  D is a v a i l a b l e ,  t h e n  f i n d i n g  t h e  v a l u e  o f  $ ( t )  f o r  a l a r g e  D 
number o f  p o s s i b l e  v a l u e s  o f  t is e x t r e m e l y  e a s y .  
However $D m i g h t  n o t  b e  a s u f f i c i e n t l y  good a p p r o x i m a t e  o f  $ s o  
t h a t  it can  be u s e d  as a s u b s t i t u t e  f o r  . To improve t h e  a p p r o x i m a t i o n  we 
c o u l d  u s e  n o t  j u s t  o n e  f u n c t i o n  $D, b u t  a c o l l e c t i o n  o f  f u n c t i o n s  
w h e r e  e a c h  m a t r i x  D ( v )  is a  s q u a r e  i n v e r t i b l e  m a t r i x .  For e a c h  v ,  we 
have  t h a t  $ I Q D ( v ) ,  SO t h a t  $ - < i n f v  $D( v ) .  I n  f a c t  we c a n  d o  somewha t  
b e t t e r .  S i n c e  $ i s  c o n v e x ,  i t s  e p i g r a p h  is  c o n v e x ,  a n d  $ 5 $ D ( v )  
i m p l i e s  t h a t  t h e  e p i g r a p h  o f  $ D (  v )  is  c o n t a i n e d  i n  t h e  e p i g r a p h  o f  $. 
Thus,  
e p i  $ 3 co  ( e p i  $ D ( v ) ,  v  = 1 , .  . . , N )  =: C 
where co d e n o t e s  convex h u l l .  Now l e t  
a 
C0 Q D ( V )  ( t )  = i n f  Cal(t) E C1,  
t h e n  
( 1 . 1 8 )  < i n f  $ $ 5 c0 + D ( v )  - v D ( v ) '  
-1 1 -  
If by * we d e n o t e  c o n j u g a t i o n ,  i . e . ,  
* 
J, ( u )  = s u p  Cu t - J,( t) l ,  
rn, 
from t h e  d e f i n i t i o n s  and ( 1 . 1 8 ) ,  i t  f o l l o w s  t h a t  
* 
Each  f u n c t i o n  J,D(V) is t h e  i n d i c a t o r  f u n c t i o n  o f  a g e n e r a l i z e d  r e c t a n g l e ,  
indeed 
L + o t h e r w i s e .  
Using t h i s  i n  c o n j u n c t i o n  w i t h  ( 1 . 1 9 ) ,  i t  i m p l i e s .  
* (1 .21)  J, ( u ) =  r 0 o n l y  if f o r  a l l  v  = 1 ,  ..., N 
L + o t h e r w i s e .  
Note  t h a t  we can a lways  choose  a  c o l l e c t i o n  v ,  v  = 1 , ~  such 
t h a t  
$( t )  = i n f  
v  J , D ( ~ )  
o r  e q u i v a l e n t l y .  
For example ,  i f  W is o f  f u l l  r a n k ,  t h e n  we c o u l d  c h o o s e  f o r  t h e  
{ D ( v ) ,  v  = 1 ,  ..., N }  a l l  s q u a r e  i n v e r t i b l e  s u b m a t r i c e s  o f  W. P r a c t i c a l l y ,  
o f  c o u r s e ,  we w o u l d  n o t  p r o c e e d  i n  t h a t  f a s h i o n ,  we w o u l d  c h o o s e  a n  
a p p r o p r i a t e  s u b c o l l e c t i o n ,  o r  even  a c o l l e c t i o n  t h a t  would n o t  n e c e s s a r i l y  
be  c o n n e c t e d  w i t h  t h e  s u b m a t r i c e s  o f  W. 
The p r o b l e m  o f  c h o o s i n g  a p a r a l l e l  d e c o m p o s i t i o n ,  o r  e q u i v a l e n t l y  a 
c o l l e c t i o n  o f  m a t r i c e s  D v ,  v  = 1 . .  N t h a t  y i e l d s  a l l g o o d n  
a p p r o x i m a t  i o n  o f  $ a n d  i n v o l v e s  a r e l a t i v e l y  small number N o f  f u n c t i o n s  
Q D ( V )  
is v e r y  much a n  open q u e s t i o n ,  and  n e e d s  much f u r t h e r  i n v e s t i g a t i o n .  
One p o s s i b i l i t y  is t o  c o n s t r u c t  t h e  matrices D(v) i n  s e q u e n c e ,  s o  t h a t  
e a c h  o n e  i n  t u r n  w i l l  r e d u c e  a s  much  a s  p o s s i b l e  t h e  e r r o r  o f  t h e  
a p p r o x i m a t i o n .  One s u c h  p r o c e d u r e  is l a i d  o u t  i n  what f o l l o w s .  
To b e g i n  w i t h  we c o u l d  a l w a y s  t ake  D ( l  ) = I a n d  c o m p u t e  u s i n g  
f o r m u l a s  ( 1  . 9 )  a n d  (1  . l o ) ,  t h e  c o r r e s p o n d i n g  v e c t o r s  6+(1  ) a n d  6-(1 1. 
Let  
i . e . ,  a l l  t h e  c o l u m n s  t h a t  f o r m  t h e  m a t r i c e s  D l , . . . , D v  t h a t  a r e  
a l r e a d y  i n  o u r  c o l l e c t i o n ,  a n d  l e t  e ( v )  := { c o r r e s p o n d i n g  v e c t o r  o f  c o s t  
c o e f f i c i e n t s } ,  i . e . ,  w i t h  t h i s  n o t a t i o n  we have  
-1 3- 
e . ( v )  = i n f  { q y l ~ y  = v J ( v ) ,  Y 1 0 1 .  
J 
Let  u s  a l s o  assume t h a t  t h e  m a t r i c e s  D ( R )  have been chosen  s o  t h a t  
and t h a t  $ is i n f - c o m p a c t ,  ( i . e . ,  w i t h  c o m p a c t  l e v e l  s e t s ) ,  a s  w o u l d  
u s u a l l y  be  t h e  c a s e  f o r  w e l l - p o s e d  p r o b l e m s ,  c f .  Wets 1 9 7 3 .  T h e n ,  t o  
compare $ and  co  $D( v ) ,  we s e e  how well 
matches  up  w i t h  
l e v l  ( c o  $ D ( v ) )  := l t l c o  $ D ( v )  ( t )  - < 1 1 .  
I n  view o f  t h e  a s s u m p t i o n s  we have  made, we have  t h a t  
and 
l e v l  ( c o  $ ) = c o  { ( e . ( v ) - l  v J ( v ) ) ,  j = 1 ,. , m ( v ) l  D (  v)  J 
A s  m e n t i o n e d  i n  t h e  I n t r o d u c t i o n ,  t h e r e  is a d u a l  scheme t h a t  cou ld  
a l s o  be used t o  o b t a i n  a p a r a l l e l  d e c o m p o s i t i o n  o f  t h e  r e c o u r s e  f u n c t i o n  
1 . 1  Indeed ,  s i n c e  is s u b l i n e a r  and p o l y h e d r a l :  
(1 .24)  k $( t )  = sup  { a  t ( k  = 1 ,  . . . , P I  
i . e . ,  is  t h e  s u p  o f  a c o l l e c t i o n  o f  l i n e a r  f u n c t i o n s  o f  t .  I t  can be 
shown t h a t  each  ak can be i d e n t i f i e d  w i t h  t h e  m u l t i p l i e r s  a s s o c i a t e d  t o  
some b a s i s  o f  W ( f o r  some t E pos W), s e e  Wets (1974) .  Assuming t h a t  we 
k have o b t a i n e d  t h e s e  v e c t o r  a , k = 1 , .  p ,  we c o u l d  t h e n  f i n d  t h e  
v a l u e s  of + ( t ) ,  f o r  any t e pos W ,  by c a l c u l a t i n g  i n  p a r a l l e l  t h e  v a l u e s  
k 
a t f o r  k = 1 , . . . , p  and t a k e  t h e i r  supremum. 
T h e s e  two p a r a l l e l  decompos i t ions  o f  $ cou ld  o f  c o u r s e  be combined, 
i n  p r a c t i c e .  However, f i n d i n g  a good d u a l  r e p r e s e n t a t i o n  o f  + may be more 
d e m a n d i n g  t h a n  o b t a i n i n g  t h e  p a r a l l e l  decomposi t ion t h a t  we have o u t l i n e d  
f i r s t .  
2. APPLICATION TO STOCHASTIC PROGRAMMING 
We show h e r e  how t o  u s e  t h e  p a r a l l e l  decompos i t ion  o f  l i n e a r  p r o g r a m s  
o u t l i n e d  i n  S e c t i o n  1 .  To s i m p l i f y  t h e  p r e s e n t a t i o n  l e t  u s  assume, t h a t  t h e  
s t o c h a s t i c  program. 
(2.1 
where 
" 1 f i n d  x e R  s u c h t h a t  A x = b ,  x > 0 ,  - 
and z  = cx + E { Q ( x , c ) }  is minimized 
- 
Q ( x , C )  = i n f  
n  { ~ Y I W Y  = h  - Txl 
Y E R + ~  
and 
a  random v e c t o r  w i t h  s u p p o r t  I c RN and d i s t r i b u t i o n  P ,  is a  s t o c h a s t i c  
program w i t h  complete  r e c o u r s e ,  i. e .  , 
m 2  pos W = R , 
which means t h a t  $ a s  d e f i n e d  by ( 1 . 1 )  is f i n i t e  everywhere  and t h u s  t h e r e  
w i l l  b e  n o  need t o  i n t r o d u c e  f e a s i b i l i t y  c u t s .  Le t  u s  a l s o  assume, t h a t  $ 
is inf -compact ,  as is t o  be expec ted  i n  p r a c t i c e  ( e x c l u d i n g  some d e g e n e r a t e  
c a s e s  1. 
Before  we a c t u a l l y  begin  w i t h  s o l v i n g  t h e  s t o c h a s t i c  program ( 2 . 1 1 ,  we 
d e s i g n  t h e  p a r a l l e l  decomposi t ion o f  t h e  l i n e a r  program t h a t  d e t e r m i n e s  t h e  
2  
r e c o u r s e  f u n c t i o n .  To f i x  t h e  i d e a s ,  l e t  u s  c o n s i d e r  a n  e x a m p l e  i n  R . 
Let 
m 
t h e n  p o s  W = R ', a n d  $ is  c o m p a c t .  S u p p o s e  t h a t  we c o n s i d e r  t h e  
c o l l e c t i o n  
then 
and comparing levl + and levl (co + ) we obtain Figure 1. 
D( v) 
l e v  P 
Figure 1 .  Comparing $ and its approximate. 
It is easy to see that a slightly richer collection of matrices {D(v)} 
will lead to a parallel decomposition that closely approximates $. But 
e v e n  i f  we work w i t h  t h i s  o n e  t h e  e r r o r  s h o u l d  n o t  be  t o o  l a r g e .  The 
maximum e r r o r  o c c u r s  when t is a p o s i t i v e  m u l t i p l e  o f  
- 3 t = , , t h e n  $ ( t )  = 1 and co $ ~ ~ ( ~ ) ( t )  = 2.378. 
S u b s t i t u t i n g  f o r  D ( 1 ) ,  t h e  two m a t r i c e s  
r e d u c e s  s u b s t a n t i a l l y  t h e  e r r o r  b e t w e e n  $ a n d  c o  $ D ( v ) a  The maximum 
e r r o r  t h e n  o c c u r s  when t h e  v e c t o r  t is a m u l t i p l e  o f  
Z t = t h e n  $ ( t )  = 1  and co $ D ( v )  ( t )  = 715.  
Replac ing  ~ ( 4 ) .  by t h e  two m a t r i c e s  
D(4)  = [ :  :] and D ( P 1 l =  [: A] 
would make t h e  e r r o r  between $ and co $ D(v)  i n c o n s e q u e n t i a l .  
Now suppose  t h a t  t h e  a n a l y s i s  h a s  l e d  u s  t o  t h e  c o l l e c t i o n  { D ( k ) ,  
K = 1 , . . . , V )  t o  form t h e  b a s i s  o f  our  p a r a l l e l  decomposi t ion.  Le t  u s  a l s o  
suppose  t h a t  by sampl ing  o r  u s i n g  a  d i s c r e t e  a p p r o x i m a t i o n  t o  P we h a v e  
reduced  t h e  s t o c h a s t i c  program t o  one where o n l y  a  f i n i t e  number o f  p o s s i b l e  
v a l u e s  o f  5 need t o  be examined,  s a y  
- 
n 
For  g i v e n  x ,  w e  c o n s t r u c t  t h e  c o l l e c t i o n  
R 
TO f i n d  ( i n f k  l ~ ~ ( ~ )  ) t  ) and a ( c o  $D(k)  ) ( t R )  we u s e  t h e  f o r m u l a s  g i v e n  
- 1 by (1  . 1 5 )  a n d  ( 1  . 1 7 ) .  For  e a c h  k = 1 ,..., v ,  we c a l c u l a t e  D ( k )  t ,  and 
se t  
n 
cf .  (1 . 1 5 ) .  Then,  w e  s i m p l y  i d e n t i f y  t h e  i n d e x  k t h a t  y i e l d s  t h e  i n f  o f  
R 
t h e s e  v a l u e s  { $ D ( k )  ( t R ) ) .  T h i s  f i x e s  t h e  v a l u e  o f  i n f k  $ D ( k ) ( t  ) and 
f rom t h e r e ,  w i t h  t h e  h e l p  o f  ( 1 . 1 7 )  we o b t a i n  t h e  s u b d i f f e r e n t i a l  by s e t t i n g  
Thus we have  ( u p p e r )  a p p r o x i m a t e s  f o r  
R I f  t h e  p r o b a b i l i t i e s  { p R ,  R = 1 ,  .. .,L} a r e  a s s o c i a t e d  t o  t h e  p o i n t s  (5 , 
R = 1 ,  ..., L } ,  it fo l l ows  t h a t  
and 
This  is a l l  t h e  information t h a t  we need t o  work w i t h  d e c o m p o s i t i o n  t y p e  
methods ,  s u c h  a s  t h e  L-shaped procedure Wets ( 1  9861, t o  so lve  s t o c h a s t i c  
programs of type (2.1 ) . 
3. PARALLEL PROCESSING IMPLEMENTATION 
G .  D a n t z i g  ( 1 9 8 5 )  s u g g e s t e d  t h a t  p a r a l l e l  p r o c e s s o r s  be u s e d  f o r  
s o l v i n g  s t o c h a s t i c  p rograms o f  t y p e  (2 .1  ) o r  more p r e c i s e l y ,  mu l t i s t age  
v e r s i o n s  o f  t h a t  model.  For  t h e  problem c o n s i d e r e d  i n  S e c t i o n  2 ,  h i s  
R 
s u g g e s t i o n s  c o r r e s p o n d  t o  r e s e r v i n g  a  processor  f o r  so lv ing  f o r  each t , 
t h e  l i n e a r  program 
m 
f i n d  y  C R such t h a t  Wy = t R 
and w = qy is minimized R 
o r  more e x a c t l y  its dual .  
m 
( 3 . 2 )  f i n d  n € R such t h a t  n W - < q  
and v  = TT tR is maximized. R 
We t h e n  form a  weighted combinat ion o f  t h e  v a l u e s  and s o l u t i o n s  o f  ( 3 . 2 )  t o  
o b t a i n  t h e  q u a n t i t i e s  n e e d e d  i n  t h e  i m p l e m e n t a t i o n  o f  decompos i t ion  t y p e  
methods f o r  s o l v i n g  t h e  s t o c h a s t i c  program, s e e  t h e  end o f  S e c t i o n  2 .  T h i s  
p r o c e d u r e  would t h u s  r e q u i r e  L p a r a l l e l  p r o c e s s o r s ,  a l l  equipped t o  s o l v e  
g e n e r a l  l i n e a r  programs. 
The p a r a l l e l  decompos i t ion  o f  t h e  r e c o u r s e  problem however would a l l o w  
u s  t o  use  e x t r e m e l y  s i m p l e  p r o c e s s o r s  as a m a t t e r  o f  f a c t  we c a n  a c t u a l l y  
b u i l d  h a r d w a r e  t h a t  would s o l v e  s i m u l t a n e o u s l y  a  v e r y  l a r g e  number o f  t h e s e  
t r i v i a l  l i n e a r  programs g i v i n g  u s  f o r  each  te a lmos t  i n s t a n t a n e o u s l y  t h e  
e x a c t  o r  a n  approximate  s o l u t i o n  o f  (3.2).  A d o u b l e  a r r a y  o f  s u c h  c i r c u i t s  
e 
would t h u s  a l l o w  u s  t o  p r o c e s s  i n  p a r a l l e l  t h e  v e c t o r s  { t , E = 1 , . . . , L } 
i n  a b o u t  t h e  t i m e  i t  t a k e s  t o  s o l v e  o n e  o f  t h e s e  s i m p l e  l i n e a r  programs, 
c f . ( 1 . 1 5 ) .  The i m p l i c a t i o n  is t h a t  c o n s t r u c t i o n  o f  t h e  o p t i m a l i t y  c u t s  i n  
t h e  L-shaped method cou ld  be reduced  t o  a n  i n s i g n i f i c a n t  o p e r a t i o n ,  where as 
u p  t o  now t h i s  was t h e  o p e r a t i o n  t h a t  was  t h e  r e a l  s t u m b l i n g  b l o c k  i n  
o b t a i n i n g  f a s t  s o l u t i o n s  t o  s t o c h a s t i c  l i n e a r  programs. 
N a t u r a l l y  t h e r e  is some s e t - u p  t ime r e q u i r e d  i n  d e s i g n i n g  t h e  p a r a l l e l  
d e c o m p o s i t i o n  o f  t h e  r e c o u r s e  p r o b l e m ,  b u t  t h i s  c a n  a l s o  b e  d o n e  
s y s t e m a t i c a l l y  u s i n g  b u n c h i n g  t e c h n i q u e s ,  s e e  S e c t i o n  4 o f  Wets  ( 1 9 8 6  1. 
- 
I n d e e d  w h a t  we need t o  f i n d  a r e  t h e  c o e f f i c i e n t s  6; and 6 t o  a s s o c i a t e  j 
t o  a  c o l l e c t i o n  o f  l i n e a r  programs t h a t  d i f f e r  o n l y  i n  t h e  r igh t -hand  s i d e s ,  
c f .  ( 1 . 9 )  and ( 1 . 1 0 ) .  
4.  CONCLUSION 
We h a v e  shown t h a t  w i t h  t h e  a p p r o p r i a t e  d e s i g n  o f  a  p a r a l l e l  micro- 
p r o c e s s o r  we cou ld  r e d u c e  t h e  t ime r e q u i r e d  f o r  s o l v i n g  s t o c h a s t i c  p r o g r a m s  
t o  e s s e n t i a l l y  t h e  same t i m e  t h a n  t h a t  r e q u i r e d  f o r  s o l v i n g  d e t e r m i n i s t i c  
l i n e a r  programs o f  t h e  same t y p e ,  i g n o r i n g  t h e  s e t - u p  t i m e  r e q u i r e d  f o r  
d e s i g n i n g  t h e  p a r a l l e l  decomposi t ion o f  t h e  r e c o u r s e  problem. 
For  t h e  a p p l i c a t i o n  o f  s t o c h a s t i c  p rogramming  i n  t h e  m o d e l i n g  o f  
d e c i s i o n  m a k i n g  u n d e r  u n c e r t a i n t y ,  t h i s  a p p r o a c h  a l l o w s  u s  t o  s t u d y  t h e  
s t a b i l i t y  o f  t h e  s o l u t i o n  under p e r t u r b a t  i o n s  o f  t h e  p r o b a b i l i t y  m e a s u r e  
!I !I R 
a s s o c i a t e d  t o  t h e  r e a l i z a t i o n s  {-5 = ( h  , T ) ,  R = 1 , .  .. ,L}, ( t h e r e  is o f  
c o u r s e  no n e e d  t o  r e d e s i g n  t h e  p a r a l l e l  d e c o m p o s i t i o n  o f  t h e  r e c o u r s e  
problem).  Thus i f  t h e  5' a r e  v a r i o u s  s c e n a r i o s  t h a t  we c o n s i d e r  a s  f u t u r e  
p o s s i b i l i t i e s ,  we can t h e n  make a n  a n a l y s i s  o f  t h e  s o l u t i o n  as we change t h e  
p r o b a b i l i t y  of  t h e s e  e v e n t s ,  w i t h o u t  having t o  "mixw ( ? )  t h e  s o l u t i o n s  t h a t  
would  b e  o b t a i n e d  by c o n s i d e r i n g  e a c h  s c e n a r i o  i n d i v i d u a l l y  ( w i t h o u t  
r e f e r e n c e  t o  o t h e r  p o s s i b i l i t i e s ) .  
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