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Let G be a bounded subset of R” with a smooth boundary and Q = G x (0, T]. 
We consider a control problem governed by the Sobolev initial-value problem 
My,(u) + Ly(u) = u in L%(Q), y(., 0; U) = 0 in L*(G), where M - M(x) and 
1, = L(x) are symmetric uniformly strongly elliptic operators of orders 2m and 
21, respectively. The problem is to find the control u. of Lz(Q)-norm at most b 
that steers to within a prescribed tolerance p of a given function 2 in L%(G) and 
that minimizes a certain energy functional. Our main results establish regularity 
properties of ug We also give results concerning the existence and uniqueness of 
the optimal control, the controllability of Sobolev initial-value problems, and 
properties of the Lagrange multipliers associated with the problem constraints. 
1. INTRODUCTION 
In this paper we establish regularity properties of a control u,, that is the 
solution of a problem that seeks to minimize a certain energy functional over a 
set of controls that are contained in a fixed ball in a Hilbert space and that steer 
their state functions to within a prescribed tolerance of a given target function. 
Here the state functions are the solutions of an initial-value problem of Sobolev 
type. We also establish results concerning the controllability of Sobolev equa- 
tions, compatibility of constraints, and properties of Lagrange multipliers 
associated with the constraints. 
Let G be a bounded domain in RQ with a smooth boundary and let 
Q = G x (0, T] where T is a fixed positive number. We shall be concerned 
with several function spaces. Let L”(Q) and L2(G) denote the spaces of equi- 
valence classes of square integrable functions on Q and G with norms denoted 
by I/ &a and 11 ii,, and inner products by (., .)a,s and (., .)a, respectively. As is 
standard, we use H”(G) to denote the K-th order Sobolev space on G with norm 
jj Ilk and I1,rk(G) to denote the completion with respect to !) . lllc of the space of 
infinitely differentiable functions with compact support in G. The space 
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H,“(G) n EP(G) is a closed subspace of FL(G). The spaces La(0, T; H,,‘;(G) n 
EPA(G)) and F(O, T; IYak n H2k(G)) are Hilbert spaces with norms 
and 
respectively. We refer the reader to [4] for discussion of these spaces. 
We consider y  the solution of the Sobolev initial-value problem 
Myt $- Ly = u in L”(Q) 
Y(., 0) = 0 in L2(G). 
(1) 
Here M and L are symmetric, uniformly strongly elliptic operators of orders 2m 
and 21 respectively and have the form 
and 
L(x) zz c (-l)!” DyZ,,&) D”. 
l~l-IOl<~ 
Where, for example, y  represents the n-tuple of integers y  :~- (yr , yz ,..., m), 
yi 2 0 and 1 y  1 = ET=, yi . Furthermore, we assume for simplicity that the 
coefficients mvo and ZYO belong to C’“(G). Furthermore, there exist positive 
constant k, and k such that (MT, ‘f’h G kh II g, L II W, and WV, y), < 
k, Ij v  11 I I/ Y III , and positive constants c, > 0 and cL > 0 such that (Mq, ~)a > 
c,~ 11 ~JI 11; and (Lv, ~)a 3 cL /I qz 11; . The control of (I) is to be exerted through the 
functions u which are allowed to vary within a subset LJ,, of L”(Q). We denote 
this dependence of y  upon u by y(u), or y(., t; u). The set tTad contains those 
functions u in a ball of radius b in L2(Q) that steer solutions of (I) in such a way 
that the trace y(‘, T; U) is within a prescribed tolerance p of a target function Z in 
L2(G). 
Define the sets 
and 
N(O, 4 = {u ELM: Ii 21 I/o.,, < b) (2) 
WC P) = 1~ eL2(Q): II Y(., T; 4 - z(.)lIo < P>. (3) 
We can now write 
u,, = N(O, 4 n VP 4. (4) 
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The control problem is to find a control u,, in U,, that minimizes the energy 
functional, cf. (23) given by 
over Uad . That is, find the element that solves the problem 
subject to 
minimize K(u) 
(6) 
II u /lo,0 G b and II Y(‘> T; 4 - -q.)llo < P* 
We interpret this problem as that of finding a control of norm at most b that 
steers to a given target using the least energy. 
In order for (6) to be meaningful, we must know that U,, is nonempty. This 
leads to the consideration of the controllability of (1) and the compatibility of 
the control constrains. Establishing these results, we indicate the existence and 
uniqueness of the optimal control us . Then we study properties of Lagrange 
multipliers associated with the constraints to establish regularity properties of 
u,, . Although we use the same technique for both cases, the results we obtain 
differ according to whether m > 1 or m < 1. This paper generalizes the work in 
[lo] for the pseudo-parabolic case, m = 2 = 1. Furthermore, we have results 
for the parabolic case m = 0 and 1 > 1 as a special case. Although the techniques 
are the same as those used in [lo], we include them there for completeness. 
2. RESULTS ON SOBOLEV EQUATIONS 
Problems in the form given by (1) occur in the investigation of many physical 
systems. We refer the reader to Carroll and Showalter [2] for an extensive 
survey of the literature treating these problems. 
We consider first the case m >, 1 > 0. Here the operator M-lL is bounded and 
maps Hsm( G) n H2”( G) one-to-one into itself. Hence, the operator exp(tM-lL) 
is a bounded one-to-one mapping H,“(G) n Ham(G) into itself. Furthermore, 
this operator maps Hsm(G) n H*(G) into itself for any p 3 2m. We refer to 
Showalter and Ting [9] for a proof of a similar case. 
For 0 & m < I the operator --M-lL is the infinitessimal generator of an 
analytic semigroup of operators s(t) on H,m(G), [6-81. Here 5’(t) maps H,“(G) 
into Hoz(G) n H21(G) for each t > 0. 
In either case the solution of (1) may be represented by the formula 
y(*, t; 24) = J” E(t - s) M-4(*, s) ds 
0 
(7) 
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where the integral is in the sense of Bochner and where 
E(t) = exp(-M-X) for m > 1 
= S(t) for m < 1. 
Let k = max(m, I). Then y(u) belongs to L2(0, T; H,“(G) n H2”(G)). Further- 
more. we have the formula 
y,(u) = --A!-lLy(u) + M-L (8) 
in ,52(Q). Hence, we conclude that yt(u) belongs to L2(0, T; Hsm(G) (7 H2m(G)). 
We record these facts. 
PROPOSITION 1. For u in L2(Q), deJne the map t t+ y(*, t; u) by (7). Then, the 
following results are true. 
(i) The function y(u) belongs to L2(0, T; H,“(G) n H2k(G)). 
(ii) As a map of (0, T) to H,“(G) n H2”(G), y(u) is strongly dz@rentiable 
for almost all t in (0, T). Furthermore, (8) holds so that yl(u) belongs to L2(0, T; 
H,,m(G) n H2”(G)). 
As an immediate consequence, we have the continuity results. 
COROLLARY 2. The mapping u-y(u) on L2(Q) into IpI(0, T; H,,m(G) n 
H2m(G)) is continuous. That is, there exists a positive constant C dependent on only 
T M a&L such that II~(u)ll2,,, < C II u Ilo,,, .
Another result that will be useful in our study concerns the growth of the 
solution of the initial-value problem 
MY, + LY = 0 in L2(Q) 
y(*, 0) = p)(e) in H,,m(G) n H2m(G) 
(9) 
when m < 1. The solution is given by 
YC.9 t> = w d.)* (10) 
We give a result whose proof is analogous to that given in [9] for the case 
m=l=l. 
PROPOSITION 3. For m < 1 the solution of (9) satisfies the following inequality 
II A’, t)llm < (LlcmYi2 [ev--tc&Jl II d~)/la~ . (11) 
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In addition to (1) we will be interested in the adjoint problems of the form 
-Mp,fLp=u in L'(Q) 
PC*, T) = 0 in L’(G) 
(12) 
and 
-Mq,+Lq=O in L'(Q) 
q(., T) = M-l?(.) in Horn(G) n H2”(G). 
(13) 
The solution p of (9) has an integral representation similar to (7) while solution 
q of (13) is given by 
q(., t) = E(T - t) M-$(.) 
for 0 < t < T. Continuity results analogous to those above also hold for these 
problems. 
3. FORMULATION OF THE PROBLEM 
As we indicated in Section 1 in order for the problem (6) to be meaningful U,, 
must be nonempty. Hence, in this section we give sufficient conditions for 
u,, = W, 4 n VT P) 
to be nonempty. This leads us to be concept of controllability [3]. We seek to 
show that the set 
Y(T) = {y(., T; u): u ELM] 
is dense in L2(G). This property may be established for (1) in the same manner 
as is presented in [3]. Here, however, we present a more constructive proof in that 
we produce controls that steer close to elements in H,,k(G) n H2*(G) where 
k = max{m, I}. The conclusion follows then from the fact that H,,“(G) n H2’“(G) 
is dense in L2(G). 
LEMMA 4. Let m < 1, let f belong to Z&I(G) n III”~(G), and let p be a positive 
number. Then the control 
where 
ii=LI$-(N- l)LE(Nt)2 (14) 
N 3 ---Km Mikt)1’2/(ll 5 llm (kn)““)l/Tc~ (1% 
satis$es 11 y(., T; 12) - S2(.)i10 < p. 
409/73/I-18 
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Proof. Consider the initial-value problem (1) with u replaced by 
q., t) =Lf(.) + (N - 1)LE(Nt)2(.) 
for some positive integer N. Using the representation (7) and performing the 
integration, we see that 
y(., T; q - q.> = --E(NT)f(.). (16) 
We now use the estimate in (11) to obtain the result. To this end, consider the 
problem 
My,+NLy=O in L'(Q) 
Y(., 0) = -q-) in H;(G) n H2z(G). 
(17) 
By Proposition 3 we have that 
The solution of (17), h owever, is given by y( ., t) = E(Nt) Z(.) so that from (16) 
we see y( ., T) = y(., T, ii) - Z(u). Therefore, by choosing N so that 
k 
( 1 
l/2 
-2 
C, exp(--NWkJ II ~(*)II, G P 
we have proved Lemma 4. 
For the case m > 1, E(t) is a group of operators, and we may observe the 
following. 
LEMMA 5. If  i belongs to H,“(G) n H2m(G), then the control 
~,(a, t) = f  ME(t - T) %:(a) (19) 
is such that y(., T; u,) = Z(.). 
That this is true may be seen by replacing u by up in (7) and performing the 
integration. 
Remark 6. If m = E, then Lemma 5 implies Y(T) = H,,m(G) n H2”(G). 
From Lemmas 4 and 5 it is clear that Y( 7’) is dense in L2(G). 
THEOREM 7. The Sobolev initial-value problem (1) is controllable in the sense 
that Y(T) is dense in L2(G). 
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We now consider the compatibility of the sets N(0, b) and V(Z, p). First, we 
specify that 
o<P4lzllo. (20) 
This is a reasonable condition in that if p = 0 then the endpoint condition may 
not be satisfied since Z is only required to belong to L2(G). On the other hand, if 
11 Z Ii0 < p, then 0 E V(Z, p), -and we shall see that the zero function is the solution 
of (6). Furthermore, we note that Theorem 7 implies that V(Z, p) is nonempty. 
Consequently, V(Z, p) is a nonempty closed convex subset of L2(Q). 
Now in order that N(0, b) n V(Z, p) b e nonempty, the parameter b must be 
sufficiently large. Obviously, if it is true that 
where 
b 2 e-9 P> (21) 
then U,, is nonempty. That u(,,,) exists follows from the well-known fact that 
every nonempty closed convex subset of a Hilbert space has an element of 
minimum norm. Furthermore, inequality (20) implies b(Z, p) > 0. Another way 
to set b is to approximate Z by some Z in H,“(G) n H2k(G), say I/ Z - Z 11s <
p/2. Then, use Lemma 4 or Lemma 5 to produce a control fi with the property 
/I y(R, 5) - Z I/s < p/2. For convenience, we shall use (21) in our discussion. 
We finish this section by demonstrating the existence and uniqueness of the 
solution of (6). We first observe some properties of the control functional K(.). 
We may write K(U) in an alternate form from that given in (5). Multiplying the 
differential equation in (1) by y(u) and integrating over Q, we have 
Py(x, T; u) m,,(x) Py(x, T; u) 1 dx 
(23) 
Dy(x, t; u) &,(x) LPy(x, t; u) 
I 
dx dt 
(i) K(u) > 0 for all u inL2(Q), 
Hence, if p > I/ Z I/,, , then 0 E U,, and r+, = 0. 
(ii) K(.) is continuozls on L2(Q). 
(iii) K(.) is a strictly convex functional on L2(Q). 
That is, given u1 and u2 inL2(Q) with u1 # u2 and f3 in (0, l), we have 
W% + (1 - 0) u2) -=c @+,) + (1 - 0) Q,). 
(iv) K( .) is a weakly lower semicontinuous functional on L2(Q). 
Having observed these properties, we present the following theorem. 
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THEOREM 8. Let p and b satisfy (20) mad (21). Then problem (6) has a unique 
solution u, . 
Proof. Since U,, is defined by (4) it is a nonempty closed bounded convex 
subset of L2(Q). H ence U,, is weakly closed and weakly compact inL2(Q). The 
existence of a solution u,, of (6) then follows from properties (i) and (iv) of K( .). 
The uniqueness of u0 results from the convexity of U,, and the strict convexity 
of K(.). 
4. REGULARITY OF THE OPTIMAL CONTROL 
In this section we obtain a characterization of u,, by introducing positive real 
numbers, Lagrange multipliers, associated with the control constraints, see [5]. By 
doing this we are able to reformulate the original minimization problem (6) over 
all of L2(Q). A variational identity results in this case enabling us to characterize 
the optimal control in terms of a system of Sobolev initial-value problems. It is 
from this characterization that we are able to deduce the regularity of the optimal 
control, cf. [IO]. 
Since the steps in this process are the same as those in [lo], we give then here 
without proof. 
LEMMA 9. If b > b(Z, p), the-n there exists a contro2 u in L2(Q) such that 
II ill,,, < b ad II ~(3, T; a) - z(.)ll, -c P. 
We define the functionals on L2(Q) 
and the subsets of R3 
Ki = {(x, y, a): x > K(U), y 3 G,(u), and z > G,(u) for some u eL2(Q)) 
and 
K,={(x,y,z):x<d,y<O,and2:<0} (26) 
where d = K(uJ. 
The Lagrange multipliers are associated with direction members of a plane 
that separates the sets Kr and K, . We note the convexity and separation pro- 
perties. 
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(i) ICI and K, are convex subsets of Rs. 
(ii) int K, # $2 
(iii) ICI n int K, = 4. 
(iv) {(d, 0, 0)) = ICI n K, . 
These properties imply Kr and Ks may be separated by a plane so that 
infimum(jc + X,y + Xaz) >, d > supremum@ + h,y + has). (27) 
(X,Y,E)EK, (2.Y.ZEK2 
Here it is clear that both AI and A, are nonnegative. Furthermore, it follows 
from the controllability that in fact A, > 0. 
Hence, in particular we have 
For the optimal control U, , however, GI(u,,) < 0 and Gz(uo) < 0 so 
d = Wo) + W,(uo) + W&o). (29) 
Defining the Lagrangian 
we have 
44 = K(u) + W,(u) + W,(4, 
min A(U) = A(UJ = K(u,,) = d. 
ueL’(Q) 
(30) 
By taking the first variation of A, we obtain the identity 
0 = (~0 > ~W)o,o + (v ~(uoN0.o + WY(*, T; uo> - z(e), Y(*, T; 4)o 
+ 2u4l s 40.0 
(31) 
for all u inL2(Q). By introducing the following adjoint initial-value problems 
-we,) + L&o) = 110 in L2(Q) 
P(-, T; go) = 0 in L2(G) 
(32) 
and 
-Mlt(~o) + Wuo) = 0 in L2(Q) 
Q(‘, T; I(o) = M-W*, T; uo> - -q-N in Horn(G) n H2”(G), 
(33) 
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we may write (31) in the form 
(Y(Uo) + P(Uo) + 2M%l) + 2&o , qo,o == 0 
for all ‘u in L2(Q). H ence, we may conclude that 
Y@o) f P(Uo) + 2M4 + 2&” = 0 (34) 
in L2(Q). Thus, we have the following theorem. 
THEOREM 10. If A, and A, are Lagrange multipliers associated with the con- 
straints Ii y(‘, T; u) - Z( .)ll, < p and 11 u jj 0,0 < b, then the optimal control uO 
is characterized by the equations (I), (32)-(34). 
It is from (34) that we may deduce the regularity .of u,, , if we know that 
)L2 > 0. Hence, we assume that A2 = 0 and seek a contradiction. Now, using the 
fact that y(uo), p(uo>, and CJ(U,) are strongly differentiable with respect to t, we 
mau use (8) and analogous results for p(ue) and q(u,,) to obtain 
-AFLy + M-lLp(u,) + 2AJIFLq(u,) == 0 (35) 
in L2(Q). Subtracting (35) from the equation obtained by applying M-lL to (34), 
we see that 
AFLy = 0 (36) 
in L2(0, T; Hsm(G) n H”(G)). We deduce from (36) that y(uJ = 0. But then 
us = 0 from (1). However, the zero function is not an admissible control 
because of the assumption that 11 Z(.)ll, > p. We conclude then, that X2 is positive. 
The next result follows from (29). 
THEOREM 11. If u0 is the optimal control, then // y(‘, T; uO) - Z(.)ll,, = p 
and II u. llo,o = 6. 
We are now in a position to deduce the regularity properties of no from the 
regularity of the solution of the Dirichlet problem [I, 41. We recall our assump- 
tion that the coefficients appearing in M and L are smooth and the boundary of G 
is smooth. For the case in which m > Z, we have the following theorem. 
THEOREM 12. Suppose b > b(Z, p), Z belongs to L2(G), and m > 1. Then 
u. E H1(O, T; Hom( G) n H2m(G)). 
Remark 13. Assume that Z E H”(G), n > 0. Since, as we indicated in 
Section 2, for m > I the operator AFL maps H,“(G) n Hi(G) into itself 
whenever j > 2m, we see that u. E H1(O, T; H,“(G) n H2”+“(G)). 
For the case m < I we have the following cf. [7, 81. 
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THEOREM 14. Let b > b(Z, p), Z sL2(G), and m < 1. Then u. E P(Q). 
Remark 15. If m,, and & are max(1, 1 y 1 - m + 2p(Z - m)> continuously 
differentiable for some p > 1, then zq, belongs to W(0, T; Horn(G) n Hmi-2~(z--m)). 
Remark 16. For 1 > m, M-lL does not preserve H,m(G) n Hi(G) so a 
property analogous to that stated in Remark 13 does not hold here. 
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