Abstract. When discussing the convergence properties of the Lanczos iteration method for the real symmetric eigenvalue problem, Trefethen and Bau noted that the Lanczos method tends to find eigenvalues in regions that have too little charge when compared to an equilibrium distribution. In this paper a quantitative version of this rule of thumb is presented. We describe, in an asymptotic sense, the region containing those eigenvalues that are well approximated by the Ritz values. The region depends on the distribution of eigenvalues and on the ratio between the size of the matrix and the number of iterations, and it is characterized by an extremal problem in potential theory which was first considered by Rakhmanov. We give examples showing the connection with the equilibrium distribution.
1. Introduction. The Lanczos iteration is a popular method to compute eigenvalues of large real symmetric matrices. For a given real symmetric matrix A of size N × N , the Lanczos method starts from a nonzero vector b ∈ R N and generates two sequences of numbers (α k ) and (β k ) as follows. Put β 0 = 0, v 0 = 0, v 1 = b/ b 2 , and for k = 1, 2, . . . ,
where β k is taken such that v k+1 2 = 1. The vectors v 1 , v 2 , . . . , v n are an orthonormal basis of the nth Krylov subspace spanned by b, Ab, . . . , A n−1 b. The coefficients α k and β k are collected in the tridiagonal matrices
for n ≤ N . The eigenvalues of T n are called Ritz values, and they are easier to compute because of the tridiagonal nature of T n and because n is smaller than N . Some of the Ritz values turn out to be accurate approximations of some of the eigenvalues of A, also when n is much smaller than N . The Lanczos method is discussed in many books, e.g., [6, 8, 11, 17, 21, 25] . It is of basic importance for an appreciation of the Lanczos method to understand which eigenvalues of A are approximated by the Ritz values. Outliers in the spectrum are approximated very well, while eigenvalues in the bulk of the spectrum are typically harder to approximate. Trefethen and Bau [25] observe a relationship with electric charge distributions, and they state the following rule of thumb:
The Lanczos iteration tends to converge to eigenvalues in regions of "too little charge" for an equilibrium distribution; (1.1) see [25, page 279] . This may be understood as follows. Assume that the eigenvalues of A are located on the interval [−1, 1], except perhaps for a few outliers. Then one has to compare the distribution of eigenvalues with the equilibrium distribution of [−1, 1] , which is the measure with density 1/(π √ 1 − λ 2 ). The density of the equilibrium distribution is infinite at the endpoints ±1. Thus if the eigenvalues of A are spread out more evenly over the interval [−1, 1] , then the Lanczos method tends to find the extreme eigenvalues. On the other hand, if the eigenvalues of A are distributed like the equilibrium distribution, then the Lanczos iteration is very much useless if n < N , and does not find any eigenvalue until n = N . See [10] for more on the connection between potential theory and matrix iteration methods.
It is the goal of this paper to provide a quantitative version of the rule of thumb (1.1). We relate the rule of thumb to recent insights, initiated by Rakhmanov [18] , on the zero distribution of polynomials satisfying a discrete orthogonality. This relation is used to describe the region of "too little charge" in an asymptotic regime where both N and n tend to infinity. The region depends on the asymptotic distribution of eigenvalues and on the ratio t = n/N . Specifically, we associate with a distribution σ and ratio t ∈ (0, 1) an open subset Λ(t; σ) of R. Under reasonable assumptions discussed in section 2, it is shown that eigenvalues in Λ(t; σ) are approximated exponentially fast, and we give an estimate for the exponential convergence rate in Theorem 3.1. See [3, 4] , where similar ideas are used in connection with other methods from numerical linear algebra.
The sets Λ(t; σ) are determined explicitly for the two cases . We use results of Rakhmanov [18] to prove that in this case A sufficient condition on the eigenvalue distribution σ is given in section 5, which ensures the behavior (1.4) of the sets Λ(t; σ). In these cases extreme eigenvalues are approximated. To illustrate the possibility that interior eigenvalues are found by the Lanczos iteration rather than the extreme eigenvalues, a condition on σ is given in section 6 which implies that for all t ∈ (0, 1),
for some r(t) ∈ [0, 1). We apply these results to ultraspherical distributions (1.6) in section 7. In (1.6) the constant C α is such that σ is a probability measure. It follows that for α > −1/2, the sets Λ(t; σ) have the form (1.4), while for α ∈ (−1, −1/2) we have (1.5) . This behavior illustrates the rule of thumb (1.1). Indeed, the equilibrium distribution corresponds to α = −1/2, and for α > −1/2, there is less charge toward the end of the interval [−1, 1], while for α < −1/2 there is more charge near the endpoints and less charge near 0.
The nature of our results is different from the existing convergence results for the Lanczos method, such as the error bounds of Kaniel [13] and Saad [20] ; see also [17, 21] . These are a priori bounds valid for fixed n and N , while our estimates are valid in an asymptotic regime when both n and N tend to infinity. The Kaniel-Saad bounds may greatly overestimate the actual error, since they do not take into account the fine structure of the spectrum. Our results require an a priori knowledge of the asymptotic distribution of eigenvalues. Having this information, our asymptotic error bounds are more precise. Other papers discussing convergence rates of the Lanczos method include [12, 23, 24] .
We emphasize that our results are of a theoretical nature and always assume exact arithmetic.
2. Discrete orthogonal polynomials. The orthogonal polynomials come in as follows. The Lanczos iteration is equivalent to a polynomial minimization problem. Let p n (λ) = det(λI − T n ) be the characteristic polynomial of T n . Then p n is a monic polynomial of degree n that minimizes p n (A)b 2 among all monic polynomials of degree n. The zeros of p n are of course equal to the Ritz values. The norm is equal to
where λ 1 , . . . , λ N are the eigenvalues of A and e 1 , . . . , e N are the corresponding orthonormal eigenvectors. Thus p n is orthogonal with respect to the discrete measure
which has mass b, e k 2 at the eigenvalue λ k . Here δ λ k is the Dirac measure concentrated at λ k .
We are going to consider the situation where both N and n tend to infinity. We assume that we have a sequence of matrices (A N ) with A N a real symmetric matrix of size N × N . The eigenvalues of A N are denoted by
and they are assumed to be distinct. This is not an essential restriction, since all of our results would remain valid if we would assume instead that A N is of size N ′ × N ′ with N ′ ≥ N , and A N has exactly N distinct eigenvalues λ 1,N < · · · < λ N,N . Only for ease of exposition we assume that all eigenvalues are distinct. We also assume that the eigenvalues λ k,N are all contained in a fixed bounded interval and that
with σ a Borel probability measure on R with compact support. The convergence is in the sense of weak convergence of measure. Thus for every continuous function f : R → R,
The relation (2.2) expresses that σ is the asymptotic distribution of the eigenvalues. In many practical situations, matrices A N appear as discretizations of a continuous operator. The size N is related to the mesh size of the discretization. A relation like (2.2) may then very well hold, where the measure σ is determined by the spectral properties of the continuous operator; see, e.g., [1, 3, 12] . Note that (2.2) forces "most" eigenvalues λ k,N to be in-or close to-the support of the measure σ. However, it does not exclude outliers lying anywhere on the real line, as long as their number is o(N ) as N → ∞.
We also have for each N a starting vector b N ∈ R N which we assume to be normalized so that b N 2 = 1. Thus
where (e k,N ) N k=1 is an orthonormal basis of eigenvectors of A N . We assume that the vectors b N are chosen sufficiently random, so that none of its Fourier coefficients in the basis (e k,N ) is exponentially small as N → ∞. That is, we assume
We need a further technical condition on the spacings of the eigenvalues, which prevents them from being too close. A possible condition is to assume that there exists c > 0 such that
for all N and all k = 1, . . . , N − 1. This condition was used by Rakhmanov [18] to prove Theorem 2.1 stated below. A more general condition was introduced by Dragnev and Saff [9] , which we will also use here. We assume that whenever, for each
As pointed out in [9] , under the assumption (2.2) the condition (2.5) is strictly weaker than (2.4). For example, the Chebyshev points λ k,N = cos((k − 1/2)π/N ) satisfy (2.5) with dσ = 1/(π √ 1 − λ 2 ) dλ, but they do not satisfy (2.4); see [9, Lemma 3.2] , where also zeros of more general orthogonal polynomials are discussed. The condition (2.5) also prevents eigenvalues from getting too close, but not as strictly as (2.4) does. It is possible that (2.5) holds and to have a pair of eigenvalues at a distance 1/N p for some p > 0. On the other hand, two exponentially close eigenvalues, i.e., |λ k+1,N − λ k,N | ≤ e −cN for some c > 0, are not possible if (2.5) holds. In what follows, we use U µ to denote the logarithmic potential of a measure µ, i.e.,
Thus the right-hand side of (2.5) is equal to −U σ (λ). It can be shown from (2.5) that U σ (λ) is a continuous function of λ ∈ C. In particular, σ has no mass points. For 0 ≤ n ≤ N , we denote by p n,N the nth degree monic Lanczos polynomial associated with A N . The zeros of p n,N are real and simple and we denote them by
The following is Rakhmanov's result in the more general situation given by Dragnev and Saff.
Theorem 2.1. Assume (2.2), (2.3), and (2.5). Let n, N → ∞ in such a way that n/N → t ∈ (0, 1). Then there is a Borel probability measure µ t , depending only on t and σ, such that
and a real constant F t such that
The measure µ t satisfies
and minimizes the logarithmic energy
among all measures µ satisfying 0 ≤ tµ ≤ σ and dµ = 1. The logarithmic potential U µt of µ t is a continuous function on C, and the constant F t is such that
The relations (2.8)-(2.10) characterize the pair (µ t , F t ).
Proof. See Theorem 3.3 of [9] . In this paper it is assumed that supp(σ) is connected. However, this is not essential. See also [15] or [2, Theorem 1.3] .
We note that in [9] a more general situation is considered which also involves an external field. Results similar to Theorem 2.1, under conditions different from (2.5), were given in [16] and [2] .
Using (2.2), (2.6), and (2.8) one can easily show that for an interval (a, b), one has
Thus one can expect convergence of Ritz values only outside the support of σ − tµ t . The set R \ supp(σ − tµ t ) may still be too big. Instead we consider Λ(t; σ) defined in terms of µ t and F t as
but equality need not hold in general. As indicated in the introduction, the sets (2.11) will be the regions of too little charge compared to the equilibrium distribution, as will become clear in the rest of the paper.
3. Main result. We assume we are in a situation as described in the previous section. That is, we have a sequence (A N ) of real symmetric matrices with eigenvalues λ 1,N , . . . , λ N,N . For 1 ≤ n ≤ N , we have the Ritz values θ 1,n,N , . . . , θ n,n,N generated by the Lanczos iteration with starting vector b N . Our main result is the following.
Theorem 3.1. Assume (2.2), (2.3), and (2.5). Let k = k N be such that
Let 0 < t < 1 and assume n = n N is such that n/N → t as N → ∞. Then
where µ t and F t are as in Theorem 2.1.
Proof. We are going to estimate p n,N (λ k,N ) in two ways. First, we have lim sup
where we used (2.3), (2.1), and (2.7), respectively.
Next, we note that
and to estimate the product, we are going to divide the Ritz values into three groups. First we let j 0 ∈ {1, . . . , n} be such that
(In case λ k,N ≥ θ n,n,N or λ k,N < θ 1,n,N , the proof simplifies, and we will not consider this case explicitly.) Thus θ j0,n,N and θ j0+1,n,N are the Ritz values closest to λ k,N . We put
For a given r > 0, we further introduce the sets J 1 := {j ∈ {1, . . . , n} : |θ j,n,N − λ| < r, j = j 0 , j = j 0 + 1}, J 2 := {j ∈ {1, . . . , n} : |θ j,n,N − λ| ≥ r}.
For N large enough, the sets J 0 , J 1 , and J 2 form a partition of {1, . . . , n}. The set J 2 contains the Ritz values that are "far" from λ. The weak convergence (2.6), together with the fact that σ and thus µ t have no mass points, implies that 
where σ| r is the restriction of σ to [λ − r, λ + r], and from (2.5), we get
Combining (3.6) and (3.7) we see that
Then by (3.5) and (3.8) we get lim inf
Then by (3.4) and (3.9), lim inf
This holds for every r > 0. Note that the left-hand side does not depend on r. Letting r → 0, we get from Lebesgue's dominated convergence theorem that the potentials of (µ t )| r and σ| r tend to 0. Therefore
and this is lim inf
which is the other estimate we need on |p n,N (λ k,N )|.
Combining (3.2) and (3.10) we obtain lim sup
Then (3.1) follows, and the proof of the theorem is complete.
Remark 3.2. By (2.9)-(2.10) we always have F t − U µt (λ) ≥ 0. The theorem does not give any information if U µt (λ) = F t . Then the right-hand side of (3.1) is 1 and we cannot expect to find a Ritz value close to λ k,N . However, if U µt (λ) < F t , the right-hand side of (3.1) is less than 1. Then for N large enough, every eigenvalue of A N close to λ is approximated by some Ritz value at an exponential rate. Recalling the definition of Λ(t; σ) given in (2.11), we see indeed that eigenvalues in Λ(t; σ) are well approximated by the Lanczos iteration as n, N → ∞ and n/N → t. The set (2.11) is the region of too little charge for an eigenvalue distribution referred to in the rule of thumb (1.1). This will also become clear from the examples.
Remark 3.3. The factor 1/2 in (F t − U µt (λ))/2 in (3.1) does not seem natural at first sight. However, analyzing the proof of Theorem 3.1-especially (3.11)-it becomes clear that the factor 1/2 appears if two Ritz values are exponentially close to the same eigenvalue. This could happen, for example, in a situation which is perfectly symmetric around 0 and where F t − U µt (0) > 0. If N is odd, then 0 is an eigenvalue. If, in addition, n is even, then the Ritz values come in pairs, and there will be two Ritz values close to 0. In such a case the exponential convergence rate (F t −U µt (λ))/2 arises. Such cases, however, are exceptional. In most cases, one expects only one Ritz value to approximate a particular eigenvalue. Then we can conclude from (3.11) that the exponential convergence rate in (3.1) improves to F t − U µt (λ). However, it seems likely that the error estimate (3.1) is not best possible and can be improved in all cases. More delicate estimates may lead to lim sup
in general and to lim sup
in all but the exceptional cases. I am very grateful to one of the referees for pointing out that (3.1) may be improved.
First examples.
We have seen that, for a given eigenvalue distribution σ and a ratio t = n/N , eigenvalues in the set Λ(t; σ) = {λ ∈ R :
are well approximated by the Lanczos method if N is large. We will determine Λ(t; σ) in a number of cases. In general, it is an open set, since U µt is a continuous function, and by (2.9) it is disjoint from the support of σ − tµ t . In many cases, Λ(t; σ) is equal to R \ supp(σ − tµ t ).
Eigenvalues distributed as the equilibrium distribution.
Suppose the eigenvalues of the matrices A N are distributed like the equilibrium distribution of [−1, 1] as N → ∞. This is, for example, the case if the eigenvalues are the Chebyshev points
Then the measure σ from (2.2) is
The equilibrium measure σ satisfies U σ (λ) = log 2 if λ ∈ [−1, 1], and U σ (λ) < log 2 if λ ∈ C \ [−1, 1]; see, e.g., [19, 22] . It then follows from the relations (2.9)-(2.10) that characterize the measure µ t and the constant F t that µ t = σ and F t = log 2 for every t ∈ (0, 1). Thus The measures µ t and the constants F t for this case were determined by Rakhmanov [18] ; see also [15] . Let t ∈ (0, 1) and
and
Hence we have
In this case, one can show that Λ(t; σ) = R \ supp(σ − tµ t ); see also (5.6) below. Thus
Thus the eigenvalues outside the interval [− √ 1 − t 2 , √ 1 − t 2 ] are found by the Lanczos iteration if n/N → t. These are the extreme eigenvalues on both sides, and their number is approximately
The measure (4.3) has less charge than the equilibrium measure (4.1) near the endpoints ±1 and more charge towards the middle of the interval [−1, 1], especially near 0. The sets (4.5) illustrate nicely the rule of thumb (1.1). To see how Theorem 3.1, which is an asymptotic result, compares to a particular situation with finite N , we performed experiments with diagonal matrices A N with N equally spaced eigenvalues The results for N = 201 are shown in Figure 4 .1. For every iteration, the Ritz values are calculated and compared with the eigenvalues. A "+" indicates a Ritz value that is closer than 10 −4 to one of the eigenvalues. Also shown are the curves r(t) and −r(t) with t equal to the number of iterations n divided by N . According to (4.5) the eigenvalues outside [−r(t), r(t)] are found if n/N → t. The figure is in good agreement with the predicted asymptotic behavior. All Ritz values slightly bigger than r(t) or slightly smaller than −r(t) are very close to an eigenvalue. Some Ritz values inside the parabolic region bounded by ±r(t) are also close to an eigenvalue, but not in any systematic way (apart from 0, which by symmetry is a Ritz value for every odd-numbered iteration). These Ritz values are only "by accident" close to an eigenvalue.
The computations were done with MATLAB, based on a code written by J.W. Demmel for Lanczos iteration with full reorthogonalization. This code is part of a collection of MATLAB codes accompanying the book [8] .
5.
A sufficient condition to find extreme eigenvalues. In this section we give a sufficient condition on the eigenvalue distribution, which guarantees that the Lanczos method finds the extreme eigenvalues. Our result is the following. The proof of the theorem is based on a number of lemmas related to extremal measures in an external field. The connection of the measures µ t with problems with external fields was pointed out by Rakhmanov [18] , Kuijlaars and Rakhmanov [15] , and Dragnev and Saff [9] . We review here the necessary notions.
For a continuous function Q on a compact interval Σ, the problem is to minimize
among all Borel probability measures ν supported on Σ. There is a unique minimizing measure, denoted here by ν Q , with a support S Q = supp(ν Q ). We call ν Q the extremal measure in the external field Q. The minimizer satisfies
where C is a real constant. The relations (5.2)-(5.3) characterize the measure ν Q and the constant C.
Now assume we have a measure σ with compact support as before. Assume its potential U σ is continuous. Associated with σ we have the measures µ t and the constants F t for t ∈ (0, 1) as described in Theorem 2.1. Then for t ∈ (0, 1)
is a probability measure on Σ, and rewriting the relations (2.9)-(2.10) we can easily show that ν t is the extremal measure in the external field
with constants C t := −(t/(1 − t))F t . A comprehensive account about extremal measures in external fields can be found in [22] . See also [7] .
As far as the t-dependence is concerned, it is important for us to know that the support of ν t decreases as the parameter t increases; see [22, Theorem IV.1.6] . Thus in view of (5.4) the support of σ − tµ t is decreasing. Also it is known that
supp(ν t−ǫ ); see [22, Theorem IV.1.6] or [5] . Then it is easy to see that 
Then the following hold. 
Then the following hold.
Then it is easy to see that
If we are in part (a), then we see that λ ( This completes the proof of Theorem 5.1.
6.
A sufficient condition for interior eigenvalues. Using ideas similar to those in the previous section, we can give a condition that guarantees that the Lanczos method does not find the extreme eigenvalues, but rather the eigenvalues in the interior of the spectrum. The function r(t) in Theorem 6.1 increases with t. It is possible to compute the numbers r(t) from (7.2) explicitly. We assume α > −1/2. Recall the connection with the extremal measure ν t in the presence of the external field
as discussed in section 5. By Lemma 5.3, the support of ν t is an interval [−r 0 (t), r 0 (t)] and (5.7) gives the relation of r 0 (t) with r(t). By Theorem IV.1.5 of [22] , the number r = r 0 (t) maximizes the Mhaskar-Saff functional F (r) := log(r/2) − r −r Q t (λ) dλ π √ r 2 − λ 2 .
