Model-based testing has become increasingly popular in recent years. Major reasons include (1) the need for quality assurance for increasingly complex systems, (2) the emerging model-centric development paradigm (e.g., UML and MDA) with its seemingly direct connection to testing, and (3) the advent of test-centered development methodologies.
INTRODUCTION
While applications of so-called model-based testing are ubiquitous (see [5, 2] for recent reviews), there are few clear definitions and comprehensive treatises. The tutorial will discuss both methodological and technological issues.
More precisely, it aims at providing a clear understanding of what constitutes model-based testing. This includes different levels of abstraction, the relationship between models and code-hand-written or generated-, test case generation technology, the importance of selection criteria for test cases, and a discussion of what can and what cannot be automated when it comes to testing. We will also recall other approaches to quality assurance and contrast them to (model-based) testing. We will not take into account testing of databases nor stress testing nor usability testing nor the particular problems with testing 00-software. We will, however, be concerned with the idiosyncrasies of modelbased testing in the domains of both business information systems and embedded systems.
By its very nature, the tutorial will address some issues that are not exclusively tied to model-based testing but are shared by all sorts of testing [4] . The level of the tutorial is introductory rather than advanced.
MODEL-BASED TESTING
Testing denotes a set of activities that aim at detecting differences between the actual and intended behaviors of a system, or at increasing confidence that these behaviors conform. Traditionally, the intended behavior is implicitly represented in a tester's mind: it is given as a mental model which motivates Binder's claim that all testing is necessarily model-based [1] .
The intended behavior can also be encoded as an explicit behavior model by means of description techniques such as statecharts, Petri nets, or synchronous languages. They can also be given in any general-purpose programming language with their typical trade-off between expressiveness and ease of analysis. Simplifying matters, we require this model to be valid w.r.t. user requirements (validation is concerned with building the right system; verification is concerned with building the system right). Of 
ABSTRACTION LEVELS
We will proceed by explaining why there is a need for different abstraction levels for the model and the system under test: because the model must itself be validated against the informal and often implicit requirements, one might well argue that it is more efficient to directly validate the implementation. On the other hand, the loss of information that is induced by an abstraction must somehow be compensated when it comes to testing the actual implementation. In practice, this is done by means of driver components that bridge the different levels of abstraction: input to the model is concretized before it is fed into the implementation, and the latter's output is compared to the model's after it has been abstracted to the level of the model. Among other things, abstractions can be bound to data, functionality, communication, timing, and security.
BEHAVIOR MODELS
We then proceed to the discussion of what constitutes a (behavior) model. For a given system under test, both models of this system and its environment are needed for analysis. Roughly, there are two kinds of abstractions. One kind amounts to the encapsulation of details, with macro expansion as its reverse operation (procedures, libraries, also compilation of stack frames). The second kind of abstraction involves a loss of information that cannot be coped with by means of macro expansion. Ignoring timing aspects in models of real-time systems is one example. These abstractions actually discard details, and they not only make the model itself simpler and amenable to analysis but, as we have seen above, are methodologically indispensable if model-based testing is expected to be advantageous w.r.t. directly validating the implementation.
SCENARIOS
We then discuss different scenarios of model-based testing. In particular, we shed light on the desirable case where both code and test cases are generated from the same model. As explained above, a model that was built to generate test cases is likely to be too abstract for code generation. Furthermore, by generating both code and test cases from the same model, one can test assumptions about the environment and the code generators but, because of the lack of a redundant specification, not the model nor the code itself. This missing redundancy may or may not turn out to be problematic since we required the model to faithfully represent the customer's requirements. Other scenarios include different models for code and test cases, manual coding, and the automated extraction of models from code.
We'll also take a look at how model-based testing can be integrated with existing development processes.
SELECTION CRITERIA
Thus far, the selection of "good" test cases has not been taken into account. Unfortunately, there is no general notion of what constitutes a "good" test case (this is of course regardless of whether or not explicit models are used for testing). Selection criteria, or test adequacy criteria [6] , can be used to measure the "quality" of a test suite, as stopping criteria for the testing process, and as criteria for the generation of test cases. Roughly, they can be divided into functional, structural, and stochastic criteria.
F'unctional selection criteria are bound to the intended functionality of a system; they are inherently applicationspecific.1 We hence concentrate on methodological issues such as the completion of partial environment models, or scenarios. Structural criteria are concerned with artifacts that are executed ("covered") during a run of the system or executable model. They include control flow (statements, conditions in code, states and transitions in state machines) and data flow (definitions and usages of variables). Stochastic criteria include both random testing and testing on the grounds of existing user profiles. Unlike functional criteria, both structural and stochastic criteria lend themselves to the automated generation of tests, and they are applicable to both models of a system and possibly partial models of the environment. We have a critical look on the effectiveness of such criteria.
GENERATION TECHNOLOGY
Finally, we show that test case generation often enough amounts to a search problem, and discuss respective technologies. These include heuristic search, symbolic execution, model checking, and deductive theorem proving. Related to the above selection criteria, we discuss circumstances under which automated test case generation is likely to pay off.
OUTLOOK
The relevant question is whether or not, in terms of invested money, model-based testing is more efficient than other methods: traditional testing, reviews, inspections. This naturally raises issues such as the severity or likelihood of potentially detected errors [3] . Roughly, efficiency appears to be a question of reuse (and, in particular, not of generation technology). As far as automated model-based testing is concerned, the unit of reuse is likely to be that of test selection criteria. We will speculate on the usefulness of explicit error classifications specific to well-defined domains, or product lines.
