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Abstract
Human motion analysis is concerned with the study of human activity recognition, human mo-
tion tracking, and the analysis of human biomechanics. Human motion analysis has applications
within areas of entertainment, sports, and healthcare. For example, activity recognition, which
aims to understand and identify different tasks from motion can be applied to create records
of staff activity in the operating theatre at a hospital; motion tracking is already employed in
some games to provide an improved user interaction experience and can be used to study how
medical staff interact in the operating theatre; and human biomechanics, which is the study
of the structure and function of the human body, can be used to better understand athlete
performance, pathologies in certain patients, and assess the surgical skill of medical staff.
As health services strive to improve the quality of patient care and meet the growing demands
required to care for expanding populations around the world, solutions that can improve patient
care, diagnosis of pathology, and the monitoring and training of medical staff are necessary.
Surgical workflow analysis, for example, aims to assess and optimise surgical protocols in the
operating theatre by evaluating the tasks that staff perform and measurable outcomes. Human
motion analysis methods can be used to quantify the activities and performance of staff for
surgical workflow analysis; however, a number of challenges must be overcome before routine
motion capture of staff in an operating theatre becomes feasible.
Current commercial human motion capture technologies have demonstrated that they are ca-
pable of acquiring human movement with sub-centimetre accuracy; however, the complicated
setup procedures, size, and embodiment of current systems make them cumbersome and un-
suited for routine deployment within an operating theatre. Recent advances in pervasive sensing
have resulted in camera systems that can detect and analyse human motion, and small wear-
able sensors that can measure a variety of parameters from the human body, such as heart
rate, fatigue, balance, and motion. The work in this thesis investigates different methods that
enable human motion to be more easily, reliably, and accurately captured through ambient and
wearable sensor technologies to address some of the main challenges that have limited the use
of motion capture technologies in certain areas of study.
Sensor embodiment and accuracy of activity recognition is one of the challenges that affect the
adoption of wearable devices for monitoring human activity. Using a single inertial sensor, which
iii
captures the movement of the subject, a variety of motion characteristics can be measured.
For patients, wearable inertial sensors can be used in long-term activity monitoring to better
understand the condition of the patient and potentially identify deviations from normal activity.
For medical staff, inertial sensors can be used to capture tasks being performed for automated
workflow analysis, which is useful for staff training, optimisation of existing processes, and early
indications of complications within clinical procedures. Feature extraction and classification
methods are introduced in thesis that demonstrate motion classification accuracies of over 90%
for five different classes of walking motion using a single ear-worn sensor.
To capture human body posture, current capture systems generally require a large number of
sensors or reflective reference markers to be worn on the body, which presents a challenge for
many applications, such as monitoring human motion in the operating theatre, as they may
restrict natural movements and make setup complex and time consuming. To address this, a
method is proposed, which uses a regression method to estimate motion using a subset of fewer
wearable inertial sensors. This method is demonstrated using three sensors on the upper body
and is shown to achieve mean estimation accuracies as low as 1.6cm, 1.1cm, and 1.4cm for
the hand, elbow, and shoulders, respectively, when compared with the gold standard optical
motion capture system. Using a subset of three sensors, mean errors for hand position reach
15.5cm.
Unlike human motion capture systems that rely on vision and reflective reference point markers,
commonly known as marker-based optical motion capture, wearable inertial sensors are prone
to inaccuracies resulting from an accumulation of inaccurate measurements, which becomes
increasingly prevalent over time. Two methods are introduced in this thesis, which aim to
solve this challenge using visual rectification of the assumed state of the subject. Using a
ceiling-mounted camera, a human detection and human motion tracking method is introduced
to improve the average mean accuracy of tracking to within 5.8cm in a laboratory of 3m ×
5m. To improve the accuracy of capturing the position of body parts and posture for human
biomechanics, a camera is also utilised to track the body part movements and provide visual
rectification of human pose estimates from inertial sensing. For most subjects, deviations of
less than 10% from the ground truth are achieved for hand positions, which exhibit the greatest
error, and the occurrence of sources of other common visual and inertial estimation errors, such
as measurement noise, visual occlusion, and sensor calibration are shown to be reduced.
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Chapter 1
Introduction
As the demands upon the resources of health services continue to increase from growing pop-
ulations and a need to deliver better care with greater efficiencies, solutions that can prevent
or provide an early indication of disease, enabling patients to remain independent within their
own homes, and optimisation of existing processes within the health service are widely acknowl-
edged as essential for ensuring the future sustainability of health services around the world.
Many developments in medicine, such as clinical assessments for disease diagnosis and robotic
instruments for minimally invasive surgery, have already contributed towards more efficient
processes as diseases can be found earlier, patients can recover faster from surgery, and other
factors within the hospital are also optimised. To evaluate the performance of medical staff, a
variety of performance measurement metrics are used currently that involve timing procedures
and human observation [Lalys and Jannin, 2013; Tipping et al., 2010]. Human observation can
be prone to subjective bias and infeasible for long-term monitoring as it is a resource intensive
activity requiring expert supervision. Using human motion analysis technologies for the au-
tomatic capture and analysis of human motion would help to alleviate the strain upon health
service resources and also reduce subjective bias from workflow studies.
Human motion analysis encompasses the recognition of human activity, motion tracking, and
human biomechanics. Human motion analysis has a wide range of applications within health-
care, sports, and entertainment, Fig. 1.1. Performing human motion analysis in environments
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 1.1: Human motion analysis has a wide range of applications within (a) elderly care1,
(b) rehabilitation, (c) surgery2, (d)3–(f)5 sports, and (g)–(i)7 entertainment.
3beyond the controlled motion laboratory can be challenging due to the presence of greater
uncertainties about the environment, limitations on the types of measurement equipment that
can be utilised, and a more diverse range of motions to be captured within different applica-
tions. For example, monitoring the daily activities of elderly patients who have a history of
falls or suffer from chronic diseases, such as Parkinson’s, are necessary to enable the condition
of the elderly patients to be better understood. In sport, the motion of athletes are closely
monitored to tailor the training regime for each athlete to ensure they can compete at optimal
performance levels and to minimise the impact of injury. Accurate measurement of athlete
motion can be used to evaluate technique, and also be linked to outcomes in some sports, such
as archery. For team sports, analysis of motion trajectories and activities of each team member
are also important. For example, in rowing, synchronous movement of each rower is essential
for optimal performance. Motion analysis can be used to evaluate the cooperation of all team
members.
Considering the example of surgical workflow analysis, workflow analysis approaches are used
in the hospital to help deliver better patient care through staff training, closer monitoring
of surgical procedures, and optimisation of existing workflows. Workflow modelling, in most
cases, is a time consuming manual process that can be affected by subjective bias, therefore,
approaches that enable automatic modelling of workflow is a topic of growing interest. Closer
monitoring of surgical procedures can improve patient care through statistical evaluation of the
operation. For routine operations that follow a standard process, time studies have been used to
analyse the average completion time of individual tasks, which enable potential complications
to be automatically identified through time deviations [Tipping et al., 2010; Lalys and Jannin,
1“Salarymen in Tokyo” by Gabriel Synnaeve - Flickr: IMGP2634. Licensed under CC BY-SA 2.0 via
Wikimedia Commons
2“OP-Szene hochkant” by Lotar Vollmer - UMatern. Licensed under CC BY-SA 3.0 via Wikimedia Commons
3“Harlem Globetrotters basketball team in an exhibition match” - Pixabay
4“UW mens varsity crew Windermere Cup 2012” by BlueCanoe - Own work. Licensed under CC BY-SA
3.0 via Wikimedia Commons
5“Sabine Ellerbrock 2” by Tom Page - Flickr: IMG 4795. Licensed under CC BY-SA 2.0 via Wikimedia
Commons
6“E3 2011 - Kinect Sports 2 (Xbox) (5831103912)” by The Conmunity - Pop Culture Geek from Los Angeles,
CA, USA - E3 2011 - Kinect Sports 2 (Xbox). Licensed under CC BY 2.0 via Wikimedia Commons
7“US Navy 090702-N-1783P-003 Hospital Corpsman 1st Class Guy Duke, left, and Electronics Technician 3rd
Class Joshua Benedict demonstrate how the Physical therapy Department at Naval Health Clinic, Charleston
use the Wii Fit” by U.S. Navy photo by Machinist’s Mate 3rd Class Juan Pinalez
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2013]. Routine monitoring of surgical workflow is important as early indications of surgical
complications allow problems to be rectified before they can develop. To this end, human
motion analysis technologies can be utilised to better monitor surgical workflow.
Current state-of-the-art systems for human motion analysis allow human motion to be captured
and studied to a high degree of accuracy. Technologies, such as marker-based optical motion
capture, which use an array of infrared cameras in a dedicated monitoring environment and
reflective markers on the subject as reference points, force sensing walkways, which senses the
force exerted by the subject onto the artificial floor, and exoskeletons, which are worn by the
subject and measures joint angles, can be used to capture human motion with sub-centimetre
accuracy [BTS, 2015; Lok, 2015]. However, the high costs, complicated setup procedures,
and lack of portability of most systems limit their widespread adoption. In Chapter 2, these
systems and also wearable sensor technologies will be covered in greater depth. The technical
contributions of this thesis mainly address the challenges that affect wearable and vision-based
human motion analysis systems.
Recent advances in wearable sensing and vision have brought accurate capture of human motion
to a wider range of challenging environments. A number of sensing technologies, such as
wireless inertial motion capture, are available commercially and have been trialled in clinical
settings, some of which will be introduced in Chapter 2. Markerless vision-based motion analysis
techniques, which unlike marker-based optical motion capture does not rely upon reflective
reference markers to be placed on the subject and detects the subject from visual appearance,
have also been shown that human posture can be captured without using reflective markers
or wearable sensors in certain scenarios [Eichner et al., 2012]. However, challenges exist which
affect the accuracy, reliability, and usability of these systems. Addressing the accuracy of
portable human motion analysis systems through reduction of factors that affect inaccuracies,
such as an accumulation of measurement drift, and more robust sensor fusion models continue
to be active areas of research, which are also addressed in Chapter 5 and 6 of this thesis.
Minimising the number of sensors required for human motion analysis also has implications for
the complexity and costs of such systems, which is addressed in Chapter 3 and 4 of this thesis.
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1.1 Motivation
In surgical workflow analysis, the capture of how staff move around in the operating theatre and
the tasks that they perform is important for determining factors, such as movement, interaction
and communication, and surgical procedure. The development of detailed and inexpensive
workflow monitoring methods would enable more hospitals to regularly evaluate and optimise
their processes.
Firstly, reducing the complexity of monitoring systems is especially important in the clinical set-
ting as workflow monitoring tools should not require significant changes to already established
procedures in order to be used. More cumbersome systems could also potentially restrict the
movement of the staff being monitored. For example, some wearable motion capture systems
require 9 or more sensors to be attached to the body using a customised suit to capture upper
body human motion, which would add a lengthy initial setup procedure for staff. To improve
the usability and adoption of motion analysis technologies, it is also important to investigate if
similar results can be achieved using a simpler sensor embodiment. In Chapter 3 and Chapter
4 of this thesis, classification and regression methods that enable fewer sensors to be used for
human motion analysis are introduced.
Monitoring motion trajectories of staff in the hospital accurately can also be challenging as
occlusions from other people or objects coming into view and measurement drift from inaccu-
racies of the sensor can affect staff the accuracy of motion analysis systems. Many existing
works have focused on coarse localisation techniques using RFID tags, which record location
when the subject is located at particular points-of-interest, and ultra-wideband for trajectory
analysis and inferring activity, which enables basic activity recognition but does not allow more
detailed motion tracking and biomechanical analysis. The accuracy of motion tracking using
wearable inertial sensors also decreases as the duration of tracking increases due to accumula-
tions in measurement noise and inaccuracies due to magnetic interference from ferromagnetic
materials, which may be present. In Chapter 5, a vision-based method that utilises a ceiling-
mounted camera is introduced that allows improved motion tracking of staff in spaces where
more conventional vision-based detection and tracking methods cannot accurately capture the
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subject due to occlusions from other people and equipment in the scene.
Where the assessment of surgical skill is also required, the biomechanics of the surgeon must
also be captured with precision. Surgical workflow analysis generally considers broadly the
tasks carried out by all staff in the operating theatre and the order in which the tasks are
performed. An assessment of surgical skill more specifically considers the technique of the
surgeon when completing specific tasks. To evaluate technique, the movements of the surgeon
need to be captured in great detail; the capture of hand motion is common for a number of
surgical procedures, such as suturing where the hands are used to apply stitches to a patient.
Wearable inertial sensors could potentially be used to capture the subtle movements of the
hand accuately, but the presence of measurement noise and magnetic interference, as described
earlier, also presents a challenge. In Chapter 6, a sensor fusion method that integrates inertial
motion estimates with visual motion estimates is introduced to minimise the errors from the
wearable sensor and camera.
1.2 Key research challenges and objectives
In this thesis, the use of low cost wearable and ambient sensors are proposed to facilitate
monitoring of surgical workflow. In Section 1.1, the motivations of this thesis are stated and
a number of technical challenges were also identified. To develop a system for human motion
analysis using wearable and visual sensors that can be used to recognise different activities,
track the motion of the subject, and accurately capture posture and movement of parts of the
body, several challenges still need to be addressed. The key research challenges addressed in
this thesis and objectives can be summarised as follows:
1. Identification of subtle differences in motion patterns through inertial sensing;
2. Improve usability of huamn motion capture systems through sensor reduction;
3. Minimisation of measurement drift in global localisation estimates from inertial sensing;
4. Markerless people detection and tracking using vision;
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5. Integration of inertial pose estimation and visual pose estimation for minimisation of
measurement drift and interference in human motion capture;
6. Markerless body pose tracking using vision.
1.3 Thesis structure
In this thesis, methods for capturing motion trajectory and activity using inertial and visual
sensors are presented, which aim to address some of the identified key challenges, such as
measurement drift and interference. In Chapter 2, a detailed review of the relevant sensor
technologies for the study of human motion is presented, focusing upon the sensors and pro-
cessing techniques that enable the capture of solid biomechanics. Commercial systems and
many research platforms developed recently have focused upon the detailed capture and study
of human motion within controlled laboratory environments rather than in the free-living en-
vironment. Motion capture beyond the controlled laboratory environment faces additional
challenges, such as greater changes in appearance and other external interferences. A survey of
automatic surgical workflow analysis literature shows that, thus far, studies have been limited
to coarse granularity tracking technologies for monitoring motion trajectories as there is a lack
of compact and markerless motion capture systems available that can be used for long-term
fine-grained monitoring within the hospital setting. Besides the constraints of most current
systems, the high cost and complicated setup procedures associated with most systems are also
prohibitive and limit their adoption for routine monitoring applications. Sensor technologies
for the capture of human movement beyond the laboratory, such as markerless vision-based mo-
tion capture and inertial motion capture, and approaches proposed to tackle some of the main
challenges are explored in the chapter. A review of more accessible sensor technologies and pro-
cessing techniques for ground reaction force (GRF) estimation and surface electromyography
(EMG) are also provided.
Miniaturised wearable sensors allows the subject to be less constrained by their surroundings as
there is no longer a dependence upon sensors within the environment, such as cameras or force
8 Chapter 1. Introduction
plates. In general, cost and system complexity can also be reduced by minimising the number of
devices that need to be worn on the body. In Chapter 3, classification methods are introduced
and used to identify distinct types of gait from an ear-worn accelerometer. Healthy human gait
follows a regular pattern that can be observed through ambient and wearable sensing. Devia-
tions from a regular and balanced gait pattern may indicate deteriorating health and can be
used as a surrogate measure for detecting the onset of certain symptoms. A wearable inertial
sensor is selected for capturing gait information to enable continuous monitoring within, as well
as beyond the hospital or laboratory settings. The sensor selected is a compact 50Hz ear-worn
accelerometer developed within The Hamlyn Centre at Imperial College London. The motion
features extracted from the wearable sensor, which are chosen to represent the magnitude, av-
erage, and variation of the signal from the sensor along three perpendicular axes are described.
To retain sensitivity to changes in the evaluated motion patterns, sliding windows of different
durations are sampled and compared. Several motion classification methods - linear discrimi-
nant analysis, support vector machine, naive Bayes, k-nearest neighbours, random forest, and
artificial neural network - are also presented and evaluated in the chapter for recognising the
different motion patterns. Comparisons show that artificial neural networks and longer feature
windows yield better classification results in comparison to the other methods used.
However, for more detailed motion capture, such as for pose estimation and trajectory analysis,
motion classification using a sole inertial sensor is insufficient. Using two additional inertial
sensors, Chapter 4 introduces a regression method for capturing detailed upper limb motion.
Typically, sensors are attached to each rigid section of the body for inertial motion capture. A
sensor reduction method that reduces the number of wearable sensors necessary for capturing
upper body kinematics is presented. The method estimates movements through a subset of
body-worn accelerometers using a regression method, which does not rely upon an extensive
database of recorded movements as proposed by other similar methods. Partial least squares
regression is a statistical method that is used to find the relationship between a set of responses
and a set of observable predictors, and it is used within the chapter to find the relationship
between human kinematics in 3D space and acceleration measured by the body-worn inertial
sensors. Given a set of predictors and responses, the regression method attempts to find
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the relationship between unobservable latent variables, to uncover hidden links between the
observed kinematics and inertial sensor data. A comparison of the wearable inertial system
against a marker-based motion capture system show that the proposed system is capable of
reproducing relatively accurate motion estimation from the reduced set of sensors.
In addition to accurate posture estimation, the accuracy of subject localisation is also impor-
tant for trajectory analysis. Whilst most inertial motion capture systems are able to provide
an accurate estimate of the subject’s posture, the impact of measurement drift and external
interference can result in very inaccurate location estimates using inertial systems, especially
as the capture time increases. In Chapter 5, a vision-based method for multiple subject lo-
calisation was proposed to reduce errors from measurement drift and interference to improve
tracking accuracy. A ceiling mounted omnidirectional camera was used to provide drift-free
subject localisation through visual detection. A tracking and data association method is also
introduced to enable multiple trajectories to be tracked and combined with an inertial posture
estimate to obtain an accurate global and local pose estimation.
Visual rectification of motion estimates from inertial sensing can also be further extended to
apply to each joint in the pose estimate. Chapter 6 utilises visual and inertial information to
further reduce measurement errors in pose estimates. A vision-based pose estimation method,
appearance-based tracker, unscented Kalman filter, and joint motion update scheme are pro-
posed for continuous update of the subject’s pose to minimise the accumulation of measurement
errors for long-term monitoring. Advances in vision-based pose estimation have enabled rela-
tively accurate human poses to be obtained from images, but visual occlusions and complicated
scenes in video sequences introduce problems for visual pose estimation. Appearance-based
object tracking is used handle brief episodes of visual interference and to provide temporal
coherence for the estimated motion trajectories. The drift-free visual pose estimates are then
used to rectify the human pose estimate obtained from the inertial motion capture system. A
joint angle update method is presented.
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1.4 Contributions
The original technical contributions of this thesis are summarised as follows:
• Experimental evaluation of motion features and classification methods for identification
of different motion patterns using a single ear-worn inertial sensor;
• Formulation of a sensor reduction method that reduces the number of wearable sensors
necessary for capturing upper body kinematics;
• Design of a process model and measurement model for optimal motion estimation from
sparse sensing using a Kalman filter;
• Formulation of a markerless multi-person detection method from vision using a ceiling
mounted omnidirectional camera for drift-free subject localisation;
• Design of a process, measurement, and data association model for consistent multi-person
tracking using a Kalman filter;
• Formulation of a multi-sensor pose calibration method for inertial human motion capture
using inertial and visual information to minimise errors arising from measurement drift
and interference;
• Experimental evaluation of appearance-based detection and tracking algorithms for mark-
erless human motion capture through vision;
• Design of a process and measurement model for fusion of visual and inertial pose estimates
using an unscented Kalman filter;
The work presented in this thesis has resulted in a number of publications in peer reviewed
international journals and conference proceedings. The publications directly related to the work
presented in this thesis are as follows:
1. C. Wong, Z. Zhang, B. Lo, and G.-Z. Yang, “Wearable Sensing for Solid Biomechanics:
A Review,” Sensors Journal, IEEE, vol.15, no.5, pp.2747-2760, May 2015
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2. C. Wong, Z. Zhang, B. Lo, and G.-Z. Yang, “Markerless motion capture using appearance
and inertial data,” Engineering in Medicine and Biology Society (EMBC), 2014 36th
Annual International Conference of the IEEE, pp.6907,6910, 26-30 August 2014
3. C. Wong, Z. Zhang, S. McKeague, and G.-Z. Yang, “Multi-person vision-based head
detector for markerless human motion capture,” Body Sensor Networks (BSN), 2013
IEEE International Conference on, pp.1,6, 6-9 May 2013
4. C. Wong, Z. Zhang, R.M. Kwasnicki, J. Liu, and G.-Z. Yang, “Motion Reconstruction
from Sparse Accelerometer Data Using PLSR,” Wearable and Implantable Body Sensor
Networks (BSN), 2012 Ninth International Conference on, pp.178,183, 9-12 May 2012
5. C. Wong, S. McKeague, J. Correa, J. Liu, and G.-Z. Yang, “Enhanced Classification of
Abnormal Gait Using BSN and Depth,” Wearable and Implantable Body Sensor Networks
(BSN), 2012 Ninth International Conference on, pp.166,171, 9-12 May 2012
Other relevant publications from the author, which may be of interest to readers but not directly
related to the works described in this thesis are listed as follows:
1. D. Jarchi, B. Lo, C. Wong, E. Ieong, D. Nathwani, and G.-Z. Yang, “Gait Analysis from
a Single Ear-Worn Sensor: Reliability and Clinical Evaluation for Orthopaedic Patients,”
Neural Systems and Rehabilitation Engineering, IEEE Transactions on, vol.PP, no.99,
pp.1-1, September 2015
2. D. Jarchi, C. Wong, R.M. Kwasnicki, B. Heller, G.A. Tew, and G.-Z. Yang, “Gait Parame-
ter Estimation From a Miniaturized Ear-Worn Sensor Using Singular Spectrum Analysis
and Longest Common Subsequence,” Biomedical Engineering, IEEE Transactions on,
vol.61, no.4, pp.1261,1273, April 2014
3. Z. Zhang, C. Wong, and G.-Z. Yang, “Forearm functional movement recognition using
spare channel surface electromyography,” Body Sensor Networks (BSN), 2013 IEEE In-
ternational Conference on, pp.1,6, 6-9 May 2013
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4. R.M. Kwasnicki, D.A. Low, C. Wong, D. Jarchi, B. Lo, C.J. Mathias, A. Darzi, G.-Z.
Yang, “Investigating the feasibility of using objective motion data to assist the diag-
nosis and management of cardiovascular autonomic dysfunction,” 16th Congress of the
European-Federation-of-Neurological-Societies (EFNS), pp.137,137, 8-11 September 2012
5. J. Liu, J. Correa, S. McKeague, E. Johns, C. Wong, A. Vicente, and G.-Z. Yang, “A
Healthcare Mobile Robot with Natural Human-Robot Interaction,” Proceedings of the
Hamlyn Symposium on Medical Robotics, 1-2 July 2012
6. J. Ballantyne, E. Johns, S. Valibeik, C. Wong, and G.-Z. Yang, “Autonomous Navigation
for Mobile Robots with Human-Robot Interaction,” Robot Intelligence, pp.245,268, 2010
7. R.C. King, L. Atallah, C. Wong, F. Miskelly,G.-Z. Yang, “Elderly Risk Assessment of Falls
with BSN,” Body Sensor Networks (BSN), 2010 International Conference on, pp.30,35,
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Chapter 2
Ambient and Wearable Sensing for
Biomechanics
Human biomechanics is the study of structure and function of the human body. The study of
human biomechanics has been a subject of interest for centuries, as scientists seek to improve
performance of the body and establish methods for diagnosis, recovery, and prevention of dis-
eases through better understanding of the human body [Hatze, 1974]. This plays an important
role in healthcare, sports, wellbeing, and workflow analysis. Biomechanics studies may be ori-
ented towards the biomechanics of solid bodies or fluids, for example, haemodynamics of the
cardiovascular system [Humphrey, 2010; Ennos, 2012]. In this review, we only focus upon solid
biomechanics.
Two branches of biomechanics commonly studied are kinematics and kinetics, which study the
description of motion and the cause of motion, respectively. Kinematics describes the overall
motion of the body without considering the causes of motion. Thus far, human kinematics can
be obtained at varying granularities and accuracy through a wide spectrum of technologies. For
example, the movements of the head, hands, arms, and legs can be measured using mechanical,
magnetic, optical, and inertial systems. In contrast, kinetics studies the forces and torques
that initiate the motion. When an accurate model of the musculoskeletal system is available,
1This chapter has been published in: IEEE Sensors Journal [Wong et al., 2015]
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muscle force and muscle activation can be estimated using force measurement systems for
kinetic analysis. Floor-mounted force plates, instrumented tools, and portable pressure sensors
enable forces to be measured. Detailed measurement of muscle activations and forces can also
be obtained through electromyography (EMG).
Thus far, many technologies, such as mechanical attachments, optical systems, floor-mounted
instruments, and electrode arrays, have been developed to measure human biomechanics, but
such systems are designed to capture brief periods of the movement in a laboratory setting.
With the developments in wearable sensing technologies, continuous biomechanical analysis
can be conducted in less constrained environments. In the rest of this section, we will briefly
introduce the current sensing technologies used in the laboratory and typical applications of
these technologies. A short summary of the previous surveys will also be provided.
2.1 Sensing Technologies
Conventional biomechanical analysis techniques have relied on subjective laboratory-based ob-
servation. Mechanical instruments [Boocock et al., 1994; Vergara and Page, 2000; Arokoski
et al., 2004; Shimamura et al., 2006; Yayama et al., 2007; Piriyaprasarth et al., 2008; Garrec
et al., 2008; Agrawal et al., 2007; Wang et al., 2011; Jarrasse et al., 2012; Guo et al., 2013],
marker-based optical systems [Barre et al., 2013; Ferna´ndez-Baena et al., 2012; Leporace et al.,
2012; Razali and Manaf, 2012; Stancic et al., 2013; Mihradi et al., 2011], force sensing walk-
ways [Schieb, 1995; Fioretti et al., 2000; Van Bogart et al., 2005; Jarchi et al., 2014; Sakeran
and Ghazali, 2012], and electromyography (EMG) [Benedetti et al., 1999; Voge and Dingwell,
2003; Landry et al., 2010; Sakeran and Ghazali, 2012] allow detailed quantification of move-
ment and the cause of motion. Fig. 2.1 shows a typical example of a motion capture laboratory
equipped with an optical marker-based motion capture system [BTS, 2015]. These technologies
enable detailed study of human biomechanics with high accuracy. However, the complexity and
technological constraints of laboratory-based instruments have prohibited their routine use in
free-living environments.
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(a) Gait laboratory
(b) Markers
(c) IR camera
Figure 2.1: (a) Gait laboratory equipped with an optical marker-based motion capture system
and multi-view camera system for whole body kinematic analysis at The Hamlyn Centre, Im-
perial College London. The motion of (b) passive retro-reflective markers placed on the upper
body are tracked using the (c) optical system’s infrared cameras [BTS, 2015].
The recovery of human biomechanics through natural video sequences (markerless) has gained
significant interest in the past as specialised markers and motion analysis laboratories are not
necessary. Markerless vision-based systems using a single camera, multiple cameras, and depth
cameras have been increasingly used recently for motion capture. Markerless solutions are less
intrusive compared to other analysis methods as they do not require reflective optical markers
as reference points. However, the estimation accuracy and robustness of the existing techniques
are still lagging behind conventional marker-based optical systems.
In contrast to the current laboratory-based and vision sensing systems, wearable sensors offer
much greater flexibility without spatial constraints. Developments in wearable technologies,
such as inertial/magnetic motion capture, are enabling continuous capture of biomechanics
beyond the typical laboratory setting. Advances in wearable sensing technologies and processing
techniques have brought increasingly miniaturised sensors to measure human biomechanics
with good accuracy. Flexible electrogoniometers, lightweight exoskeletons, wearable inertial
systems, shoe-mounted pressure sensors, instrumented tools, and wireless electromyography
(EMG) systems have brought continuous kinematic and kinetic analysis of daily life closer
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to reality. Current research platforms focusing upon challenges affecting the accuracy and
robustness of wearable sensing technologies have explored the implementation of more detailed
human models, more reliable motion estimation algorithms, and sensor fusion and estimation
strategies, which we will elaborate on in Section 2.3 and 2.4.
2.2 Applications
The development of sensing technologies and processing techniques for biomechanical analysis
are used to enable study across a wide spectrum of applications. In this section, we will consider
the following exemplars as shown in Table 2.1 on how one can use biomechanics to understand
the affect of diseases and rehabilitation on patients, skills assessment in workplace, and training
on athletic performance.
Clinically, systems for kinematic and kinetic analysis are used for the diagnosis of disease and
illness, such as the severity of symptoms in Parkinson’s disease [Das et al., 2011; Palmerini et al.,
2011; Rigas et al., 2012; Lee et al., 2013], assessment of patient recovery from treatment, such
as the outcomes of training schemes for patient rehabilitation [Kim et al., 2013], and control
of prostheses through identification of movement intention [Kwon and Kim, 2011; Al-Timemy
et al., 2013; Ouyang et al., 2014], which have been assessed using inertial sensors.
In the workplace, existing processes and techniques can be optimised through biomechanical
analysis of dexterity, body motion, and posture. In surgery, for example, studies of surgical
workflow seek to describe and understand the surgical process such that the information can be
used for training and skills assessment [Nara et al., 2011] using potentiometers and force/torque
sensors, which allow joint angles and the forces applied by the surgeon to be captured. The
application of biomechanical analysis techniques to acquire staff movement and interaction
information can be used to gain a deeper understanding of activities that occur in the operating
theatre such that communication and team interaction can be examined by looking at the
location of obtained from ultrasonic and proximity-based ultra-wideband sensors [Vankipuram
et al., 2011][Rosen et al., 2002].
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Biomechanical analysis technologies have been used in a wide range of sport applications,
including analysis of the overarm throw in darts using an inertial sensor [Walsh et al., 2011],
rowing [King et al., 2009][Tesconi et al., 2007], and golf swings [Blake and Grundy, 2008].
Wearable sensor technologies have enabled the performance of athletes to be quantified during
training and in-game with unobtrusive devices.
2.2.1 Previous Surveys
Recent surveys of biomechanical analysis technologies used in patient assessment studies [Patel
et al., 2012; Zhou and Hu, 2008; Lam et al., 2012] and workflow analysis [Lalys and Jannin, 2013;
Kranzfelder et al., 2011; Reiley et al., 2011; Tipping et al., 2010] have signified the importance of
obtaining repeatable objective measures. These surveys focus mainly on the clinical application
of analysis techniques rather than technical novelty of the sensing technologies.
Perez-Sala et al. [Perez-Sala et al., 2014] reviewed the state-of-the-art for vision-based motion
capture. It provided an overview of the methods that describe appearance, resolve viewpoints,
spatial models, temporal models, and human behaviour. For vision-based motion capture,
determining activity and contextual information through the understanding of behaviour has
been shown to improve visual pose estimation. However, behavioural cues from vision can also
be used for improving the analysis using wearable sensors by providing contextual information.
Roriz et al. [Roriz et al., 2014] reviewed the use of fibre optic sensors for measuring strain and
forces in biomechanics. For sensing strain, fibre optic sensors that use wavelength modula-
tion are used to substitute conventional strain sensors since they provide a linear response to
axial strain, absolute measurements, and are promising for in vivo applications, particularly
in minimally invasive and robotic assisted surgery. Fibre optic sensors are small, minimally
invasive, and accurate, but involve complicated setup procedures and high costs. These limit
the adoption of this technology for monitoring solid biomechanics in a free-living environment.
Application Sensor type Sensor placement Pros Cons
Pathology & Rehabilitation
Gait analysis Inertial,
Pressure insole
Foot,
Shank,
Thigh
Inertial sensors allow gait anal-
ysis to be performed in free-
living environments.
Floor-mounted force plates are
still necessary for accurate
force measurement.
Parkinson’s disease Inertial Chest,
Forearm,
Hip,
Shank,
Thigh,
Upper arm
Wearable sensors are essential
for enabling continuous mon-
itoring of Parkinson’s disease
patients. Inertial sensors also
allow subtle movements to be
captured. Studies have used
inertial sensors to detecting
freezing of gait (FOG) events
and feedback optimising deep
brain stimulation.
Additional contextual factors
from the surrounding environ-
ment and physiological factors,
which may affect Parkinson’s
patients cannot be captured
solely using inertial sensors.
Application Sensor type Sensor placement Pros Cons
Rehabilitation Exoskeleton,
Goniometer,
Inertial
Forearm,
Shank,
Thigh,
Upper arm
In addition to accurate mo-
tion measurement, robotic ex-
oskeletons can also provide
support for limb movement
during rehabilitation. Go-
niometers and inertial sensors
also enable accurate motion es-
timation.
Mechanical systems, such as
exoskeletons and goniometers,
can restrict natural motion
and the cost of most exoskele-
tons remain high.
Stroke Exoskeleton,
Inertial
Chest,
Forearm,
Hand,
Upper arm
Exoskeletons also can pro-
vide support for post-stroke re-
habilitation and inertial sen-
sors allow motor ability assess-
ments to be performed outside
the laboratory.
The nonlinear relationships
between kinematics and ex-
isting clinical assessments for
post-stroke patients mean
that these assessments cannot
be performed solely through
wearable sensors.
Application Sensor type Sensor placement Pros Cons
Sports Performance
Darts Inertial Forearm,
Shank,
Shoulder
Wearable sensors allow key
biomechanical factors, such as
speed, acceleration, and throw
timing to be easily measured.
Measurement drift and exter-
nal magnetic interferences can
affect measurement accuracy.
Rowing Goniometer,
Inertial
Hip,
Thigh
Wearable sensors can provide
an accurate estimate of the
rower’s posture and wireless
connectivity enables real-time
analysis. Inertial sensor nodes
can also be easily adapted to
fit different users.
Goniometers can restrict the
range of movement of the
limbs, which is undesirable for
sports.
Application Sensor type Sensor placement Pros Cons
Running Inertial Foot,
Forearm,
Hip,
Shank,
Shoulder,
Thigh,
Upper arm
Motion estimation in uncon-
strained environments can be
achieved using wearable iner-
tial sensors. Analysis of ath-
lete skill and fatigue can also
be achieved through classifica-
tion of kinematic changes.
Measurement drift, external
interference, and differences
in sensor placement, however,
can affect motion estimation
and classification approaches.
Other
Posture Fibre optic Spine Fibre optic sensors are small
and accurate, which makes
them ideal for measuring spine
posture.
Complicated setup proce-
dures and high costs limit
widespread use.
Surgical skill assessment Potentiometer,
Force/Torque
Hand Instrumented tools enable
unobtrusive measurement
of biomechanics for skill
assessment.
High costs may limit
widespread adoption of
instrument tools for training
and assessment.
Application Sensor type Sensor placement Pros Cons
Workflow analysis Inertial,
Microphone,
Ultrasonic,
Ultra-wideband
Chest,
Forearm,
Hand,
Neck,
Shoulder
Ultrasonic and ultra-wideband
enable low cost drift-free mea-
surement of movement for mul-
tiple people
The accuracy and frequency of
ultrasonic and ultra-wideband
sensors are typically lower
than inertial sensors, which
could limit the range of work-
flow studies where they could
be used.
Table 2.1: Examples of the applications of wearable sen-
sors in evaluating pathology and rehabilitation, sports
performance, human posture, and surgical skill and work-
flow analysis.
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A review of wearable sensors for human posture and movement analysis by Wong et al. [Wong
et al., 2007] highlighted the clinical applications as well as the major achievements of recent
work and key challenges. It looked at alternatives to vision-based systems for measuring human
movement and posture, and the possible clinical application of the sensors. The review con-
siders physical activity monitoring, gait analysis, posture and trunk movement analysis, and
upper limb movement analysis using a range of sensors, such as accelerometers, gyroscopes,
flexible angular sensors, magnetic sensors, and smart fabrics. However, limitations in accuracy
and environmental factors can affect all sensors depending on the environment. This can be
overcome by fusion of different sensor information.
2.3 Kinematics
Kinematics is the study of classical mechanics that describes the motion of human body without
consideration of the causes of motion. Properties of the human joints, such as the trajectory,
velocity, acceleration, joint angle, and angular velocity, are of interest in kinematics studies.
Thus far, a number of wearable sensing technologies and processing techniques have been have
been developed to improve the robustness and accuracy of kinematic analysis systems. In this
section, we will introduce the developments in wearable sensor technology and data processing
techniques.
2.3.1 Wearable Sensors
For kinematics, marker-based optical motion capture systems are considered to be the gold
standard and commonly used as a reference for validation. However, as shown in Fig. 2.2,
the study of human kinematics outside the laboratory has only been made possible with the
introduction of wearable sensors, lightweight exoskeletons, and micro-inertial/magnetic sensors.
Table 2.2 summarises the typical properties of these sensors.
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(a) Goniometer (b) Exoskeleton (c) Inertial
Figure 2.2: (a) Flexible goniometers, such as the Biometrics Single/Twin Axis Goniometer Ltd
[2015], (b) exoskeletons, such as the Ekso Bionics suit Eks [2015], and (c) wearable inertial
motion capture systems, such as Xsen’s MVN suit Xsens [2015], have been used for detailed
analysis of human kinematics.
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Properties Goniometer Exoskeleton Inertial
Sensor size Length depends on
joint measured
Full body suit Multiple nodes
< 40mm3 each
Customisation Flexible goniometer
placement adjustable
Typically customised
or adjusted to the sub-
ject for precise align-
ment
Sensor node positions
adjustable
Setup Precise alignment re-
quired at each joint
Precise alignment re-
quired at each joint
Calibration with
known pose required
Accuracy < 2◦ at each joint < 2◦ at each joint < 2◦ at each joint
Variability Accuracy can be af-
fected if goniometer
becomes misaligned
Accuracy can be
affected if the ex-
oskeleton becomes
misaligned with the
joints
Accuracy can be
affected by mea-
surement drift and
external interference
Limb movement Mechanical attach-
ments can limit the
range of motion of the
subject’s limbs
Mechanical attach-
ments can limit the
range of motion of the
subject’s limbs
Lightweight micro-
inertial sensors allow
free limb movement
Environment Unconstrained Some lightweight ex-
oskeletons can be used
within unconstrained
environments
Micro-inertial sensor
nodes can also be used
within unconstrained
environments
Power consumption Low; batteries enable
operation for several
hours
High; high capacity
batteries that enable
the system to function
for several hours are
used
Low; small batteries
enable most systems
to operate from 1 day
to 1 week
Table 2.2: Sensor properties for kinematics
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Exoskeletons, such as the Ekso Bionics suit [Eks, 2015], are rigid structures of jointed, straight
metal or plastic rods, which are normally linked together with potentiometers or goniometers
at the joints. Human kinematics can thus be directly measured using the potentiometers
or goniometers. When the subject moves, the exoskeleton follows the same movement by
measuring the subject’s relative motion. It not only provides real-time kinematics estimation,
but also supports limb movement, which is why many platforms are integrated as robotic
platforms so as to provide mechanical support, feedback and control for limb rehabilitation
applications. However, the complex setup procedures, poor wearability, and rigid construction
of most exoskeletons affect routine usage and natural human movement. To this end, flexible
and comfortable goniometers have also been used directly on the body to capture joint angles
from specific parts of the body, such as the fingers [Carbonaro et al., 2014] and legs [Tognetti
et al., 2014], but flexible goniometers still suffer from complex setup procedures, requiring
precise alignment across joints.
Unlike rigid exoskeletons or flexible goniometers, micro-inertial sensors typically have a more
straightforward setup procedure and have minimal interference with natural human movement,
which makes them the most widely used nowadays. Multiple inertial sensors are typically at-
tached onto the surface of the human body for real-time capture of movement. Many systems
incorporate other micro sensors, such as magnetometers [Roetenberg et al., 2007], ultrasonic
sensors [Weenk et al., 2014], and cameras [Bleser et al., 2011], to compensate for measure-
ment drift which may be present. Extensive development of inertial/magnetic sensors has been
witnessed over the last decade and some established commercial systems, such as Synertial [Syn-
ertial, 2015], Perception [Perception, 2015], and Xsens [Xsens, 2015], have been developed.
2.3.2 Processing Techniques
Measurement of joint movement through potentiometers and goniometers is relatively simple
once they have been properly aligned to each joint. Kinematics through inertial sensing is
more prone to error; therefore, in this section, we will only focus on the inertial sensor based
processing techniques. Thus far, extensive research has been performed on how to fuse inertial
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and magnetic sensor measurements for accurate segment orientation and joint angle estima-
tion [Luinge and Veltink, 2005; Fourati et al., 2014; Zhang and Yang, 2014]. The method can
be further extended to estimate the global displacement and centre of mass as well [Yun et al.,
2012; Floor-Westerdijk et al., 2012; Meng et al., 2013, 2014]. However, the estimation accuracy
can be severely affected by measurement drift and external interferences, which recent works
have sought to resolve. Thus far, model constraints based methods and multi sensor-based
methods have been proposed to further reduce drift, while interference estimation based solu-
tions and noise adjustment methods have also been presented to handle external interference.
In the rest of this section, we will explore these four areas developed for minimising estimation
errors.
Model Constraints
Current skeleton models used in inertial capture systems are typically comprised of a simple
structure of connected joints and segments [Tao et al., 2011], and each joint can admit three
degrees-of-freedom. However, some joints, such as the elbow and knee, cannot rotate freely
about three axes, thus geometric constraints should be taken into consideration for processing
of processing inertial data.
Recently, some researchers have proposed to use these known physical limitations of the skeleton
to further reduce inertial sensor drift. For example, Seel et al. [Seel et al., 2014] make use of the
fact that the knee joint behaves approximately like a mechanical hinge joint. The kinematic
constraints of the knee joint are exploited to align the inertial sensors to the body segments,
which is crucial for precise joint angle calculation. Meng et al. [Meng et al., 2012] also used
similar anatomical constraints for walking gait. The knee and ankle joints are modelled as
soft hinges during walking, where the main axis of rotation is flexion/extension while inversion
and abduction movements are limited to a small range. Similarly, Luinge et al. [Luinge et al.,
2007] uses constraints in the elbow to determine the exact orientation of each of the sensors
with respect to the segment, thus improving the estimation accuracy of orientation of the lower
arm with respect to the upper arm. Zhang et al. [Zhang et al., 2011] proposes a link structure
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with five degrees of freedom to model the human upper-limb skeleton structure by limiting the
elbow joint movement. Estimation errors of less than 3◦ and 12◦ were achieved, respectively, for
upper-arm motion and forearm motion. Peppoloni et al. [Peppoloni et al., 2013] and El-Gohary
et al. [El-Gohary and McNames, 2012] also present similar ideas for kinematic analysis using
wearable inertial sensors.
These recent approaches demonstrate that by applying constraints on joint movement, which
limit the degrees of freedom, range of motion, and body segment rotation, it is possible to
reduce inertial sensor drift. However, these methods can only constrain movement to be within
the defined range of each joint, while erroneous measurements within the defined ranges cannot
be prevented. Furthermore, most works have only focused on constraining the motion of specific
hinge joints, such as the elbow, knee, and ankle, meaning that drift my still be present within
other segments of the body.
Multi Sensor-based method
In addition to constraint-based methods, researchers have considered the use of complementary
information from other sensing devices. As discussed earlier, one of the key issues with inertial
sensing is the measurement drift present in the estimation. To overcome this challenge, the use
of drift-free sensors is combined with inertial sensing.
Drift-free sensors, such as global positioning system (GPS), laser range finders, and vision, have
been used in recent works. For example, Brodie et al. [Brodie et al., 2008] added Differential
GPS (DGPS) to inertial sensing for biomechanical analysis of ski racing to reduce measurement
drift of the subject positioning. In outdoor environments, where there is a clear view of the sky,
DGPS systems have an accuracy of ±5 metres, which can be used to reduce drift in position
estimation. However, the accuracy of DGPS declines significantly in indoor environments due
to interference. Schall et al. [Schall et al., 2009] extended this idea by combining DGPS and
vision, which had an average error of ∼ 0.002◦ per pixel, with inertial sensing to compensate for
measurement drift in outdoor and indoor environments, using vision to track sensor orientation
where positioning information from DGPS is not available. Ziegler et al. [Ziegler et al., 2011]
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proposed to use a laser range finder instead to reduce drift in the position estimate. The human
body posture captured using inertial sensing is combined with the location to obtain globally
aligned full posture estimates. Position estimate error was reduced to less than 0.2m from 15m,
where estimation was performed using only inertial measurements. However, leg detection
methods in natural environments are likely to yield many false positives as a result of the laser
range sensor’s view of the environment. Tao and Hu [Tao and Hu, 2008], and Pons-Moll et
al. [Pons-Moll et al., 2010] introduce vision to track image features on the human body to use
as complementary information to reduce drift in the inertial estimation. Multi-camera and
monocular systems are able provide drift-free tracking of the human body where the tracked
segment is free from occlusion. Using a calibrated ceiling mounted omnidirectional camera and
inertial sensing, Wong et al. [Wong et al., 2013] detects heads from the foreground image by
evaluating contour shape and size for drift-free subject localisation. To enable multi-subject
localisation, a Kalman filter and four features - head position, head radius, body position, and
body contour area - are introduced to track the position of each subject within the scene. A
mean tracking error of 1.72cm – 5.77cm is achieved where the subject is consistently tracked.
Wong et al. [Wong et al., 2014] also uses vision to rectify drift in joint angle estimates for inertial
sensing. Visual features on the upper body are tracked using an adaptive appearance-based
tracker. 3D pose estimates from inertial sensing are projected into the 2D image space using
homography to enable discrepancies between visual and inertial estimates to be identified.
Given the 2D positions of the new pose estimate from vision, the quaternion rotations are
updated to compensate for drift.
Other drift-free sensors, such as ultrasound, short-range radio - ultra-wideband (UWB) [Chang
et al., 2010; Li et al., 2012a; Koo et al., 2013; Qi et al., 2014], radio frequency identification
(RFID) [Krigslund et al., 2013], Wi-Fi [Chetty et al., 2012; Adib and Katabi, 2013], and Zig-
bee [Mrazovac et al., 2012] - have also been explored in recent years. Regardless of the drift-free
sensor type, the addition of complementary data from extra sensors has been shown to be ef-
fective towards reducing measurement drift from inertial sensing. These additional cues have
enabled the study of human kinematics in both indoor and outdoor environments, where an
accumulation of drift over long durations and distances can result in significant estimation er-
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rors. However, the suitability of each sensor also depends on the application and environment
of kinematic analysis. For example, while the laser range finder is well suited for reducing
measurement drift in large open areas, the interference present in more crowded environments
would significantly reduce the efficacy of the sensor. Moreover, the use of additional sensing
devices can be undesirable in a wearable sensing system as they often introduce further com-
plexity and bulk to the system. This is especially true for methods that rely on ambient sensors,
such as laser range finders and cameras, as these extra sensors can reduce the portability of the
system.
Inertial and magnetic interference estimation
The accuracy of inertial and magnetic measurements recorded using micro-inertial sensors can
be affected by external factors, such as large forces and metallic objects. The presence of
these external factors can adversely interfere with the measurements taken by micro-inertial
sensors, thus reducing the overall accuracy of the kinematics estimation. Most inertial sensors
comprise of accelerometers, gyroscopes, and magnetometers. The accelerometer is generally
assumed to only measure gravity while the magnetometer only measures local magnetic field,
and the linear acceleration of the rigid body and magnetic disturbance are assumed to be
negligible. However, such assumptions are not applicable to real word kinematic studies where
relatively large linear acceleration exists due to dynamic motion or magnetic disturbances due
to ferromagnetic material.
To this end, many methods have considered estimating the interference by adding it as part
of the state vector in the framework of Bayesian filter. For example, Young [Young, 2010]
combines the human body model with the rotational parameters of each inertial sensor worn
on the body to more accurately estimate acceleration. The linear acceleration at each joint is
estimated recursively through a tree of connected joints used to represent the skeleton. Mean
root-mean-square (RMS) errors of 0.54◦ and 0.72◦ at the pelvis were achieved for walking and
running, respectively. Roetenberg et al. [Roetenberg et al., 2005] proposed a model which sepa-
rates gravitational acceleration and linear acceleration to handle interference from acceleration,
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and a magnetometer model for preventing heading drift and interference from magnetic distur-
bances. RMS errors of 2.7◦ and 11.9◦ were observed for orientation estimation with and without
magnetic disturbance compensation, respectively. Ren and Kazanzides [Ren and Kazanzides,
2012] used Kalman filters to estimate gravity and magnetic field measurements, and an ex-
tended Kalman filter for estimating the orientation of a hand-held surgical instrument tracked
using an inertial and magnetic navigation system. Estimating magnetometer measurements us-
ing a Kalman filter can eliminate the influence of brief periods of magnetic interference. Overall
RMS tracking errors of 0.76◦ - 1.06◦ were obtained. Sun et al. [Sun et al., 2011] proposed a
quaternion-based adaptive Kalman filter for drift-free orientation estimation. In the filter, the
motion acceleration is included in the state vector to compensate the effects of human body
linear acceleration. Lee et al. [Lee et al., 2012] also presented similar ideas to estimate the
external linear acceleration with RMS errors ranging from 0.92◦ – 5.28◦ for low interference, to
1.2◦ – 44.13◦ for high interference.
These methods show that interference from acceleration and magnetic disturbances can be
estimated and thus compensated for by using Bayesian estimation models. However, the effec-
tiveness of compensation from interference through adaptation of process noise and filtering of
sensor measurements is limited where external interference is sustained for prolonged periods
of time. The other disadvantage of these methods is that they can only deal with relatively
small interferences, which is problematic where the magnitude of the interference is large.
Noise adjustment
Another approach used to minimise errors introduced through interference and disturbances
is measurement noise adjustment, which adapts measurement noise based on the estimated
level of interference. In general, when interference is detected, the covariance matrix of the
measurement noise is increased to reflect the noisier sensor measurements.
Similar to interference estimation methods, noise adjustment has also been widely explored
in recent years. For instance, Sabatini [Sabatini, 2006] proposed an approach which modifies
the measurement noise covariance matrix of the quaternion-based extended Kalman filter to
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handle interference in accelerometer and magnetometer measurements. The approach achieved
RMS errors of 1.31◦, 1.4◦, and 4.13◦ for roll, pitch, yaw orientation estimates. Sun et al. [Sun
et al., 2010] also proposes an adaptive quaternion-based complementary Kalman filter. To op-
timise the performance under interference, the filter changes the covariances of accelerometer
and magnetometer measurement noises based on the information confidence, which is evaluated
by computing interference level. Compared against three other methods - FQA [Yun et al.,
2008], Quaternion-based UKF [Kraft, 2003], and direct gyroscope integration - their method
is shown to be accurate under motion acceleration and magnetic disturbance with RMS errors
of 0.56◦ and 1.19◦ achieved for roll and pitch. Zhang et al. [Zhang et al., 2012a] implements
an acceleration interference detection scheme based on the exponentially discounted average
of the normalised innovation squared (NIS) in the Kalman filter framework. According to the
detection results, process and measurement noise levels are then scaled up or down automat-
ically. Their results show that before noise adjustment, measurement errors can exceed 40◦
compared to errors of less than 20◦ with compensation. However, the main disadvantage of
the aforementioned solutions is the response speed, as the covariance matrix increment is not
fast enough to handle the outburst of large interferences. For this purpose, some variations of
noise adjustment, such as vector selection schemes, have also been proposed. The basic idea for
such schemes is to detect whether the sensor measurements are perturbed and then replace the
degraded measurements with more reliable ones. Lee et al. [Lee and Park, 2009] and Zhang et
al. [Zhang et al., 2012b] have explored such ideas in their work. In general, noise adjustment has
shown better performance in reducing the affect of interference from acceleration and magnetic
disturbances than interference estimation methods. On the other hand, similarly to interference
estimation methods, they cannot handle significant and sustained interferences either.
In summary, interference estimation and noise adjustment methods have been shown to min-
imise measurement errors introduced through interference from acceleration and magnetic dis-
turbances, which may be prevalent beyond the controlled laboratory environment, where the
interference is usually small and transient. Small changes in the magnetic field due to positional
variations and interference from acceleration can be handled as demonstrated by Roetenberg et
al. [Roetenberg et al., 2005] who achieved a 9.2◦ reduction in error through magnetic compen-
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sation. However, where significant external interferences are present or interference is sustained
for prolonged time periods, interference estimation and noise adjustment methods become in-
effective for reducing measurement error. For more significant and prolonged interferences,
model constraints and additional sensor information can be used to minimise error and mea-
surement drift. Model constraints and the inclusion of data from extra drift-free sensors have
been shown to reduce measurement drift from 15m to 0.2m in some experiments. To improve
accuracy and enable greater resilience against measurement drift and external interference in
kinematic analysis, it is necessary to consider drift and interference reduction methods together.
Advances in wearable sensing technologies have led to the development of smaller, lighter, and
low-power systems for enabling the study of kinematics beyond the laboratory. Many different
lightweight exoskeletons and micro-inertial sensors have already been developed by researchers
and commercial entities. Accuracies comparable to those offered by commercial marker-based
optical systems have been achieved for estimation certain joint movements. However, the use of
mechanical attachments across multiple joints in exoskeletons and the number of sensor nodes
required for inertial motion capture still limit the widespread adoption of these technologies
for certain kinematic studies. Continued development of smaller, lighter, and more accurate
wearable systems that are more comfortable, with better wearability, and rely on fewer sensor
nodes is essential for widespread adoption. Where possible, utilisation of complementary drift-
free sensor data, such as GPS and vision, for drift and interference reduction will be vital for
improving measurement accuracies, especially for long-term monitoring applications.
2.4 Kinetics
In addition to kinematics, kinetics is another important branch of biomechanics, which studies
the cause of motion in the human body. It considers the forces generated internally in the
body that result in human movement. Thus far, a number of wearable sensing technologies
and processing techniques have brought greater mobility for kinetic analysis. In this section,
we will review the developments in wearable sensor technology and data processing techniques
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for kinetics.
2.4.1 Wearable Sensors
For kinetics, ground reaction force (GRF), the force exerted onto the ground, is essential for
inferring the internal forces generated at each joint in the body, which is typically measured
using floor-mounted force plates. In addition, muscle activity, which can be captured through
electromyography (EMG), also allows more in-depth study of the cause of motion and detailed
force analysis. Similar to kinematics measurement, kinetic analysis is so far mainly confined to
the laboratory environment. However, as shown in Fig. 2.3, with the development of portable
and wearable sensors in the past decade, kinetic analysis beyond the laboratory is becoming
possible. In this section, we will briefly introduce some of the portable and wearable sensors,
including mobile force plates, wearable pressure insoles, micro-inertial sensors, and wearable
surface EMG. Table 2.3 summarises the typical properties of these sensors.
The development of low-cost and lightweight force plates has made technology GRF mea-
surement more accessible and portable. Commercially available portable force plates from
AMTI [AMT, 2015], Bertec [Ber, 2015], and Kistler [Kis, 2015] enable human kinetics to be
studied outside of the controlled laboratory environment. However, while GRF can be captured
for a more diverse range of applications, portable force plates can only capture the force exerted
over very small areas, which places significant restrictions on the activities that can be studied.
As an alternative to portable force plates, wearable pressure sensing insoles and inertial sensors
have been developed to measure GRF within free-living environments. Thus far, a number
of research platforms have been reported. For instance, Liu et al. [Liu et al., 2010] develop a
mobile force plate that can be attached onto a shoe which combines three triaxial force sensors,
one triaxial accelerometer, and three uniaxial gyroscopes to measure GRF, centre of pressure
(CoP), acceleration, and angular velocity. Morris Bamberg et al. [Bamberg et al., 2008] present
an insole which incorporates two dual-axis accelerometers, three gyroscopes, four force sensitive
resistors, two polyvinylidene fluoride strips, two bend sensors, and an electric field sensor, which
measure the motion, force exerted, and shape of the shoe, for the analysis of Parkinsonian gait.
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(a) Mobile force plate (b) Pressure insole
e-AR sensor
(c) Inertial
(d) High-density EMG (e) Sparse EMG
Figure 2.3: (a) Mobile force plates, such as the AccuGait portable system from AMTI AMT
[2015], (b) pressure insoles, such as the Parotec system from Paromed Paromed [2015], (c)
inertial sensors, such as the ear-worn accelerometer used by Lo et al. Lo et al. [2009], (d) high-
density surface EMG, such as the used by Rojas-Mart´ınez et al. Rojas-Mart´ınez et al. [2013],
and (e) sparse surface EMG, such as the wireless FREEEMG system from BTS Bioengineering
BTS [2015], have allowed human kinetics to be captured.
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Properties Mobile force plate Pressure insole Inertial High-density EMG Sparse EMG
Sensor size > 40cm2 Shoe size < 4cm3 Area of muscles
monitored typically
covered
< 4cm2
Customisation Multiple force
plates may be
used depending on
assessment
Customised to
subject’s shoe/shoe
size
Sensor node posi-
tions adjustable
Electrode place-
ment depends on
study
Electrode place-
ment depends on
study
Setup Initial calibration
required
Calibration re-
quired
Per subject calibra-
tion required
Precise placement
required
Precise placement
required
Accuracy > 99.5% > 90% 80 ∼ 90% – –
Variability Low Can increase due to
wear of insole mate-
rials
Subject variation Yes; across differ-
ent subjects and
placement
Yes; across differ-
ent subjects, place-
ment, and external
interference
Limb movement Unlimited, but
force measurement
is constrained to
the force plate area
Unlimited Unlimited Free movement
limited due to large
surface electrode
array
Unlimited
Environment Limited to area of
force plate
Unconstrained Unconstrained Limited to labora-
tory setting
Unconstrained
Power consumption Moderate; most
systems are wired
or operate for
several hours
Low; batteries
enable monitoring
from several hours
to days
Low; small bat-
teries enable most
systems to operate
from 1 day to 1
week
High; most systems
are wired
Low; small batter-
ies enable wireless
measurement for
several hours
Table 2.3: Sensor properties for kinetics force estimation
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Pressure sensing shoes and insoles are also presented by Howell et al. [Howell et al., 2013]
and Strohrmann et al. [Strohrmann et al., 2013] to study the motion of stroke and Cerebral
Palsy patients, respectively. Both Lo et al. [Lo et al., 2009] and Neugebauer et al. [Neugebauer
et al., 2012] propose to further simplify kinetic analysis using micro-inertial sensors for GRF
measurement. Although GRF is critically important for kinetics analysis, it can only be used
to infer virtual force generated at each joint by inverse dynamics, which may not be enough in
practice.
In addition to GRF, surface EMG (sEMG) systems can be used to measure muscle activity for
better understanding of muscle characteristics, muscle force estimation, and movement iden-
tification. Previous studies capture myoelectric signals through high density arrays of surface
electrodes as they are less invasive than intramuscular electrodes and provide high resolution
measurements. Recently, electrode placement studies [Mesin et al., 2009] have enabled the
usage of sparse sEMG to improve setup times and the convenience of capturing muscle ac-
tivities. Some established commercial systems, such as the BTS Bioengineering FREEEMG
system [BTS, 2015], Delsys Trigno Wireless EMG [Del, 2015], and Shimmer3 ExG [Shi, 2015],
are already available on the market.
2.4.2 Processing Techniques
Obtaining accurate GRF measurements for kinetic analysis from portable force plates is nor-
mally straightforward once the system has been calibrated. However, obtaining an accurate
GRF measurement from pressure sensing insoles and inertial sensors is more challenging as
the relationship between force and measurements from deforming insoles and inertial sensors
are nonlinear. To this end, calibration and force estimation from insole and inertial data is
important for enabling GRF measurement through wearable sensing. Meanwhile, accurate
muscle force estimation and movement identification through sEMG is challenging due to sig-
nal variation across the muscle and crosstalk. The routine measurement of myoelectric signals
using sEMG is also challenging as the electrode arrays typically used for detailed analysis are
cumbersome to setup and may affect natural human movement. Therefore, in this section,
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processing techniques for pressure insole calibration and force estimation, and inertial force es-
timation methods for GRF measurement, and muscle force estimation and motion classification
methods for surface EMG measurement are detailed.
Pressure insole GRF estimation
Ground reaction force measurements from force-sensitive resistors used in pressure insoles are
nonlinear and may change as the materials within the insole deform and become worn with
use. Therefore, careful sensor calibration and force estimation methods are necessary to ensure
accurate GRF measurement.
For example, Morris Bamberg et al. [Bamberg et al., 2008] fit sensor measurements with known
forces generated from Stable Micro Systems’ TA-XT Texture Analyser onto a curve for sensor
calibration. Four force-sensitive resistors and a polyvinylidene fluoride strip are used in the
insole to obtain timing and pressure distribution across the foot. Howell et al. [Howell et al.,
2013] use an iLoad Mini 50 pound miniature load cell for calibration. Least squares linear
regression is used to find the weighting coefficients to match the measurements to ground truth
GRF measurements. Similarly, multiple force-sensitive resistors are used to capture plantar
pressure distribution and GRF - 12 resistors are mounted on a flexible circuit board. An overall
RMS error of 5.4% and 6.4% was obtained for GRF estimation of the control subjects and stroke
patients, respectively. Rouhani et al. [Rouhani et al., 2010] compares GRF estimation using
linear regression and nonlinear mapping functions - multi-layer perceptron (MLP) network and
locally linear neuro-fuzzy (LLNF) model. Nonlinear mapping functions are shown to have lower
Normalised RMS errors of 7.28N for MLP and 7.66N for LLNF in comparison to 10.69N for
linear regression where stance time percentage is also used as an additional input.
Pressure sensing insoles are used to capture not only GRF, but also more detailed characteristics
of force distribution by typically using multiple force-sensitive resistors in their implementations.
Calibration is commonly performed for each force-sensitive resistor against ground truth values
before use to correct for variations in measurement arising from wear of the insole. Linear
and nonlinear approximation models are used and compared for GRF estimation. Due to the
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nonlinear nature of insole measurements, nonlinear approximation and input selection using
principal component analysis (PCA) showed better performance. However, the high cost of
commercial pressure insole systems and modifications required to the subject’s footwear limit
their widespread use.
Ground reaction force estimation from inertial data
The use of micro-inertial sensors for estimating ground reaction force has also been explored
by researchers as the low cost and size of the sensors make them ideal for routine use in kinetic
studies.
Recent research has used statistical models, such as Bayesian networks and regression models,
to derive GRF measurement estimation from acceleration. For example, Lo et al. [Lo et al.,
2009] use an ear-worn triaxial accelerometer to estimate the plantar force distribution across
each foot, which is divided into eight sub-plantar regions. A hierarchical Bayesian network is
used to detect footsteps, heel strikes, and lateral hindfoot strikes. A relatively high sensitivity
and specificity of 88% and 83%, respectively, were achieved for detecting pressure transitions,
and a specificity of 77% was achieved for detecting medial and lateral contact. Similarly,
Neugebauer et al. [Neugebauer et al., 2012] used a waist-worn accelerometer to estimate GRF.
A mixed effect and generalised regression model, which is not subject specific, is used to predict
the peak vertical GRF from the waist-worn sensor. Results from the patient cohort show that
the predicted force measurement for most subjects were within 11% of the fitted mean. Other
studies have also considered the use of multiple sensors for GRF estimation. Rowlands and
Stiles [Rowlands and Stiles, 2012] used five accelerometers - three on the hip and one on
each wrist - to consider different sensor placements on the body. Their findings showed that
measurements from accelerometers on the wrist and hip were similar. This suggests that it is
possible to also capture GRF using wrist-worn inertial sensors. Charry et al. [Charry et al.,
2013] attached inertial sensors to the medial tibia of each leg to more accurately capture peak
GRF along the tibial axis, achieving an average RMS error of 151N , 106N , and 130N , for each
subject in their experiments.
40 Chapter 2. Ambient and Wearable Sensing for Biomechanics
These studies demonstrate that GRF estimation using inertial sensors is possible from sensors
mounted on multiple locations of the body, such as the ear, waist, hip, wrist, and legs, which
may be useful when considering different applications. However, most papers only assume a
steady activity state for estimation, which means that GRF for mixed activities is not accurately
estimated. For less controlled continuous monitoring applications in the natural environment,
the use of activity classification techniques can be incorporated to handle different activities.
Furthermore, while it has been shown that plantar pressure distribution can be determined
through an ear-worn accelerometer, accurate measurements were not obtained throughout the
sub-plantar regions of the foot.
Electromyography
Surface electromyography offers a less invasive means of capturing muscle activity; however,
since surface electrodes can only measure activity from superficial muscles near the electrode,
estimating overall muscle force and identifying joint movement using sEMG is not straightfor-
ward. Muscle models and a number of machine learning techniques are used by researchers to
estimate muscle forces and identify joint movement.
To estimate muscle forces using sEMG, musculoskeletal models and learning methods are typ-
ically used. For example, Staudenmann et al. [Staudenmann et al., 2006] used a high density
electrode array and principal component analysis (PCA) to estimate muscle force. PCA was
used transform the spatial distribution of muscle activations into linearly independent ranked
modes, split into a sum of higher modes and lower modes, for muscle force estimation. Shao
et al. [Shao et al., 2009] used a modified Hill-type muscle model [Hill, 1938] for describing
lower limb anatomy. High-pass filtering, full wave rectification, normalisation using peak rec-
tified EMG measurements, and low-pass filtering are used to process the measurements. A
calibration process which incorporates EMG and kinematics was used to determine parame-
ters between EMG and muscle activation of the muscle model to achieve RMS errors between
9.7% and 14.7%. Similarly, Naeem et al. [Naeem et al., 2012] also rectified smooth EMG mea-
surements, which are combined with a back-propagation neural network. The artificial neural
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network learns the exerted muscle force from the rectified EMG measurements. A comparison
of the Hill-type muscle model with the proposed neural network is also provided. Recent works
show that while muscle models, such as Hill’s muscle model, are important and still commonly
used, the addition of machine learning techniques and calibration for each individual subject is
vital for muscle force measurement due to muscle variations between each subject.
To identify movement intention using sEMG, learning methods are typically used to classify
observed muscle activations into actions. For example, Rojas-Mart´ınez et al. [Rojas-Mart´ınez
et al., 2013] used high density electrode arrays with around 350 channels to classify activations
from upper-arm and forearm muscles into four movement directions at the elbow at different
strengths. A linear discriminant classifier (LDC) was used to classify the activation maps into 12
groups based on the spatial distribution and intensity of the map, with classification accuracies
of up to 96.3% achieved. Similarly, Boschmann and Platzner [Boschmann and Platzner, 2013]
used a 96 channel high density electrode array to identify 11 hand and wrist movements.
Three classifiers - linear discriminant analysis (LDA), support vector machines (SVM), and k-
nearest neighbour (k-NN) - are compared and used to identify the different movements. Using
a subset of 20 EMG channels, classification accuracies of up to 85% were achieved, while a 77%
accuracy was attained using just four EMG channels. An electrode placement study by Mesin
et al. [Mesin et al., 2009] considered the importance of precise electrode placement, avoiding the
muscle innervation zone where the muscle bulges, and proposes a search method for locating
optimal detection positions for surface electrodes using multichannel surface EMG. To further
simplify EMG embodiment for routine analysis, high density electrode arrays are not used in
some recent works for movement identification. Precise electrode placement is important where
the number of electrodes used is reduced. For example, Landry et al. [Landry et al., 2010] and
Man et al. [Man et al., 2011] used smaller electrode arrays to capture muscle activity from the
foot and forearm, respectively. Zhang et al. [Zhang et al., 2013] proposed a further reduction
through a combination of careful placement of surface electrodes on the forearm and feature
dimensionality reduction using uncorrelated linear discriminant analysis (ULDA), which seeks
to maximise the separation among different classes, to classify six forearm movements. Four
time-domain features - root mean square (RMS), auto-regression coefficient (AR), number of
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zero crossings (ZC), and number of slope sign changes (slopeSign) - were assessed for each EMG
channel. A comparison of the per subject and overall classification results, Table 2.4, show that
the addition of frequency related features, such as the number of zero crossings and number of
slope sign changes, improve recognition rates. An overall classification accuracy of 97.9% was
obtained using 8 EMG channels, which was reduced to 95% when using a subset of five EMG
channels. Fig. 2.4 shows the forearm movement recognition rates achieved by Man et al. [Man
et al., 2011] and Zhang et al. [Zhang et al., 2013] using different classifiers - k-nearest neighbours
(k-NN), discriminant analysis (DA), naive Bayes (NB), artificial neural network (NN), adaptive
neuro-fuzzy inference system (ANFIS), support vector machine (SVM), and linear discriminant
analysis (LDA). Reducing the number of electrodes required for muscle activity analysis makes
routine clinical use more practical, but the lack of redundancy means that placement and error
recovery from noisy measurements becomes even more essential.
In summary, high-density electrode arrays are commonly used for detailed muscle activity mon-
itoring in the laboratory as they have been shown to achieve activity classification accuracies of
up to 90% – 96.3%; however, large electrode arrays are time consuming to setup and not suited
for long-term or routine use beyond the laboratory. To enable the capture of muscle activity
beyond the laboratory, recent works have demonstrated that by locating optimal positions on
the muscle for measuring activity and targeting specific areas on the muscle using wireless
sEMG sensor nodes or small electrode arrays, movement identification can also be obtained
using significantly fewer surface EMG electrodes for routine muscle activity monitoring with
77% – 97% classification accuracy achievable using 4 – 20 EMG channels. The development
of muscle models and machine learning techniques, such as neural networks, also allow sEMG
Features {RMS, AR, ZC, slopeSign}
Subject All RMS & AR
1 99.07± 0.66 97.92± 0.87
2 96.63± 1.34 89.34± 4.45
3 97.31± 0.33 97.58± 0.25
4 98.44± 1.37 92.27± 2.1
Overall 97.9± 1.42 93.92± 4.59
Table 2.4: Forearm movement classification accuracy (mean ± SD) using a LDA classifier with
RMS, AR, ZC, and slopeSign features
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Figure 2.4: Comparison of sEMG electrode reduction methods proposed by Man et al. [Man
et al., 2011] and Zhang et al. [Zhang et al., 2013] using with 1 – 12 surface electrodes for
classification of forearm movement.
to be used to estimate muscle force. However, due to variations between subjects, per subject
training of estimation models is still necessary for obtaining muscle force estimates with RMS
errors from 9.7%. While these developments alleviate some of the challenges associated with
monitoring outside laboratories, continuous monitoring of daily activities in a free-living envi-
ronment is still a major challenge as error recovery techniques from EMG signal interference
and skin motion, which alters the muscle position of the electrode, still require further work.
Advances in ground reaction force estimation using pressure insoles and inertial sensors have
also enabled kinetic analysis beyond the laboratory. Calibration methods and approximation
models have enabled pressure insoles to capture detailed foot pressure information, including
GRF and pressure distribution, with greater consistency. Nonlinear approximation models,
such as multi-layer perceptron (MLP) network and locally linear neuro-fuzzy (LLNF) model,
were found to result in greater prediction accuracies when compared with a linear model. The
proposition of force estimation from inertial sensing creates an opportunity for realising low cost
continuous kinetic analysis beyond the laboratory with GRF estimates within 11% of the fitted
mean obtained; however, accuracy is limited for complex movement, and further developments
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are still necessary to improve estimation accuracies for a greater range of activities.
2.5 Conclusions
The study of human biomechanics enables the assessment of a person’s movement, performance
and function. Established analysis techniques have traditionally relied upon laboratory-based
observation and instruments, which are costly and limit the range of applications that can be
studied. Advances in wearable sensing technologies and processing techniques have enabled
continuous sensing of biomechanics beyond the laboratory.
The development of more portable and lightweight systems, precise human models, motion
constraints, motion estimation, and multi-sensor fusion have brought more robust and accurate
motion tracking. Improved model constraints and motion estimation algorithms have reduced
the effects of drift and noisy data. Estimation methods for force, body segment parameters, and
muscle activity have simplified studying the cause of motion. Force estimation from a wearable
accelerometer and feature dimensionality reduction for low-density EMG systems make routine
study of kinetics more practical.
However, key challenges remain that hinder the widespread adoption of state-of-the-art sensors
and processing techniques for biomechanical analysis. The accumulation of motion estimation
errors from measurement drift and magnetic interference remains a major challenge for inertial
motion capture systems that affects accuracy. Further work to reduce the impact of mea-
surement drift, external magnetic interference, and other motion estimation ambiguities are
necessary. Visual cues, for example, can be considered to limit error within motion estimates.
Considerations that improve usability and simplify the typical setup procedures of the discussed
technologies are also need to be addressed. Techniques from existing works on dimensionality
reduction, for example, can be considered for reducing the number of inertial sensors necessary
for detailed human motion capture.
The remaining chapters in this thesis aim to address some of the identified issues, such as
motion classification in Chapter 3, reducing the number of sensors used for motion capture
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in Chapter 4, and improving the resilience of inertial motion capture against measurement
drift and interference by incorporating vision in Chapter 5 and Chapter 6. The use of fewer
sensors is introduced to address the complexity of current motion capture systems, by enabling
motion capture using a subset of wireless body-worn sensors. Complimentary information
from vision-based detection and tracking methods are are introduced to minimise measurement
errors in the presented motion capture system. In the next chapter, a wearable inertial sensor for
classifying different motion patterns and an evaluation of classification techniques for identifying
the different patterns is presented.
Chapter 3
Classification of Biomechanics through
Wearable Inertial Sensing
In Chapter 2, a review of established and state-of-the-art sensing technologies for human motion
studies has been given. The review focuses upon both wearable and ambient technologies that
can be integrated seamlessly with the human body or the natural environment. The review
identifies that most current technologies are expensive, complicated to setup, and only designed
to operate within a controlled laboratory environment, thus limiting the widespread adoption
of wearable and ambient sensors for capturing human motion in a free-living environment.
While a number of commercial systems and research platforms have demonstrated accurate
measurement of human kinematics and kinetics in the laboratory for cohorts of patients, ath-
letes, and other professionals, such as surgeons, accurate measurement of human kinematics
and kinetics beyond the laboratoy is also important. Existing approaches for assessing biome-
chanical factors rely predominantly on expert observation, which is subjective. An affordable
and easy to use system that would enable objective analysis of human motion across different
settings could make remote patient monitoring, in-game athlete assessment, and surgical work-
flow analysis beyond simulated training environments possible. For example, monitoring the
daily activities of elderly patients and patients with chronic disease is an application that many
works in the past decade have focused upon, since changes in a patient’s motion could indicate
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the onset of disease. The ability to continuously capture the movement of these patients while
they remain at home is important for capturing issues that may not be present during routine
checks, reducing their reliance on the health service, and improving the patient’s quality of life.
In most assessments, measurement of biomechanical factors, such as acceleration, position, and
force, are typically clustered or transformed to provide an abstract representation that is more
meaningful for the application. For example, classification of human motion can be used to
identify different tasks being performed by the subject, identify correct technique for athletes
and surgeons, and identify other subtle differences in human motion, such as differences in gait.
In this chapter, classification methods are introduced and used to identify distinct types of
gait from an ear-worn accelerometer. Healthy human gait follows a regular pattern that can
be observed through ambient and wearable sensing. Deviations from a regular and balanced
gait pattern may indicate deteriorating health and can be used as a surrogate measure for
detecting the onset of certain symptoms. A wearable inertial sensor is selected for capturing
gait information to enable continuous monitoring within, as well as beyond the hospital or
laboratory settings.
3.1 Related work
Health assessments for elderly and chronic disease patient cohorts in clinical environments are
typically completed with the aid of standardised clinical assessments, such as Timed Up and
Go (TUG) [Podsiadlo and Richardson, 1991] for patients at risk of falls and Unified Parkinson’s
disease rating scale (UPDRS) [Kegelmeyer et al., 2007] for Parkinson’s disease patients, which
rely upon observation of different aspects of the patient that include biomechanics. Changes
in a patient’s motion is observed for detecting the onset and assessing the severity of certain
symptoms as deviations may be caused as a result of underlying health complications. Changes
in step length, walking speed, and balance, for example, are observed in gait analysis.
Clinically, there are several characteristic abnormal gaits which are distinguished by factors such
as walking speed, balance, stride length equality, leg trajectory and body posture. Propulsive
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gait, for example, is defined by a stooped, rigid body posture, with the head and neck bent
[Choi, 2001] whereas a spastic gait on the other hand possesses a markedly different posture
and stride affected by random muscle contractions. Clear identification of these gait patterns
require an integrated use of both wearable and environment sensors. Observation-based clinical
assessments are subjective and may not accurately represent the condition patient. The use
of wearable sensors to estimate clinical assessment scores has been demonstrated by several
researchers [King et al., 2010; Kwasnicki et al., 2014]. Atallah et al. [Atallah et al., 2009] also
uses an accelerometer to identify injured and normal walking.
Although detailed health assessment is feasbile in clinical environments, for home environments
it is not feasible and financially unviable to have sophisticated testing equipment. To address
this challenge, recent efforts have been directed towards continuous monitoring for surrogate
signs that may be indicative of the onset of adverse events. For example, health deterioration
can be inferred through abnormalities in a person’s gait [Vaught, 2001; McIlwraith et al., 2008;
King et al., 2010]. While the causes of diseases that affect walking vary widely the deviations
in gait caused by the diseases fall into several distinguishable categories [Perry et al., 1992].
3.2 Motion classification
In this section, classification methods are introduced to study human kinematics by identifying
distinct gait patterns from inertial measurements. Clinically, gait is distinguished through
analysis of factors, such as speed, balance, stride length, lower limb trajectory, and body
posture. A constant speed, steady balance, equal stride length, and upright body posture
are typical properties of a normal healthy gait, which vary within abnormal gaits, such as
limp, propulsive, myopathic, and spastic gait, as summarised in Table 3.1. These properties
are characterised through feature extraction of the inertial measurements and classified using
statistical models.
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Gait Speed Balance Stride length Body posture Pathology
Normal Normal Balanced Equal lengths Upright –
Limp Normal to slow, de-
pending on severity
Greater variance
due to asymmetry
in gait
Unequal lengths Upright to slight
bending
Pain, weakness, neuromuscu-
lar imbalance, or skeletal de-
formity
Propulsive Slow to very slow,
depending on sever-
ity
Balanced Short steps with
shuﬄing
Stooped posture
with head and neck
bent
Parkinson’s disease, carbon
monoxide poisoning, or man-
ganese toxicity
Myopathic Slow Unbalanced due to
swaying of body
Unequal lengths
with waddling
Slight swaying Muscular dystrophy, spinal
muscle atrophy, congenital hip
dysplasia, or pregnancy
Spastic Slow Unbalanced due to
random movements
Unequal lengths Erratic movements Cerebral palsy, multiple scle-
rosis, Sturge-Weber syndrome,
brain tumor, brain abscess, or
other cerebrovascular accident
Table 3.1: Normal and abnormal gait characteristics.
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3.2.1 Sensor hardware and placement
Inertial measurements are obtained using Sensixa’s ear-worn Activity Recognition (e-AR) [Sen,
2015; Lo et al., 2007; Atallah et al., 2009] sensor, which was developed at Imperial College
London. The sensor contains a triaxial accelerometer (Analog Devices ADXL330) for capturing
acceleration along the medio-lateral (ML), superior-inferior (SI), and anterior-posterior (AP)
axes at up to 130Hz, as shown in Figure 3.1. The high sampling frequency of the e-AR
allows subtle motion details to be captured from gait, such as speed, balance, and stride length
equality. The hooked mounting and light weight, weighing less than 7.5g, of the sensor facilitates
consistent and unobtrusive placement behind the ear for continuous monitoring of acceleration
signals from gait.
3.2.2 Feature extraction
Prior to classification, inertial measurements are transformed into a feature vector through a
feature extraction process to create a reduced representation of the raw inertial measurements.
Dimensionality reduction techniques are typically used in machine learning applications to
reduce the number of random variables where the input is large or contains many redundant
measurements.
In the proposed method, the feature vector represents the magnitude, average, and variation of
the accelerometer measurements along each axis. Since the length of the accelerometer output
can be arbitrarily long and variations over time can also exist in the gait pattern due to changes
in activity or other external factors, a fixed time window is utilised for analysis. In practice,
the chosen window length must be long enough to capture a complete gait cycle whilst remain
short to enable subtle variations in each subject’s motion to be captured.
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Figure 3.1: To capture the motion of the subject, (a) a wearable triaxial accelerometer (e-AR)
is used. The e-AR sensor is worn on (b) the subject’s ear and measures the acceleration of the
head along three perpendicular axes. An example (c) of the acceleration measurements from
the e-AR sensor capturing four steps of a normal gait is shown.
The feature vector is defined as:
x =

x′x
x′y
x′z
 , x′i =

RMS(accik, . . . , acc
i
k+n)
median(accik, . . . , acc
i
k+n)
SD(accik, . . . , acc
i
k+n)
 (3.1)
where the root mean square (RMS), median, and standard deviation (SD) of the acceleration
along each axis over a fixed time window from time k to k + n. Empirical results can be used
to determine the optimal window length for the feature vector.
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In Figure 3.2, visualisations of the extracted features shows that the characteristics of certain
gaits, such as myopathic and propulsive gait, are more distinct from the other gaits. The
difference in separation between the gait patterns through comparison of the different features
can also be observed. These labelled feature vectors are then processed using a supervised
machine learning classifier (see Section 3.2.3).
3.2.3 Classification
Classification is a supervised learning technique where the categorisation of new observations
is derived from learnt training samples of observations and known groupings. Using labelled
training samples for each of the defined gaits, classification methods can be trained to identify
the different gait patterns. In this chapter, a selection of classification methods – linear dis-
criminant analysis, support vector machine, naive Bayes, k-nearest neighbours, random forest,
and artificial neural network - will be evaluated for classifying the different gait patterns.
Linear discriminant analysis
Linear discriminant analysis (LDA) [Fisher, 1936] is a statistical method that is commonly
used as a linear classifier or dimensionality reduction. The method is used to project high-
dimensional feature spaces onto smaller subspaces while maintaining the class-discriminatory
information, which helps to reduce computational costs as well as overfitting of the classifier.
LDA, also known as Fisher’s linear discriminant, seeks to find a linear combination of features,
which produce the maximum separation between different classes.
First, considering a binary case where only two classes exist, the general idea of linear discrim-
inant functions, such as LDA and support vector machine, is to seek a decision surface that
maximises correct classification of the training patterns, x, which can be represented as:
wTx + w0

> 0
< 0
⇒ x ∈

ω1
ω2
(3.2)
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Figure 3.2: Visualisation of the RMS, median, and standard deviation components of the
feature vectors for the different walking gaits.
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where w is the weight vector, w0 a threshold, and ω1 and ω2 are the two classes.
To obtain a solution for the weight vector, w, the classification method seeks to maximise the
decision criterion, JF . The decision criterion, JF , proposed by Fisher is:
JF =
|wT (m1 −m2|2
wTSWw
(3.3)
where m1 and m2 are the class mean vectors, and SW is the within-class scatter matrix.
By differentiating JF with respect to w and equating to zero, the solution that maximises the
criterion can be found.
2wT (m1 −m2)
wTSWw
{
(m1 −m2)−
(
wT (m1 −m2)
wTSWw
)
SWw
}
= 0 (3.4)
To determine an allocation rule that allocates the x to the correct classes, the threshold weight,
w0 also needs to be specified. Assuming the data is normally distributed with equal covariance
matrices, x is assigned to ω1 if w
Tx + w0 > 0 where:
w = S−1W (m1 −m2) (3.5)
w0 = −1
2
(m1 + m2)
TS−1W (m1 −m2)− log
(
p(ω2)
p(ω1)
)
(3.6)
If the data is not normally distributed, a different threshold may be more appropriate. In the
more general case, x is assigned to ω1 where:
{
x− 1
2
(m1 + m2)
}T
w > log
(
p(ω2)
p(ω1)
)
(3.7)
For multiclass classification, Fisher’s discriminant for the two class case is extended. Generali-
sation of the criterion, JF , estimates of the between-class scatter matrix, SB, and within-class
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scatter matrix, SW , for the multiclass case are given as:
JF (a) =
aTSBa
aTSWa
(3.8)
SB =
C∑
i=1
ni
n
(mi −m)(mi −m)T (3.9)
SW =
C∑
i=1
ni
n
Σˆi (3.10)
where mi and Σˆi are the sample means and covariance matrices of each class, and m is the
sample mean. From Equation 3.8, the class separation direction, ai, is defined as the set of
feature vectors that maximise the decision criterion. The decision surfaces established through
training of the LDA classifier can now be used for classification of new observations from the
accelerometer.
Support vector machine
Support vector machines (SVMs), are another example of a two-class discriminant function,
similar to LDA, and are also commonly used for classification and regression analysis. SVMs
work by mapping pattern vectors to a high-dimensional feature space where an optimal sepa-
rating hyperplane, also known as the maximal margin hyperplane, can be constructed.
Once again, considering the binary case where the classes are linearly separable, the linear
discriminant function, g(x), and decision rule are denoted as:
g(x) = xTx + w0 (3.11)
wTx + w0

> 0
< 0
⇒ x ∈

ω1, yi = +1
ω1, y + i = −1
(3.12)
where ω1 and ω2 are the two classes, and yi are the corresponding labels for each class. Thus,
yi(w
Txi + w0) > 0 for all i (3.13)
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is true when all training points in x are linearly separable.
To determine the optimal separating hyperplane between the two classes, the maximal margin
classifier is used to find the hyperplane furthest away from both classes. Two hyperplanes are
used to define the boundary for each class. Each can be defined as:
wTxi + w0 ≥ +1 for yi = +1 (3.14)
wTxi + w0 ≤ −1 for yi = −1 (3.15)
The region bounded between the two hyperplanes is known as the margin. The optimisation
process seeks to find the plane that yields the greatest margin as it is generally assumed that a
greater separation for both classes results in better performance for classification. To maximise
the margin, a solution that minimises |w| is found that is subject to the constraint:
yi(w
Txi + w0) ≥ 1 i = 1, . . . , n (3.16)
where n is the number of training points in x.
Similar to LDA, SVM is a non-probabilistic binary linear classifier, which categorises samples
into one of two classes. During training, the algorithm divides the classes by maximising the
distance between the two classes. In this chapter, a multiclass SVM implementation [Chang
and Lin, 2011] is used to classification of the five gaits, which achieves multiclass classification
by reducing the multiclass problem into a series of binary classifications.
The general idea of this multiclass solution, known as one-against-all, can be described as
follows:
(wk)Tx + wk0

> 0
< 0
⇒ x ∈

ωk
ω1, . . . , ωk−1, ωk+1, . . . , ωC
(3.17)
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Naive Bayes
Naive Bayes classifiers are a group of probabilistic classifiers that are based upon the Bayes’
theorem. Bayes’ theorem states:
P (A|B) = P (B|A)P (A)
P (B)
(3.18)
which relates the probability of event A given B, P (A|B), to the probability of B given A,
P (B|A), the probability of A occurring, P (A), and the probability of B occurring, P (B).
Naive Bayes classifiers are naive since they assume that all features within the feature vector,
x, are independent. However, despite the naive assumption, naive Bayes classifiers have been
shown to achieve favourable results compared to other classification methods.
First, using the Bayes’s theorem, the posterior probability for the event ωj is constructed for a
set of possible outcomes:
ωj = {ω1, . . . , ωC} (3.19)
p(ωj|x) ∝ p(x|ωj)p(ωj) (3.20)
which is used to derive the probability that a feature point in x belongs to a particular class.
Since the conditional probabilities of the independent variables are assumed to be statistically
independent, the likelihood can be decomposed to:
p(x|ωj) ∝
n∏
i=1
p(xi|ωj) (3.21)
therefore, the posterior can be rewritten as:
p(ωj|x) ∝ p(ωj)
n∏
i=1
p(xi|ωj) (3.22)
The naive Bayes classifier combines the posterior probability model with a decision rule, such
as the maximum a posteriori (MAP) rule, which chooses the hypothesis that is most probable.
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Thus, the classification outcome yˆ = ωj for some j is as follows:
yˆ = arg max
j∈{1,...,C}
p(ωj)
n∏
i=1
p(xi|ωj) (3.23)
k-Nearest Neighbours
k-Nearest Neighbours (k-NN) is a popular method for classification and regression due to its
simplicity. The method only considers the k closest training samples in the feature space.
In k-NN classification, a distance metric is used initially to determine the k nearest points to
the new observation. Euclidean distance is the most commonly used metric for k-NN, however,
the Euclidean metric is only appropriate when features within the feature space all have similar
scales. Where d(a, b) denotes the distance between measurement a and b, several examples of
distance metrics are introduced as follows:
Euclidean metric: d(a, b) = |a− b| =
√√√√ d∑
i=1
(ai − bi)2 (3.24)
Lagrange metric: d(a, b) = maxi=1,...,d |ai − bi| (3.25)
Manhattan metric: d(a, b) =
d∑
i=1
|ai − bi| (3.26)
The class that is most representative of the k nearest points is then assigned as the label for
the new observation. Therefore, the implementation of k-NN can be represented as thus:
kj =
k∑
i=1
I(zai = j) (3.27)
where kj is the number of patterns within the nearest set of k labelled as class ωj, and I(a = b)
is the indicator function, which is defined as:
I(a = b) =

1 if a = b
0 otherwise
(3.28)
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The basic k-NN decision rule can be defined as:
km ≥ kj for all j (3.29)
which assigns the new observation to class ωm if the number of patterns with class ωm is the
greatest.
Random forest
Ensemble learning methods combine the predictions from multiple learning algorithms to pro-
vide an improved predictive performance that is better than the performances of the constituent
algorithms used separately. Random forests [Breiman, 2001] is an ensemble learning method
that combines a multitude of decision trees for classification and regression. Using a combi-
nation of many decision trees for classification allows the random forests method to overcome
overfitting to the training data, which is generally an issue for decision trees.
Decision trees are popular for machine learning as they require little data preparation prior to
classification, robust against scaling and inclusion of irrelevant features in the feature vector,
perform well with large datasets, and construct trees that are simple to understand and inter-
pret, since the classification model can be inspected. However, there is a tendency for decision
trees to become overfit over the training vector, resulting in inaccurate classification results for
new observations. Hunt’s algorithm, one of the earliest algorithms used to construct decision
trees, is presented in Algorithm 1.
Algorithm 1 Hunt’s algorithm
1: Apply the SplitSelectionMethod to TrainingVector to select the best split
2: if CurrentNode is not a leaf node then
3: Create ChildNode nodes of CurrentNode
4: for all ChildNode node do
5: Partition the TrainingVector into ChildNode
6: Recurse Hunt’s algorithm on ChildNode
7: end for
8: end if
Trees within random forests are constructed using a bootstrap sample of the data. Bootstrap
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samples are generated using a process known as bootstrap aggregating or bagging, Given a
training set, bagging generates multiple new training sets by uniformly sampling, with replace-
ment, the original training set. Additionally, in random forests, each bootstrap sample uses a
random subset of features, which enables the classifier to better identify strong predictors for
each class. The predictions from the decision trees are combined using a majority vote decision
rule, similar to the neighbourhood scheme used in k-NN. Psuedocode for the random forests
algorithm is presented in Algorithm 2.
Algorithm 2 Random forests algorithm
1: B ⇐ Number of trees in forest
2: for b = 1 to B do
3: Generate bootstrap sample x′
4: Create a decision tree classifier, ηb(x
′), using the bootstrap sample
5: Classify the new observation, a, using ηb(a)
6: end for
7: Assign a to the class that has the majority of votes from the classifiers ηb(a)
Artificial neural network
Artificial neural networks (ANNs) are a family of statistical learning algorithms that attempt
to mimic the behaviour of biological central nervous systems and are comprised of a collection
of connected artificial neurons. Computational models describe the behaviour and connectivity
of real neurons as closely as possible in order to replicate the processing abilites of the brain.
The processing abilities of ANNs make them well suited for estimating functions that depend
on a large number of inputs and pattern recognition applications.
ANNs are typically comprised of multiple layers of connected neurons that fire or spike when
a large enough impulse is received. More recent neuron models, such as Izhikevich’s spiking
neuron [Izhikevich, 2003], attempt to mimic a range of patterns exhibited by biological neurons
in order to replicate neuron properties, such as time-dependent memory. Izhikevich’s neuron
model is as follows:
v′ = 0.04v2 + 5v + 140− u+ I (3.30)
u′ = a(bv − u) (3.31)
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where a and b are model parameters, u is the membrane recovery variable, v is the membrane
potential of the neuron, and I is the input current. Once the spike reaches its peak, u and v
are reset. The auxiliary after-spike resetting is as follows:
if v >= 30mV, then
 v ← cu← u+ d (3.32)
where c and d are also model parameters.
Neurons are connected through a network of synapses that send excitatory and inhibitory
currents. To train a neural network to classify new observations, the connectivity of neurons
are adapted until the expected outcomes are obtained using the training vector. Changes in
long-term synaptic strength enables the network to learn to classify inputs. Hebbian theory
states that the synaptic strength between two neurons increases when one neuron repeatedly
stimulates another. In supervised learning for classification, the training vector and labelled
responses are used to fire the input and output neurons, respectively.
3.3 Experimental results
To evaluate the accuracy of the classification methods described, five distinct gaits - one normal
and four abnormal - are simulated. In this chapter, classification methods are used to study
human kinematics through identification of gait patterns from the inertial measurements of
body worn sensors. The performance of the classification methods introduced earlier in the
chapter are used to evaluate the motion exhibited by each subject. The data collection process
and classification results of the different classifiers are presented, with comparisons showing the
accuracies for individual subjects as well as cross subject classification of motion, where the
variations in motion characteristics are greater.
62 Chapter 3. Classification of Biomechanics through Wearable Inertial Sensing
3.3.1 Data collection
As shown previously, a triaxial ear-worn accelerometer is used to capture the acceleration of
the subject along the medio-lateral (ML), superior-inferior (SI), and anterior-posterior (AP)
axes for gait analysis. In this study, the acquisition frequency of the e-AR sensor is set to 50Hz,
which provides a sufficient level of detail to capture the motion of the subject through different
phases of the gait cycle.
Four healthy subjects were recruited to perform the five gaits outlined earlier in Table 3.1. All
subjects received training and guidance for simulation of the abnormal gaits - limp, propulsive,
myopathic, and spastic. Subjects were asked to perform all five gaits at a comfortable pace over
a distance of 10m; generating over 11,000 measurement samples. Each recording was manually
labelled to enable training and validation of the machine learning methods used for motion
classification.
Figure 3.3 shows a sample of the accelerometer measurements obtained from Subject 3. Subjects
were required to walk repeatedly along a 5m long walkway. Periods where the subject stops
and rotates at the each end is visible in the figure.
3.3.2 Classification results
To identify the normal and abnormal gaits, six classification methods are compared. To capture
subtle deviations in gait, a window length which approximates the duration of the subject’s
gait cycle is chosen for the feature extraction process. From empirical observation, the average
step duration of the simulated gaits is approximately 500ms. Since patients exhibiting the
walking gaits discussed in this chapter were not available, the subjects used have been trained
to simulate the four pathological gaits. For evaluation, feature vector window sizes of 250ms,
500ms, 1000ms, and 3000ms were extracted for comparison.
To train the supervised learning methods, 70% of the measurements are used; the remaining
30% of the data is used for evaluation of the classification accuracy of each method. In addition,
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Figure 3.3: A sample of the raw accelerometer measurements for the different types of gait
obtained from Subject 3. From these samples, it is possible to observe different variations for
each type of gait and it is also possible to observe periods where the subject is stationary.
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the configuration of k-NN, ANN, and random forests are as follows:
• The number of nearest neighbours to find for the k-NN classifier is set to 4;
• The ANN classifier is configured as a three layer feed-forward neural network with a 9
node input layer, 100 node hidden layer, and 5 node output layer;
• The number of trees in the random forest is set to 500.
The parameters used for defining the training/testing data split, number of nearest neighbours,
number of hidden nodes, and number of trees in the random forest are chosen arbitrarily;
however, it is important to note that it is typical to provide in more training data than testing
data for classification. Also, the minimum number of layers for an ANN classifier is three.
The overall classification accuracies for the different classifiers using 250ms, 500ms, 1000ms, and
3000ms feature windows, are compared in Table 3.2. For each window size, the classification
results clearly show that the three layer artificial neural network achieves significantly higher
accuracy than the other evaluated methods. A comparison of the class prediction precisions
for the different classifiers is shown in Figure 3.4. The figure shows the high precision achieved
by the ANN classifier for all defined gaits, with over 95% precision in each case. Other classi-
fiers also demonstrate reasonable precisions for identifying some of the gaits and all classifiers
achieve 100% precision for classifying propulsive gait (Class 3), which may be due to significant
differences between propulsive gait and the other gaits in feature space or greater similarity
between the propulsive gaits simulated by the different subjects.
The cross subject classification results for the ANN classifier, which uses training and testing
measurements from all subjects, show that positive class predictions of over 70% and overall
accuracies of over 80% can be achieved. The accuracy of the cross subject results also indicate
that gait patterns from different subjects can be used for gait classification with high confidence.
However, cross subject testing results for many of the other classification methods evaluated
suggest that differences in gait pattern between multiple subjects result in inadequate class
predictions.
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Window size
Classifier 250ms 500ms 1000ms 3000ms
LDA 44.6% 47.2% 48.8% 53.9%
SVM 59.5% 60.1% 60.3% 59.5%
Naive Bayes 61.1% 62.8% 60.4% 62.4%
k-NN 56.9% 57.3% 57.4% 61.4%
Random forests 60.1% 59.7% 59.5% 62.4%
ANN 82.5% 81.5% 87.4% 99%
Table 3.2: Overall classification accuracies for LDA, SVM, naive Bayes, k-NN, random forests,
and ANN using different feature window sizes.
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Figure 3.4: Class-by-class comparison of classification precision using 3000ms feature windows.
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In Table 3.3, the classification accuracies for each subject, classifier, and window size are shown.
As observed in the earlier overall classification results, longer feature vector window sizes and
the ANN classifier give the best results for each subject. The table also indicates trends in
classification accuracies for each subject, which may be affected by each subject’s ability to
consistently reproduce the characteristics of the simulated gait patterns. For example, the
classification results obtained for Subjects 1, 2, and 3 are reasonable for all the classifiers
evaluated in the chapter, except for Subject 4 whose results are consistently less accurate than
the others.
In Figures 3.5–3.10, the confusion matrices show the classification accuracies of each class using
the different feature vector window lengths and classifiers. The best and worst classification
results for each classifier are presented. The matrices demonstrate that the majority of mea-
surements are classified correctly for both subjects, with over 90% accuracy achieved for each
subject using the ANN classifier with 500ms and 3000ms windows. In Figures 3.11–3.14, the
receiver operating characteristic (ROC) curves for the ANN classifier also show the increase in
classifier performance as the length of the feature window increases. However, a greater num-
ber of incorrect classifications for both the normal and limping classes exist, as the differences
between normal gait and a limp can be very subtle. The low number of incorrect classifications
for other classes in the confusion matrix results in a high confidence in the ability of the neural
network used to accurately classify these normal and abnormal gaits.
Accuracies of over 90% are obtained for Subjects 1 using other classification methods, while
the accuracies obtained for Subject 4 are lower. In addition to incorrect classifications between
normal gait and limping, incorrect prediction of spastic gait as limping is also observed for
Subject 4. The precision for identification of propulsive and myopathic gait remains high.
Using SVM, accuracies of over 87% are achieved for Subjects 1, while the highest accuracy for
Subject 4 is 78.3%. Class prediction precisions of over 85% for the 500ms, 1000ms, and 3000ms
window lengths are achieved for limp, propulsive, and myopathic gait for Subject 1. Despite
the lower accuracies achieved for Subject 4, the confusion matrices do demonstrate that all the
classification methods evaluated can reasonably distinguish between subtle changes in gait for
all subjects as the accuracies significantly improve upon the cross subject classification results.
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Window size
Subject Classifier 250ms 500ms 1000ms 3000ms
1
LDA 93.1% 94.3% 95.2% 99.5%
SVM 88.2% 94.5% 96.7% 100%
Naive Bayes 95.3% 95.5% 95.7% 99.8%
k-NN 92.4% 92% 95.2% 100%
Random forests 90.9% 92.2% 95.9% 100%
ANN 96.9% 97.9% 99.5% 100%
2
LDA 80.2% 83.2% 83.4% 85.5%
SVM 88.2% 89.5% 89.4% 95.1%
Naive Bayes 88.4% 89.9% 93.2% 100%
k-NN 84.8% 88.6% 91.4% 94.1%
Random forests 86.4% 90.4% 90.7% 100%
ANN 78.9% 98.8% 85.9% 100%
3
LDA 84.2% 87.6% 91.1% 95.3%
SVM 87.5% 89.5% 91.3% 91.9%
Naive Bayes 84.7% 88.4% 91.7% 97.2%
k-NN 87.5% 88.5% 87.9% 94.4%
Random forests 88.9% 91.4% 91.6% 91.5%
ANN 87.7% 90.3% 93.3% 100%
4
LDA 61.6% 66.5% 66.8% 84%
SVM 63.5% 71.5% 74.6% 78.3%
Naive Bayes 61.4% 64.1% 65.1% 76.6%
k-NN 63.1% 65.2% 71.6% 71%
Random forests 64.9% 70.8% 76% 77.7%
ANN 75.6% 92.5% 93.9% 100%
Table 3.3: Classification accuracies for each subject.
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Figure 3.5: Confusion matrices of the (a) best - 3000ms window for Subject 1 - and (b) worst
- 250ms window for Subject 4 - classification results using the LDA classifier.
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Figure 3.6: Confusion matrices of the (a) best - 3000ms window for Subject 1 - and (b) worst
- 250ms window for Subject 4 - classification results using the SVM classifier.
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Figure 3.7: Confusion matrices of the (a) best - 3000ms window for Subject 2 - and (b) worst
- 250ms window for Subject 4 - classification results using the naive Bayes classifier.
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Figure 3.8: Confusion matrices of the (a) best - 3000ms window for Subject 1 - and (b) worst
- 250ms window for Subject 4 - classification results using the k-NN classifier.
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Figure 3.9: Confusion matrices of the (a) best - 3000ms window for Subject 2 - and (b) worst
- 250ms window for Subject 4 - classification results using the random forests classifier.
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Figure 3.10: Confusion matrices of the (a) best - 3000ms window for Subject 1 - and (b) worst
- 250ms window for Subject 4 - classification results using the ANN classifier.
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Figure 3.11: ROC curve of the ANN classification results for Subject 3 using a 250ms feature
window.
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Figure 3.12: ROC curve of the ANN classification results for Subject 3 using a 500ms feature
window.
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Figure 3.13: ROC curve of the ANN classification results for Subject 3 using a 1000ms feature
window.
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Figure 3.14: ROC curve of the ANN classification results for Subject 3 using a 3000ms feature
window.
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3.4 Conclusions
In this chapter, the use of a single wearable inertial sensor to identify normal and abnormal
human gaits is demonstrated. Most notably, these gait patterns may be used as an indicator of
health and used to identify a deterioration in health through detection of abnormal gait. The
feature vector extraction and comparisons of different feature vector window lengths are com-
pared. Three classification methods - an artificial neural network (ANN), k-nearest neighbours
(k-NN), and support vector machine (SVM) - are compared using 250ms, 500ms, 1000ms, and
3000ms long feature vectors.
Results show that all three classification methods achieve a high level of classification accuracy
for all classes, especially for the more distinct abnormal gait patterns - propulsive and myopathic
gait. Classification accuracies of over 90% were shown to be achievable using a three layer feed-
forward neural network using a single triaxial accelerometer for all subjects.
The ear-worn accelerometer used in this chapter enables certain gait characteristics, such as
sway and step length balance, to be captured, but body posture related characteristics, which
also provide important gait cues, are more difficult to determine. Further work to enable the
capture of the overall body posture using additional wearable sensors would allow more accurate
gait and motion identification.
Chapter 4
Improving the Usability of Motion
Analysis Systems by Utilising Fewer
Wearable Sensors
Studying human kinematics using classification methods, such as artificial neural networks,
which was used in the last chapter to classify different gait patterns, is suited for monitoring
motion with a coarse granularity. Classification is also commonly used to identify activities
of daily living for monitoring elderly patients and detecting events, such as freezing of gait
in Parkinson’s disease patients. For finer-grained analysis, the subject’s kinematics must be
described with greater detail.
Modern laboratories dedicated to biomechanical analysis typically use marker-based optical
motion capture to track motion. The availability of several commercial marker-based capture
systems that offer high frame rates and high accuracy have made the technology a popular
choice for studying human biomechanics as it is widely regarded as the gold standard for
accuracy. However, the high costs and complexity of system setup associated with marker-
based optical systems have limited its widespread use. For routine clinical applications and
long-term subject monitoring, complex setup procedures and the presence of optical markers
also make the technology impractical.
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For clinical and continuous monitoring applications, recent developments have considered the
use of markerless and wearable technologies for motion capture [Michoud et al., 2007; de Aguiar
et al., 2007]. Saboune and Charpillet [Saboune and Charpillet, 2005] use a markerless vision-
based motion capture system to detect balancing disorders to more easily assess the risk of
falls in elderly patients. In Chapter 2, a number of less intrusive motion capture systems were
reviewed that use ambient sensors, such as cameras, and wearable sensors, such as inertial
measurement units (IMUs) to obtain human kinematics with a high degree of accuracy.
Wearable inertial motion capture systems, for example, introduce greater flexibility, enabling
subject movement to be recorded freely within the laboratory and beyond the laboratory setting
as they are not dependent upon specialised cameras for motion capture. Inertial sensing also
overcomes some of the challenges that affect optical methods, such as occlusion. However,
current wearable systems can still be cumbersome to setup and wear, thus limiting their ability
to be applied in long-term biomechanical studies. Commercial inertial motion capture systems,
such as the Xsens [Xsens, 2015], require 7 sensor nodes to track the lower body, 11 sensor nodes
for the upper body, or 17 nodes for full body tracking. An inertial system described by Zhang
et al. [Zhang et al., 2009] uses 9 sensor nodes for full body motion capture.
In most systems, the human body is typically represented as an articulated structure with 15 –
19 links. IMUs attached to each corresponding rigid section of the articulated model determine
rotation of the section and used to obtain the overall pose of the body. Some recent works have
proposed sensor reduction methods for motion capture that provide greater accuracy than single
sensor solutions by enabling certain key poses to be captured. While the level of detail from
these methods are generally less than many conventional capture techniques, the granularity is
still sufficient, for example, for identifying activity and analysing posture in surgical workflow
analysis.
In this chapter, a sensor reduction method that reduces the number of wearable sensors nec-
essary for capturing upper body kinematics is presented. The method estimates movements
through a subset of body-worn accelerometers using a regression method, which does not rely
upon an extensive database of recorded movements as described by other similar works, which
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will be introduced in Section 4.1. Using three wearable sensors to capture the motion of the
torso and the extremities of each arm, the proposed method estimates the position of the sub-
ject’s shoulders, elbows, and hands. Figure 4.1 shows the upper body sensor placement of
Xsens, a commercial inertial motion capture system, and the sensor placement for the method
proposed in this chapter.
4.1 Related work
Traditionally, human motion capture has been performed using marker-based optical methods
within controlled laboratory environments. Several commercial systems, such as the Vicon [Vic,
2015], Qualisys [Qualisys, 2015], and BTS [BTS, 2015] are available, however, marker-based
techniques are not suited for long-term analysis.
A survey of markerless optical human motion capture and analysis [Moeslund et al., 2006] finds
that although progress towards automatic reconstruction of pose has been made using monoc-
ular and multiple view techniques, fine kinematic detail is not accurately captured and further
work is necessary to improve pose estimation techniques, especially within cluttered natural en-
vironments. For these reasons, there is an increasing emphasis on developing wireless wearable
sensors and markerless optical systems for human motion capture. For example, Saboune and
Charpillet [Saboune and Charpillet, 2005] describe a vision-based markerless motion capture
system for detecting balancing disorders. For biomechanical analysis under normal activities of
daily living, vision-based systems are problematic because of the constraints on predefined 3D
space. In constrast, wearable sensors offer greater flexibility without these spatial constraints.
With increasing miniaturisation of these systems, their applicability in continuous monitoring
increases [Slyper and Hodgins, 2008].
The utilisation of many sensor nodes for continuous monitoring, however, is undesirable for rou-
tine use, particularly during long-term studies as it becomes inconvenient to setup and wear.
Several recent works have explored sparse sensor placement to address the problem and recent
studies have demonstrated that capture of human motion with a smaller subset of wearable
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(a) Xsens (b) Proposed method
Figure 4.1: Comparison of the upper body sensor placement of Xsens, a commercial inertial
motion capture system, and the sensor placement for the method proposed in this chapter.
inertial sensors is possible. Tautges et al. [Tautges et al., 2011] proposed a novel framework for
generating full-body motion reconstructions using only four triaxial accelerometers attached
to the extremities of the body. Their approach utilises a knowledge database that consists of
a large number of motion clips obtained from marker-based motion capture systems. Slyper
and Hodgins [Slyper and Hodgins, 2008] also demonstrate a motion capture system that uses
accelerometers and a motion capture database. Their system consists of five accelerometers
sewn to a shirt, streaming motion data to a computer in real-time. For continuous subject
monitoring, capturing of these detailed motion clips outside of the laboratory is difficult, mo-
tivating the development of a simpler motion capture scheme with implicit motion modelling.
In this chapter, a statistical modelling scheme based on partial least squares regression (PLSR)
is proposed.
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4.2 Sensor reduction
The proposed system performs model-free pose reconstruction from a sparse network of wear-
able accelerometers. A marker-based optical motion capture system is introduced for training
and validation of the motion estimate. Partial least squares regression (PLSR) is used to
associate measurements from the sparse sensor subset with the marker-based optical measure-
ments instead of utilising an extensive database of motion clips. In essence, PLSR is similar
to principal component analysis and multiple regression but addresses the potential problem
of co-linearity inherent in the input or output data. The linear regression model between the
responses and predictors is extracted through latent variables and it is useful for estimating a
set of responses from a large set of predictors [Abdi, 2010; Tobias and Others, 1995].
PLSR allows intrinsic relationships between the optical motion capture data and sparse ac-
celerometer data to be discovered. In practice, the subject-specific training phase only needs
to be carried out once to cover the range of motion to be reconstructed. To improve the pose
estimation accuracy of the predicted motion, a Kalman filter is used to provide temporal co-
herence [Gall et al., 2010]. A linear constant velocity process model is designed and PLSR is
then used for predicting human body pose as the Kalman filter measurement.
To capture the subject’s motion, wearable inertial sensors are placed on the torso and at the
extremities of each arm. Optical markers are also used for training and validation of the method.
The proposed placement of optical markers and wearable sensors for this study are illustrated
in Figure 4.2.
4.2.1 Partial least squares regression
Partial least squares regression (PLSR) [Wold, 1974] is a statistical method that is used to
find the relationship between a set of responses and a set of observable predictors. In this
chapter, PLSR is used to find the relationship between upper body kinematics in 3D space and
acceleration measurements from a set of body-worn accelerometers attached to the subject.
From the observable acceleration, PLSR is used to predict upper body motion.
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Figure 4.2: Placement of e-AR sensors and BTS optical markers.
Given a set of predictors and responses, PLSR finds a linear regression model between the vari-
ables by finding the relationship between unobservable latent variables, which are projections
of the predictors and responses in a new space. This relationship is visualised in Figure 4.3,
where X is the predictor of accelerometer measurements, Y is the response of the subject’s
motion, and T and U, respectively, are latent variables for the predictor and response.
PLSR is related to principal components regression (PCR) and multiple linear regression
(MLR), however, where PCR captures the maximum variance of the predictor and MLR cap-
tures the maximum correlation between the predictor and response, PLSR tries to do both
by extracting latent variables that maximise the covariance between predictor and response in
order to capture maximum variance in the predictor and maximum correlation between the
variables. Maximising variance of the predictor and maximising correlation is important as it
enables certain issues in PCR and MLR to be overcome. For example, principal components in
PCR are determined to maximise variance in the predictor without considering the response to
be predicted, which can lead to principal components that are not relevant for prediction and
local minima. MLR considers the correlation between both and is suited to modelling datasets
that have a well understood relationship between predictor and response, however, PLSR is
better suited for defining predictive models for large datasets where the components are highly
collinear, noisy, and relationship is more loosely defined [Tobias and Others, 1995], which more
closely reflects the challenge addressed in this chapter.
To obtain the relationship between the set of predictors and responses, the nonlinear iterative
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Figure 4.3: Schematic outline of PLSR showing the relationship between the set of predictors,
X, the set of responses, Y , and latent variables T and U .
partial least squares (NIPALS) algorithm is used to compute the partial least squares regression
components, as illustrated in Figure 4.3. To obtain the latent variables T and U, and the
relationship between the latent variables, NIPALS is used to solve for P, Q, W, and B, where:
P is the factor loading matrix,
Q is the coefficient loading matrix,
W are the weights of predictor, X, on latent variable, T, and
B are the regression weights between the latent variables.
When the components are known, a response can be predicted given a predictor, where X is
the predictor and Y is the response:
Y = TBQT (4.1)
To obtain these components, a training phase with known predictors and corresponding re-
sponses must be completed. In this work, ground truth observations are obtained using a
maker-based optical motion capture system from BTS Bioengineering. Kinematics of the upper
body are captured using the optical system and wearable inertial sensors. Once the relationship
between predictor and response has been learnt, the regression method can be used to obtain
estimates of upper body kinematics given an input from the wearable inertial sensors.
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First, let’s define the details of each component. The set of accelerometer measurements from
the body-worn sensors, X, is represented as:
X = {acc1:K : acc1, acc2, . . . , accK} (4.2)
where acck = [x¨
1
k, y¨
1
k, z¨
1
k, x¨
2
k, y¨
2
k, z¨
2
k, x¨
3
k, y¨
3
k, z¨
3
k] is a set of triaxial accelerometer measurements
from each wearable sensor at time K.
The set of upper body pose estimates and ground truth observations, Y, are represented as:
Y = {z1:K : z1, z2, . . . , zK} (4.3)
where zk = [x
1
k, y
1
k, z
1
k, x
2
k, y
2
k, z
2
k, . . . , x
6
k, y
6
k, z
6
k] is a full set of the estimated positions at time K.
The relationship between the accelerometer measurements, X, and latent variable T is defined
as:
X = TPT + E (4.4)
where E is the error term.
Similarly, the relationship between the 3D positions that describe the subject’s upper body
kinematics, Y, and latent variable U is defined as:
Y = UQT + F (4.5)
where F is the error term.
In the NIPALS algorithm, a set of mean centred predictors, Xc, and responses, Yc, are used:
Xc := X−mean(X) (4.6)
Yc := Y −mean(Y) (4.7)
The partial least squares factors are extracted one at a time. The method starts by obtaining
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score vector, t, and weight vector, w, which is a linear combination of the predictors:
t = Xcw (4.8)
Both Xc and Yc are predicted by regression on score vector t.
Xc = tp
T (4.9)
Yc = tc
T (4.10)
where pT = (tT t)−1tTXc are the loadings for X and cT = (tT t)−1tTYc are the loadings for Y.
To extract the first factor, the linear combination of predictors that has the maximum covari-
ance, tTu, with a linear combination of the responses is chosen. The linear combination of
responses is defined as:
u = Ycq (4.11)
where u and q is the score vector and weight vector for the responses.
To extract the subsequent factors, a similar approach is taken with the respective residuals
from the previous factor replacing the predictor and response inputs.
Latent variables T and U are comprised of score vectors t and u; defined as follows:
T = {t1:N : t1, t2, . . . , tN} (4.12)
U = {u1:N : u1,u2, . . . ,uN} (4.13)
The relationship between the predictor, response, and regression weights, B, between the latent
variables is defined as:
U = TB + UE (4.14)
When the error term, UE, is ignored, we can obtain the predicted response, Y, using Equation
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4.1.
Y = TBQT
Pseudocode of the NIPALS algorithm is given as follows:
Algorithm 3 NIPALS algorithm
1: Let a be the number of principal components to be found
2: Initialise matrices A as A0 = X
TY, M as M0 = X
TX, and B as B0 = I
3: for h = {1, . . . , a} do
4: Calculate qh, the dominant eigenvector of Ah
TAh
5: Calculate wh = BhAhqh, the corresponding weighting vector as a column normalised as
wh =
wh
||wh||
6: Calculate ph = Mhwh, the first factor loading vector as a column where fh = w
T
hMhwh
and ph =
ph
fh
7: Update the coefficient loading vector qh =
AThwh
fh
8: Ah+1 = Ah − fhphqTh
9: Mh+1 = Mh − fhphpTh
10: Bh+1 = Bh −whpTh
11: if A or M or B vanishes to zero then
12: Break from loop
13: end if
14: end for
4.2.2 Kalman filter
The Kalman filter [Kalman, 1960] is a state estimation algorithm that is commonly used to ex-
tract optimal state estimations from noisy and inaccurate datasets. The algorithm is used across
many applications for filtering and prediction. The applications of the Kalman filter include
object tracking, navigation, stabilising measurements, and fusion of multiple data sources. For
example, Sabatini [Sabatini, 2006] uses a quaternion-based extended Kalman filter combines
measurements from a triaxial accelerometer and triaxial magnetometer to determine orienta-
tion estimates of a rigid body. The extended Kalman filter has been developed for nonlinear
models.
The Kalman filter consists of a prediction step and an update step. In the prediction step,
variables for the current state are estimated. Predicted state estimates are based upon a
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defined process model that is used to describe state changes. Observations are used to update
the state estimate. The measurement model defines the update step. To improve the accuracy
of the motion estimate, estimation optimisation techniques can be applied to handle estimation
errors due to erroneous or missing sensor measurements, external interference, and noise [Gall
et al., 2010], In this work, a Kalman filter is implemented to enable consistent tracking and
handle measurement errors.
Process model
State prediction in the Kalman filter is performed by evolving the previous state at time k− 1
into the current state at time k as defined by the process model,
xk = Fkxk−1 + Bkuk + wk (4.15)
where:
xk is the state at time k,
Fk is the state transition model that describes state evolution from time k − 1 to time k,
Bk is the control-input model,
uk is the control vector, and
wk is the process noise which has a zero mean multivariate Gaussian distribution with covari-
ance matrix Qk.
wk ∼ N(0,Qk) (4.16)
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A covariance matrix Qk:
Qk =

0.1 0 0 0 0 0
0 0.1 0 0 0 0
...
. . . . . . . . . . . .
...
0 0 0 0 0 0.1

(4.17)
is chosen through empirical analysis of preliminary estimation results and used for the remainder
of this chapter.
I3 =

1 0 0
0 1 0
0 0 1
 (4.18)
For each tracked marker on the upper body, its state is described as a combination of its position
and velocity:
xk =
 xi
x˙i
 (4.19)
where:
xi denotes the [x, y, z] position of each marker in 3D space,
x˙i denotes the [x˙, y˙, z˙] velocity components of each marker, and
i = 1 . . . 6 to denote each tracked marker position.
Since there are no control inputs and the state transitional model, F, is a constant, there is no
Bkuk term and time index k for F is removed. Hence,
xk = Fxk−1 + wk (4.20)
4.2. Sensor reduction 91
where in the defined state transition model a constant velocity is assumed. The state transition
model, F, which models the prediction step of the Kalman filter, is given as:
F =

F1 0 0 0 0 0
0 F2 0 0 0 0
...
. . . . . . . . . . . .
...
0 0 0 0 0 F6

(4.21)
Fi =
 I3 I3∆t
0 I3
 (4.22)
I3 =

1 0 0
0 1 0
0 0 1
 (4.23)
where ∆t is the time difference between the current state and the predicted state.
Measurement model
The measurement model defines the relationship between the observed state and predicted state.
Given an observation, the Kalman filter can update its state estimate. In this implementation,
the predicted motion estimates obtained from the body-worn accelerometers through PLSR are
given as observations to the Kalman filter. As in Equation 4.20, time indices are dropped for
constants in the measurement model definition. Hence,
zk = Hxk + vk (4.24)
where:
zk is the measurement vector of the motion estimate obtained from PLSR,
H is the extraction matrix that describes the translation of xk into zk, and
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vk is the measurement noise.
The measurement vector, zk, is defined,
zk =
[
xi
]T
=
[
x1, x2, . . . , x6
]T
(4.25)
where:
xi denotes the [x, y, z] position estimates of each marker in 3D space obtained through PLSR.
The extraction matrix, H, which describes the perfect translation of the state into the observed
measurement is:
H =

H1 0 0 0 0 0
0 H2 0 0 0 0
...
. . . . . . . . . . . .
...
0 0 0 0 0 H6

(4.26)
Hi =
[
I3, 0
]
(4.27)
where I3 is a 3-by-3 unit matrix.
The measurement noise, vk, is also assumed to have a zero mean Gaussian distribution with
covariance matrix Rk.
A covariance matrix Rk:
Rk =

10 0 0
0 10 0
0 0 10
 (4.28)
is chosen through empirical analysis of preliminary estimation results and used for the remainder
of this chapter.
With the process model and measurement model defined, the Kalman filter can recursively
estimate upper body kinematics using measurements obtained from the three wearable ac-
celerometers.
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4.3 Experimental results
To evaluate the accuracy of the sparse sensing upper body motion estimation method described
in this chapter, an experiment protocol is defined and tested. The objectives outlined earlier in
this chapter sought to make kinematic analysis more feasible outside of the laboratory setting
and for routine clinical examinations where each additional sensor introduces increased com-
plexity during setup and increased intrusiveness for the subject. The described partial least
squares regression (PLSR) method sought to achieve this by using three body-worn accelerom-
eters to estimate upper body motion. The movements defined in the protocol are depicted in
Figure 4.4.
4.3.1 Data collection
In this system, three wireless ear-worn Activity Recognition (e-AR) sensors [Sen, 2015], each
equipped with a triaxial accelerometer, are attached onto the subject. For this study, the
acquisition frequency of each e-AR sensor is set to 50Hz. To obtain ground truth and verification
data for training and evaluation, the BTS Bioengineering SMART-D [BTS, 2015] marker-based
optical motion capture is used. The optical capture system uses 9 ceiling-mounted infrared
digital cameras to capture the motion of any number of retroreflective markers at an acquisition
frequency of 500Hz.
To evaluate the proposed motion estimation method, five subjects were recruited for testing.
Each subject was asked to replicate all postures defined in the protocol in a random order to
ensure that the system was accurately predicting upper body motion. Recordings were repeated
three times for each subject in order to obtain datasets for both training and testing of the
method. Training samples are acquired for each subject as variations between each subject and
small differences in sensor placement mean that any learnt prediction models are likely to be
subject specific.
A sample of the raw data captured from the wearable accelerometers and optical motion cap-
ture for Subject 1 is shown in Figure 4.5. The comparison shows the x-axis data from the
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) Inverse of l (o) Inverse of m (p) (q) (r) Inverse of p
(s) Inverse of q (t) (u) Inverse of t (v) (w) Inverse of v
Figure 4.4: Sequence of 23 upper limb poses used for motion estimation in this study.
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Figure 4.5: Comparison of the raw measurements from on-body e-AR sensors and optical
motion capture.
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accelerometer attached to the subject’s left arm and corresponding x-axis data from Marker 0
of the optical motion capture. From the raw data, it is possible to observe correlation between
episodes of motion from both sensing modalities, however, it is also apparent that measurement
values differ.
4.3.2 Motion estimation
After extraction of the regression components from the training samples of each subject, motion
estimation is performed by using the test set as the predictor, X. Using Equation 4.1, it is
possible to estimate the response, Y.
Y = TBQT
The prediction results for the motion of Marker 0 – Marker 5 of Subject 1 are presented in
Figures 4.7 – 4.12. From observation, the ground truth and estimated results bear a close
resemblance at all marker positions with some deviations where there are large changes in
displacement.
The Euclidean error of motion prediction in the x-axis is shown in Figure 4.13 for Subject
1. Peaks in error correspond to changes in posture, which means that although the predicted
motion follows the correct trend, discrepencies in estimation exist. Differences between the
peak error at each position can also be observed; Marker 2 and Marker 3 have the lowest peak
error, and Marker 0 and Marker 5 have the greatest peak error. These observations can be
expected since there is typically less motion at the shoulders (Markers 2 and 3) in comparison
to the hands (Marker 0 and 5) and small discrepancies can appear more significant over greater
displacements. The movement of the shoulders in relation to the torso is also relatively limited,
which makes the inertial sensor placed on the torso a reliable predictor of shoulder motion.
Figure 4.6 shows a more detailed analysis of the estimated results for the left hand (Marker
0) on Subject 1 with the corresponding postures given for reference. It is evident that the
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estimated results for Marker 0 closely resembles the ground truth obtained from the optical
markers. The estimated result is especially accurate for pose a, where the subject’s arms are at
rest along the side of the body, and pose k, where both arms are reaching backwards. Larger
errors were observed for pose i, which may be due to the sudden large movements undertaken
to reach those position. The Kalman filtering applied to the PLSR prediction eliminates most
errors caused by noisy and extreme values, improving overall estimation accuracy.
A visualisation of the predicted and ground truth paths are compared in 3D over time in Figure
4.14. The 4D visualisation enables the errors identified in Figure 4.13 to be better understood.
The predicted motion of the left elbow (Marker 1), left shoulder (Marker 2), and right shoulder
(Marker 3), follow the observed ground truth closely, however, larger deviations can be seen in
the left hand (Marker 0).
For quantitative comparison, the error in the estimated result is presented in Table 4.1. In this
table, error is defined as the Euclidian distance between the ground truth and estimated 3D
position. The average errors for the hands (Marker 0 and 5), at 90.759mm and 109.771mm
respectively, are the greatest, followed by the elbow (Marker 1 and 4), at 55.228mm and
64.582mm, and finally the shoulders (Marker 2 and 3), which have the least error at 27.438mm
and 28.926mm respectively. for each subject. If we consider the marker placement introduced
in Figure 4.2 of Section 4.2, in our experiment, the displacement of the markers on the hand
are greater than the displacement experienced by the elbows, which in turn are greater than
the displacement found at the shoulders. Therefore, a more significant error in the estimated
motion for the hands can be expected due to the larger distances travelled.
Left Left Left Right Right Right
Hand Elbow Shoulder Shoulder Elbow Hand
(marker 0) (marker 1) (marker 2) (marker 3) (marker 4) (marker 5)
Subject 1 8.6± 7.2 5.2± 4.1 2.6± 1.5 2.8± 1.4 6.3± 4.7 10.9± 8.2
Subject 2 12.1± 9.2 9.1± 6.4 6.4± 5.1 7.5± 5.1 8.8± 5.7 11.5± 9.1
Subject 3 15.5± 10.5 8.4± 5 1.7± 1 3.1± 1.7 4.4± 4.3 6.9± 7
Subject 4 9.5± 7.6 5.1± 3.8 1.5± 0.6 1.4± 1 1.1± 0.5 1.6± 0.7
Subject 5 11.6± 6.9 5.8± 3.5 2.9± 1.5 3.3± 1.6 5.5± 3.8 9.2± 7.9
Table 4.1: Mean error (cm) between the estimated result and ground truth for each marker
and subjects.
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As shown in Figure 4.6 and Figure 4.15, the estimated results are very close to the ground
truth. The estimated movement is accurate for pose a and pose k. Larger errors, however,
were observed for pose i, where both arms were outstretched in front of the subject. This error
may be due to the sudden large movements undertaken to reach the position. The estimated
and ground truth 3D pose of the upper limbs are shown in Figure 4.15. We can see that
the estimated pose and ground truth obtained from the optical markers bear a very close
resemblance. It is clear that pose h is being assumed in all of the estimated poses despite some
discrepancies visible at the elbow and wrist.
4.4 Conclusions
In this chapter, a partial least squares regression (PLSR) method has been used to estimate
upper limb movement in 3D space by using measurements from a sparse network of three
accelerometers attached to the wrists and chest of the subject. Whilst accurate biomechanical
analysis using marker-based optical motion capture within specialised laboratory environments
are widely used in studies, such solutions are not feasible for use away from the laboratory in
the home, for routine use, and long-term use in daily living.
The results show that the PLSR method is capable of reproducing relatively accurate recon-
structions of subject movement in 3D using a small subset of body-worn sensors. A Kalman
filter has also been incorporated into the described motion estimation to provide temporal
coherence for the regression method. To evaluate the accuracy of the estimated motion, com-
parisons against measurements from an optical marker-based motion capture system have been
presented. The results show that three wearable sensor nodes can be used to capture upper
body motion. Whilst some discrepancies do exist, the overall accuracy of the estimation, which
is within tens of centimetres, does provide adequate accuracy to allow the subject’s upper body
posture to be obtained. The level of detail available would be useful for various applications of
biomechanical analysis, including identifying and analysing the tasks being undertaken in the
operating theatre for surgical workflow analysis.
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Figure 4.6: Comparison between the estimated result and ground truth of Marker 0 for Subject
1, demonstrating the range of motion that can be recovered by the predictive model. Greater
errors are observed when sudden large movements are made. For example, at 48s, a discrepancy
in the estimated motion is observed.
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Figure 4.7: Prediction results for the left hand (Marker 0) of Subject 1.
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Figure 4.8: Prediction results for the left elbow (Marker 1) of Subject 1.
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Figure 4.9: Prediction results for the left shoulder (Marker 2) of Subject 1.
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Figure 4.10: Prediction results for the right shoulder (Marker 3) of Subject 1.
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Figure 4.11: Prediction results for the right elbow (Marker 4) of Subject 1.
4.4. Conclusions 105
20 30 40 50 60 70 80 90
−200
0
200
400
600
800
Time (s)
x
(m
m
)
Ground Truth
Estimated
(a)
20 30 40 50 60 70 80 90
600
800
1000
1200
1400
1600
Time (s)
y
(m
m
)
Ground Truth
Estimated
(b)
20 30 40 50 60 70 80 90
600
800
1000
1200
1400
Time (s)
z
(m
m
)
Ground Truth
Estimated
(c)
Figure 4.12: Prediction results for the right hand (Marker 5) of Subject 1.
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Figure 4.13: Estimation errors for Marker 0 – Marker 5 of Subject 1.
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Figure 4.14: 4D plot of the motion path for Marker 0 – Marker 5 of Subject 1.
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(a) Subject 1 (b) Subject 2
(c) Subject 3 (d) Subject 4
(e) Subject 5
Figure 4.15: Comparison between the estimated poses and ground truth in 3D for the subjects
studied. The estimated pose and ground truth bear a close resemblance. A greater error
is observed around each subject’s wrists. This may be due to the greater range of motion
experienced by the wrists in our experiment.
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Detailed capture of kinematics from sparse networks of wearable sensors is especially desirable
for continuous long-term monitoring beyond the laboratory environment as fewer sensors sim-
plifies setup and comfort for the subject. Monitoring of human kinematics is important for a
wide range of applications. For example, in the last chapter, it was highlighted that changes
in gait may be indicative of health deterioration. However, the presence of measurement drift
can result in inaccurate motion estimates during long-term studies. A vision-based approach
for localising the subject is presented in the next chapter to reduce the errors introduced by
measurement drift.
Chapter 5
Vision-based Tracking for Improved
Localisation in Human Motion Capture
For biomotion analysis, compact body-worn sensors are enabling subject monitoring beyond
the motion capture laboratory as they are not confined by the coverage of specialised tracking
equipment. In the previous chapter, sensor reduction methods for wearable sensing were de-
scribed that enabled human motion to be studied using fewer sensors. A regression method was
introduced that allowed upper limb movement to be captured using three triaxial accelerom-
eters. Reducing the number of miniature wireless sensors required for kinematic and kinetic
studies improves usability by simplifying setup procedures and enhancing comfort for the sub-
ject by lowering the number of sensors that need to be attached to the body. However, the
accumulation of measurement errors in inertial motion capture can lead to inaccuracies in the
motion estimation to be present. While the impact of measurement drift upon motion estima-
tion accuracies of inertial motion capture systems are minor for short studies, the accumulation
of measurement errors during longer-term studies can result in significant measurement drift
that make the estimated pose meaningless.
Measurement errors can arise from noise and external interference that may be especially preva-
lent outside of the controlled laboratory setting. Variations in Earth’s magnetic field and metals,
for example, cause interference with magnetometers found within inertial measurement units
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(IMUs) used in inertial motion capture. Within the laboratory, marker-based optical motion
capture is highly regarded for its accuracy and its measurements are often used as a reference
of ground truth in biomechanics as measurements do not suffer from an accumulation of mea-
surement drift that exists in inertial motion capture. While errors in optical techniques can be
caused by occlusions of the tracked targets, the absence of measurement drift is also important
for long-term monitoring.
Accurately tracking the location of subjects is as important as accurately capturing subject
body posture in many applications. For example, when considering the kinematics of multiple
people, accurate subject localisation allows interactions between each subject to be better
represented and understood. Contextual information from the scene can also be utilised in
studies where precise positioning is known. For example, in team sports, player positioning
and player interactions are factors that influence team performance, and in the hospital ward,
similar factors can be used in workflow analysis to determine the activities being performed by
nurses.
In this chapter, a method for markerless vision-based localisation of subjects is proposed and
combined with an inertial motion capture system, Biomotion+, to enable long-term monitor-
ing of subjects using complementary data from vision and inertial measurement units (IMUs).
Unlike marker-based optical motion capture, markerless methods do not require reflective ref-
erence points to be placed onto the subject. A vision-based detection method and Kalman
filter are implemented to track the location of the subject. Subject location is then used by
the inertial motion capture to refine its estimate of the subject. The method can localise the
positions of multiple people within a scene. Detection and tracking of subjects in scenes that
have a greater amount of contact between subjects is also demonstrated.
5.1 Related work
For drift-free tracking of human kinematics, optical tracking systems are used to study human
movement in detail. Occlusions are the main problem in optical systems. A number of tracking
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methods, such as Kalman filters and particle filters, are used to enable markers to be consistently
tracked in marker-based optical motion capture. A number of marker recovery algorithms have
also been explored by others in the past decade. However, marker-based optical systems are
intrusive and often require specialised expensive cameras for tracking. There has been quite a
lot of research focused upon markerless optical detection of objects, people, and specific body
parts. The advantage of vision-based techniques that do not require specialised hardware and
markers is greater pervasiveness, accessibility, and lower cost. The absence of visible markers
means that activities are being impacted less. Video cameras are also relatively low cost and
already ubiquitous within many everyday locations.
The close proximity of people within theatre makes marker-based motion also capture systems
impractical, due to the challenge of data association and occlusion. However, as modern op-
erating theatres are increasingly being equipped with camera systems, there is an opportunity
to utilise the visual information for human motion capture in order to provide detailed biome-
chanical analysis of the surgeon’s posture, movement, and interaction with other team members
during a procedure. In many applications, accurate reconstruction of both pose and location
are important.
Markerless vision-based pose estimation can be used to implement a motion capture system that
is not affected by sensor drift. Eichner et al.’s pose estimator [Eichner et al., 2012] can handle
varying subject illumination and cluttered backgrounds, which would be ideal for our intended
application. However, the accuracy of the technique is not comparable to marker-based or
inertial motion capture systems and the detector requires either the full body or upper body
to be visible, which is not an assumption that can be guaranteed in the surgical environment.
Liu et al. [Liu et al., 2011] presents a multi-view markerless motion capture approach using 12
cameras for multi-person motion capture. For their method, the mesh surface of each person
tracked in the scene must be created first. The pose of each subject is estimated based on
the foreground silhouettes. Once the subjects are segmented, the surface and 3D pose of each
person is estimated. The presented work only considers the two-person case. Recently, 3D
imaging has also made advances into markerless human-motion capture [Shotton et al., 2013;
Sun et al., 2012]. However, similar to the markerless vision techniques, occlusion and accuracy
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remains a challenge.
5.2 Localisation and posture estimation
The system proposed in this chapter aims to accurately track the pose of multiple subjects
using a combination of inertial sensors for accurate capture of local posture and markerless
vision-based people detection for accurate global localisation to achieve a pose estimate that is
accurate both locally and globally within the scene. The proposed method is comprised of four
main parts – detection of people within the scene through vision, localisation of the detected
persons, posture estimation from inertial motion capture, and a pose tracker to fuse subject
localisation and posture – to achieve a drift-free estimate of each subject’s posture and location.
Figure 5.1 illustrates the main components of the method.
A ceiling mounted omnidirectional camera and a wearable inertial motion capture system,
Biomotion+, are used to capture subject pose. A Kalman filter is used to track the kinematics
of each subject within the scene and fuse visual and inertial data.
5.2.1 People detector
To identify the location of subjects within the scene, a method for people detection is proposed
using images from a ceiling mounted omnidirectional camera. An omnidirectional camera has
been chosen as the wide angle of view enables full coverage of the scene. Figure 5.2 shows the
view captured by the camera. A number of vision-based people detection approaches that are
typically applied to images are summarised in Table 5.1.
People detection and object detection from 2D imagery remains an area of active research in
computer vision as accurate classification of humans and objects in natural settings is still chal-
lenging. General variations of appearance for different people, clothing, posture, and lighting,
for example, need to be accommodated in the detection method, as well as changes caused
by objects in front and behind the subject. Advances over the past decade in holistic and
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Vision Inertial
Localisation Posture Estimate
Pose Tracker
People Detector
Figure 5.1: Outline of the main components of the proposed method. The overall pose of each
subject is tracked by fusing subject location, obtained through vision, and posture, obtained
through body-worn inertial sensors.
part-based detection methods have attempted to address the performance of these methods
under appearance changes, background clutter, and partial occlusions. Histogram of Oriented
Gradients (HOG) are feature descriptors commonly used in holistic people and object detec-
tors for describing shapes within an image [Dalal and Triggs, 2005]. The key advantages of the
HOG descriptor are invariance to geometric and photometric transformations, excluding rota-
tion, and invariance to changes in illumination and shadowing. The method divides the image
into a dense grid of uniformly spaced cells where a histogram of gradient directions are used
to describe the edge direction within each cell, and thus, the shapes of objects in the image.
Part-based models that decompose humans and objects into a bundle of connected parts to
address the challenge of visual ambiguities in the image caused by foreground and background
objects have also been proposed [Felzenszwalb et al., 2010].
However, limitations and assumptions made by these methods, such as handling rotation and
assuming the subject remains upright, mean that further considerations need to be made when
using the omnidirectional camera. In this chapter, the subjects in the scene are not assumed to
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remain in an upright position as their posture can change as they perform tasks in the simulated
surgical environment.
Figure 5.2: View from the ceiling mounted omnidirectional camera.
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Approaches Description Advantages Disadvantages
Holistic Uses image features within search windows
to find people within the frame. Histogram
of Oriented Gradients (HOG) is a feature de-
scriptor that is commonly used for people de-
tection.
Approach can perform detection on
natural images without further pre-
processing and existing works have
demonstrated reasonable accuracy
where certain assumptions are met.
Presence of background clutter and
occlusions can affect the detector’s
performance.
Part-based People are modelled as a collection of con-
nected parts, which can be detected using
approaches such as HOG from holistic de-
tection. People detected in the scene are
then formed by joining the individual part
hypotheses.
Approach overcomes some of the
limitations of holistic detection by
allowing greater flexibility in the
pose of the human body and detec-
tion when parts of the body are ob-
scured by clutter or occluded.
Detecting parts is difficult since ap-
pearances of individual parts can
change significantly. A wide range
of postures and presence of other
people in the scene is also challeng-
ing. Furthermore, clutter and occlu-
sions affecting multiple body parts
can still affect performance.
Patch-based Blocks within an image are extracted into
patches using this approach. The training
process creates a database of positive and
negative patch samples that is later used to
match against image features for people de-
tection. Postive matches cast votes for the
detection hypotheses.
A relatively small number of train-
ing samples are necessary for this ap-
proach and, similar to part-based de-
tection, allow a wider range of poses
to be detected.
Background clutter and occlusions,
however, can still be challenging.
Motion-based Using methods, such as background subtrac-
tion and optical flow, foreground movement
can be used for people detection. Shape in-
formation and other features from the fore-
ground image are typically used for people
detection.
Background clutter is removed en-
abling the approach to work in clut-
tered natural environments.
Prerequisites, such as image capture
using a fixed camera and station-
ary lighting, may limit the use of
motion-based approaches for some
applications.
Multi-camera Using multiple calibrated cameras, objects in
the scene can be found by measuring the dis-
crepencies between features across the im-
ages. Some methods also combine back-
ground subtraction to identify foreground
objects using visual hull 3D reconstruction.
As a greater number of camera view-
points are captured, the likelihood
of occlusions affecting detection de-
creases. Multiview approaches also
allow pose to be captured with
greater detail.
Camera setup and calibration pro-
cedures for multiple cameras, typi-
cally, are more complicated than the
other described approaches.
Table 5.1: Overview of common vision-based people detection techniques
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To detect people in the scene using the wide omnidirectional camera view, a motion-based
detection approach is used as a fixed viewpoint is used where significant variations in the
orientation and posture of subjects in the image are expected. The proposed method uses
background subtraction to extract foreground silhouettes from people moving in the scene and
shape features extracted from the foreground are used to detect people.
Background subtraction
To obtain a foreground silhouette from the camera view, the background needs to be separated
from the moving objects in the foreground. To achieve this, temporal information is necessary
from the scene to identify the static parts of the image that form the background. A number
of background estimation methods have been developed, which can be applied for background
segmentation. A comparison of the results obtained using commonly used techniques are given
in Figure 5.3
An adaptive background mixture model for real-time segmentation of moving regions that is
able to distinguish between moving shadows and moving objects was introduced by Kaew-
TraKulPong and Bowden [KaewTraKulPong and Bowden, 2002] in 2001. The method models
each background pixel by a mixture of 3 – 5 Gaussian distributions, where each Gaussian rep-
resents different colours and weight parameters represent the length of time the pixel remains
that colour. Colours that remain static for longer are set as the background.
A mixture model is a probabilistic model for clustering unlabelled data. In fuzzy image seg-
mentation, Gaussian mixture models are used to learn the Gaussian distributions of patterns
at each pixel for segmentation. Where the method introduced by KaewTraKulPong and Bow-
den uses 3 – 5 Gaussian distributions, Zivkovic’s method adapts the number of distributions
for each pixel, which enable it to better handle variations in the scene, such as illumination
changes. The resulting background and foreground segmentation using Zivkovic’s method is
shown in Figure 5.4.
A recent probabilistic background segmentation method by Godbehere et al. [Godbehere et al.,
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(a)
(b)
(c)
Figure 5.3: Resulting foregrounds obtained using (a) the adaptive background mixture model
introduced by KaewTraKulPong and Bowden [KaewTraKulPong and Bowden, 2002], (b)
Zivkovic’s adaptive Gaussian mixture model method [Zivkovic, 2004], and (c) a Bayesian seg-
mentation algorithm introduced by Godbehere et al. [Godbehere et al., 2012].
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2012] combines statistical background image estimation and Bayesian segmentation at each
pixel. Where previous segmentation methods may identify slow moving and static objects as
background, dynamic feedback from the tracking subsystem is used by Godbehere et al. to
selectively update the background by avoiding parts of the image already identified as fore-
ground.
Comparisons of the segmentation results show that the Gaussian mixture-based segmentation
algorithm proposed by Zivkovic returns more accurate and more consistent background and
foreground identification. This method is selected for the implementation described in this
chapter for background segmentation. To address misidentification of slow moving and sta-
tionary objects in the foreground using this technique, an adaptive learning rate is used that
is set according to the subject’s activity level. To remove noise introduced into the foreground
mask by small variations in illumination and shadows from people in the scene, hole filling and
thresholding techniques are applied to obtain a more consistent foreground image, Figure 5.4.
Detection
To identify people within the scene and obtain a consistent reference point for localisation,
features are extracted from the colour foreground image. In contrast to many of the state-of-
the-art detection methods introduced in Section 5.1, which are designed to recognise the frontal
view of people at eye level, the proposed detection method considers the overhead appearance
of subjects since it is more invariant to changes in orientation and posture. A number of steps
- edge detection, edge weight mapping, and weighted-gradient image calculation - are taken to
emphasise foreground features for extraction. The foreground feature processing result at each
step is shown in Figure 5.5.
Edges in the colour foreground image are detected using the Canny edge detection algo-
rithm [Canny, 1986], Figure 5.5b. In most cases, the Canny edge detector produces smooth
and accurate detections. The algorithm is regarded, by many, as the optimal detector, which
is supported by favourable comparisons with other edge detection methods [Nadernejad et al.,
2008; Bhardwaj and Mittal, 2012].
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(a)
(b)
Figure 5.4: Resulting (a) background and (a) foreground mask after hole filling and thresholding
using Zivkovic’s Gaussian mixture-based method [Zivkovic, 2004].
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A weighted-gradient image of the foreground objects is calculated to produce a smoother and
more simplified shapes shapes for people detection. Multiplying the gradient image with the
weight map of the detected edges gives the weighted-gradient image. The gradient image is
obtained by applying the Sobel operator onto the input image and the weight map of the edge
information is obtained by applying a Gaussian filter onto the edge detection result. Figure
5.5c and Figure 5.5d show the weight map and weighted-gradient image, respectively.
(a) (b)
(c) (d)
Figure 5.5: Three steps are performed to emphasise features from the (a) foreground for extrac-
tion - (b) edge detection, (c) edge weight mapping, and (d) calculation of the weighted-gradient
image.
First, features from the foreground mask are extracted. Contours from the binary foreground
mask are found using the algorithm from Suzuki and Abe [Suzuki and Be, 1985]. This function
retrieves a list of disconnected contours, where each contour is a potential person within the
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scene. In scenarios where people within the scene make physical contact or are in close proximity
to others, their contours may merge to form a single indistinct object. By evaluating the size
of each object, it is possible to determine if it is formed by multiple people that have been
merged within the scene. Large objects, which are larger than the size range defined for people,
are iteratively eroded until the object splits into multiple objects or until the object size is no
longer beyond the upper limit defined for people. The outcome of this step is shown in Figure
5.6, where one detected object has been split into two. The size range and shape of people
within the scene are determined a posteriori from sample data.
(a) (b)
Figure 5.6: (a) Where people make contact or are in close proximity, people may be merged
into a single large object. (b) Large objects are eroded by the detector until the object is no
longer too large or until it splits into multiple objects.
For each object in the scene, size and shape are used to determine if it is the torso of a person.
A head must also be present on the torso for the object to be successfully recognised as a
person. Localisation is performed by detecting the position of the subject’s head in the scene.
Through observation of the shape of different parts on the human body, the shape of the head
for different subjects was found to remain most consistent, even when subject posture changed
significantly, for example, when bending at the hip.
For each object that is within the size range for human bodies, the location of the object
and distortion of the camera image is used to make an initial estimate of the head location.
It is assumed that the head is positioned above the torso and that the head falls within the
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detected object contour as it is attached to the body. To detect the head, contours of the
weighted-gradient image within the area of the object are evaluated. Whilst multiple contours
exist within the object, the initial head location estimate and shape of the head are considered
during localisation. Typically, heads have a circular shape with few convexity defects and,
similarly to the torso, its size lies within a relatively constant range, which can be determined
empirically. Figure 5.7 shows the contours and heads found within the detected objects. Head
position is used for subject localisation.
(a) (b)
Figure 5.7: The (a) contours found within the detected objects are used for head detection.
The blue circles in (b) are the detected heads of each person in the scene. The head positions
are then projected to points in 3D space for integration with posture estimates.
5.2.2 Transformation
Global localisation of people in the scene is comprised of two parts - people detection and head
detection from the colour image of the omnidirectional canera, which has been described, and
transformation of the detected head coordinates from the image frame to the global frame of
reference for the scene to allow integration with local posture estimates.
To transform coordinates from the image frame to the global frame, a calibration process is
required. An omnidirectional camera calibration toolbox by Scaramuzza et al. [Scaramuzza
et al., 2006a,b; Rufli et al., 2008] is used for camera calibration. The toolbox allows calibration
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of omnidirectional and panoramic cameras that have a single effective viewpoint, which includes
the camera used in the implementation of this chapter.
Given a set of calibration images, as shown in Figure 5.8 where a checkerboard pattern is
presented with different poses, and dimensions of the checkerboard, the toolbox calculates the
projection between the image frame and global frame. This enables three functions - distortion
rectification of the image, projection of a 3D point in the world to a 2D point on the image,
and back-projection of a 2D point in the image onto the unit sphere.
The omnidirectional camera model assumes that the camera and image centres are perfectly
aligned, and that the x and y components of the 3D back-projection vector are proportional to
image pixel coordinates u and v, as represented by:
 x
y
 = α ·
 u
v
 , α > 0 (5.1)
The back-projection vector, P, from image coordinates, (u, v), is estimated using the camera
model function, given as:
P =

α · x
α · y
z
 =

u
v
f(u, v)
 (5.2)
which can be simplified by including α into the camera model:
P =

x
y
z
 =

u
v
f(u, v)
 (5.3)
where f(u, v) relates to the camera model. Scaramuzza et al. uses a generalised parametric
model that can describe different camera and lens types.
The camera model, f(u, v), can be further simplified as f(ρ), where ρ =
√
u2 + v2, since the
function only depends on the distance from the image centre to the point (u, v). The model,
5.2. Localisation and posture estimation 125
Figure 5.8: Checkerboard images for camera calibration.
Figure 5.9: Camera calibration projection function.
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f(ρ), is described as a polynomial:
f(ρ) = a0 + a1ρ+ a2ρ
2 + a3ρ
3 + a4ρ
4 + . . . (5.4)
where the coefficients are the estimated camera calibration parameters. Figure 5.9 shows the
estimated projection paramters and Figure 5.10 shows the resulting projections onto 2D and
3D space.
Where the height of the camera and subject’s head are known, the 3D position of the subject’s
head can be estimated by multiplying the vector, P, with the distance from the camera to the
subject’s head. This location estimate is integrated with the posture estimation result for more
accurate subject localisation within the scene.
5.2.3 Pose tracking
The subject’s head position, head radius, body position and area of the body contour are used
as features for the multi-target tracking. For our system’s target application, surgical workflow
analysis, movement within an operating theatre is relatively slow. At a sampling frequency
of 25fps, the relative change between consecutive camera frames is small. A constant velocity
model is used for predicting subject motion. To maintain an accurate track of each subject’s
position within the scene, head radius, body position and area of the body contour are used
for data association.
Process model
The process model for the proposed system follows a constant velocity model:
xk = Fxk−1 + wk (5.5)
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Figure 5.10: Camera calibration using the toolbox by Scaramuzza et al. [Scaramuzza et al.,
2006a,b; Rufli et al., 2008] to obtain 3D point estimates from 2D image points. The toolbox
requires calibrations images of a checkerboard pattern from multiple positions to calculate the
projection between image space and 3D space. (a) Shows the reprojection of points onto the
image and (b) shows the projection of the calibration points in 3D space.
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where xk represents the state at time k, wk represents the Gaussian process noise, and F is the
state transition matrix:
F =

1 0 ∆t 0 0 0 0 0 0 0
0 1 0 ∆t 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 ∆t 0 0
0 0 0 0 0 0 1 0 ∆t 0
0 0 0 0 0 0 0 0 0 1

The state transition matrix F assumes that the velocities and dimensions of the head and body
remain constant between each state and calculates the new 2D head position and new 2D body
position based upon the velocity from the old state xk−1. The new state xk is predicted by
applying the state transition matrix F onto the state xk−1 and combining that with the process
noise wk.
The process noise wk is initially set as a zero mean multivariate Gaussian distribution with
covariance matrix Qk where is a scalar matrix:
Qk =

2.5 0 . . . 0
0 2.5 . . . 0
...
. . . . . .
...
0 0 . . . 2.5

(5.6)
An updated covariance matrix Qk is calculated after each prediction step as a random function
of the time elapsed ∆t:
Qk = RNG(∆t).Qk−1 (5.7)
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A low initial process noise is set as uncertainty in the predicted state is assumed to be low. A
random number generator is used to modify the process noise as a function of the time elapsed
∆t as the uncertainty in the predicted state is assumed to increase with time.
xk is a 10-dimensional system state vector that holds the location and velocity of the head as
well as other head and body features for data association:
xk = [xh, yh, x˙h, y˙h, Rh, xb, yb, x˙b, y˙b, Ab]
T
where, xh, yh, x˙h, y˙h, Rh, represent the horizontal and vertical centroid coordinate of the head,
the horizontal and vertical velocity of the head, and radius of the head, respectively. xb, yb, x˙b,
y˙b, Ab, represent the horizontal and vertical centroid coordinate of the body, the horizontal and
vertical velocity of the body, and area of the body, respectively. In F , the motion of the head
and body are considered independently as head movement does not have a linear relationship
with body movement.
Measurement model
The measurement model can be described as follows:
zk = Hxk + vk (5.8)
where zk is the measurement observed at time k, vk is the Gaussian measurement noise, and
H is the observation matrix:
H =

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1

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The measurement noise, vk, is assumed to have a zero mean Gaussian distribution with covari-
ance matrix Rk where:
Rk =

0.05 0 . . . 0
0 0.05 . . . 0
...
. . . . . .
...
0 0 . . . 0.05

(5.9)
Rk is chosen through empirical analysis of the preliminary results and used for the remainder
of this chapter.
The measurement vector of the system is expressed as follows:
zk = [xh, yh, Rh, xb, yb, Ab]
T (5.10)
Once the process and measurement models are defined, the Kalman filter can be used to
estimate the state of the next time step, in order to obtain the trajectories of the moving
objects.
Data association
To enable a consistent track of each subject, a cost function using the head position, head
radius, body position and body contour area of the subject is defined. The cost between the
ith object in frame k and the jth object in frame k + 1 for each feature is defined as follows:
Head position:
DH(i, j) =
√
(xih − xjh)2 + (yih − yjh)2 (5.11)
Head radius:
R(i, j) = |Rih −Rjh| (5.12)
Body position:
DB(i, j) =
√
(xib − xjb)2 + (yib − yjb)2 (5.13)
5.3. Experimental results 131
Body contour area:
A(i, j) = |Aib − Ajb| (5.14)
The cost function between the ith object in frame k and the jth object in frame k+ 1 is defined
as:
Φ(i, j) = αDH(i, j) + βR(i, j) + γDB(i, j) + ψA(i, j) (5.15)
where α, β, γ, and ψ are the respective coefficients for each cost.
For each tracked head in frame k, the minimum cost object in frame k+ 1 is associated, where
the minimum cost is less than or equal to the cost threshold. If the minimum cost is greater
than the threshold, a new tracker is created for the detected head position.
5.3 Experimental results
To evaluate the accuracy of the global localisation method described in this chapter, a series
of experiments are defined and tested. The objectives outlined earlier in this chapter proposed
a combination of vision and inertial sensors to improve the accuracy of pose estimation by
reducing global localisation errors. State-of-the-art inertial motion capture systems are able
to reproduce a subject’s local posture with a high level of accuracy, however, can be more
susceptible to global localisation errors, especially when monitoring longer durations as errors
accumulate. Vision-based people detection and tracking is used in this chapter to accurately
position multiple subjects in a scene.
5.3.1 Data collection
In order to evaluate the proposed method for use in surgical workflow analysis, preliminary
experiments were carried out in a simulated operating theatre environment with up to three
interacting subjects dressed in scrubs and disposable caps. An operating table, abdominal
phantom model and laparoscopic tools were also used in this study. Subjects were asked
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to interact naturally within the scene to simulate a general surgical environment, using the
provided tools on the abdominal model and interact with each other by working closely together
and passing tools.
A ceiling-mounted omnidirectional camera in the room was used to capture image frames from
the scene for people detection and tracking.
5.3.2 Pose estimation
Firstly, the system needs to be calibrated. The omnidirectional camera needs to be calibrated
to undistort the image and thresholds for body size and head size must also be defined.
Head detection
The detected position of each subject and the ground truth are shown in Figure 5.16. Ground
truth for head position has been extracted manually from each frame. It is evident that the
motion estimate of the subject and ground truth are similar. Error is defined as the Euclidean
distance between detected position and the ground truth.
For quantitative analysis, the error in head detection is presented in Table 5.2 for each subject.
The average error for most subjects is acceptable. Unfortunately, occlusion from another ceiling
mounted camera in the scene affected the tracker’s ability to consistently track subject 3, in the
3 person scene. Head detection of the proposed system is based on shape analysis of the contours
within the detected bodies, shadows caused by changes in illumination or irregular head-gear
may affect the reliability of the detection. Occlusions of the head and other deformations of the
head shape produced by the subject bending over may also affect the rate of positive detection.
Successfully identifying two or more subjects who are interacting closely in the scene is an
important consideration for the detector. When two or more people are in close proximity, the
background subtraction method used for object detection will typically merge the people into a
single large object. As explained in Section 5.2.1, the proposed detector attempts to split large
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Figure 5.11: For the 1 person scene, (a) a comparison of the estimated trajectory and ground
truth, and (b) estimation error (cm) for Subject 1.
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Figure 5.12: For the 2 person scene, (a) a comparison of the estimated trajectory and ground
truth, and (b) estimation error (cm) for Subject 2.
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Figure 5.13: For the 2 person scene, (a) a comparison of the estimated trajectory and ground
truth, and (b) estimation error (cm) for Subject 3.
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Figure 5.14: For the 3 person scene, (a) a comparison of the estimated trajectory and ground
truth, and (b) estimation error (cm) for Subject 4.
5.3. Experimental results 137
100 150 200 250 300 350 400 450 500 550
150
200
250
300
350
400
450
Ground Truth
Estimated
y (
cm
)
x (cm)
(a)
500 1000 1500 2000 2500 3000 3500 4000
0
5
10
15
20
25
E
rr
or
(c
m
)
Frame
(b)
Figure 5.15: For the 3 person scene, (a) a comparison of the estimated trajectory and ground
truth, and (b) estimation error (cm) for Subject 5.
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Figure 5.16: For the 3 person scene, (a) a comparison of the estimated trajectory and ground
truth, and (b) estimation error (cm) for Subject 6.
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Set Subject µ Error σ Error
1 person 1 2.9987 2.8171
2 person 1 1.7381 0.9729
2 person 2 2.5912 2.2062
3 person 1 5.7739 4.0970
3 person 2 2.8625 2.3058
3 person 3 18.7545 19.5861
Table 5.2: Mean µ and standard deviation σ of error (cm) for each subject.
objects and analyse the resulting smaller objects with the body and head detector in order to
handle scenes where two or more subjects may be standing in close proximity. To evaluate the
splitting algorithm, Table 5.3 shows the number of large objects detected and the number of
successful splits made throughout all the frames for each set of data. In the 1 person scene, the
3 large objects detected in the sequence were caused by the merging of the subject and tools.
After the large detected object is split, the body and head detection can may proceed.
Set Mo. Merged No. Split
1 person 3 2
2 person 403 321
3 person 4315 2726
Table 5.3: Number of merged objects detected and number of merged objects that were split.
5.4 Conclusions
In this chapter, a vision-based head detection method that can be used to localise and track
the movement of multiple people has been described, allowing detailed biomechanical analysis
using BSN nodes for team-based 3D motion tracking. We have shown how the motion estimate
can be used to provide accurate global pose information for wearable inertial motion capture
systems. We have highlighted the challenges involved when multiple people are present within
the scene and demonstrated that our approach can detect and track multiple people even when
they are working in close proximity.
In future work, the motion estimation model can be modified to enable the tracker to better
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predict subject pose, as well as kinematic and geometric constraints of the human body. Inte-
gration of global pose and local pose measurement from Biomotion+ can be further developed
in the state transition matrix, F , of the Kalman filter. Constraining the tracked movement
would provide a more accurate and robust motion estimation.
In the next chapter, visual tracking is extended beyond head tracking to include tracking of
multiple body parts to further improve tracking accuracy for long-term continuous monitoring.
Motion estimates of the hands, elbows, and shoulders from vision and IMUs are combined to
provide a more robust motion estimate of upper body kinematics.
Chapter 6
Continuous Human Pose Estimation
and Updates using Vision and Inertial
Sensing
Human pose estimation through wearable inertial sensors enable human motion to be cap-
tured conveniently with a high degree of accuracy. Human pose estimation through markerless
vision-based systems enable human motion to be obtained unobtrusively for long-term stud-
ies. In Chapter 2, technologies for capturing human kinematics and kinetics were introduced;
a number of key challenges, such as measurement drift and occlusion, can greatly affect the
accuracy of inertial and optical systems. In the previous chapter, a markerless vision-based
method was introduced to detect and track the position of people in the scene that can be used
to complement pose estimates from an inertial motion capture system. While inertial sensors
can capture detailed motion information, an accumulation of measurement errors can result
in significant disparities between the actual and estimated pose of the subject for longer kine-
matic studies. Measurement errors can be caused by noise or external interference. Accurate
localisation of subjects within the scene through vision was introduced in the last chapter to
minimise the effects of measurement drift from inertial sensing by using vision for drift-free
detection of the positions of subjects. Multi-sensor approaches that integrate complementary
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data sources can be used to improve the accuracy of overall subject localisation, however, the
local posture estimates for each subject are still susceptible to the effects of measurement drift
using the approach described in Chapter 5.
In this chapter, the multi-sensor fusion approach is extended beyond the use of vision for refining
subject localisation to refining body posture. A markerless vision-based tracking approach is
proposed for rectifying multiple joint locations estimated through inertial motion capture. A
pose estimation method that uses a vision-based detection algorithm, an appearance-based
feature tracker, and wearable inertial motion capture system is proposed for robust estimation of
upper body motion. To improve the overall estimation accuracy, both vision and inertial sensors
are used to obtain complementary posture estimates that are drift-free and sensitive to fast
movements. An unscented Kalman filter (UKF) [Wan and Van der Merwe, 2000] is then used
to merge and update the estimated poses from vision and inertial sensing. Continuous update
of the subject’s pose prevents a significant accumulation of measurement errors occurring.
6.1 Related works
To reduce the presence of measurement drift, recent works have proposed zero velocity updates
(ZUPT) [Li and Wang, 2012] and constant velocity updates (CUPT) [Li et al., 2012b] to
reduce drift in lower limb movement studies. Multi-sensor fusion techniques that combine
vision and inertial measurements have been explored to improve resilience against occlusions
and drift. While high frequency inertial sensors enable accurate tracking of fast movements
without line-of-sight, vision-based tracking enables stable and drift-free estimation of pose for
slower movements. Zhou et al. [Zho, 2013] uses this complementary information for tracking
hand motion to recognise hand gestures, demonstrating the improved accuracy attained when
vision and inertial measurements are fused together using an extended Kalman filter (EKF).
For motion capture in the laboratory setting, consistent identification of markers in marker-
based optical motion capture has been achieved through motion tracking. However, unlike
markers, the appearance of body parts can change. Changes in human posture, illumination,
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camera pose, and differences between different subjects affect the appearance of tracked parts of
the body, such as the hand. Adaptive appearance models used in Incremental Visual Tracking
(IVT) [Ross et al., 2004; Lim et al., 2005; Ross et al., 2008], Multiple Instance Learning (Mil-
Track) [Babenko et al., 2009, 2011], Tracking-Learning-Detection (TLD) [Kalal et al., 2012],
and Least Soft-Threshold Squares Tracking (LSST) [Wang et al., 2013] allow the tracker to
learn the changing appearance of the tracked object. IVT, for example, incrementally learns
a low-dimensional subspace representation of the tracked object that can adapt to appearance
changes. Adaptive models enable tracking through subtle appearance changes. Occlusions,
however, also cause appearance models to adapt and drift away from the original appearance
of the tracked object.
The pose estimation algorithm proposed in this chapter uses an adaptive appearance model for
tracking visual features on the upper body and inertial measurements from a wearable motion
capture system for robust tracking of upper body motion.
6.2 Multi-sensor pose estimation and update
The system proposed in this chapter uses vision and an inertial motion capture system, Biomo-
tion+. The inertial system captures upper body motion through five body-worn sensor nodes
and a colour camera is used for detection and tracking of upper body joint locations. Com-
plementary motion estimates from vision and inertial sensors are used to compensate for mea-
surement drift, which may be present from the inertial system, and occlusions, which affect the
vision-based estimates when line-of-sight with the camera is lost. A markerless vision-based
human pose detection method and adaptive appearance-based tracker are used to capture sub-
ject pose. Homography is used to transform pose estimates between 3D and 2D space. The
resulting poses are then merged using an unscented Kalman filter (UKF) and used to update
the state of the vision and inertial components of the system. An outline of the structure of
the proposed method is shown in Figure 6.1. Unlike the method described in Chapter 5, the
method proposed in this chapter does not require an omnidirectional camera to be used for
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capturing the scene. A number of different cameras with different lenses and different sensor
resolutions are used for image capture in the experimental results.
6.2.1 Markerless posture detection
In the previous chapter, a vision-based method for detecting and tracking a person’s head from a
ceiling mounted camera was introduced, which enabled more accurate localisation of a subject’s
position within the scene. Coupling an inertial motion capture system with the described
detection method would allow for compensation of the measurement drift that accumulated in
the position estimate from the inertial system. Human pose estimation methods that detect
pose from vision are not affected by estimation errors introduced by temporal variations in the
learnt subject appearance and estimated position as the pose of the subject is evaluated frame
by frame.
To detect the subject’s pose, a method presented by Eichner et al. [Eichner et al., 2012] is used.
The markerless vision-based technique by Eichner et al. relies on an upper body detector and
face detector to identify and locate people within the 2D image. A typical model of a person’s
upper body structure and appearance information enable the pose of the subject to be refined
from the initial detection of upper body location in the image. The estimation steps are shown
in Figure 6.2.
Preliminary experimental results indicate that the method can provide reasonable upper body
posture estimation accuracies where a frontal view of the subject is available through vision.
However, erroneous detections can also occur, as shown in Figure 6.3. From these intermediate
results, it can be observed that the method captures posture accurately at multiple instances
throughout the capture duration; however, large errors can also be observed where subject
posture is interpreted incorrectly.
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Figure 6.1: Outline of the main components of the proposed method.
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(a) (b)
(c) (d)
Figure 6.2: 2D posture detection is achieved using a method by Eichner et al. [Eichner et al.,
2012]. The steps - (a) upper body detection, (b) foreground highlighting, (c) appearance model
estimation, and (d) inference of subject pose - of the markerless human pose estimation method
are shown.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.3: A sequence of correct and incorrect pose estimates captured from a subject.
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6.2.2 Visual pose tracking
In addition to visual detection methods, visual pose tracking is also necessary to ensure temporal
coherence in the pose estimate. The Kalman filter implemented in Chapter 5, for example,
enables the position of multiple subjects in the scene to be tracked consistently. However, while
each subject’s head was successfully detected in most image frames from the ceiling mounted
camera in the previous chapter, the reliability of markerless upper body posture detection
methods are significantly lower. Reliably detecting parts of the human body through vision is
challenging as the appearance of each part can change. Unlike markers or heads captured from
a top-down view, changes in posture, lighting, and camera position affect the appearance of the
body through vision. Appearance also differs between each subject. Therefore, it is important
to consider a pose tracking method that can adapt to variations in subject appearance.
To track the upper body kinematics of each subject, adaptive appearance modelling is used for
tracking parts of the subject. Adaptive appearance models are statistical models of an object’s
shape and appearance. In tracking, the models are used to describe tracking targets within an
image.
Adapative appearance-based tracking
Appearances of objects in the world change. Changes can be caused by a shift in the object’s
orientation, a shift in viewpoint, variations in illumination, and also noise. In marker-based
optical motion capture, the appearance of markers are designed to be unaffected by changes
in pose and illumination; therefore, motion tracking methods for these systems do not need
to handle variations in the image template used for the appearance of the optical reference
marker. For makerless techniques, which detect and track parts of the human body without the
use of optical markers, the appearance of image features are more prone to change. Adaptive
appearance-based tracking methods are a class of trackers that allow for variations within
the image template, which describes the appearance of the tracked object. For example, the
appearance of a moving hand can change significantly, as shown in Figure 6.4. Trackers that
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learn the gradually changing appearance of an object are necessary to reliably track objects,
such as the human hand.
A number of tracking methods introduced recently utilise adaptive appearance modelling to
enable the tracker to learn the changing appearances of the tracked object. Adaptive appearance
modelling is used in tracking methods, such as Incremental Visual Tracking (IVT) [Ross et al.,
2004; Lim et al., 2005; Ross et al., 2008], Multiple Instance Learning (MilTrack) [Babenko et al.,
2009, 2011], Tracking-Learning-Detection (TLD) [Kalal et al., 2012], and Least Soft-Threshold
Squares Tracking (LSST) [Wang et al., 2013]. A comparison of the tracking accuracy of the
different methods is shown in Figure 6.5.
Adaptive appearance models enable parts of the body to be tracked through subtle appearance
changes. However, sudden changes from occlusion, for example, can also lead to changes in
appearance. To prevent the adaptive tracking method from learning incorrect models and
drifting away from the original appearance of the tracked object, appearance change constraints
are imposed to restrict the variation allowed.
Appearance change constraints
To restrict the change in appearance to be learnt for each tracked body part to prevent the
tracker learning incorrect appearance information, the difference in appearance, spatial distri-
bution, and movement of the tracked target needs to be considered.
(a) (b) (c) (d)
Figure 6.4: The changing appearance of a subject’s right hand is shown. Changes in pose and
illumination affect the appearance of objects, such as a subject’s hand, in the scene.
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Figure 6.5: Comparison of the estimation error between IVT, MilTrack, and LSST using a
preliminary visual data sequence from Subject 1.
To calculate the difference in appearence of the new tracked template with the existing dictio-
nary template, the Chi-squared distance of the histograms of the templates are used to evaluate
similarity, Eq. 6.1.
compareHistogram(H1, H2) =
∑
I
(H1(I)−H2(I))2
H1(I)
(6.1)
Chi-squared distance is zero when both templates are the same and increases inversely to
similarity. Figure 6.6 shows the changes in appearance of a tracked template under movement.
The Euclidean distance between 2D points is used for positionChange, 3dPositionChange,
and distancesChange. The constraints limit the displacement of the tracked body part at
each prediction step in the 2D estimation and 3D estimation to filter out erroneous predictions
from either data source. The relative change in distances between all the connected tracked
body parts, for example, between the distance between hand and elbow, is also constrained to
prevent reduce the occurrence of estimates that are inconsistent with the assumed pose of the
subject.
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Figure 6.6: The changing appearance of the tracked template is shown. Changes in pose and
illumination affect the appearance of objects.
6.2.3 Inertial pose estimation and homography
The overall 3D posture of the human subject is acquired by determining the orientation of
each link in the human model. In our system, sensor nodes are attached to the rigid body
segments whose attitudes are to be determined. To estimate the attitude of each link, a process
model and sensor measurement model for the rigid body human model are constructed. A
Kalman filter is used to fuse all the sensor data. To deal with the temporary linear acceleration
interference, magnetic disturbance, and provide a more reliable orientation estimate, a vector
selection scheme is designed. The scheme minimises the affect of undesirable conditions, such
as sudden intensive movements and magnetic disturbances, enabling the estimation algorithm
to more accurately estimate orientation. To further improve orientation estimation accuracy,
geometrical information is also fused within the Kalman filter.
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6.2.4 Inertial posture estimation
Posture estimation of the subject in the scene is obtained using a wearable inertial motion cap-
ture system, Biomotion+. The system uses 9 nodes for full body posture estimation or a subset
of five sensor nodes for upper body posture estimation. Similar to other commercial inertial
measurement units (IMUs), each sensor node contains a 3-axis accelerometer, 3-axis gyroscope,
and 3-axis magnetometer for measuring acceleration, angular velocity, and magnetic field di-
rection. Raw measurements from all sensor nodes are transmitted wirelessly for calculation of
subject posture.
Attached onto rigid sections of the body, it is possible to capture the rotation of body segments
through the measurements of each sensor node. Sensor orientation can be obtained through
integration of angular velocities obtained from the gyroscope. The accelerometer measures
the direction of gravity and the magnetometer measures the direction of the magnetic field.
These measures enable the accelerometer and magnetometer to provide constant vertical and
horizontal reference vectors, respectively, to compensate for drift in orientation estimation.
Bayesian fusion and Kalman filtering is used to combine these measurements for estimating
sensor orientation.
Quaternions
The rotations of each sensor are represented using quaternions. Quaternions, an extension
of complex numbers, are commonly used in calculations involving 3D rotations. Euler angles
and rotation matrices can also express rotation; however, quaternions avoid the singularity
problem that can affect Euler angles and is more concise when compared to rotation matrices.
The singularity problem arises when two axes become aligned, which results in the loss of one
degree of freedom, preventing further rotation along the affected axis - this is also known as a
gimbal lock.
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Quaternions are comprised of four terms and can be represented in the form:
a = a1 + a2i+ a3j + a4k (6.2)
or implemented as a vector of coefficients:
a = [a1, a2, a3, a4] (6.3)
where the coefficients are real numbers.
Body posture is represented as a series of recursive quaternion rotations at each joint. To
calculate the rotation of vector vp by unit quaternion q, for example, the conjugation of vp by
q is evaluated:
p′ = q
⊗
p
⊗
q−1 (6.4)
where:
vp is the three-dimensional vector (px, py, pz) to be rotated,
p is the quaternion p =
 vp
0
 constructed from vp, and
p′ is the resulting quaternion representation of the rotated vector.
The product of two quaternions is given by:
a
⊗
b = (a1b1 − a2b2 − a3b3 − a4b4)+
i(a1b2 + a2b1 + a3b4 − a4b3)+
j(a1b3 − a2b4 + a3b1 + a4b2)+
k(a1b4 + a2b3 − a3b2 + a4b1)
(6.5)
and the quaternion conjugate is given by:
a¯ = a1 − a2i− a3j − a4k (6.6)
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The three-dimensional representation of the rotated vector, v′p, can be extracted from the
quaternion p′:
p′ =
 v′p
0
 (6.7)
By modelling the human body as an articulated structure of 15–19 links, where the orientation
of each link is known, the posture of the subject can be estimated. Links within the structure
can be simplified, for example, by modelling the hand as one rigid segment. The overall subject
posture is calculated by propogating the estimated segment orientations from the root joint.
In this chapter, the base of the spine is defined as the root joint.
Once the 3D posture of the human subject is known, we can find the corresponding 2D projec-
tion of the 3D pose using homography. Direct linear transformation (DLT) [Trucco and Verri,
1998] is used to obtain the camera projection matrix, P , from 3D to 2D where the 3D points
and corresponding 2D points are known. Subsequent 2D points can be found by applying a
perspective project of projection matrix, P , onto new 3D scene points.
The initial 2D positions and 3D pose estimate from the wearable inertial system are used to find
the camera projection matrix, P , through DLT. Projection matrix, P , is applied onto 3D points
from the pose estimate, X3D, to project the 3D estimate onto the image plane. Perspective
projection is applied to obtain the 2D estimate, X2D:
X2D = perspectiveProj(PX3D) (6.8)

x2D
y2D
1
 = PX
3D
z3D
(6.9)
where the 3D pose estimate is defined as X3D =
[
x3D, y3D, z3D, 1
]′
.
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6.2.5 Pose update
For each frame, the updated appearance model from the tracker is only retained when changes
in appearance and position are within predefined limits. To learn the updated appearance
model, the following conditions must be true:
1. The change in appearance of the updated model template must be less than the appear-
anceThreshold. The change in appearance is calculated using Eq. 6.1.
appearanceChange < appearanceThreshold (6.10)
2. The absolute difference between the change in position of the tracked body part and
estimation from inertial data should be similar. The difference must be less than the
defined positionThreshold.
abs(positionChange− 3dPositionChange)
< positionThreshold
(6.11)
3. The mean change in distance between each connected body part, from the previous to
the current frame, must be less than the distanceThreshold.
mean(nonzeros(abs(distanceChange)))
< distanceThreshold
(6.12)
An unscented Kalman filter (UKF) is used to track the pose estimate and update the inertial
measurements. UKF, an extension of the Kalman filter, is used as the performance of the
method has generally been shown to be favourable against the Kalman filter and extended
Kalman filter where the process model and measurement model are nonlinear. The UKF is
defined as follows:
qt = f(qt−1) + wk−1 (6.13)
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where qt represents the state a time t, f(qt−1) is the process model, and wk−1 represents the
process noise.
X2Dt = h(qt) + vk (6.14)
where X2Dt represents the observation in the 2D image space, h(qt) represents the measurement
model, and vk is the measurement noise.
The state transition/process model, f(qt−1), and observation/measurement model, h(qt), are
defined as:
f(qt) = qt ×∆q (6.15)
h(qt) = perspectiveProj(P (qt × V × q−1t )) (6.16)
Given the 2D position of the tracked body parts, X2D, the quaternion rotations, qt, from
inertial motion capture can be updated to compensate for drift. ∆q is obtained from inertial
measurements by rearranging qt = qt−1 × ∆q to ∆q = q−1t−1 × qt. wk−1, vk, and V are process
noise, measurement noise, and body segment vector, respectively.
6.3 Experimental results
To evaluate the accuracy of the method described in this chapter, which continuously updates
subject pose estimation by combining pose estimates from inertial and visual data, the move-
ments of a number of subjects are captured. As the pose estimates from inertial sensing are
susceptible to measurement drift and external interferences, drift-free detection and tracking
of body pose using vision is utilised. Rectification of the inertial measurements is achieved
through comparison of the pose estimates derived from inertial and visual components of the
system to enable identification of measurement drift. The discrepancy between the pose esti-
mates is used to calculate an updated joint rotation angle for the inertial motion capture that
minimises the error.
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6.3.1 Data collection
To capture the upper body motion of each subject, Biomotion+, a wearable inertial motion
capture system, and a colour camera are used. Inertial and visual data is collected from 5 sub-
jects. Each subject is asked to perform a series of slow and fast upper body movements that
are intended to introduce measurement drift and occlusions into the datasets. Five wearable
sensors nodes are attached onto each subject - torso, upper arms, and forearms. Different cam-
era systems and viewpoints - a ceiling mounted (2.4m) 576i Panasonic closed-circuit television
camera, a tripod mounted (1.9m) 720p Nikon D90 at 24mm, and a tripod mounted (1.2m)
1080p Apple iPad mini - have been used to collect visual data for detecting and tracking sub-
ject pose. To enable the markerless pose estimation and visual tracking to be more rigorously
tested, markers are not placed on the body for verification purposes as the introduction of
optical markers would affect the results from the vision-based components. Instead, ground
truth 2D positions of points on the upper body - hands, elbow, and shoulders - are manually
extracted from each image frame. Parameters for the tracker are set based upon empirical
analysis of tracking performance on a random sample from over 12,000 frames.
6.3.2 Posture estimation
Revisiting the adaptive appearance-based tracking methods introduced earlier in this chapter,
Figure 6.7 shows that the estimation error for the proposed method, which combines vision
and inertial measurements, is generally lower than the other visual tracking methods. Between
Frame 11700 and Frame 11900, a significant increase in estimation error is observed for all four
methods. For the proposed method, the accuracy of the pose estimates improve following the
spike, but for LSST, IVT, and MilTrack, the accuracy of estimates following the spike remain
poor. When occlusion affects the appearance of a tracked object, the trackers may attempt
to learn the new appearance of the object. Since the models used within adaptive tracking
methods can change, visual estimates from LSST, IVT, and MilTrack are susceptible to drift,
as observed in the comparison where it can be seen that both LSST and IVT do not recover the
correct shoulder positions in later frames. The proposed method limits this by not updating
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the appearance model when large changes are detected and incorporating inertial data.
Further comparisons of the mean measurement errors for the tracked hands, elbows, and shoul-
ders using the proposed and visual tracking methods in Table 6.1 show that the additional
motion constraints and inertial data enables each part of the body to be tracked with greater
accuracy. The errors also reveal that the pose of the shoulders are estimated with greatest
accuracy, followed by the elbows, and then the hands, which have the most significant error,
likely due to their wider range of motion and changes in appearance under movement. Error is
defined as the Euclidean distance between the ground truth and tracked 2D position.
Table 6.2 compares the accuracies of hand pose estimation for each subject in greater detail.
For most subjects, reasonable estimation accuracies are achieved with deviations of less than
10% from the expected pose. Relatively low variances within 1% are also achieved for many
datasets. However, a larger mean error and variance can also be observed for some datasets,
which may be caused by erroneous visual detections and other short spikes in error. The
median error for the estimated hand poses is also shown to give a more accurate representation
of the average error. To facilitate the comparison of datasets recorded at different resolutions,
estimation errors are presented as a percentage of the maximum diagonal distance of the image
frame.
Figure 6.8–6.10 shows the left and right hand pose estimation errors of the proposed method
(Vision+IMU), inertial motion capture (IMU), and the markerless posture detection method
(HPE) frame-by-frame for Datasets 3, 4, and 8, respectively. For Dataset 3, all three methods
demonstrate high accuracies for the right hand pose estimates, as indicated by the low average
error and variance, and while larger errors are present in the inertial estimation for the left hand,
Part Vision+IMU LSST IVT MilTrack
Right hand 80.8± 37.99 90.3± 50.43 104.6± 26.52 93.1± 37.98
Right elbow 49.5± 25.88 70.1± 28.24 58.5± 24.83 76.7± 28.58
Right shoulder 18.6± 46.97 74.5± 63.25 47.2± 46.33 38.7± 41.97
Left hand 73.9± 32.51 74.7± 29.82 85.5± 35.31 92.5± 41.37
Left elbow 50.3± 45.05 56.5± 46.19 60.2± 39.12 121.6± 53.87
Left shoulder 13.2± 36.84 49.3± 54.5 44.2± 36.5 66.2± 48.13
Table 6.1: Mean errors (px) of tracked body parts
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Figure 6.7: Comparison of the estimation error for the (a) left shoulder and (b) right shoulder
using LSST, IVT, MilTrack, and the proposed method.
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Estimation error
Dataset Part Mean (%) Median (%) Variance (%)
1 Left hand 13.37 13.16 0.4
Right hand 18.67 14.9 2.28
2 Left hand 6.24 4.21 0.96
Right hand 5.64 4.32 0.2
3 Left hand 5.6 3.61 0.66
Right hand 4.81 3.16 0.36
4 Left hand 4.6 3.5 0.12
Right hand 4.33 3.08 0.13
5 Left hand 3.92 2.69 0.1
Right hand 3.13 2.43 0.05
6 Left hand 9.11 9.51 0.2
Right hand 7.38 6.82 0.14
7 Left hand 17.34 5.08 56.43
Right hand 159.5 15.91 5165.55
8 Left hand 62.64 4.63 10458.1
Right hand 13.34 3.26 36.77
9 Left hand 11.82 10.37 25.93
Right hand 9.11 9.67 0.21
10 Left hand 159.34 10.39 16414.16
Right hand 69.14 9.05 3469.65
Table 6.2: Estimation errors (%) of hand position for all subjects.
results suggest that the proposed method appropriately disregards erroneous inertial data as
the same errors are not reflected in the Vision+IMU estimates. For Dataset 4, the opposite
is true. Estimates from IMU are accurate while several spikes of error in the HPE estimates
are observed. While the influence of these errors can be seen in the results for the proposed
method, they are not as significant. All three methods exhibit greater errors for Dataset 8, with
numerous spikes in the IMU and HPE estimates. Results for the proposed Vision+IMU method
are accurate and perform better than the other methods from Frame 900–1600; however, a large
spike in error occurs after, which results in the significant mean errors and variance for this
dataset.
In Figure 6.11 and Figure 6.12, the resulting Vision+IMU pose estimate uses visual estimates
to correct minor and major discrepancies between estimates from the inertial motion capture
system and the observed pose through vision. Errors in the inertial estimation, for example,
may arise through measurement drift from fast movements or external interferences, such as
changes in sensor position on the body. Meanwhile, inertial pose estimates can also be used
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to correct the Vision+IMU estimate where errors exist in the visual estimate, as shown in
Figure 6.13. Occlusions, which affect the accuracies of visual pose estimates are handled in
the proposed Vision+IMU method by using inertial estimates where vision cannot be used, as
shown in Figure 6.14.
Poor inertial sensor calibration, may also contribute to estimation errors for inertial motion
capture. Initial calibration of most inertial motion capture systems rely upon a defined cali-
bration pose. The Biomotion+ system used in this chapter assumes that the subject is upright
with arms tightly against each side of the torso; however, minor discrepencies between the
assumed pose and actual pose of the subject may exist that would affect the accuracy of the
inertial estimates. By combining visual estimates, Figure 6.15 demonstrates correction of the
initial pose estimates using the proposed method.
6.4 Conclusions
In this chapter, comparisons of state-of-the-art adaptive appearance tracking algorithms against
the proposed method have been presented. The proposed method combines human pose esti-
mates from vision and a wearable inertial motion capture system to correct inaccuracies that
occur within the visual estimate and also the inertial estimate. To detect human pose through
vision, a markerless pose estimation method is used to enable accurate detections when the
subject is not occluded, and an adaptive appearance-based tracker is used to enable accurate
detections when the subject is occluded. An update scheme is used to integrate inertial pose
estimates to correct visual estimates under severe occlusions and also to improve the accuracy
of inertial estimates by using the corrected estimate to refine joint rotations within the inertial
representation.
Experimental results show how adaptive appearance-based algorithms can be used to track the
movement of the body from a sequence of 2D image frames without the use of fixed visual
reference markers on the body by allowing for variations in the tracked image template of
different parts of the body. The results also show how constraints on the degree of variation in
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Figure 6.8: Comparison of the estimation error for the (a) left hand and (b) right hand of
Dataset 3.
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Figure 6.9: Comparison of the estimation error for the (a) left hand and (b) right hand of
Dataset 4.
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Figure 6.10: Comparison of the estimation error for the (a) left shoulder and (b) right shoulder
of Dataset 8.
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(a) (b)
(c) (d)
Figure 6.11: Using visual pose estimates, the proposed method is shown to correct minor
discrepancies in the inertial estimation.
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(e) (f)
Figure 6.12: Visual pose estimates can also be used to correct for more significant errors in the
inertial estimation, which can be caused by faster movements.
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(a) (b)
(c) (d)
Figure 6.13: Inertial pose estimates can also be used to correct the resulting estimate where
errors exist in the visual estimate.
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(a) (b)
(c) (d)
Figure 6.14: Inertial pose estimates also allow the proposed Vision+IMU method to handle
occlusions.
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(a) (b)
(c) (d)
Figure 6.15: Initial calibration of the inertial motion capture system assumes that the subject
is upright with arms tightly against each side of the torso. Discrepencies between the assumed
pose and the real pose can be corrected using visual estimates.
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the appearance model of the tracked parts of the body and inertial motion data can be used
to improve the overall human pose estimates when occlusions, measurement drift, or other
external factors affect the sensor data. The results demonstrate how discrepancies between
visual and inertial estimates, and inertial calibration errors are corrected using the proposed
method.
While the results presented in this chapter have demonstrated how vision and inertial data
can be used to provide greater accuracy for human motion capture under occlusion, drift,
and interference, a number of challenges related to human motion analysis remain. The work
presented has focused upon upper body motion capture and the use of fixed cameras. Future
research directions could extend the proposed method to explore full body pose estimation
and using handheld cameras for visual pose estimation. Extensions that consider tracking of
multiple subjects would also be useful for applications that evaluate multi-person interactions.
Chapter 7
Conclusions
7.1 Summary of thesis achievements
Developments in ambient and wearable sensing over the past decade have realised increasingly
compact and sensitive sensor technologies that are enabling human motion to be captured with
greater accuracy. Thus far, developments have mainly focused upon capture using expensive,
large, and complicated systems, which have limited the scenarios where motion analysis can
be applied. In particular, for public health, motion analysis presents a wide range of opportu-
nities from patient monitoring to staff monitoring for delivering better patient care and more
efficient health services to cope with growing demands. Recent advances in wearable sensing
have introduced sensors that can be worn on the body for data capture beyond conventional
confines of the laboratory and markerless pose estimation methods using vision also allows
more natural scenes to be captured. Capturing motion in a free-living environment introduces
further challenges that need to be addressed. Challenges, such as measurement drift and exter-
nal interference, can be further complicated by external factors in an uncontrolled environment
and under long-term analysis. Further challenges, such as usability, simplicity of system setup,
and cost, must also be addressed before these technologies are applied for routine in a clinical
setting. The work presented in this thesis address some of the technical challenges associated
with capture and analysis of human motion capture.
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The main technical achievements of the work presented in this thesis include:
• Determination of motion features and classification methods for identification of different
motion patterns using a single ear-worn inertial sensor;
• Derivation of a sensor reduction method that reduces the number of wearable sensors
necessary for capturing upper body kinematics;
• Design of a process model and measurement model for optimal motion estimation from
sparse sensing using a Kalman filter;
• Derivation of a markerless multi-person detection method from vision using a ceiling
mounted omnidirectional camera for drift-free subject localisation;
• Design of a process, measurement, and data association model for consistent multi-person
tracking using a Kalman filter;
• Derivation of a multi-sensor pose calibration method for inertial human motion capture
using inertial and visual information to minimise errors arising from measurement drift
and interference;
• Determination of appearance-based detection and tracking algorithms for markerless hu-
man motion capture through vision;
• Design of a process and measurement model for fusion of visual and inertial pose estimates
using an unscented Kalman filter;
Some of the key challenges outlined in the introduction have been addressed in the technical
chapters of this thesis. Recent works in inertial motion capture and visual motion capture
have considered a variety of solutions for improving the estimation accuracy from wearable and
markerless systems by minimising the effects of measurement drift and interference through
the use of motion constraints, multi-sensor fusion, interference estimation, noise adjustment,
and state estimation methods as described in detail in Chapter 2. Recent works have also
proposed solutions for simplifying current technologies through sensor reduction methods and
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measurement estimation. The technical chapters of this thesis explore motion features, classifi-
cation, sensor reduction, inertial motion capture, markerless tracking, and multi-sensor fusion
to enable continuous motion analysis for workflow analysis.
Chapter 3 demonstrates the ability of a single wearable sensor for distinguishing between subtle
differences in motion through gait analysis. A ear-worn accelerometer is used to identify five
distinct types of gait. Several different motion features, feature window sizes, and classification
methods are evaluated. The results show that the longer 3000ms feature window delivers
the highest overall classification accuracy for the artificial neural network (ANN) and that
the ANN, consistently, has more accurate results in comparison to the other methods used.
However, further work was necessary to allow additional body posture related characteristics
to be captured.
Additional wearable sensors are used in Chapter 4 to allow the subject’s motion to be captured
in greater detail. Considering the usability and simplicity of the system, a partial least squares
regression (PLSR) method was introduced to reduce the number of sensors necessary to estimate
upper limb movement. Relying on three wearable accelerometers attached to the subject’s upper
body and an initial calibration process using an optical motion capture system, the results
show that the PLSR method is capable of reproducing relatively accurate reconstructions of
the subject movement.
To address the challenge of measurement drift, which typically affects the accuracy of localisa-
tion in inertial systems, a vision-based method for markerless subject detection and tracking
is demonstrated in Chapter 5. A ceiling mounted omnidirectional camera was used to provide
drift-free subject localisation through visual detection. Challenges that affect vision, such as
multi-person tracking are also considered and the ability to detect and track multiple people
who are in close proximity is also demonstrated.
Finally, in Chapter 6, the idea of visual rectification of inertial motion estimates is further
extended to reduce measurement drift from joint angle estimates using inertial motion capture.
A multi-sensor fusion method that combines vision-based pose estimation, appearance-based
tracking, and joint motion update scheme are introduced to provide continuous updates to the
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subject’s pose to minimise measurement drift, which would allow for more accurate long-term
motion capture.
7.2 Ongoing work and future research directions
The work presented in this thesis focuses upon improving human pose estimates in scenarios
where measurement drift, external interferences, and visual occlusions affect the accuracy of
motion capture. For example, by incorporating inertial sensing data, vision, joint motion con-
straints, object detectors, and tracking into the pose estimation method, inaccuracies in the
inertial and visual estimates due to drift and occlusion in more challenging natural scenes can
be minimised. Continuing on from the works presented in Chapters 3 – 6 for human motion
classification using wearable sensors, sensor reduction through regression analysis, markerless
drift-free human localisation through vision, and human pose updates using a fusion of iner-
tial and visual cues, further works and additional research directions can be investigated that
improve upon the methods presented in this thesis or address other challenges, which affect
human motion analysis beyond the controlled laboratory environment.
In Chapters 3 and 4, identification of different human motion patterns and upper limb motions
were obtained using accelerometers worn on the body, which measure acceleration along three
axes. In later chapters, 9-axis inertial measurement units (IMUs) were discussed and used for
human pose estimation. Typically, 9-axis IMUs contain triaxial accelerometers, which measure
acceleration, triaxial gyroscopes, which measure angular velocity, and triaxial magnetometers,
which measure the direction of magnetic fields. While accurate results were obtained using
accelerometers, the addition of further complimentary data sources from 9-axis IMUs could
enable the classification and regression methods used to better discern between certain motions,
which exhibited similar acceleration characteristics. This would be achieved through extension
of the defined classification and regression feature vectors to also include features from the
gyroscope and magnetometer.
In Chapter 6, results demonstrated that minor discrepancies caused by errors in sensor cali-
7.2. Ongoing work and future research directions 175
bration could be corrected using the proposed sensor fusion method through updates of the
visual and inertial pose estimates. Currently, most inertial motion capture systems, including
the system used in the implementation of this thesis, are calibrated under the assumption that
the subject is in a calibration predefined pose and that the inertial sensors are attached onto
fixed positions on the body. However, small deviations in calibration poses, differences in sen-
sor placement, and sensor slippage are often encountered, which introduces inaccuracies into
the estimated human pose as the assumptions no longer hold. Automatic sensor calibration
schemes proposed by other researchers have considered using the use of gyroscope measure-
ments [Koppe et al., 2014] and expected magnitudes for gravity [Glueck et al., 2014] to improve
the accuracy of the accelerometer and magnetometer found within IMUs. The use of other
additional sensors for periodic inertial calibration, such as an optical tracking system [Kim and
Golnaraghi, 2004] and ultrasonic sensors [Zhao and Wang, 2012] have also been investigated
to reduce the accumulation of error in inertial estimates. Incorporation of automatic inertial
calibration schemes into the proposed methods described in this thesis could enable estimation
errors that arise from measurement drift, differences in initial pose and sensor placement, and
slippage of sensor nodes across the body during motion to be further reduced.
Evaluation of additional sensing technologies should also be considered. The solutions discussed
in the technical chapters of this thesis use monocular vision for detecting and tracking motion,
however, stereo vision, multi-view camera systems, and depth cameras should also be considered
for motion capture, especially as these technologies become more affordable and prevalent in the
clinical setting. An extension of the motion classification method presented in Chapter 3 to use
depth camera information was explored to obtain a more accurate estimate of subject posture,
which enabled certain gaits to be more easily distinguished [Wong et al., 2012]. Ultra-wideband
systems [Bharadwaj et al., 2014] have also demonstrated that a high degree of accuracy in
centimetre range, which is comparable to some optical systems, is achievable using time of
arrival localisation techniques. Furthermore, technologies that are already being used in clinical
studies, such as radio-frequency identification (RFID) [Meyer et al., 2006; Vankipuram et al.,
2011], can also be incorporated into future work as additional cues for human motion analysis.
To conclude, further development of the existing works presented in this thesis, such as the
176 Chapter 7. Conclusions
introduction of automatic inertial calibration, and considerations of more complementary data
sources from IMUs and other sensors, such as depth cameras, ultra-wideband, and RFID, can
be used to continue to reduce the impact of measurement errors caused by drift and interfer-
ence, which may become increasingly prevalent in uncontrolled environments as unpredictable
changes take place in the scene or on the subject.
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