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Abstract
We prove that the Kawahara equation is locally well-posed in H−7/4 by using
the ideas of F¯ s-type space [7]. Next we show it is globally well-posed in Hs for
s ≥ −7/4 by using the ideas of “I-method” [6]. Compared to the KdV equation,
Kawahara equation has less symmetries, such as no invariant scaling transform
and not completely integrable. The new ingredient is that we need to deal with
some new difficulties that are caused by the lack symmetries of this equation.
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1 Introduction
This paper is mainly concerned with the global well-posedness of the Cauchy problem
for the Kawahara equation{
ut + αuxxx + βuxxxxx + uux = 0, x, t ∈ R,
u(x, 0) = u0(x),
(1.1)
where α and β are real constants and β 6= 0. By a renormalizing of u, we may assume
β = 1. The fifth-order KdV type equations arise in modeling gravity-capillary waves on
a shallow layer and magneto-sound propagation in plasmas (see e.g. [14]).
The well-posedness on the fifth-order KdV type equations has attracted many at-
tentions. Ponce [22] proved an H4 global well-posedness for the Cauchy problem of the
following general fifth-order KdV equation
ut + ux + c1uux + c2uxxx + c3uxuxx + c4uuxxx + c5uxxxxx = 0, x, t ∈ R.
In [17, 18] Kenig, Ponce and Vega studied the following high-order dispersive equation
ut + ∂
2j+1
x u+ P (u, ∂xu, · · · , ∂
2j
x u) = 0,
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where P is a polynomial without constant or linear terms. For the Kawahara equation
(1.1), Cui, Deng and Tao [4] proved Hs LWP for s > −1, which is later improved by
Wang, Cui and Deng [27] to s ≥ −7/5. Their proofs are based on Kenig, Ponce and
Vega’s work [19]. In [3], the authors proved local well-posedness in Hs for s > −7/4 by
following the ideas of [k; Z]-multiplier [23]. Modified Kawahara equation (with nonlinear
terms u2ux in (1.1) instead of uux) was also studied, for example see [24, 3].
The purpose of this paper is to address the following two issues: one is LWP atH−7/4,
the other is GWP in Hs for s < 0. Our main motivation of this paper is inspired by [3]
and [7]. These two problems arise naturally in view of the results for the Korteweg-de
Vries equation. Compared to the KdV equation, we will encounter a new difficulty. The
equation (1.1) doesn’t have an invariant scaling transform. We will use the following
scaling transform: if u(x, t) is a solution of (1.1), then for λ > 0, uλ(x, t) = λ
4u(λx, λ5t)
is a solution to the following equation
ut + µuxxx + uxxxxx + uux = 0, u(x, 0) = φ(x), (1.2)
where µ = λ2α and φ(x) = λ4u0(λx). Thus we see from ‖λ
4u0(λx)‖H˙s = λ
s+7/2‖u0‖H˙s
that when s > −7/2 we can assume ‖φ‖Hs ≪ 1 by taking 0 < λ≪ 1. Since 0 < λ ≤ 1,
heuristically the equation (1.2) has a uniform propagation speed in high frequency. More
generally, we study the following equation
∂tu+ Lu+ uux = 0, u(x, 0) = u0(x), (1.3)
here L is a Fourier multiplier
L̂f(ξ) = −iω(ξ)
where the symbol ω : R→ R is an odd function, and smooth on R \ {0}. To study the
well-posedness for (1.3) in the Sobolev space Hs, we will see that the crucial things are
related to the dispersive effect of the equation (1.3) in high frequency, since Hs spaces
have very good low frequency structure.
Definition 1.1. Assume ω : R → R is an odd function, and smooth on R \ {0}. For
some α > 0, ω is said to have α-order dispersive effect at high frequency if for |ξ|&1
|∂kξω(ξ)| ∼ |ξ|
α−k, k = 1, 2; |∂jξω(ξ)|.|ξ|
α−j, j ≥ 3.
Moreover, we denote ω ∈ Dhi(α).
For example, the KdV equation corresponds to ω = ξ3, then ω ∈ Dhi(3), for the
Kawahara equation (1.2) considered in this paper ω = µξ3 − ξ5 ∈ Dhi(5) uniformly on
|µ| ≤ 1. We consider first the L.W.P of (1.1) in H−7/4. Then it suffices to consider the
equation (1.2) under the condition
|µ| ≤ 1, ‖φ‖H−7/4 ≪ 1.
We will use the F¯ s type space that was first used recently by the second author [7].
But different from the KdV equation, here for the local well-posedness a very weak low
frequency structure will work, since the dispersive effect of (1.1) is very strong in high
frequency. However, in order to apply the I-method, we will use the same low frequency
structure as the KdV structure. We prove the following
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Theorem 1.2. The Cauchy problem (1.1) is locally well-posed in H−7/4.
Next, we will extend the local solution to a global one, using the ideas of I-method
[6]. Compared to the KdV equation, the Kawahara equation has less symmetries. We
will use the ideas in [11] to estimate the pointwise bounds of the multipliers.
Theorem 1.3. The Cauchy problem (1.1) is globally well-posed in Hs for s ≥ −7/4.
In the end of this section we give the notations and definitions. In Section 2 we
prove Theorem 1.2. In Section 3 we give the modified energy and pointwise multiplier
estimates. In Section 4 we prove Theorem 1.3. In Section 5 we give an ill-posedness
result.
Notation and Definitions. Throughout this paper we fix 0 < µ ≤ 1. We will use
C and c to denote constants which are independent of µ and not necessarily the same
at each occurrence. For x, y ∈ R, x ∼ y means that there exist C1, C2 > 0 such that
C1|x| ≤ |y| ≤ C2|x|. For f ∈ S
′ we denote by f̂ or F(f) the Fourier transform of f for
both spatial and time variables,
f̂(ξ, τ) =
∫
R2
e−ixξe−itτf(x, t)dxdt.
We denote by Fx the Fourier transform on spatial variable and if there is no confusion,
we still write F = Fx. Let Z and N be the sets of integers and natural numbers,
respectively. Z+ = N ∪ {0}. For k ∈ Z+ let
Ik = {ξ : |ξ| ∈ [2
k−1, 2k+1]}, k ≥ 1; I0 = {ξ : |ξ| ≤ 2}.
Let η0 : R → [0, 1] denote an even smooth function supported in [−8/5, 8/5] and equal
to 1 in [−5/4, 5/4]. We define ψ(t) = η0(t). For k ∈ Z let ηk(ξ) = η0(ξ/2
k)− η0(ξ/2
k−1)
if k ≥ 1 and ηk(ξ) ≡ 0 if k ≤ −1. For k ∈ Z let χk(ξ) = η0(ξ/2
k)− η0(ξ/2
k−1). Roughly
speaking, {χk}k∈Z is the homogeneous decomposition function sequence and {ηk}k∈Z+
is the non-homogeneous decomposition function sequence to the frequency space. For
k ∈ Z let Pk denote the operator on L
2(R) defined by
P̂ku(ξ) = ηk(ξ)û(ξ).
By a slight abuse of notation we also define the operator Pk on L
2(R×R) by the formula
F(Pku)(ξ, τ) = ηk(ξ)F(u)(ξ, τ). For l ∈ Z let
P≤l =
∑
k≤l
Pk, P≥l =
∑
k≥l
Pk.
Thus we see that P≤0 = P0.
Let
ω(ξ) = µξ3 − ξ5 (1.4)
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be dispersion relation associated to equation (1.2). For φ ∈ S ′(R), we denote by W (t)φ
the linear solution of (1.2) which is defined by
Fx(W (t)φ)(ξ) = exp[iω(ξ)t]φ̂(ξ), ∀ t ∈ R.
We define the Lebesgue spaces Lqt∈IL
p
x and L
p
xL
q
t∈I by the norms
‖f‖Lqt∈IL
p
x
= ‖‖f‖Lpx‖Lqt (I)
, ‖f‖LpxLqt∈I =
∥∥‖f‖Lqt (I)∥∥Lpx . (1.5)
If I = R we simply write LqtL
p
x and L
p
xL
q
t . We will make use of the X
s,b norm associated
to equation (1.2) which is given by
‖u‖Xs,b = ‖〈τ − ω(ξ)〉
b〈ξ〉sû(ξ, τ)‖L2(R2),
where 〈·〉 = (1 + | · |2)1/2. The spaces Xs,b turn out to be very useful in the study
of low-regularity theory for the dispersive equations. These spaces were first used to
systematically study nonlinear dispersive wave problems by Bourgain [1] and developed
by Kenig, Ponce and Vega [19] and Tao [23]. Klainerman and Machedon [20] used similar
ideas in their study of the nonlinear wave equation.
In applications we usually apply Xs,b space for b very close to 1/2. In the case b = 1/2
one has a good substitute-l1 type Xs,b space. For k ∈ Z+ we define the dyadic X
s,b-type
normed spaces Xk = Xk(R
2),
Xk =
{
f ∈ L2(R2) :
f(ξ, τ) is supported in Ik × R and
‖f‖Xk =
∑∞
j=0 2
j/2‖ηj(τ − ω(ξ)) · f‖L2.
}
(1.6)
Then we define the l1-analogue of Xs,b space F s by
‖u‖2F s =
∑
k≥0
22sk‖ηk(ξ)F(u)‖
2
Xk
. (1.7)
Structures of this kind of spaces were introduced, for instance, in [25], [13] and [12] for
the BO equation. The space F s is better than Xs,1/2 in many situations for several
reasons (see [7, 11]). From the definition of Xk, we see that for any l ∈ Z+ and fk ∈ Xk
(see also [13]),
∞∑
j=0
2j/2
∥∥∥∥ηj(τ − ω(ξ)) ∫ |fk(ξ, τ ′)|2−l(1 + 2−l|τ − τ ′|)−4dτ ′∥∥∥∥
L2
.‖fk‖Xk . (1.8)
Hence for any l ∈ Z+, t0 ∈ R, fk ∈ Xk, and γ ∈ S(R), then
‖F [γ(2l(t− t0)) · F
−1fk]‖Xk.‖fk‖Xk . (1.9)
In order to avoid some logarithmic divergence, we need to use a weaker norm for the
low frequency
‖u‖X¯0 = ‖u‖L2xL∞t .
4
Actually a weaker structure will suffice for LWP. However, we will need this strong
structure to extend it. It is easy to see from Proposition 2.5 that
‖η0(t)P≤0u‖X¯0.‖P≤0u‖X0. (1.10)
On the other hand, for any 1 ≤ q ≤ ∞ and 2 ≤ r ≤ ∞ we have
‖P≤0u‖Lq
|t|≤T
Lrx∩L
r
xL
q
|t|≤T
.T‖P≤0u‖L2xL∞|t|≤T . (1.11)
For −7/4 ≤ s ≤ 0, we define the our resolution spaces
F¯ s = {u ∈ S ′(R2) : ‖u‖2F¯ s =
∑
k≥1
22sk‖ηk(ξ)F(u)‖
2
Xk
+ ‖P≤0(u)‖
2
X¯0
<∞}.
For T ≥ 0, we define the time-localized spaces F¯ s(T ):
‖u‖F¯ s(T ) = inf
w∈F¯ s
{‖P≤0u‖L2xL∞|t|≤T + ‖P≥1w‖F¯ s, w(t) = u(t) on [−T, T ]}. (1.12)
Let a1, a2, a3 ∈ R. It will be convenient to define the quantities amax ≥ amed ≥ amin
to be the maximum, median, and minimum of a1, a2, a3 respectively. Usually we use
k1, k2, k3 and j1, j2, j3 to denote integers, Ni = 2
ki and Li = 2
ji for i = 1, 2, 3 to denote
dyadic numbers.
2 L.W.P. at H−7/4
To prove LWP by using Xs,b-method, the argument is standard. The first step is to
prove a linear estimate, for its proof we refer the readers to [11].
Proposition 2.1 (Linear estimates). (a) Assume s ∈ R and φ ∈ Hs. Then there exists
C > 0 such that
‖ψ(t)W (t)φ‖F¯ s ≤ C‖φ‖Hs. (2.13)
(b) Assume s ∈ R, k ∈ Z+ and u satisfies (i + τ − ω(ξ))
−1F(u) ∈ Xk. Then there
exists C > 0 such that∥∥∥∥F [ψ(t) ∫ t
0
W (t− s)(u(s))ds
]∥∥∥∥
Xk
≤ C‖(i+ τ − ω(ξ))−1F(u)‖Xk . (2.14)
Then the remaining task is to show bilinear estimates. We will need symmetric
estimates which will be used to prove bilinear estimates. For ξ1, ξ2 ∈ R and ω : R → R
as in (1.4) let
Ω(ξ1, ξ2) = ω(ξ1) + ω(ξ2)− ω(ξ1 + ξ2). (2.15)
This is the resonance function that plays a crucial role in the bilinear estimate of theXs,b-
type space. See [23] for a perspective discussion. For compactly supported nonnegative
functions f, g, h ∈ L2(R× R) let
J(f, g, h) =
∫
R4
f(ξ1, µ1)g(ξ2, µ2)h(ξ1 + ξ2, µ1 + µ2 + Ω(ξ1, ξ2))dξ1dξ2dµ1dµ2.
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We will apply to function fki,ji ∈ L
2(R × R) are nonnegative functions supported in
[2ki−1, 2ki+1]× I˜ji, i = 1, 2, 3. It is easy to see that J(fk1,j1, fk2,j2, fk3,j3) ≡ 0 unless
|kmed − kmax| ≤ 5, 2
jmax ∼ max(2jmed, |Ω(ξ1, ξ2)|). (2.16)
We give an estimate on the resonance in the following proposition that follows from the
fundamental calculus theorem.
Proposition 2.2. Assume max(|ξ1|, |ξ2|, |ξ1 + ξ2|) ≥ 10. Then
|Ω(ξ1, ξ2)| ∼ |ξ|
4
max|ξ|min,
where
|ξ|max = max(|ξ1|, |ξ2|, |ξ1 + ξ2|), |ξ|min = min(|ξ1|, |ξ2|, |ξ1 + ξ2|).
In [8] the author actually proved the following proposition, also see the second au-
thor’s doctoral thesis (P33-34, [9]).
Lemma 2.3. Let α > 1. Assume ω ∈ Dhi(α) and ki ∈ Z, ji ∈ Z+, Ni = 2
ki, Li = 2
ji for
i = 1, 2, 3. Let fki,ji ∈ L
2(R× R) are nonnegative functions supported in [2ki−1, 2ki+1]×
I˜ji, i = 1, 2, 3. Then
(a) For any k1, k2, k3 ∈ Z and j1, j2, j3 ∈ Z+,
J(fk1,j1, fk2,j2, fk3,j3) ≤ C2
jmin/22kmin/2
3∏
i=1
‖fki,ji‖L2 . (2.17)
(b) If Nmin ≪ Nmed ∼ Nmax and (ki, ji) 6= (kmin, jmax) for all i = 1, 2, 3,
J(fk1,j1, fk2,j2, fk3,j3) ≤ C2
(j1+j2+j3)/22−(α−2)kmax/22−(ji+ki)/2
3∏
i=1
‖fki,ji‖L2 . (2.18)
(c) For any k1, k2, k3 ∈ Z with Nmin ∼ Nmed ∼ Nmax ≫ 1 and j1, j2, j3 ∈ Z+
J(fk1,j1, fk2,j2, fk3,j3) ≤ C2
jmin/22jmed/42−(α−2)kmax/4
3∏
i=1
‖fki,ji‖L2. (2.19)
In [3] the authors proved a similar results for ω(ξ) = µξ3− ξ5. However, there seems
to be some error in the high × high → high case in their proof. The main reason is a
wrong estimate on the measure of a set. Nevertheless, this error doesn’t change their
LWP results for s > −7/4 because this case is not the worst case for the restriction.
More explicitly, we give a counterexample below which shows part (c) in Lemma 2.3 is
sharp for ω(ξ) = µξ3 − ξ5. It suffices to show that for some fk1,j1, fk2,j2, fk3,j3
J(fk1,j1, fk2,j2, fk3,j3) ≥ C2
jmin/22jmed/42−3kmax/4
3∏
i=1
‖fki,ji‖L2 . (2.20)
6
We use the ideas of “Knapp example” as in the KdV case [23]. We may assume L1 ≤
L2 ≤ L3. Let
f1(ξ, τ) = 1|ξ−N1|.N−3/21 L
1/2
2
· 1|τ−ω(ξ)|.L1 ,
f2(ξ, τ) = 1|ξ−N1|.N−3/21 L
1/2
2
· 1|τ−ω(ξ)|.L2 ,
f3(ξ, τ) = 1|ξ−2N1|.N−3/21 L
1/2
2
· 1
|τ−µξ
3
4
+ ξ
5
16
|.L2
.
Then we take fki,ji = fi for i = 1, 2, 3. It is easy to see that fi satisfy the support
properties, and
3∏
i=1
‖fki,ji‖L2 ∼ N
−9/4
1 L
1/2
1 L
7/4
2 .
On the other hand, by the calculation we get
ξ31 + ξ
3
2 =
(ξ1 + ξ2)
3
4
+
3(ξ1 + ξ2)(ξ1 − ξ2)
2
4
and
ξ51 + ξ
5
2 =
(ξ1 + ξ2)
5
16
+
5(ξ1 + ξ2)
3(ξ1 − ξ2)
2
8
+
5(ξ1 + ξ2)(ξ1 − ξ2)
4
16
,
thus it is easy to see that
J(f1, f2, f3)&
∫
R4
f1(ξ1, µ1)f2(ξ2, µ2)dξ1dξ2dµ1dµ2
&N−31 L1L
2
2&2
j1/22j2/42−3kmax/4
3∏
i=1
‖fki,ji‖L2
which is as desired.
Next, we prove some dyadic bilinear estimates. It certainly work for general ω ∈
Dhi(α) for α ≥ 3. But for our purpose we restrict ourselves to the case ω = µξ
3 − ξ5.
We will need the estimates for the linear solution to equation (1.2).
Lemma 2.4. Let I ⊂ R be an interval with |I|.1, k ∈ Z+ and k ≥ 10. Then for all
φ ∈ S(R) we have
‖W (t)Pkφ‖LqtLrx.2
−3k/q‖φ‖L2, (2.21)
‖W (t)P≤k(φ)‖L2xL∞t∈I.2
5k/4‖φ‖L2, (2.22)
‖W (t)Pkφ‖L4xL∞t .2
k/4‖φ‖L2, (2.23)
‖W (t)Pkφ‖L∞x L2t.2
−2k‖φ‖L2, (2.24)
where (q, r) satisfies 2 ≤ q, r ≤ ∞ and 2/q=1/2-1/r.
Proof. For the first inequality, see [10] and also [5], for the second see [15]. For the
third we use the results in [16], for the last we use the results in [15] by noting that
|ω′(ξ)| ∼ 24k if |ξ| ∼ 2k.
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Using the extension lemma in [7], then we get immediately that
Lemma 2.5. Let I ⊂ R be an interval with |I|.1, k ∈ Z+ and k ≥ 10. Then for all
u ∈ S(R2) we have
‖Pku‖LqtLrx.2
−3k/q‖P̂ku‖Xk , (2.25)
‖P≤ku‖L2xL∞t∈I.2
5k/4‖P̂≤ku‖Xk , (2.26)
‖Pku‖L4xL∞t .2
k/4‖P̂ku‖Xk , (2.27)
‖Pku‖L∞x L2t.2
−2k‖P̂ku‖Xk , (2.28)
where (q, r) satisfies 2 ≤ q, r ≤ ∞ and 2/q=1/2-1/r.
Proposition 2.6 (high-low). (a) If k ≥ 10, |k − k2| ≤ 5, then for any u, v ∈ F¯
0
‖(i+ τ − ω(ξ))−1ηk(ξ)iξP̂≤0u ∗
̂ψ(t)Pk2v‖Xk.‖P≤0u‖L2xL∞t ‖P̂k2v‖Xk2 . (2.29)
(b) If k ≥ 10, |k − k2| ≤ 5 and 1 ≤ k1 ≤ k − 9. Then for any u, v ∈ F¯
0
‖(i+ τ − ω(ξ))−1ηk(ξ)iξP̂k1u ∗ P̂k2v‖Xk. k
32−7k/22−k1‖P̂k1u‖Xk1‖P̂k2v‖Xk2 . (2.30)
Proof. For simplicity of notations we assume k = k2. For part (a), it follows from the
definition of Xk that
‖(i+ τ − ω(ξ))−1ηk(ξ)iξP̂0u ∗
̂ψ(t)Pkv‖Xk.2
k
∑
j≥0
2−j/2‖P̂0u ∗
̂ψ(t)Pk2v‖L2ξ,τ . (2.31)
From Plancherel’s equality and Proposition 2.5 we get
2k‖P̂0u ∗
̂ψ(t)Pk2v‖L2ξ,τ.2
k‖P0u‖L2xL∞t ‖Pku‖L∞x L2t.2
−k‖P0u‖L2xL∞t ‖P̂kv‖Xk ,
which is part (a) as desired. For part (b), from the definition we get
‖(i+ τ − ω(ξ))−1ηk(ξ)iξP̂k1u ∗ P̂kv‖Xk.2
k
∑
ji≥0
2−j3/2‖1Dk,j3 · uk1,j1 ∗ vk,j2‖2, (2.32)
where
uk1,j1 = ηk1(ξ)ηj1(τ − ω(ξ))û, vk,j2 = ηk(ξ)ηj2(τ − ω(ξ))v̂. (2.33)
From Proposition 2.2 and (2.16) we may assume jmax ≥ 4k + k1 − 10 in the summation
on the right-hand side of (2.32). We may also assume j1, j2, j3 ≤ 10k, since otherwise
we will apply the trivial estimates
‖1Dk3,j3 · uk1,j1 ∗ vk,j2‖2.2
jmin/22kmin/2‖uk1,j1‖2‖uk2,j2‖2,
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then there is a 2−5k to spare which suffices to give the bound (2.30). Thus by applying
(2.18) we get
2k
∑
j1,j2,j3≥0
2−j3/2‖1Dk,j3uk1,j1 ∗ vk,j2‖2
. 2k
∑
j1,j2,j3≥0
2−j/22jmin/22−3k/22−k1/22jmed/2‖uk1,j1‖2‖vk,j2‖2
. 2k
∑
jmax≥2k+k1−10
k32−3k/22−k1/22−jmax/2‖P̂k1u‖Xk1‖P̂kv‖Xk
. k32−7k/22−k1‖P̂k1u‖Xk1‖P̂kv‖Xk , (2.34)
which completes the proof of the proposition.
Proposition 2.7. If k ≥ 10, |k − k2| ≤ 5 and k − 9 ≤ k1 ≤ k + 10, then for any
u, v ∈ F−7/4
‖(i+ τ − ω(ξ))−1ηk1(ξ)iξP̂ku ∗ P̂k2v‖Xk1. 2
−9k/4‖P̂ku‖Xk‖P̂k2v‖Xk2 . (2.35)
Proof. As in the proof of Proposition 2.6 we assume k = k2 = k1 and it follows from the
definition of Xk1 that
‖(i+ τ − ω(ξ))−1ηk1(ξ)iξP̂ku ∗ P̂kv‖Xk1. 2
k1
∑
j1,j2,j3≥0
2−j1/2‖1Dk1,j1uk,j2 ∗ vk,j3‖2, (2.36)
where uk,j1, vk,j2 are as in (2.33) and we may assume jmax ≥ 5k− 20 and j1, j2, j3 ≤ 10k
in the summation. Applying (2.19) we get
2k1
∑
j1,j2,j3≥0
2−j1/2‖1Dk1,j1uk,j2 ∗ vk,j3‖2
.
( ∑
j1=jmax
+
∑
j2=jmax
+
∑
j3=jmax
)
2−j1/22k/42jmin/22jmed/4‖uk,j2‖2‖vk,j3‖2
:= I + II + III.
For the contribution of I, since it is easy to get the bound, thus we omit the details. We
only need to bound II in view of the symmetry. We get that
II.(
∑
j2=jmax,j1≤j3
+
∑
j2=jmax,j1≥j3
)2−j1/22k/42jmin/22jmed/4‖uk,j2‖2‖vk,j3‖2
:=II1 + II2.
For the contribution of II1, by summing on j1 we have
II1.
∑
j2=jmax,j1≤j3
2−j1/22k/42j1/22j3/4‖uk,j2‖2‖vk,j3‖2
.
∑
j2≥5k−20,j3≥0
2k/42j3/2‖uk,j2‖2‖vk,j3‖2.2
−9k/4‖P̂ku‖Xk‖P̂k2v‖Xk2 ,
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which is acceptable. For the contribution of II2, we have
II2.
∑
j2=jmax,j1≥j3
2−j1/22k/42j3/22j1/4‖uk,j2‖2‖vk,j3‖2
.2−9k/4‖P̂ku‖Xk‖P̂k2v‖Xk2 .
Therefore, we complete the proof of the proposition.
For the low-low interaction, it is the same as the KdV case [7].
Proposition 2.8 (low-low). If 0 ≤ k1, k2, k3 ≤ 100, then for any u, v ∈ F
s
‖(i+ τ − ω(ξ))−1ηk1(ξ)iξ
̂ψ(t)Pk2(u) ∗
̂Pk3(v)‖Xk1.‖Pk2u‖L∞t L2x‖Pk3v‖L∞t L2x . (2.37)
Now we consider the high-high interactions. This is the only case where the restric-
tion comes from.
Proposition 2.9 (high-high). If k ≥ 10, |k − k2| ≤ 5 and 1 ≤ k1 ≤ k − 9, then for any
u, v ∈ F 0
‖(i+ τ − ω(ξ))−1ηk1(ξ)iξP̂ku ∗ P̂k2v‖Xk1.(2
−7k/2 + k2−4k2k1/2)‖P̂ku‖Xk‖P̂k2v‖Xk2 .
(2.38)
Proof. We assume k = k2 and it follows from the definition of Xk1 that
‖(i+ τ − ω(ξ))−1ηk1(ξ)iξP̂ku ∗ P̂kv‖Xk1. 2
k1
∑
j1,j2,j3≥0
2−j1/2‖1Dk1,j1uk,j2 ∗ vk,j3‖2, (2.39)
where uk,j2, vk,j3 are as in (2.33). For the same reasons as in the proof of Proposition 2.6
we may assume jmax ≥ 4k + k1 − 10 and j1, j2, j3 ≤ 10k. We will bound the right-hand
side of (2.39) case by case. The first case is that j1 = jmax in the summation. Then we
apply (2.18) and get that
2k1
∑
j1,j2,j3≥0
2−j1/2‖1Dk1,j1uk,j2 ∗ vk,j3‖2
. 2k1
∑
j1≥4k+k1−10
∑
j2,j3≥0
2−j1/22−3k/22−k1/22(j2+j3)/2‖uk,j2‖2‖vk,j3‖2
.2−7k/2‖P̂ku‖Xk‖P̂k2v‖Xk2 ,
which is acceptable. If j2 = jmax, then in this case we have better estimate for the
characterization multiplier. By applying (2.18) we get
2k1
∑
j1,j2,j3≥0
2−j1/2‖1Dk1,j1uk,j2 ∗ vk,j3‖2
. 2k1
∑
j2≥4k+k1−10
∑
j1≤10k,j3≥0
2−j1/22−2k2(j1+j3)/2‖uk,j2‖2‖vk,j3‖2
.k2−4k2k1/2‖P̂ku‖Xk‖P̂k2v‖Xk2 ,
where in the last inequality we use j1 ≤ 10k. The last case j3 = jmax is identical to the
case j2 = jmax from symmetry. Therefore, we complete the proof of the proposition.
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For k1 = 0 we can prove a similar proposition but with k2
−7k/2 instead of 2−7k/2 on
the right-hand side of (2.38). In order to avoid the logarithmic divergence, we prove the
following
Proposition 2.10 (X¯0 estimate). Let |k1 − k2| ≤ 5 and k1 ≥ 10. Then we have for all
u, v ∈ F¯ 0∥∥∥∥ψ(t) ∫ t
0
W (t− s)P≤0∂x[Pk1u(s)Pk2v(s)]ds
∥∥∥∥
L2xL
∞
t
.2−
7k1
2 ‖P̂k1u‖Xk1‖P̂k2u‖Xk2 .
Proof. Denote Q(u, v) = ψ(t)
∫ t
0
W (t − s)P≤0∂x[Pk1u(s)Pk2v(s)]ds. By straightforward
computations we get
F [Q(u, v)] (ξ, τ) =C
∫
R
ψ̂(τ − τ ′)− ψ̂(τ − ω(ξ))
τ ′ − ω(ξ)
η0(ξ)iξ
× dτ ′
∫
ξ=ξ1+ξ2,τ ′=τ1+τ2
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2).
Fixing ξ ∈ R, we decompose the hyperplane Γ := {ξ = ξ1+ ξ2, τ
′ = τ1+ τ2} as following
Γ1 ={|ξ|.2
−4k1} ∩ Γ;
Γ2 ={|ξ| ≫ 2
−4k1 , |τi − ω(ξi)| ≪ 3 · 2
4k1|ξ|, i = 1, 2} ∩ Γ;
Γ3 ={|ξ| ≫ 2
−4k1 , |τ1 − ω(ξ1)|&3 · 2
4k1|ξ|} ∩ Γ;
Γ4 ={|ξ| ≫ 2
−4k1 , |τ2 − ω(ξ2)|&3 · 2
2k1|ξ|} ∩ Γ.
Then we get
F
[
ψ(t) ·
∫ t
0
W (t− s)P≤0∂x[Pk1u(s)Pk2v(s)]ds
]
(ξ, τ) = A1 + A2 + A3 + A4,
where
Ai = C
∫
R
ψ̂(τ − τ ′)− ψ̂(τ − ω(ξ))
τ ′ − ω(ξ)
η0(ξ)iξ
∫
Γi
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2)dτ
′.
We consider first the contribution of the term A1. Using Proposition 2.5 and Propo-
sition 2.1 (b), we get
‖F−1(A1)‖L2xL∞t .
∥∥∥∥(i+ τ ′ − ω(ξ))−1η0(ξ)iξ ∫
Γ1
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2)
∥∥∥∥
X0
.
Since in the area A1 we have |ξ|.2
−4k1, thus we get∥∥∥∥(i+ τ ′ − ω(ξ))−1η0(ξ)iξ ∫
A1
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2)
∥∥∥∥
X0
.
∑
k3≤−4k1+10
∑
j3≥0
2−j3/22k3
∑
j1≥0,j2≥0
‖1Dk3,j3 · uk1,j1 ∗ vk2,j2‖L2
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where
uk1,j1(ξ, τ) = ηk1(ξ)ηj1(τ − ω(ξ))û(ξ, τ), vk1,j1(ξ, τ) = ηk1(ξ)ηj1(τ − ω(ξ))v̂(ξ, τ).
Using (2.17), then we get
‖F−1(A1)‖L2xL∞t .
∑
k3≤−4k1+10
∑
ji≥0
2−j3/22k32jmin/22k3/2‖uk1,j1‖L2‖vk2,j2‖L2
.2−6k1‖P̂k1u‖Xk1‖P̂k2u‖Xk2 ,
which suffices to give the bound for the term A1.
Next we consider the contribution of the term A3. As for the term A1, using Propo-
sition 2.5 and Proposition 2.1 (b), we get
‖F−1(A3)‖L2xL∞t .
∥∥∥∥(i+ τ ′ − ω(ξ))−1η0(ξ)iξ ∫
Γ3
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2)
∥∥∥∥
X0
.
∑
k3≤0
∑
j3≥0
2−j3/22k3
∑
j1≥0,j2≥0
‖1Dk3,j3 · uk1,j1 ∗ vk2,j2‖L2
Clearly we may assume j3 ≤ 10k1 in the summation above. Using (2.18), then we get
‖F−1(A3)‖L2xL∞t .
∑
k3≤0
∑
j1≥k3+4k1−10,j2,j3≥0
2k32j2/22−3k1‖uk1,j1‖L2‖vk2,j2‖L2
.k12
−5k1‖P̂k1u‖Xk1‖P̂k2u‖Xk2 ,
which suffices to give the bound for the term A3. From symmetry, the bound for the
term A4 is the same as A3.
Now we consider the contribution of the term A2. From the proof of the dyadic
bilinear estimates, we know this term is the main contribution. By computation we get
F−1t (A2) = ψ(t)
∫ t
0
ei(t−s)ω(ξ)η0(ξ)iξ
∫
R2
eis(τ1+τ2)
∫
ξ=ξ1+ξ2
uk1(ξ1, τ1)vk2(ξ2, τ2) dτ1dτ2ds
where
uk1(ξ1, τ1) =ηk1(ξ1)1{|τ1−ω(ξ1)|≪3·24k1 |ξ|}û(ξ1, τ1),
vk2(ξ2, τ2) =ηk2(ξ2)1{|τ2−ω(ξ2)|≪3·24k1 |ξ|}v̂(ξ2, τ2).
By a change of variable τ ′1 = τ1 − ω(ξ1), τ
′
2 = τ2 − ω(ξ2), we get
F−1t (A2) =ψ(t)e
itω(ξ)η0(ξ)ξ
∫
R2
eit(τ1+τ2)
∫
ξ=ξ1+ξ2
eit(ω(ξ1)+ω(ξ2)−ω(ξ)) − e−it(τ1+τ2)
τ1 + τ2 − ω(ξ) + ω(ξ1) + ω(ξ2)
× uk1(ξ1, τ1 + ω(ξ1))vk2(ξ2, τ2 + ω(ξ2)) dτ1dτ2
=F−1t (I)− F
−1
t (II).
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For the contribution of the term II, we have
F−1t (II) =
∫
R2
ψ(t)eitω(ξ)η0(ξ)ξ
∫
ξ=ξ1+ξ2
uk1(ξ1, τ1 + ω(ξ1))vk2(ξ2, τ2 + ω(ξ2))
τ1 + τ2 − ω(ξ) + ω(ξ1) + ω(ξ2)
dτ1dτ2.
Since in the support of uk1 and uk2 we have |τ1 + τ2 − ω(ξ) + ω(ξ1) + ω(ξ2)| ∼ 2
4k1|ξ|,
then we get from Lemma 2.4 that
‖F−1(II)‖L2xL∞t .
∫
R2
∥∥∥∥∫
ξ=ξ1+ξ2
ξ
uk1(ξ1, τ1 + ω(ξ1))vk2(ξ2, τ2 + ω(ξ2))
τ1 + τ2 − ω(ξ) + ω(ξ1) + ω(ξ2)
∥∥∥∥
L2ξ
dτ1dτ2
.2−
7k1
2 ‖P̂k1u‖Xk1‖P̂k2u‖Xk2 .
To prove the proposition, it remains to prove the following
‖F−1(I)‖L2xL∞t .2
−7k1/2‖P̂k1u‖Xk1‖P̂k2u‖Xk2 .
Compare the term I with the following term I ′:
F−1t (I
′) =ψ(t)eitω(ξ)η0(ξ)ξ
∫
R2
eit(τ1+τ2)
∫
ξ=ξ1+ξ2
eit(ω(ξ1)+ω(ξ2)−ω(ξ))
−ω(ξ) + ω(ξ1) + ω(ξ2)
× uk1(ξ1, τ1 + ω(ξ1))vk2(ξ2, τ2 + ω(ξ2)) dτ1dτ2.
Since on the hyperplane ξ = ξ1 + ξ2 one has
−ω(ξ + ξ) + ω(ξ1) + ω(ξ2) = ξ1ξ2ξ(ξ
2
1 + ξ
2
2 + ξ
2 − λα) = Cξ1ξ2ξ(−2ξ1ξ2 + 2ξ
2 − λα).
In the integral area, we have |2ξ2 − λα| ≪ |ξ1ξ2|, thus we get
1
−2ξ1ξ2 + 2ξ2 − λα
=
1
−2ξ1ξ2
∞∑
n=0
(
2ξ2 − λα
2ξ1ξ2
)n
Inserting this into I ′ we have
F−1t (I
′) =ψ(t)η0(ξ)
∞∑
n=0
∫
R2
eit(τ1+τ2)
∫
ξ=ξ1+ξ2
eit(ω(ξ1)+ω(ξ2))
(2ξ2 − λα)n
(ξ1ξ2)n+2
× uk1(ξ1, τ1 + ω(ξ1))vk2(ξ2, τ2 + ω(ξ2)) dτ1dτ2.
Since it is easy to see that (actually we need a smooth version of 1{|ξ|≫λ}): ∀ λ > 0,
‖F−1x 1{|ξ|≫λ}Fxu‖L2xL∞t .‖u‖L2xL∞t ,
and setting
F(fτ1)(ξ) = P̂k1u(ξ, τ1 + ω(ξ)), F(gτ2)(ξ) = P̂k2v(ξ, τ2 + ω(ξ)),
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thus we get from Lemma 2.4 that we set
‖F−1(I ′)‖L2xL∞t .
∞∑
n=0
Cn
∫
R2
‖W (t)∂−(n+2)x fτ1W (t)∂
−(n+2)
x gτ2‖L2xL∞t dτ1dτ2
.
∞∑
n=0
Cn
∫
R2
‖W (t)∂−(n+2)x fτ1‖L4xL∞t ‖W (t)∂
−(n+2)
x gτ2‖L4xL∞t dτ1dτ2
.2−
7k1
2 ‖P̂k1u‖Xk1‖P̂k2u‖Xk2 ,
which gives the bound for the term II ′1.
To prove the proposition, it remains to prove the following
‖F−1(I − I ′)‖L2xL∞t .2
−7k1/2‖P̂k1u‖Xk1‖P̂k2u‖Xk2 .
Since in the integral area we have |τi| ≪ 2
4k1 |ξ|, i = 1, 2, thus on the hyperplane
ξ = ξ1 + ξ2 we have
1
τ1 + τ2 − ω(ξ) + ω(ξ1) + ω(ξ2)
−
1
−ω(ξ) + ω(ξ1) + ω(ξ2)
=
∞∑
n=1
1
−ω(ξ) + ω(ξ1) + ω(ξ2)
(
τ1 + τ2
−ω(ξ) + ω(ξ1) + ω(ξ2)
)n
=C
∞∑
n=1
1
(ξ1ξ2)2ξ
∞∑
k=0
(
2ξ2 − λα
2ξ1ξ2
)k (
τ1 + τ2
(ξ1ξ2)2ξ
)n ∞∑
j1,··· ,jn=0
n∏
i=1
(
2ξ2 − λα
2ξ1ξ2
)ji
.
The purpose of decomposing this is to make the variable separately, thus then we can
apply Lemma 2.4. Then by decomposing low frequency we get
F−1t (I − I
′) =
∞∑
n=1
ψ(t)η0(ξ)
∫
R2
eit(τ1+τ2)
∑
2k3≫2−4k1 max(|τ1|,|τ2|)
χk3(ξ)
×
∫
ξ=ξ1+ξ2
eit(ω(ξ1)+ω(ξ2))uk1(ξ1, τ1 + ω(ξ1))vk2(ξ2, τ2 + ω(ξ2))
1
(ξ1ξ2)2
×
∞∑
k=0
(
2ξ2 − λα
2ξ1ξ2
)k (
τ1 + τ2
(ξ1ξ2)2ξ
)n ∞∑
j1,··· ,jn=0
n∏
i=1
(
2ξ2 − λα
2ξ1ξ2
)ji
dτ1dτ2.
Using the fact that χk3(ξ)(ξ/2
k3)−n is a multiplier for the space L2xL
∞
t and as for the
term I ′, we get
‖F−1(I − I ′)‖L2xL∞t
.
∞∑
n=1
∫
R2
∑
2k3≫2−4k1 max(|τ1|,|τ2|)
Cn|τ1 + τ2|
n2−nk32−4nk1
× 2−7k1/2‖F(fτ1)‖L2‖F(gτ2)‖L2dτ1dτ2
.2−7k1/2‖P̂k1u‖Xk1‖P̂k2u‖Xk2 .
Therefore, we complete the proof of the proposition.
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For u, v ∈ F¯ s we define the bilinear operator
B(u, v) = ψ(
t
4
)
∫ t
0
W (t− τ)∂x
(
ψ2(τ)u(τ) · v(τ)
)
dτ. (2.40)
In order to apply a fixed point argument, all the issues are then reduced to show the
boundness of B : F¯ s × F¯ s → F¯ s. Then Theorem 1.2 follows from standard arguments.
Proposition 2.11 (Bilinear estimates). Assume −7/4 ≤ s ≤ 0. Then there exists
C > 0 such that
‖B(u, v)‖F¯ s ≤ C(‖u‖F¯ s‖v‖F¯−7/4 + ‖u‖F¯−7/4‖v‖F¯ s) (2.41)
hold for any u, v ∈ F¯ s.
Proof. The proof is similar to the Proposition 4.2 [7]. We omit the details.
3 Modified energies
In this section we follow I-method [6] to extend the local solution. Let m : Rk → C be
a function. We say m is symmetric if m(ξ1, · · · , ξk) = m(σ(ξ1, · · · , ξk)) for all σ ∈ Sk,
the group of all permutations on k objects. The symmetrization of m is the function
[m]sym(ξ1, ξ2, · · · , ξk) =
1
k!
∑
σ∈Sk
m(σ(ξ1, ξ2, · · · , ξk)). (3.42)
We define a k − linear functional associated to the function m (multiplier) acting on k
functions u1, · · · , uk,
Λk(m; u1, · · · , uk) =
∫
ξ1+···+ξk=0
m(ξ1, · · · , ξk)û1(ξ1) · · · ûk(ξk). (3.43)
We will often apply Λk to k copies of the same function u. Λk(m; u, . . . , u) may simply
be written Λk(m). By the symmetry of the measure on hyperplane, we have Λk(m) =
Λk([m]sym). The following proposition may be directly verified by using the Kawahara
equation (1.2).
Proposition 3.1. Suppose u satisfies the Kawahara equation (1.2) and that m is a
symmetric function. Then
d
dt
Λk(m) = Λk(mhk)−Λk(mvk)− i
k
2
Λk+1(m(ξ1, . . . , ξk−1, ξk+ ξk+1)(ξk+ ξk+1)), (3.44)
where
hk = iµ(ξ
3
1 + ξ
3
2 + · · ·+ ξ
3
k), vk = i(ξ
5
1 + ξ
5
2 + · · ·+ ξ
5
k).
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We then follow the I-method [6] to define a set of modified energies. Let m : R→ R
be an arbitrary even R-valued function and define the operator by
Îf(ξ) = m(ξ)f̂(ξ),
where the multiplier m(ξ) is smooth, monotone, and of the form for N ≫ 1
m(ξ) =
{
1, |ξ| < N,
N−s|ξ|s, |ξ| > 2N.
(3.45)
We define the modified energy E2I (t) by
E2I (t) = ‖Iu(t)‖
2
L2.
Using Plancherel’s identity and that m and u are R-valued, and m is even, we get
E2I (t) = Λ2(m(ξ1)m(ξ2)).
Using (3.44) then we have
d
dt
E2I (t) = Λ2(m(ξ1)m(ξ2)h2)− Λ2(m(ξ1)m(ξ2)v2)− iΛ3(m(ξ1)m(ξ2 + ξ3)(ξ2 + ξ3)).
The first two terms vanish. We symmetrize the third term to get
d
dt
E2I (t) = Λ3(−i[m(ξ1)m(ξ2 + ξ3)(ξ2 + ξ3)]sym).
Let us denote
M3(ξ1, ξ2, ξ3) = −i[m(ξ1)m(ξ2 + ξ3)(ξ2 + ξ3)]sym.
Form the new modified energy
E3I (t) = E
2
I (t) + Λ3(σ3)
where the symmetric function σ3 will be chosen momentarily to achieve a cancellation.
Applying (3.44) gives
d
dt
E3I (t) = Λ3(M3) + Λ3(σ3h3)− Λ3(σ3v3)−
3
2
iΛ4(σ3(ξ1, ξ2, ξ3 + ξ4)(ξ3 + ξ4)). (3.46)
Compared to the KdV case [6], there is one more term to cancel, so we choose
σ3 = −
M3
h3 − v3
to force the three Λ3 terms in (3.46) to cancel. Hence if we denote
M4(ξ1, ξ2, ξ3, ξ4) = −i
3
2
[σ3(ξ1, ξ2, ξ3 + ξ4)(ξ3 + ξ4)]sym
16
then
d
dt
E3I (t) = Λ4(M4).
Similarly defining
E4I (t) = E
3
I (t) + Λ4(σ4)
with
σ4 = −
M4
h4 − v4
,
we obtain
d
dt
E4I (t) = Λ5(M5)
where
M5(ξ1, . . . , ξ5) = −2i[σ4(ξ1, ξ2, ξ3, ξ4 + ξ5)(ξ4 + ξ5)]sym.
In order to prove the pointwise estimates for the multiplier σ3, σ4, we need the fol-
lowing lemma which is crucial. It just follows from simple calculations, thus we do not
give the proof.
Lemma 3.2. (a) Assume ξ1 + ξ2 + ξ3 + ξ4 = 0, then
ξ51 + ξ
5
2 + ξ
5
3 + ξ
5
4 = −
5
2
(ξ1 + ξ2)(ξ1 + ξ3)(ξ2 + ξ3)(ξ
2
1 + ξ
2
2 + ξ
2
3 + ξ
2
4),
and
ξ31 + ξ
3
2 + ξ
3
3 + ξ
3
4 = −3(ξ1 + ξ2)(ξ1 + ξ3)(ξ2 + ξ3).
(b) Assume ξ1 + ξ2 + ξ3 = 0, then
ξ51 + ξ
5
2 + ξ
5
3 =
5
2
ξ1ξ2ξ3(ξ
2
1 + ξ
2
2 + ξ
2
3),
and
ξ31 + ξ
3
2 + ξ
3
3 = 3ξ1ξ2ξ3.
Now we turn to give the pointwise estimates of the multiplier. It is easy to see that
if m is of the form (3.45), then m2 satisfies
m2(ξ) ∼ m2(ξ′) for |ξ| ∼ |ξ′|,
(m2)′(ξ) = O(m
2(ξ)
|ξ|
),
(m2)′′(ξ) = O(m
2(ξ)
|ξ|2
).
(3.47)
We will need two mean value formulas which follow immediately from the fundamental
theorem of calculus. If |η|, |λ| ≪ |ξ|, then we have
|a(ξ + η)− a(ξ)|.|η| sup
|ξ′|∼|ξ|
|a′(ξ′)|, (3.48)
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and the double mean value formula that
|a(ξ + η + λ)− a(ξ + η)− a(ξ + λ) + a(ξ)|.|η||λ| sup
|ξ′|∼|ξ|
|a′′(ξ′)|. (3.49)
In order to use the formulas, we extend the surface supported multiplier σ3 to the whole
space as in [21].
Proposition 3.3. If m is of the form (3.45), then for each dyadic λ ≤ η there is an
extension of σ3 from the diagonal set
{(ξ1, ξ2, ξ3) ∈ Γ3(R), |ξ1| ∼ λ, |ξ2|, |ξ3| ∼ η}
to the full dyadic set
{(ξ1, ξ2, ξ3) ∈ R
3, |ξ1| ∼ λ, |ξ2|, |ξ3| ∼ η}
which satisfies
|∂β11 ∂
β2
2 ∂
β3
3 σ3(ξ1, ξ2, ξ3)| ≤ Cm
2(λ)η−4λ−β1η−β2−β3. (3.50)
Proof. We may assume max(|ξ1|, |ξ2|, |ξ3|) ≫ 1, otherwise σ3 ≡ 0. Since on the hyper-
plane ξ1 + ξ2 + ξ3 = 0,
v3 = i(ξ
5
1 + ξ
5
2 + ξ
5
3) =
5i
2
ξ1ξ2ξ3(ξ
2
1 + ξ
2
2 + ξ
2
3)
is with a size about λη4 and
M3(ξ1, ξ2, ξ3) = −i[m(ξ1)m(ξ2 + ξ3)(ξ2 + ξ3)]sym = i(m
2(ξ1)ξ1 +m
2(ξ2)ξ2 +m
2(ξ3)ξ3),
if λ ∼ η, we extend σ3 by setting
σ3(ξ1, ξ2, ξ3) = −
i(m2(ξ1)ξ1 +m
2(ξ2)ξ2 +m
2(ξ3)ξ3)
5i
2
ξ1ξ2ξ3(ξ21 + ξ
2
2 + ξ
2
3 −
6
5
µ)
, (3.51)
and if λ≪ η, we extend σ3 by setting
σ3(ξ1, ξ2, ξ3) = −
i(m2(ξ1)ξ1 +m
2(ξ2)ξ2 −m
2(ξ1 + ξ2)(ξ1 + ξ2))
5i
2
ξ1ξ2ξ3(ξ
2
1 + ξ
2
2 + ξ
2
3 −
6
5
µ)
. (3.52)
From (3.48) and (3.47), we see that (3.50) holds.
Now we give the pointwise bounds for σ4 which is key to estimate the growth of
E4I (t).
Proposition 3.4. Assume m is of the form (3.45). In the region where |ξi| ∼ Ni, |ξj +
ξk| ∼ Njk for Ni, Njk dyadic and N1 ≥ N2 ≥ N3 ≥ N4,
|M4(ξ1, ξ2, ξ3, ξ4)|
|h4 − v4|
.
m2(min(Ni, Njk))
(N +N1)2(N +N2)2(N +N3)3(N +N4)
. (3.53)
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Proof. We will use the ideas in [11]. From Lemma 3.2 it suffices to prove
|M4(ξ1, ξ2, ξ3, ξ4)|
|v4|
.
m2(min(Ni, Njk))
(N +N1)2(N +N2)2(N +N3)3(N +N4)
.
Since ξ1 + ξ2 + ξ3 + ξ4 = 0, then N1 ∼ N2. We can also assume that N1 ∼ N2&N ,
otherwise M4 vanishes, since m
2(ξ) = 1 if |ξ| ≤ N . If max(N12, N13, N14) ≪ N1, then
ξ3 ≈ −ξ1, ξ4 ≈ −ξ1, which contradicts that ξ1 + ξ2 + ξ3 + ξ4 = 0. Hence we get
max(N12, N13, N14) ∼ N1. We rewrite the right-hand side of (3.53) as
m2(min(Ni, Njk))
N1
4(N +N3)3(N +N4)
. (3.54)
From Lemma 3.2 we get if ξ1 + ξ2 + ξ3 + ξ4 = 0 then
v4 = ξ
5
1 + ξ
5
2 + ξ
5
3 + ξ
5
4 = −
5
2
(ξ1 + ξ2)(ξ1 + ξ3)(ξ2 + ξ3)(ξ
2
1 + ξ
2
2 + ξ
2
3 + ξ
2
4)
is with size N12N13N14N
2
1 . From the construction of M4 we get
CM4(ξ1, ξ2, ξ3, ξ4) =[σ3(ξ1, ξ2, ξ3 + ξ4)(ξ3 + ξ4)]sym
=σ3(ξ1, ξ2, ξ3 + ξ4)(ξ3 + ξ4) + σ3(ξ1, ξ3, ξ2 + ξ4)(ξ2 + ξ4)
+ σ3(ξ1, ξ4, ξ2 + ξ3)(ξ2 + ξ3) + σ3(ξ2, ξ3, ξ1 + ξ4)(ξ1 + ξ4)
+ σ3(ξ2, ξ4, ξ1 + ξ3)(ξ1 + ξ3) + σ3(ξ3, ξ4, ξ1 + ξ2)(ξ1 + ξ2)
=[σ3(ξ1, ξ2, ξ3 + ξ4)− σ3(−ξ3,−ξ4, ξ3 + ξ4)](ξ3 + ξ4)
+ [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)](ξ2 + ξ4)
+ [σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)](ξ2 + ξ3)
:=I + II + III. (3.55)
The bound (3.53) will follow from case by case analysis.
Case 1. |N4|&
N
2
.
Case 1a. N12, N13, N14&N1.
For this case, we just use (3.50), then we get
|M4(ξ1, ξ2, ξ3, ξ4)|
|v4|
.
m2(N4)
N81
,
which suffices to give the bound (3.53).
Case 1b. N12 ≪ N1, N13&N1, N14&N1.
For the contribution of I, we just use (3.50), then we get
|I|
|v4|
.
m2(min(N4, N12))
N81
,
which suffices to give the bound (3.53).
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Contribution of II. We first write
II =[σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)](ξ2 + ξ4)
=[σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2, ξ3, ξ2 + ξ4)](ξ2 + ξ4)
+ [σ3(−ξ2, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)](ξ2 + ξ4)
=II1 + II2.
If N12&N3, then using (3.48), (3.50) for II1 and using (3.50) for II2, we get
|II|
|v4|
.
m2(N4)
N71N3
.
If N12 ≪ N3, using (3.48), (3.50) for both II1 and II2, then we get
|II|
|v4|
.
m2(N4)
N71N3
,
Contribution of III. This is identical to II.
Case 1c. N12 ≪ N1, N13 ≪ N1, N14&N1.
Since N12 ≪ N1, N13 ≪ N1, then N1 ∼ N2 ∼ N3 ∼ N4.
Contribution of I. We first write
I =[σ3(ξ1, ξ2, ξ3 + ξ4)− σ3(−ξ3, ξ2, ξ3 + ξ4)](ξ3 + ξ4)
+ [σ3(−ξ3, ξ2, ξ3 + ξ4)− σ3(−ξ3,−ξ4, ξ3 + ξ4)](ξ3 + ξ4)
:=I1 + I2.
Using (3.50), (3.48) for both I1 and I2, then we get
|I|
|v4|
.
m2(N12)
N81
.
Contribution of II. This is identical to I.
Contribution of III. We first write
III =[σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)](ξ2 + ξ3)
=
1
2
[σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)
− σ3(−ξ3,−ξ2, ξ2 + ξ3) + σ3(ξ4, ξ1, ξ2 + ξ3)](ξ2 + ξ3).
Using (3.49) five times, we have
|III|
|v4|
.
m2(N1)
N81
.
Case 1d. N12 ≪ N1, N13&N1, N14 ≪ N1.
This case is identical to Case 1c.
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Case 2. N4 ≪ N/2.
In this case we have m2(min(Ni, Njk)) = 1, and N13 ∼ |ξ1+ ξ3| = |ξ2+ ξ4| ∼ N1. We
discuss this case in the following two subcases.
Case 2a. N1/4 > N12&N/2.
Since N4 ≪ N/2 and |ξ3 + ξ4| = |ξ1 + ξ2|&N/2, then N3&N/2. From |v4| ∼ N12N
4
1 ,
then we bound the six terms in (3.55) respectively, and get
|M4|
|v4|
.
1
N41N
3
3N
,
which suffices to give the bound (3.53).
Case 2b. N12 ≪ N/2.
Since N12 = N34 ≪ N/2 and N4 ≪ N/2, then we must have N3 ≪ N/2, and
N13 ∼ N14 ∼ N1.
Contribution of I. Since N3, N4, N34 ≪ N/2, then we have σ3(−ξ3,−ξ4, ξ3 + ξ4) = 0.
Thus it follows from (3.50) that
|I|
|v4|
.
|σ3(ξ1, ξ2, ξ3 + ξ4)|
N41
.
1
N81
.
Contribution of II and III. We have two items of N3, N4, N12 in the denominator,
which will cause a problem. Thus we can’t deal with II and III separately, but we need
to exploit the cancelation between II and III. We rewrite
II + III =[σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)](ξ2 + ξ4)
+ [σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)](ξ2 + ξ3)
=[σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)]ξ4
+ [σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)]ξ3
+ [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)
+ σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)]ξ2
=J1 + J2 + J3.
We first consider J1. From
|J1|
|v4|
.
|[σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)]ξ4|
N12N
4
1
if N12 ≪ N3 (in this case, N3 ∼ N4), using (3.48) twice, otherwise using (3.48) once and
(3.50), then we get
|J1|
|v4|
.
1
N81
.
The term J2 is identical to the term J1. Now we consider J3. We first assume that
N12&N3. Then by the symmetry of σ3, we get
J3 =[σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2 − ξ3, ξ3, ξ2)
+ σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2 − ξ4, ξ4, ξ2)]ξ2.
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From (3.48) and N12&N3, we get
|J3|
|v4|
.
1
N81
.
If N12 ≪ N3, then N3 ∼ N4. We first write
J3 =[σ3(−ξ2, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)
+ σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(ξ1,−ξ3, ξ2 + ξ3)]ξ2
+ [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2, ξ3, ξ2 + ξ4)
+ σ3(ξ1,−ξ3, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)]ξ2
=J31 + J32.
It follows from (3.48) that
|J32|
|v4|
.
1
N81
.
It remains to bound J31. It follows from (3.50) and m
2(ξ3) = m
2(ξ4) = 1 that
CJ31 =C[σ3(−ξ2, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)
− σ3(ξ1,−ξ3, ξ2 + ξ3) + σ3(ξ1, ξ4, ξ2 + ξ3)]ξ2
=
−m2(ξ2)ξ2 + ξ3 +m
2(ξ2 + ξ4)(ξ2 + ξ4)
−ξ2ξ3(ξ2 + ξ4)[ξ
2
2 + ξ
2
3 + (ξ2 + ξ4)
2]
ξ2
−
−m2(ξ2)ξ2 − ξ4 +m
2(ξ2 + ξ4)(ξ2 + ξ4)
ξ2ξ4(ξ2 + ξ4)[ξ22 + ξ
2
4 + (ξ2 + ξ4)
2]
ξ2
+
m2(ξ1)ξ1 + ξ4 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
ξ1ξ4(ξ2 + ξ3)[ξ21 + ξ
2
4 + (ξ2 + ξ3)
2]
ξ2
−
m2(ξ1)ξ1 − ξ3 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
−ξ1ξ3(ξ2 + ξ3)[ξ21 + ξ
2
3 + (ξ2 + ξ3)
2]
ξ2.
We rewrite J31 as following{ −m2(ξ2)ξ2 +m2(ξ2 + ξ4)(ξ2 + ξ4)
−ξ2ξ3(ξ2 + ξ4)[ξ22 + ξ
2
3 + (ξ2 + ξ4)
2]
ξ2 −
−m2(ξ2)ξ2 +m
2(ξ2 + ξ4)(ξ2 + ξ4)
ξ2ξ4(ξ2 + ξ4)[ξ22 + ξ
2
4 + (ξ2 + ξ4)
2]
ξ2
−
m2(ξ1)ξ1 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
−ξ1ξ3(ξ2 + ξ3)[ξ21 + ξ
2
3 + (ξ2 + ξ3)
2]
ξ2 +
m2(ξ1)ξ1 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
ξ1ξ4(ξ2 + ξ3)[ξ21 + ξ
2
4 + (ξ2 + ξ3)
2]
ξ2
}
+ {
ξ2
ξ1(ξ2 + ξ3)[ξ21 + ξ
2
4 + (ξ2 + ξ3)
2]
−
ξ2
ξ1(ξ2 + ξ3)[ξ21 + ξ
2
3 + (ξ2 + ξ3)
2]
−
1
(ξ2 + ξ4)[ξ22 + ξ
2
3 + (ξ2 + ξ4)
2]
+
1
(ξ2 + ξ4)[ξ22 + ξ
2
4 + (ξ2 + ξ4)
2]
}
:= J311 + J312.
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We consider first the term J312.
J312 ={
ξ2(ξ3 − ξ4)(ξ3 + ξ4)
ξ1(ξ2 + ξ3)[ξ21 + ξ
2
4 + (ξ2 + ξ3)
2][ξ21 + ξ
2
3 + (ξ2 + ξ3)
2]
+
(ξ3 − ξ4)(ξ3 + ξ4)
(ξ2 + ξ4)[ξ
2
2 + ξ
2
3 + (ξ2 + ξ4)
2][ξ22 + ξ
2
4 + (ξ2 + ξ4)
2]
}
Thus we get
|J312|
|v4|
.
1
N81
.
It remains to bound the term J311. We will compare it with the following term denoted
by J ′311:
{
−m2(ξ2)ξ2 +m
2(ξ2 + ξ4)(ξ2 + ξ4)
−ξ2ξ3(ξ2 + ξ4)[ξ22 + ξ
2
4 + (ξ2 + ξ4)
2]
ξ2 −
−m2(ξ2)ξ2 +m
2(ξ2 + ξ4)(ξ2 + ξ4)
ξ2ξ4(ξ2 + ξ4)[ξ22 + ξ
2
4 + (ξ2 + ξ4)
2]
ξ2
+
m2(ξ1)ξ1 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
ξ1ξ3(ξ2 + ξ3)[ξ
2
1 + ξ
2
4 + (ξ2 + ξ3)
2]
ξ2 +
m2(ξ1)ξ1 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
ξ1ξ4(ξ2 + ξ3)[ξ
2
1 + ξ
2
4 + (ξ2 + ξ3)
2]
ξ2}.
It is easy to see that as for the term J312 we have
|J311 − J
′
311|
|v4|
.
1
N81
.
Thus it remains to show that
|J ′311|
|v4|
.
1
N81
.
We rewrite J ′311 as following
−
ξ3 + ξ4
ξ3ξ4
−m2(ξ2)ξ2 +m
2(ξ2 + ξ4)(ξ2 + ξ4) +m
2(ξ1)ξ1 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
ξ2(ξ2 + ξ4)[ξ
2
2 + ξ
2
4 + (ξ2 + ξ4)
2]
ξ2
+
ξ3 + ξ4
ξ3ξ4
[m2(ξ1)ξ1 +m
2(ξ2 + ξ3)(ξ2 + ξ3)]
× [
1
ξ1(ξ2 + ξ3)[ξ21 + ξ
2
4 + (ξ2 + ξ3)
2]
+
1
ξ2(ξ2 + ξ4)[ξ22 + ξ
2
4 + (ξ2 + ξ4)
2]
]ξ2.
Therefore, we use (3.49) for the first term, and (3.48) for the second term, and finally
we conclude that
|J ′311|
|v4|
.
1
N81
,
which completes the proof of the proposition.
From the estimates of σ4 we can immediately get the following
Proposition 3.5. Assume m is of the form (3.45), then
|M5(ξ1, . . . , ξ5)|.
[
m2(N∗45)N45
(N +N1)2(N +N2)2(N +N3)3(N +N45)
]
sym
,
where
N∗45 = min(N1, N2, N3, N45, N12, N13, N23).
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4 G.W.P. of fifth order KdV on R
In this section we extend the local solution to a global one. We will rely on a variant
well-posedness result which can be proved similarly as for the Theorem 1.2.
Proposition 4.1. Let −7/4 ≤ s ≤ 0. Assume φ satisfy ‖Iφ‖L2(R) ≤ 2ǫ0 ≪ 1. Then
equation (1.2) has a unique solution on [−1, 1] such that
‖Iu‖F¯ 0(1) ≤ Cǫ0, (4.56)
where C is independent of N and 0 < λ ≤ 1.
From Proposition 4.1, we see it suffices to control the growth of E2I (t). It is better
controlling directly the growth of E4I (t), and then using the following proposition we can
that of E2I (t).
Proposition 4.2. Let I be defined with the multiplier m of the form (3.45) and s =
−7/4. Then
|E4I (t)− E
2
I (t)|.‖Iu(t)‖
3
L2 + ‖Iu(t)‖
4
L2. (4.57)
Proof. Since E4I (t) = E
2
I (t) + Λ3(σ3) + Λ4(σ4), then it suffices to show
|Λ3(σ3; u1, u2, u3)| .
3∏
i=1
‖Iui‖L2, (4.58)
|Λ4(σ4; u1, u2, u3, u4)| .
4∏
i=1
‖Iui‖L2. (4.59)
We may assume that ûi are non-negative. To prove (4.58), it suffices to prove∣∣∣∣Λ3( m2(ξ1)ξ1 +m2(ξ2)ξ2 +m2(ξ3)ξ3ξ1ξ2ξ3(ξ21 + ξ22 + ξ23)m(ξ1)m(ξ2)m(ξ3) ; u1, u2, u3
)∣∣∣∣. 3∏
i=1
‖ui‖2. (4.60)
By Littlewood-Paley decomposition, we get the left-hand side of (4.60) is bounded by∑
ki≥0
∣∣∣∣Λ3( m2(ξ1)ξ1 +m2(ξ2)ξ2 +m2(ξ3)ξ3ξ1ξ2ξ3(ξ21 + ξ22 + ξ23)m(ξ1)m(ξ2)m(ξ3) ;Pk1u1, Pk2u2, Pk3u3
)∣∣∣∣ . (4.61)
Let Ni = 2
ki. From symmetry we may assume N1 ≥ N2 ≥ N3, and hence N1 ∼ N2&N .
Case 1. N3 ≪ N .
In this case m(N3) = 1, then we get
(4.61).
∑
ki≥0
∣∣∣∣Λ3( N sN sN1+s1 N1+s1 N21 ;Pk1u1, Pk2u2, Pk3u3
)∣∣∣∣
.
∑
ki≥0
∣∣∣Λ3 (N−1/41 N−1/42 ;Pk1u1, Pk2u2, Pk3u3)∣∣∣ .
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It suffices to prove∑
ki≥0
∫
ξ1+ξ2+ξ3=0,|ξi|∼Ni
N
−1/2
1
3∏
i=1
ηki(ξi)ûi(ξi).
3∏
i=1
‖ui‖L2 .
Define vi(x) as following:
v̂i(ξ) = N
−1/6
i ûi(ξ)χ{|ξ|∼Ni}(ξ).
By Sobolev embedding inequality we have ‖vi‖L3.‖ui‖L2 , thus using Ho¨lder’s inequality
we get ∑
ki≥0
∫
ξ1+ξ2+ξ3=0,|ξi|∼Ni
N
−1/2
1
3∏
i=1
ηki(ξi)ûi(ξi)
.
∑
ki≥0
N
−1/6
1 N
1/6
3
3∏
i=1
‖vi‖L3.
3∏
i=1
‖ui‖L2 .
Case 2. N3&N . It is obvious that
(4.61).
∑
ki≥0
∣∣∣∣∣Λ3
(
N
−7/4
3 N
−7/4
N
1/2
1
;Pk1u1, Pk2u2, Pk3u3
)∣∣∣∣∣.
3∏
i=1
‖ui‖L2.
Thus we get (4.58).
Next we show (4.59). It suffices to prove∣∣∣∣Λ4( σ4m(ξ1)m(ξ2)m(ξ3)m(ξ4) ; u1, u2, u3, u4
)∣∣∣∣. 4∏
i=1
‖ui‖2. (4.62)
By Littlewood-Paley decomposition we get the left-hand side of (4.62) is dominated by∑
ki≥0
∣∣∣∣Λ4( σ4m(ξ1)m(ξ2)m(ξ3)m(ξ4) ;Pk1u1, Pk2u2, Pk3u3, Pk4u4
)∣∣∣∣ . (4.63)
Let Ni = 2
ki. From symmetry we may assume N1 ≥ N2 ≥ N3 ≥ N4, hence we may
assume N1 ∼ N2&N . Since∣∣∣∣ σ4m(ξ1)m(ξ2)m(ξ3)m(ξ4)
∣∣∣∣. 1∏4
i=1(N +Ni)
2m(Ni)
.
N−7∏4
i=1N
1/4
i
.
using Ho¨lder’s inequality we get
(4.63).
∑
ki≥0
N−7∏4
i=1N
1/4
i
‖Pk1u1‖L2‖Pk2u2‖L2‖Pk3u3‖L∞‖Pk4u4‖L∞
.
4∏
i=1
‖ui‖2.
Therefore, we complete the proof of the proposition.
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Since E2I (t) is very close to E
4
I (t), then we will control E
4
I (t) and hence control E
2
I (t).
In order to control the increase of E4I (t), we need to control its derivative
d
dt
E4I (t) = Λ5(M5),
where
M5(ξ1, . . . , ξ5) = −2i[σ4(ξ1, ξ2, ξ3, ξ4 + ξ5)(ξ4 + ξ5)]sym.
Proposition 4.3. Assume I ⊂ R with |I|.1. Let 0 ≤ k1 ≤ k2 ≤ k3 ≤ k4 ≤ k5 and
k4 ≥ 10. Then we have∣∣∣∣∣
∫
I
∫
Pk12
(
Pk1(w1)Pk2(w2)
) 5∏
i=3
Pki(wi)(x, t)dxdt
∣∣∣∣∣
.2
5
4
k12k2/42k3/42−2k42−2k5
5∏
j=1
‖ ̂Pkj(wj)‖Xkj , (4.64)
where if kj = 0 then Xkj is replaced by X¯kj on the right-hand side.
Proof. From Ho¨lder’s inequality the left-hand side of (4.64) is dominated by
‖Pk1(w1)‖L2xL∞t∈I‖Pk2(w2)‖L4xL∞t∈I‖Pk2(w2)‖L4xL∞t∈I‖Pk4(w4)‖L∞x L2t‖Pk5(w5)‖L∞x L2t .
Then the proposition follows immediately from Proposition 2.5.
Proposition 4.4. Let δ.1. Assume m is of the form (3.45) with s = −7/4, then∣∣∣∣∫ δ
0
Λ5(M5)dt
∣∣∣∣.N− 354 ‖Iu‖5F¯ 0(δ). (4.65)
Proof. By the definitions, it suffices to prove that∣∣∣∣∫ δ
0
Λ5
(
σ4(ξ1, ξ2, ξ3, ξ4 + ξ5)(ξ4 + ξ5)
m(ξ1)m(ξ2)m(ξ3)m(ξ4)m(ξ5)
)
dt
∣∣∣∣.N− 354 ‖u‖5F¯ 0(δ).
By the Littlewood-Paley decomposition u =
∑
k≥0 Pku, it suffices to prove∑
N1,··· ,N5,N45≥0
∣∣∣∣∫ δ
0
Λ5
(
σ4(ξ1, ξ2, ξ3, ξ4 + ξ5)(ξ4 + ξ5)
m(ξ1)m(ξ2)m(ξ3)m(ξ4)m(ξ5)
;Pk1u, · · · , Pk5u
)
dt
∣∣∣∣
.N−
35
4 ‖u‖5F¯ 0(δ),
where Ni = 2
ki and |ξ4 + ξ5| ∼ N45 for N45 dyadic. From symmetry we may assume
N1 ≥ N2 ≥ N3 and N4 ≥ N5 and two of the Ni&N . We fix the extension u˜i such that
‖u˜i‖F¯ 0.2‖ui‖F¯ 0(δ). For simplicity, we still denote ui.
Case 1. N1 ∼ N2&N and N4.N2.
Case 1a. N45&N3.
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From the form (3.45) with s = −7/4 we get that 1
(N+Ni)2m(Ni)
.N−7/4Ni
−1/4 and
1
m(N3)m(N4)m(N5)
.N−21/4N
7/4
3 N
7/4
4 N
7/4
5 . Thus we have∣∣∣∣ σ4(ξ1, ξ2, ξ3, ξ4 + ξ5)(ξ4 + ξ5)m(ξ1)m(ξ2)m(ξ3)m(ξ4)m(ξ5)
∣∣∣∣.N−35/4N−1/21 N7/43 N7/44 N7/45 m2(min(Ni, Njk))N45(N +N3)(N +N45)3
Therefore in this case we need to control
N−
35
4
∑
Ni,N45
∫ δ
0
Λ5
(
N
−1/2
1 N
7/4
3 N
7/4
4 N
7/4
5 N45
(N +N3)(N +N45)3
;Pk1u, · · · , Pk5u
)
dt. (4.66)
We consider the worst case N1 ≥ N2 ≥ N4 ≥ N5 ≥ N3. From (4.64) we get
(4.66).N−
35
4
∑
Ni
N
−1/2
1 N
7/4
3 N
7/4
4 N
7/4
5 N45
(N +N3)(N +N45)3
N−41 N
5/4
3 N
1/4
4 N
1/4
5
5∏
i=1
‖P̂kiu‖Xki
.N−
35
4 ‖u‖5F¯ 0(δ).
Case 1b. N45 ≪ N3.
We have∣∣∣∣ σ4(ξ1, ξ2, ξ3, ξ4 + ξ5)(ξ4 + ξ5)m(ξ1)m(ξ2)m(ξ3)m(ξ4)m(ξ5)
∣∣∣∣.N−35/4N−1/21 N7/43 N7/44 N7/45 m2(min(Ni, Njk))N45(N +N45)(N +N3)3
Therefore in this case we need to control
N−
35
4
∑
Ni,N45
∫ δ
0
Λ5
(
N
−1/2
1 N
7/4
3 N
7/4
4 N
7/4
5
(N +N3)3
;Pk1u, · · · , Pk5u
)
dt. (4.67)
We get from Proposition 4.3 that (still consider the worst case N1 ≥ N2 ≥ N4 ≥ N5 ≥
N3)
(4.67).N−
35
4
∑
Ni
N
−1/2
1 N
7/4
3 N
7/4
4 N
7/4
5
(N +N3)3
N−41 N
5/4
3 N
1/4
4 N
1/4
5
5∏
i=1
‖P̂kiu‖Xki.N
− 35
4 ‖u‖5F¯ 0(δ).
The rest cases N4 ∼ N5&N , N1.N5 or N1 ∼ N4&N follow in a similar ways. We
omit the details.
For any fixed u0 ∈ H
−7/4 and time T > 0, our goal is to construct the solution to
(1.1) on t ∈ [0, T ]. If u is a solution to (1.1) with initial data u0, then for any λ > 0,
uλ(x, t) = λ
4u(λx, λ5t) is a solution to (1.2) with initial data u0,λ = λ
4u0(λx). By simple
calculation we know
‖Iu0,λ‖L2.λ
7/4N7/4‖u0‖Hs.
For fixed N (N will be determined later), we take λ ∼ N−1 such that
λ7/4N7/4‖φ‖H−7/4 = ǫ0 < 1.
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For the simplicity of notations, we still denote uλ by u, u0,λ by u0, and assume ‖Iu0‖L2 ≤
ǫ0, then the goal is to construct the solution to (1.2) on [0, λ
−5T ]. According to Propo-
sition 4.1 we get a local solution u on t ∈ [0, 1], then we need to control the modified
energy E2I (t) = ‖Iu‖
2
L2.
First we see the control of E2I (t) for t ∈ [0, 1], we will prove that E
2
I (t) < 4ǫ
2
0. Using
bootstrap we may assume E2I (t) < 5ǫ
2
0, then from Proposition 4.2 we get
E4I (0) = E
2
I (0) +O(ǫ
3
0)
and
E4I (t) = E
2
I (t) +O(ǫ
3
0).
Thus from Proposition 4.4 we get for t ∈ [0, 1]
E4I (t) ≤ E
4
I (0) + Cǫ
5
0N
−35/4.
Therefore
‖Iu(1)‖2L2 = E
4
I (1) +O(ǫ
3
0) ≤E
4
I (0) + Cǫ
5
0N
−35/4 +O(ǫ30)
=ǫ20 + Cǫ
5
0N
−35/4 +O(ǫ30) < 4ǫ
2
0.
Thus u can be extended to t ∈ [0, 2]. Extending as thisM-steps, we get for t ∈ [0,M+1]
E4I (t) ≤ E
4
I (0) + CMǫ
5
0N
−35/4.
Thus as long as MN−35/4.1, then we have
E2I (M) = E
4
I (M) +O(ǫ
3
0) = ǫ
2
0 +O(ǫ
3
0) + CMǫ
5
0N
−35/4 < 4ǫ20,
Therefore, the solution can be extended to t ∈ [0, N35/4]. Taking N(T ) sufficiently large
such that
N35/4 > λ−5T ∼ N5T.
Thus u is extended to [0, λ−5T ], then for the original equation (1.1), using the scaling,
we prove its solution extends to [0, T ].
At the end of this section, we see what we know about the global solution. Using
the scaling we get
sup
t∈[0,T ]
‖u(t)‖H−7/4 ∼λ
−7/4 sup
t∈[0,λ−5T ]
‖uλ(t)‖H−7/4 ≤ λ
−7/4 sup
t∈[0,λ−5T ]
‖Iuλ(t)‖L2,
‖Iφλ‖L2.N
7/4‖φλ‖H−7/4 ∼ N
7/4λ7/4‖φ‖H−7/4 .
From the previous proof we know
sup
t∈[0,λ−5T ]
‖Iuλ(t)‖L2.‖Iφλ‖L2 ,
thus we get
sup
t∈[0,T ]
‖u(t)‖H−7/4.N
7/4‖φ‖H−7/4.
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Take λ such that ‖Iφλ‖L2 ∼ ǫ0 ≪ 1, then
λ = λ(N, ǫ0, ‖φ‖H−7/4) ∼
(
‖φ‖H−7/4
ǫ0
)−4/7
N−1.
We will choose N such that N
35
4 > λ5T ∼c‖φ‖Hs ,ǫ0 N
5T , then we get N ∼ T 4/15.
Therefore, we get that the obtained global solution u(x, t) satisfies
‖u(t)‖H−7/4. (1 + |t|)
7/15‖φ‖
4/3
H−7/4
.
We can prove a similar results for s > −7/4.
5 Ill-posedness of the equation
In this section, we prove an ill-posedness results by following the method of Bourgain
[2].
Theorem 5.1. For s < −9
4
the solution map of the Cauchy problem (1.1) is not C3
smooth at zero, namely, there is no T > 0 such that the solution map of:
u0 ∈ H
s(R) 7→ u ∈ C([0, T ];Hs(R))
is C3 at zero.
Proof. Under s < −9
4
for contradiction we assume that the solution map
u0 ∈ H
s(R) 7→ u ∈ C([0, T ];Hs(R))
is C3 at zero. According to [2], we must have
sup
t∈[0,T ]
‖A3(f)‖Hs . ‖f‖
3
Hs for all f ∈ H
s(R),
where
A3(f)(x, t) =
∫ t
0
W (t− τ)
(
∂x(A1(f) · A2(f))
)
(τ)dτ ;
A2(f)(x, t) =
∫ t
0
W (t− τ)
(
∂x(A1(f)
2)
)
(τ)dτ ;
A1(f)(x, t) = W (t)f = St ∗ f(x),
where Ŝt = e
itω(ξ) with ω(ξ) = µξ3 − ξ5, or
St(x) =
∫
ei(xξ+tω(ξ)) dξ.
Motivated by the selection of a test function in [2] and [26] we choose an Hs(R)-function
f with
‖f‖Hs ∼ 1 and fˆ(ξ) = r
−1/2N−sχ[−r,r](|ξ| −N),
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where r = (N3/2 logN)−1, N > 0 is sufficiently large, and χE stands for the characteristic
function of a set E ⊆ R.
The key issue is to control ‖A3(f)‖Hs from below. To proceed, we make the following
estimates:
A1(f)(x, t) ∼ r
−1/2N−s
∫
|ξ±N |<r
eitω(ξ)+ixξ dξ
and
A2(f)(x, t) ∼ F1(x, t)− F2(x, t)
where
F1(x, t) = r
−1N−2s
∫∫
maxj=1,2 |ξj±N |<r
(ξ1 + ξ2)e
ix(ξ1+ξ2)+it(ω(ξ1)+ω(ξ2))
ω(ξ1) + ω(ξ2)− ω(ξ1 + ξ2)
dξ1dξ2
and
F2(x, t) = r
−1N−2s
∫∫
maxj=1,2 |ξj±N |<r
(ξ1 + ξ2)e
ix(ξ1+ξ2)+itω(ξ1+ξ2)
ω(ξ1) + ω(ξ2)− ω(ξ1 + ξ2)
dξ1dξ2.
The contribution of F1 to A3(f) is comparable with
r−3/2N−3s
∫∫∫
maxj=1,2,3 |ξj±N |<r
eix(ξ1+ξ2+ξ3)+itω(ξ1+ξ2+ξ3)
Q1(ξ1, ξ2, ξ3)−1Q2(ξ1, ξ2, ξ3)−1
dξ1dξ2dξ3, (5.1)
where
Q1(ξ1, ξ2, ξ3) :=
(ξ1 + ξ2 + ξ3)(ξ2 + ξ3)
ω(ξ2) + ω(ξ3)− ω(ξ2 + ξ3)
and
Q2(ξ1, ξ2, ξ3) :=
eit(ω(ξ1)+ω(ξ2)+ω(ξ3)−ω(ξ1+ξ2+ξ3)) − 1
ω(ξ1) + ω(ξ2) + ω(ξ3)− ω(ξ1 + ξ2 + ξ3)
.
Setting
θ = ω(ξ1) + ω(ξ2) + ω(ξ3)− ω(ξ1 + ξ2 + ξ3),
we employ ω(ξ) = −ξ5 + µξ3 to get
θ = 5(ξ1 + ξ2)(ξ1 + ξ3)(ξ2 + ξ3)
(ξ21 + ξ22 + ξ23
2
+
(ξ1 + ξ2 + ξ3)
2
2
−
3µ
5
)
.
Thus
|θ| ∼ N5 or |θ| . r2N3 ∼ (logN)−2.
This tells us that the major contribution to (5.1) is obviously gotten from the second
alternative, in which case we get
G1(x, t) = r
−3/2N−3s
∫∫∫
maxj=1,2,3{|ξj±N |}<r, |θ|.r2N3
ei(x(ξ1+ξ2+ξ3)+tω(ξ1+ξ2+ξ3))
Q1(ξ1, ξ2, ξ3)−1
dξ1dξ2dξ3
with
‖G1‖Hs ∼ r
−1N−3sN−4N1+sr2 ∼ N−2s−9/2(logN)−1.
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On the other hand, the contribution of F2 to A3(f) is comparable with
G2(x, t) = r
−3/2N−3s
∫∫∫
maxj=1,2,3 |ξj±N |<r
ei(x(ξ1+ξ2+ξ3)+tω(ξ1+ξ2+ξ3))
Q1(ξ1, ξ2, ξ3)−1Q3(ξ1, ξ2, ξ3)−1
dξ1dξ2dξ3,
where
Q3(ξ1, ξ2, ξ3) :=
eit(ω(ξ1)+ω(ξ2+ξ3)−ω(ξ1+ξ2+ξ3)) − 1
ω(ξ1) + ω(ξ2 + ξ3)− ω(ξ1 + ξ2 + ξ3)
and
‖G2‖Hs . r
−3/2N−2s−5
∥∥∥∥∥
∫∫∫
maxj=1,2,3 |ξj±N |<r
eix(ξ1+ξ2+ξ3)
|ξ2 + ξ3|+N−4
dξ1dξ2dξ3
∥∥∥∥∥
L2x(R)
. r−1N−2s−5
∫∫
maxj=2,3 |ξj±N |<r
(|ξ2 + ξ3|+N
−4)−1 dξ2dξ3
. N−2s−5 logN.
Consequently, we get
N−2s−9/2
logN
(
1−
( logN
N1/4
)2)
. ‖G1‖Hs − ‖G2‖Hs . ‖A3(f)‖Hs . 1
whence deriving s ≥ −9/4 (via letting N → ∞) – a contradiction to s < −9/4. This
completes the proof of Theorem 5.1.
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