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ABSTRACT 
A necessary and sufficient condition for a differentiable transformation to be 
isotone w.r.t. cone preorderings on a convex set is given. The result is applied to 
characterize monotone matrix functions A H AP with integer p 2 2 and isotone 
differentiable transformations w.r.t. G-majorizations. 
1. INTRODUCTION 
Many authors are interested in vector preorderings and real functions 
that preserve them. Majorization is a commonly known preordering of this 
type. Schur (1923) and Ostrowski (1952) have showed that a real differen- 
tiable function $ preserves majorization if and only if II, is symmetric and 
(~%JJ/~~x~)(x) - (a$/&ci+l)(~) > 0 for i = 1,. . . , n - 1 and all z E !JF sat- 
isfying 51 2 ... 2 x,. The extension of this argument to G-majorization 
comes from Eaton and Perlman (1977). They have proved that if G is a 
reflection group and a G-invariant real function $ is differentiable, then 11, 
is G-monotone if and only if (?x)(?V$J(S)) 2 0 for all x E !JF and all 
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T E !I? such that the reflection through the hyperplane {z E !I? : rTz = 0) 
is in G. In a similar way Rinott (1973) has characterized real functions 
preserving multivariate majorization. Marshall, Walkup, and Wets (1967) 
have showed that if $J is a continuous, real function defined on a convex 
set D C !R” with gradient V$ at each point of the interior of D, then II, 
preserves a cone preordering if and only if tTV$(z) 2 0 for all z in int D 
and all t in a frame of the cone. For other facts on this subject we refer 
to Hardy, Littlewood, and Polya (1934, 1952), Marshall and Olkin (1979), 
and Tong (1980, 1984). 
It is possible to study isotone transformations with values in higher- 
dimensional spaces. Marshall and Olkin (1979, Section 16.E), Farrell (1985, 
Chapter 14.5), Stepniak (1987), Mathias (1991), and others have considered 
matrix functions defined on symmetric matrix sets that preserve Loewner 
order. Ando (1989) and Dean and Verducci (1990) have investigated trans- 
formations preserving majorization. 
The purpose of this paper is to extend the result of Marshall, Walkup, 
and Wets (1967) to vector-valued functions. Section 2 is devoted to present- 
ing a necessary and sufficient condition for a differentiable transformation 
to be isotone w.r.t. cone preorderings. The last section deals with mono- 
tone matrix functions A H AP with integer p > 2 and transformations 
preserving G-majorization. 
2. RESULTS 
Let V be a real linear space. A relation 3 on a set D c V is called a 
preordering if (i) z 3 z for all z E D, (ii) 5 5 y, y 5 z implies z 3 z for all 
2, y, z E D; and 5 is called an ordering if, in addition, (iii) x 5 y, y 5 x 
implies x = y for all x, y E D. A convex cone is a nonempty set C c V 
such that XiC +XzC c C for all scalars X1,X2 2 0. A cone preordering 
on D c V is a preordering 5 on D defined by x 3 y iff y - x E C, where 
C c V is a convex cone. In this situation we also say that 5 is induced 
by C. 
For a set D in a normed space V, we denote by int D, ri D, and cl D, 
respectively, the interior, the relative interior, and the closure of D. The 
smallest linear subspace of V including the set D - D will be denoted by 
lin D. We will apply our result to the finite-dimensional Euclidean space 
!lY of column vectors with the usual inner product. The inner product 
of vectors x and y in X2” is xTy, where (s)~ denotes the transposition 
operation. 
Now let D1 c VI and 02 c Vz be provided with preorderings 31 and 
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52, respectively, where VI and V2 are real linear spaces. A transformation 
9 : D1 --+ D2 is said to be isotone on Di w.r.t. 31 and 32 if 5 31 TJ implies 
Q(5) 32 Q(Y) f or all 2, y E Di. In the sequel, we assume that VI and V2 
are finite-dimensional spaces. When Q is differentiable and both 31 and 
-& are cone preorderings, where 52 is induced by a closed convex cone, 
then a necessary condition for Q to be isotone w.r.t. 31 and 32 can easily 
be expressed in terms of directional derivatives, namely 
0 51 s =+ 0 52 V,Q(z) for all z E riDl and s E linDl, (1) 
where V,@(Z) = lim,_s+ (~/T)[@(z + 7s) -Q(Z)] is the right-hand direc- 
tional derivative of Xi? at the point z and in the direction s. 
If Q is a real function, then the above statement may be reversed (cf. 
Marshall, Walkup, and Wets, 1967, Corollary 4) by using the extension of 
Lagrange’s mean-value theorem. It says that 
9(x + h) - Q(x) = Vhxr!(X + Bh) for some 0 E (0,l) (2) 
whenever a real-valued function !P possesses a directional derivative Vhq 
at each point of the line segment [z, z + h]. Unfortunately, this theorem 
does not hold for vector-valued functions. For that reason Equation (2) 
cannot be used to generalize the result of Marshall, Walkup, and Wets 
(1967) to vector-valued functions. Therefore we shall need the following 
analogue to the statement (2). 
LEMMA 2.1. Let \E be a transformation defined on a neighborhood of 
the line segment [x,x + h] in VI with values in V2. If the directional deriva- 
tive V~*(Z) exists at each point z E [x,x++], then *(x+h) -@I(x) belongs 
to the closure of the convex hull of the set {vh@(z) : z E [x,x + h]}. 
Proof. Consider the vector-valued function $1(r) = *(a: + Th), where 
7 E [O,l]. The function + is differentiable, and $‘(a) = VhQ(z), where 
z = .Z + ah. Fix E > 0. It is sufficient to show that there exist (pi E [0, l] 
and Xi > 0, i = 1,. . , m, such that CL”=, Xi = 1 and ]]$(l) -$(O) - cE”=, 
&$‘(oi)ll I E. F or each (Y E [0, l] there exists a real number 6, > 0 
such that 
11 $(a + T) - +(a) - T+‘(Q) 115 +I for all 1~1 < 6,. (3) 
The family of open intervals {(CY - S,, cy + 6,) : a E [0, 11) covers the 
compact set [0, 11. It is possible to reduce it to finite numbers of such 
intervals, say (CY~ - &, CQ + S,), 1 2 i < m. Without loss of generality it 
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can be assumed that CY~ < oi+i, [oi, (pi + &) n (oi+i - &+I, ai+i] # 0 for 
l<i<m-l,OE( ~1 - &,w], and 1 E [a,, cr, + 6,). Choose arbitrary 
numbers PO, Pl, . . . , Pm such that 0 = PO E (oi -61, cri], pi E [cri, oi + s,)n 
(%+1 -&+1 I cxi+l] for 1 I i < m - 1, and 1 = & E [am, cr, + 6,). Then 
for 1 5 i 5 m we have 
0 < /?i -Qi < 6i, -6i < pi-1 - Cri 5 0, Pi-1 I Pi. (4 
Let Xi = pi --pi-i. Hence CL”=, Xi = 1 and Xi 2 0. From (3), (4), and the 
triangle inequality it follows that 
i=l 
i-l 
This completes the proof of the lemma. 
III 
??
In Theorem 2.1 below, we shall give our characterization of differentiable 
isotone transformations. 
THEOREM 2.1. Let X4 be a continuous transformation defined on a con- 
vex set D1 c VI with values in a set DZ c Vs. Suppose 51 is a preordering 
on D1 induced by a convex cone Cl c VI, and 52 is a preorder&g on 
D2 induced by a closed convex cone Cz c V2. If the directional derivative 
V,*(Z) exists for all z E riDl and s E (2’1 n lin D1, then the following 
conditions are equivalent: 
(i) x 51 Y * Q'(x) 5 Q(Y) for all X,Y E Dl; 
(ii) 0 -& s * 0 52 V,*(z) f or all z E ri D1 and s E lin D1. 
Proof First, the implication (i) + (ii) is obvious by virtue of (1). 
Next, we have the implication (ii) + ( ) i as follows: Let x and y be points 
of ri D1 such that x 51 y. One can note that if D1 is convex, then so 
is riDl (cf. Rockafellar, 1970, Theorem 6.2). Therefore Lemma 2.1 gives 
@(Y)-@(Z) E cl ( conv P) c Cs, where P = {V,_,Q(Z) : z E [x, y]} and the 
symbol conv P stands for the convex hull of P. This implies Q(Z) 3s Q(y). 
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Thus @ is isotone on ri D1. But it can be shown that isotonicity of Q on 
ri D1 is equivalent to isotonicity of Q on D1. Namely, let Z, y E D1 and 
z E ri D1 such that x 51 y. Define sequences 
5 n= ;z+ 1-i 5 and yrL=iz+ 1-k y. ( > ( > 
It is easy to see that x, ii yn, x, --f x, yn + y; in addition, x,, yn E ri D1 
(see Rockafellar, 1970, Theorem 6.1). Now, the continuity of 9, the proved 
isotonicity of 9 on riD1, and the closedness of Cz imply Q(x) 52 Q(y). H 
We shall call a set T c C a generator (also called a frame) of the convex 
cone C, and write C = cone T, if every point of C can be expressed as a 
nonnegative linear combination of a finite number of points in T. 
If the operator s +-+ V,*(z) is linear on the convex cone Ci n lin D1 for 
every fixed z in riDl and T is a generator of the cone Ci n linDl, then 
condition (ii) in the above theorem may be replaced by the following one: 
(iii) 0 32 VtQ(z) for all z E ri D1 and t E T. 
Therefore we have 
COROLLARY 2.1 (Marshail, Walkup, and Wets, 1967). Let !P be a con- 
tinuous real function defined on a convex set D c !R2” with nonempty inte- 
rior. Suppose 5 is a preordering on D induced by a convex cone C c !Rn, 
and T is a generator of the cone. If the gradient VQ exists at each point z 
in the interior of D, then the following conditions are equivalent: 
(i) x 5 y + a(x) 5 Q(y) for all x,y E D, 
(ii) 0 5 tTV@(z) for all z E intD and t E T. 
REMARK 2.1. It is not hard to verify that Theorem 2.1 remains true in 
the case of infinite-dimensional spaces (additionally assuming that ri D1 # 
0). 
3. APPLICATIONS 
Let ZJ be a subset of the vector space M of all real symmetric m x m 
matrices with a preordering 3 induced by a closed convex cone C c M. 
We say that matrix function f : V + M is monotone on D w.r.t C if 
A 3 B implies f(A) 3 f(B) for all A, B E 27. Let L be the Loewner 
cone of all positive semidefinite matrices in M. Loewner (1934), Marshall 
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and Olkin (1979, Section 16.E), Farrell (1985, Chapter 14.5), and others 
have been considering monotone matrix functions w.r.t. the Loewner cone 
L: on the cone D. We are interesting in power functions fp(A) = AP, 
p = 2,3,.... Stgpniak (1987) has proved that monotonicity of fi on a 
convex cone D c .C w.r.t .C is equivalent to commutativity of the cone 2) if 
only m 5 3. Math& (1991) has showed that on a convex cone 2, c C the 
following are equivalent: 
(i) AdB+A25B2fora11A,B~D, 
(ii) O~C(B-A)+(B-A)C~O~U~~A,B,CED~~~B-AE~, 
where 3 is induced by the cone L. Stepniak (1991), has given necessary 
conditions for power functions to be monotone on a convex closed cone V 
w.r.t. this cone. We will give a necessary and sufficient condition for power 
functions to be monotone on a convex subset D c M w.r.t. a convex closed 
cone C c M. 
THEOREM 3.1. Let D be a convex set in the vector space M of all 
real symmetric m x m matrices with a preordering 3 induced by a closed 
convex cone C c M. Then for fixed integer p > 2 the following conditions 
are equivalent: 
(i) A3B+AP5BpforallA,BEVD, 
(ii) 0 5 Cyzt A”CAP-l-i for all A E riV and C E C n 1inD. 
Proof One can verify that for the matrix function fp with integer 
p 2 2 its directional derivative at a point X E M and in a direction H E M 
is expressed by the formula VH fp(X) = CFIi XiHXp-l-i. Next, it is 
sufficient to employ Theorem 2.1. ??
We now turn to the characterization of isotone transformations w.r.t. G- 
majorizations. Recall that P is n-dimensional Euclidean space of column 
vectors with the usual inner product. For a matrix A, we write A 2 0 if all 
components of A are nonnegative, where 0 is the null matrix. Moreover, 
if B is an 1 x m matrix, then cone B denotes the convex cone generated 
by columns of the matrix i.e., cone B = {Bx:x E !P,x > 0). Next, 
let dual( cone B) be the dual cone of cone B, i.e. dual( cone B) = {z E 
!Rl: zTx 2 0 for all zc E cone B}. 
Let G be a closed subgroup of O,, the orthogonal group acting on !JP. 
A preordering 3~ on !l? defined by y &J x iff y E C(Z), where C(Z) is 
the convex hull of the orbit O(x) = {ga: : g E G}, is called G-majorization. 
If G is the permutation group acting on W, then G-majorization is the 
classical preordering called majorization (see Marshall and Olkin, 1979). 
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Eaton and Perlman (1977) have studied G-majorizations connected 
with reflection groups. A group G C 0, is a reflection group if there 
exists a set A of vectors with unit length such that G is the smallest closed 
subgroup of 0, which contains the set {ST : r E A}, where S, = I - 2rrT 
is the reflection through the hyperplane orthogonal to r. 
The importance of finite reflection groups is connected with the fact 
that in this case G-majorization on a certain subset D c 8" is a cone pre- 
ordering induced by a certain convex cone C c W. Thus isotonicity w.r.t. 
such G-majorizations is reduced to isotonicity w.r.t. cone preorderings. 
This allows us to apply Theorem 2.1 to give a necessary and sufficient con- 
dition for a differentiable transformation @ : !JF -+ Sk to be isotone w.r.t. 
G-majorizations. For that reason it is important to know the sets D and 
C. The constructions of these sets will be based on results of Eaton and 
Perlman (1977), Giovagnoli and Wynn (1985), and Steerneman (1990). 
For any finite reflection group G c 0, consider the linear subspace M = 
{zE!F:gz= f 5 or all g E G} and its orthogonal complement Ml. Let 
{ri, . . , r,} be a basis in M’ such that G is the smallest closed subgroup of 
0, including the set of reflections S,, , . . , ST,,, Denote II = (ri 1 . . . jr,). 
Then G-majorization is the cone preordering induced by the cone C = 
cone II on the cone D = dual(cone lYI). In addition, the intersection of 
every orbit O(Z) and the cone D is nonempty (see Steerneman, 1990). 
THEOREM 3.2. Suppose G1 and Gz are finite reflection subgroups of 0, 
and Ok, respectively. Let a continuous transformation 8 = ($1,. . . , $Q)~ : 
Rn ---f %” be differentiable with partial derivatives (a&/a+)(z) , i = 1, . . , k 
and j = 1,. . . , n, at each point z in !Rn. Assume that 9(z) E 02 for all 
z E D1 and @ is Gi-invariant, i.e., *k(z) = Q(g,z) for all z E !F and all 
g E G1. The following conditions are equivalent: 
(i) 2 icl y * *[I(z) 5s2 a(y) for allx, Y E gn, 
(ii) RTQ’(z)IIr > 0 for all z E intDl, 
where *‘(.z) = ((a~i/aZj)(Z))i=l,...,k; 3zl,...,n is the derivative matrix and 
AZ is an arbitrary matrix for which D2 = cone Aa. 
Proof Because Q is Gi-invariant, it is sufficient to verify that the 
transformation is isotone on D 1. Thus, by virtue of Theorem 2.1, condition 
(i) is equivalent to this one: Q’(z)r!‘) E cone I& for all z E intD1 and all 
i where r(l) is the ith column of Iii. It is easy to see that cone II2 = {y E 
Ak : Azy : 0) This implies Az@(z)ri’) > 0, that is, ATQ’(.z)IIi 2 0 for 
all z E in.t D1. ??
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REMARK 3.1. One of the possible choices of the matrix hz is (in block 
form) AZ = ((lTz);lICz/ - Cz), where (IIz)L1 means a left regular inverse 
of IIz and the columns of Cz constitute a basis of n/lz. 
When Gr and Gz are permutation groups, then, by employing Theorem 
3.2, we get following characterization of transformations preserving 
majorization. 
COROLLARY 3.1. Let a transformation 8 = (q!~, . . . , $~k)~ : Rn + Rk 
given by permutation-invariant components $+ be differentiable with partial 
derivatives (G’&/az~)(z), i = 1,. . , k andj = l,...,n, at eachpointz in 
R2”. Suppose that $1 (z) > . . . > &(z) for all z1 2 . . 2 z,. The necessary 
and suficient condition for q to preserve majorization is 
fl 0 o... 
1 1 o... 
1 1 1 . . . 
. . . . . . . . 
1 1 1 . . . 
\ -1 -l -l ... 
89 (z) 
7&-- ... 
0 
0 
0 1 . 20 1 
for all z E !JF such that z1 > . . > z,. 
The authors wish to thank Professor C. Stgpniak for many helpful 
discussions. 
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