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TRIANGULAR GATZOURAS–LALLEY-TYPE PLANAR CARPETS
WITH OVERLAPS
ISTVÁN KOLOSSVÁRY AND KÁROLY SIMON
Abstract. We construct a family of planar self-affine carpets with overlaps using lower
triangular matrices in a way that generalizes the original Gatzouras–Lalley carpets [22]
defined by diagonal matrices. Assuming the rectangular open set condition, Barański
proved for this construction in [3] that for typical parameters, which can be explicitly
checked, the inequalities between the Hausdorff, box and affinity dimension of the at-
tractor are strict. We generalize this result to overlapping constructions, where we allow
complete columns to be shifted along the horizontal axis (as in [21] and [31]) or allow
parallelograms to overlap within a column in a transversal way. Our main result is to
show sufficient conditions under which these overlaps do not cause the drop of the dimen-
sion of the attractor. Several examples are provided to illustrate the results, including
a self-affine smiley, a family of self-affine continuous curves, examples with overlaps and
an application of our results to some three-dimensional systems.
0. Informal Introduction
Gatzouras–Lalley carpets [22] are the attractors of self-affine Iterated Function Systems
(IFS) on the plane whose first level cylinders are aligned into columns using orientation
preserving maps with linear parts given by diagonal matrices, see left hand side of Figure 1.
In this paper we consider a natural generalization of such carpets by replacing the diagonal
matrices with lower triangular ones so that the column structure is preserved, see right
hand side of Figure 1 and Definition 1.1.
Figure 1. The IFS defining a Gatzouras–Lalley carpet on the left and a
triangular Gatzouras–Lalley-type carpet on the right.
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We call them Triangular Gatzouras–Lalley-type (TGL) planar carpets, indicating that
the linear part of the maps defining the IFS are triangular matrices and it is a natural
generalization of the Gatzouras–Lalley construction. Such a particular TGL carpet (see
the left hand side of Figure 2) appeared in the paper of Falconer and Miao [13] and later in
the paper of Bárány [4]. For this particular example the box and the Hausdorff dimension
of the attractor are the same. However, Barański [3] showed that this not true in general
for TGL carpets under the assumption that the interior of the first level cylinders are
disjoint (like the image in the right hand side of Figure 1). In this paper we further
generalize this result by allowing different types of overlaps between the cylinders.
Figure 2. The attractor Λa from Subsection 7.2 with parameter a = 3/10
(left) and Subsection 7.3 with parameter a = 3/20 (right), shown together
with the outlines of the images of fi([0, 1]2).
We distinguish three different kind of TGL carpets with overlapping cylinders, see
Figure 3. Under some conditions we compute the (typically different values of the) box-
and Hausdorff dimension for carpets like the first two on Figure 3. If the overlaps are as
sophisticated as on the right hand side of Figure 3 then we can compute only the Hausdorff
dimension. The Hausdorff dimension is not equal to the box dimension in the examples
of Figure 3, but they are equal for the example on the right hand side of Figure 2.
Figure 3. Triangular Gatzouras–Lalley-type carpets with different over-
laps. Left: shifted columns satisfying Hochman’s exponential separa-
tion condition. Center: non-overlapping columns, transversality condition.
Right: mixture of both.
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0.1. Methods used to handle overlaps. For each type of overlap and dimension we
used different methods:
• The upper bounds on the Hausdorff and box dimensions (after some simple ob-
servations) follow from proper adaptations of the results of Gatzouras–Lalley [22]
and Fraser [20], respectively.
• To estimate the Hausdorff dimension from below we use the Ledrappier-Young
formula of Bárány and Käenmäki [6] (cited in Theorem 3.4) for self-affine measures.
We show that this lower bound equals the upper bound
– in case of overlapping like on the second figure of Figure 3 by an argument
inspired by the transversality method introduced in [8];
– in case of overlapping like on the third figure of Figure 3, we introduce a
new separation condition for the self-similar IFS obtained as the projection of
the TGL carpet under consideration to the horizontal line. This separation
condition is a non-trivial consequence of Hochman’s Exponential Separation
Condition [23]. We prove this in Appendix A since it could be of separate
interest.
• To estimate the box dimension from below we could not simply use the Hausdorff
dimension of the attractor, because, in our case it is (typically) strictly smaller
than the box dimension. Therefore,
– in case of overlapping like on the first figure of Figure 3 we used the method
of Fraser and Shmerkin [21]: the main idea is to pass to a special subsystem
of a higher iterate of the IFS which has non-overlapping columns;
– in case of overlapping like on the second figure of Figure 3 we introduced a
new argument to count overlapping boxes. It uses transversality and a result
of Lalley [26] based on renewal theory, which gives the precise asymptotics
of the number of boxes needed to cover the projection of the attractor to the
horizontal line.
1. Formal Introduction
A self-affine Iterated Function System (IFS) is a finite list of contracting affine mappings
on Rd of the form F = {fi(x) := Aix+ti}Ni=1, where the Ai are non-singular d×d matrices
and ti ∈ Rd are translation vectors. It is well-known that there exists a unique non-empty
compact subset ΛF = Λ of Rd, called the self-affine set or the attractor associated to F ,
such that
Λ =
N⋃
i=1
fi(Λ).
For basic dimension theoretic definitions such as the Hausdorff, packing and (lower and
upper) box dimension of a set and the Hausdorff and local dimension of measures we refer
to Falconer [16]. Throughout, the Hausdorff, packing, lower and upper box dimension
will be denoted by dimH, dimP, dimB, dimB and dimB, respectively.
A general upper bound for all aforementioned dimensions is given by the affinity di-
mension dimAff , introduced by Falconer [15], which comes from the "most natural" cover
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of the set. All self-affine sets satisfy
dimH Λ ≤ dimP Λ ≤ dimBΛ ≤ min{dimAff Λ, d}.
In a generic sense, equality of dimensions is typical. Falconer proved in his seminal pa-
per [15] that for fixed linear parts {A1, . . . , AN} if ‖Ai‖ < 1/3 and the translations are
chosen randomly according to N × d dimensional Lebesgue measure then all the afore-
mentioned dimensions of the self-affine set are equal. The 1/3 bound was later relaxed by
Solomyak [35] to 1/2, which is sharp due to an example of Przytycki and Urbański [33].
Very recently Bárány, Hochman and Rapaport [5] greatly improved these results in two
dimensions by giving specific, but mild conditions on {A1, . . . , AN} under which the di-
mensions are equal. However, in specific cases, which do not fall under these conditions,
strict inequality is possible. Planar carpets form a large class of examples in R2 for which
this exceptional behavior is typical. The highly regular column and/or row structure
causes the drop of the Hausdorff dimension. We continue with the formal definition of
TGL carpets and then present some pictures to informally explain our contribution.
1.1. Triangular Gatzouras–Lalley-type carpets. Denote the closed unit square by
R = [0, 1]×[0, 1]. LetA = {A1, . . . , AN} be a family of 2×2 invertible, strictly contractive,
real-valued lower triangular matrices. The corresponding self-affine IFS is the collection
of affine maps
F = {fi(x) := Aix+ ti}Ni=1, where Ai =
(
bi 0
di ai
)
and ti =
(
ti,1
ti,2
)
, (1.1)
for translation vectors ti, with ti,1, ti,2 ≥ 0. We assume that ai, bi ∈ (0, 1).
Orthogonal projection of F to the horizontal x-axis, denoted projx, generates an im-
portant self-similar IFS on the line
H˜ = {h˜i(x) := bix+ ti,1}Ni=1. (1.2)
We denote the attractor of F and H˜ by Λ = ΛF and ΛH˜ respectively.
Definition 1.1. We say that an IFS of the form (1.1) is triangular Gatzouras–
Lalley-type (TGL) and we call its attractor Λ a triangular Gatzouras–Lalley-type planar
carpet (TGL carpet for short) if the following conditions hold:
(a) direction-x dominates, i.e.
0 < ai < bi < 1 for all i ∈ [N ] := {1, 2, . . . , N}, (1.3)
(b) column structure: there exists a partition of [N ] into M > 1 sets I1, . . . , IM with
cardinality |Iıˆ| = Nıˆ > 0 so that
I1 = {1, . . . , N1} and Iıˆ = {N1 + . . .+Nıˆ−1 + 1, . . . , N1 + . . .+Nıˆ} (1.4)
for ıˆ = 2, . . . ,M . Assume that for two distinct indices k and ` ∈ {1, . . . , N}
if there exists ıˆ ∈{1, . . . ,M} such that k, `∈Iıˆ, then
{
bk = b` =: rıˆ,
tk,1 = t`,1 =: uıˆ.
(1.5)
We also introduce
H = {hıˆ(x) := rıˆx+ uıˆ}Mıˆ=1, (1.6)
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and we observe that the attractor ΛH of H is identical with ΛH˜.
(c) we assume that
∑
j∈Iıˆ aj ≤ 1 holds for every ıˆ ∈ {1, . . . ,M} and the non-overlapping
column structure
uıˆ + rıˆ ≤ uıˆ+1 for ıˆ = 1, . . . ,M − 1 and uM + rM ≤ 1. (1.7)
(d) Without loss of generality we always assume in this paper that
(A1): fi(R) ⊂ R for all i ∈ [N ] and
(A2): The smallest and the largest fixed points of the functions of H are 0 and 1
respectively.
Observe that the definition allows overlaps within columns (like the second figure in Fig-
ure 3), but columns do not overlap.
We say that Λ is a shifted TGL carpet if we drop the assumption (1.7), that is non-
overlapping column structure is NOT assumed, we require only that
∑M
ıˆ=1 rıˆ ≤ 1 (like the
first figure in Figure 3).
We often consider the following special cases:
Definition 1.2. We say that a shifted TGL carpet Λ has uniform vertical fibres if∑
j∈Iıˆ
as−sHj = 1 for every ıˆ ∈ [M ], (1.8)
where s = dimB Λ and sH = dimB ΛH.
Furthermore, we call Λ a diagonally homogeneous shifted TGL carpet if
bi ≡ b and ai ≡ a for every i ∈ [N ].
In particular, a diagonally homogeneous carpet has uniform vertical fibres if N/M ∈ N
and Nıˆ = N/M for every ıˆ ∈ {1, . . . ,M}.
The special case when Nıˆ = 1 for all ıˆ = 1, . . . ,M is treated in the paper of Bárány,
Rams and Simon [8, Lemma 3.1].
Some notation. The map fi is indexed by i ∈ [N ]. To indicate which column i belongs to
in the partition (1.4) we use the function
φ : {1, 2, . . . , N} → {1, 2, . . . ,M}, φ(i) := ıˆ if i ∈ Iıˆ. (1.9)
With this notation we can formulate the column structure (1.5) as
if φ(k) = φ(`) = ıˆ, then bk = b` =: rıˆ and tk,1 = t`,1 =: uıˆ. (1.10)
Throughout, i is an index from [N ], while ıˆ with the hat is an index corresponding to
a column from {1, . . . ,M}. We use analogous notation for infinite sequences i = i1i2 . . .
and ıˆ = ıˆ1ıˆ2 . . ., see Subsection 3.1 for details.
For compositions of maps we use the standard notation fi1...in := fi1 ◦ fi2 ◦ . . . ◦ fin ,
where ij ∈ {1, . . . , N}. Similarly, for products of matrices we write
Ai1...in := Ai1 · . . . · Ain :=
(
bi1...in 0
di1...in ai1...in
)
.
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Immediate calculations give bi1...in = bi1 · . . . · bin , ai1...in = ai1 · . . . · ain and
di1...in =
n∑
`=1
di` ·
∏
k<`
aik ·
n∏
r=`+1
bir , (1.11)
where by definition
∏
k<1
aik := 1 and
n∏
r=n+1
bir := 1. The image Ri1...in := fi1...in(R) is a
parallelogram with two vertical sides, see Figure 4. We refer to bi1...in as the width, ai1...in
as the height and γi1...in as the angle of the longer side of the parallelogram Ri1...in , in
other words
tan γi1...in :=
di1...in
bi1...in
. (1.12)
bi1...in
a
i 1
..
.i
n
|d i
1
..
.i
n
|
R i1.
..in
γi1...in
Figure 4. The skewness of Ri1...in := fi1...in([0, 1]2)
Since direction-x dominates, Ri1...in is extremely long and thin for large n. A simple
argument gives that | tan γi1...in| remains uniformly bounded away from +∞.
Lemma 1.3. There exists a non-negative constant K0 < ∞ such that for every n and
every finite length word i1 . . . in ∣∣∣∣di1...inbi1...in
∣∣∣∣ ≤ K0.
Proof. Since direction-x dominates, maxi{ai/bi} < 1, hence using (1.11)∣∣∣∣di1...inbi1...in
∣∣∣∣ ≤ |di1|bi1 +
n∑
k=2
|dik |
bik
k−1∏
j=1
aij
bij
≤ maxi{|di|/bi}
1−maxi{ai/bi} <∞.

1.2. Our contribution explained with pictures. A natural way to depict an IFS
F = {fi} is to provide the images fi(R), where R is the smallest rectangle which contains
Λ. Without loss of generality, we always assume in this paper that R = [0, 1]2. The
correspondence between the shifted TGL IFS and a figure showing the collection of images
of R is unique.
The shaded rectangles and parallelograms in Figure 1 show the images of R under the
orientation preserving affine maps defining a Gatzouras–Lalley (GL) carpet [22] on the
left, see Definition 1.4, and a triangular Gatzouras–Lalley-type (TGL) carpet on the right.
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Figure 5. The "self-affine smiley", whose dimH = 1.20665 . . . <
1.21340 . . . = dimB = dimAff , see Subsection 7.1.
These are typical examples which satisfy the Rectangular Open Set Condition (ROSC),
see Definition 1.6. Furthermore, there is a correspondence between the rectangles and
parallelograms so that the height and width of corresponding ones coincide. We call the
Gatzouras–Lalley carpet the GL-brother of the TGL carpet, see Definition 1.5. Even
though the ROSC holds, it is not immediate that the dimension of the two attractors
should be the same. The parallelograms can be placed in a way that there is no bi-
Lipschitz map between the two attractors. Nevertheless, Barański essentially shows in [3]
that assuming the ROSC the Hausdorff and box dimension of a TGL carpet is equal to
the respective dimension of its GL brother.
The IFS in Figure 1 is an example for which dimH Λ < dimB Λ < dimAff Λ. If the
orthogonal projection of Λ to the x-axis is the whole [0, 1] interval, then the box- and
affinity dimensions are equal, see Corollary 2.5. Figure 5 shows such an example, where
the outlines of fi(R) are shown together with the attractor, which we call the "self-affine
smiley".
A special class of examples consists of the diagonally homogeneous carpets, recall Defin-
ition 1.2. The well-known Bedford–McMullen carpets [10, 29] form a proper subclass of
these TGL carpets. The attractor on the left-hand side of Figure 2 first appeared in [13,
Figure 1 (a)] and then again in [4, Subsection 4.3]. It is exceptional in the class of TGL
carpets, since dimH Λ = dimB Λ = dimAff Λ. This is because it has uniform vertical fibres.
In all these examples only the boundary of the cylinder sets fi(R) could intersect.
The main contribution of the present paper is that different types of overlaps are allowed
in our construction, recall Figure 3. On the left, the columns are shifted in a way that the
IFSH on the x-axis generated by the columns satisfies Hochman’s Exponential Separation
Condition, see Definition 1.9. This type of shifted columns was considered by Fraser and
Shmerkin [21] and Pardo-Simón [31] on different carpets. In the center, columns do not
overlap, however, parallelograms within a column may do so if a certain transversality
like condition holds, see Definition 1.6. The one on the right on Figure 3 has both types
of overlaps.
By modifying the translation vectors in the example on the left-hand side of Figure 2, we
get a brother with overlaps seen on the right-hand side, for which we show in Subsection 7.3
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Figure 6. Example "X ≡ X" from Subsection 7.4 for which dimH Λ =
1.13259 . . . < dimB Λ = 1.13626 . . . < dimAff Λ = 1.2170 . . . .
that transversality holds. Another concrete overlapping example satisfying transversality
is "X ≡ X" in Figure 6, for which there is strict inequality between the Hausdorff, box and
affinity dimensions. If instead, the construction would be "X = X", then the Hausdorff
and box dimensions would be equal. Moreover, if there were no empty columns in this
example, then the box and affinity dimensions would coincide.
Section 2 contains the formal statements of all our main results. Roughly speaking, we
show that for any TGL carpet Λ
dim Λ ≤ dim Λ˜,
where Λ˜ is the GL brother of Λ, see Definition 1.5, and dim means either box or Hausdorff
dimension, see Theorems 2.1 and 2.4. When ROSC holds and H satisfies Hochman’s
condition, then equality can be deduced from recent works [6, 20]. Our main contribution
is that in the presence of overlaps described above, we give sufficient conditions under
which dim Λ does not drop below dim Λ˜, see Theorems 2.2 and 2.7. In particular, for the
Hausdorff dimension we allow both types of overlaps simultaneously, however for the box
dimension we can prove our results only if at most one of the two types of overlaps occurs.
For a discussion on generalizing towards orientation reversing maps, see Subsection 7.5.
In particular, we calculate the dimension of a family of self-affine continuous curves Λa,
which is generated by an IFS Fa containing a map that reflects on the y-axis, see Figure 7.
The formal treatment of all these examples is done in Section 7.
One motivation to study self-affine fractals of overlapping construction is that some-
times the dimension of a higher dimensional fractal of non-overlapping construction coin-
cides with its lower dimensional orthogonal projection which can be a self-affine fractal of
overlapping construction. We obtain such a set in 3D by starting from a TGL carpet with
overlaps on the xy-plane and then "lift" it to 3D so that the interiors of the first level
cylinders are disjoint. Figure 8 shows such an example with the first level cylinders (left),
the attractor (center) and the projection of the cylinders and attractor to the xy-plane
(right). Section 8 contains the formal treatment of this type of construction.
TRIANGULAR GATZOURAS–LALLEY-TYPE CARPETS 9
Figure 7. Left: first (red), second (green) and third (black) level cylinders
of Fa. Right: Λa rotated 90 degrees from Subsection 7.6 with parameter
a = 0.2 (black), 0.12 (red) and 0.08 (green).
Figure 8. A three-dimensional fractal whose dimension is equal to the
dimension of its orthogonal projection to the xy-plane.
1.3. Brief overview of planar carpets. Independently of each other, Bedford [10] and
McMullen [29] were the first to study planar carpets. They split the unit square R into
m columns of equal width and n rows of equal height for some integers n > m ≥ 2 and
considered iterated function systems (IFS) of the form
f(i,j)(x) :=
(
1/m 0
0 1/n
)(
x
y
)
+
(
i/m
j/n
)
for (i, j) ∈ A ⊆ {0, . . . ,m − 1} × {0, . . . , n − 1}. They gave explicit formulas for the
Hausdorff and box-counting dimension of the corresponding attractor Λ. It turns out
that dimH Λ = dimB Λ is atypical, namely, equality holds if and only if Λ has uniform
vertical fibres.
Later Gatzouras and Lalley [22] generalized the results to the following class of IFSs.
Definition 1.4. A self-affine IFS F˜ is a Gatzouras–Lalley (GL) IFS and its attractor Λ˜
is a GL carpet if F˜ is a TGL IFS as in Definition 1.1 with the additional assumptions
that all off-diagonal elements di = 0 and the rectangular open set condition (ROSC) holds,
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i.e.
f˜i((0, 1)
2) ∩ f˜j((0, 1)2) = ∅ for all i 6= j. (1.13)
Definition 1.5. Let Λ be a shifted TGL carpet generated from the IFS F of the form
(1.1). We say that the Gatzouras–Lalley IFS
F˜ = {f˜i(x) := A˜ix+ t˜i}Ni=1, where A˜i =
(
b˜i 0
0 a˜i
)
and t˜i =
(
t˜i,1
t˜i,2
)
,
and its attractor Λ˜ is the GL brother of F and Λ, respectively, if a˜i = ai and b˜i = bi for
every i ∈ [N ], furthermore, F˜ has the same column structure (1.10) as F . If the shifted
TGL carpet Λ is actually a TGL carpet (that is Λ has non-overlapping column structure)
then we also require that t˜i,1 = ti,1 holds for all i ∈ [N ].
There always exists such a brother since we assume Definition 1.1 (c) and
∑M
ıˆ=1 rıˆ ≤ 1.
Throughout, the GL brother of Λ will always be denoted with the extra tilde Λ˜.
A standard technique to give a lower bound for the Hausdorff dimension of the attractor
Λ˜ =
⋃
i∈[N ] f˜i(Λ˜) is to study self-affine measures νp, i.e. compactly supported measures
with support Λ˜ satisfying
νp =
N∑
i=1
piνp ◦ f˜−1i ,
for some probability vector p = (p1, . . . , pN). Let P be the set of all probability distribu-
tions on the set [N ] and P0 be the subset when all pi > 0. By definition
sup
p∈P
dimH νp ≤ dimH Λ˜.
Gatzouras and Lalley proved that there always exists a p∗ for which the supremum is
attained, furthermore p∗ ∈ P0. Let
α∗ := dimH νp∗ = sup
p∈P
dimH νp.
They explicitly calculated
dimH νp =
∑N
i=1 pi log pi∑N
i=1 pi log ai
+
(
1−
∑N
i=1 pi log bi∑N
i=1 pi log ai
) ∑M
ıˆ=1 qıˆ log qıˆ∑N
i=1 pi log bi
, (1.14)
where qıˆ =
∑
j∈Iıˆ pj. This formula is a special case of the Ledrappier–Young formula, see
Subsection 3.3 for details and references. For Bedford–McMullen carpets the optimal p∗
can be given by routine use of the Lagrange multipliers method. The main result of [22]
is that for a GL carpet the α∗ bound is sharp, i.e.
α∗ = dimH Λ˜.
In [22] Gatzouras and Lalley also gave an implicit formula to calculate the box dimension
of their carpet. Let sx be the unique real such that
∑M
ıˆ=1 r
sx
ıˆ = 1 (rıˆ was defined in (1.5)).
Then dimB Λ˜ = s is the unique real such that
N∑
i=1
bsxi a
s−sx
i = 1.
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Again, equality of dimH Λ˜ and dimB Λ˜ is highly atypical. It holds if and only if the
α∗-dimensional Hausdorff measure of Λ˜, denoted Hα∗(Λ˜), is positive and finite, which is
equivalent to Λ˜ having uniform vertical fibres, recall (1.8). For Bedford–McMullen carpets
Peres showed in [32] that Hα∗(Λ˜) =∞ when dimH Λ˜ < dimB Λ˜.
More recently, Barański [2] kept the row and column structure but relaxed (1.3) by
allowing an arbitrary subdivision of the horizontal and vertical axis. After appropriately
choosing which direction is "dominant", the results resemble that of [22]. Continuing
this work, Barański showed in [3] how the result in [2] can be adapted to obtain the
dimension result for TGL carpets assuming ROSC (1.13). Diagonal systems assuming
only ROSC and no further restrictions on the translations were studied by Feng–Wang [19]
and Fraser [20]. Former determined the Lq spectrum of self-affine measures νp and in
particular the box dimension of the attractor. In [20] linear isometries which map [−1, 1]2
to itself are allowed and the box dimension is determined. Fraser called these box-like
sets. Observe that in all the mentioned papers the ROSC was assumed.
Carpets with overlaps were not studied until the last few years. Fraser and Shmer-
kin [21] shift the columns of Bedford–McMullen carpets to get overlaps, while Pardo-
Simón [31] allows shifts in both directions of Barański carpets. Relying on a recent
breakthrough by Hochman [23] on the dimension of self-similar measures on the line,
both papers show that apart from a small exceptional set of parameters the results in
[10, 29] and [2] remain valid in the overlapping case. This is the type of shifted columns
that can be seen in Figure 3.
We finish the section by formalizing the separation conditions between cylinders sets.
1.4. Separation conditions. In our main results, we assume different extents of sep-
aration for the parallelograms fi(R), recall Figures 1 and 3. This will be considered in
Subsection 1.4.1. In Subsection 1.4.2 we consider separation conditions for H which are
actually conditions about the extent of separation of the column structure.
1.4.1. Separation of the cylinder parallelograms.
Definition 1.6 (Separation conditions for a shifted TGL IFS F). We say that
• F satisfies the rectangular open set condition (ROSC) if the strong open
set condition (SOSC) holds for F with U = (0, 1)2, i.e. Λ ∩ U 6= ∅ with
N⋃
i=1
fi(U) ⊆ U and fi(U) ∩ fj(U) = ∅ for every i 6= j.
• each column independently satisfies the ROSC if for every ıˆ ∈ [M ] and
k, ` ∈ Iıˆ we have fk(U) ∩ f`(U) = ∅. In other words, if the interior of two first
level cylinders intersects, then they are from different columns.
• F satisfies the transversality condition if there exists a K1 > 0 such that
for every n and words (i1 . . . in), (j1 . . . jn) ∈ {1, . . . , N}n with φ(ik) = φ(jk) for
k = 1, . . . , n and i1 6= j1 (φ was defined in (1.9)), we have
|projx(int(Ri1...in) ∩ int(Rj1...jn))| < K1 ·max{ai1 · . . . · ain , aj1 · . . . · ajn}. (1.15)
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Given two finite words i1 . . . in and j1 . . . jn, i1 6= j1, the angle of the two corresponding
parallelograms Ri1...in and Rj1...jn can be defined as the angle between their non-vertical
sides. The transversality condition ensures that any such pair of parallelograms in the
same column have either disjoint interior or have an angle uniformly separated from zero.
Observe that this definition of transversality coincides in the diagonally homogeneous
case with the one in [8]. In [8, Section 1.5] a sufficient condition for the transversality
condition was given. Namely, the authors introduced a self-affine IFS Ŝ in R3 which is
(in our setup)
Ŝ :=
{
Ŝi(x, z) := (fi(x), Ti(z))
}N
i=1
, (x, z) ∈ [0, 1]2 × R,
where {fi}Ni=1 was defined in (1.1) and Ti : R→ R is given by
T :=
{
Ti(z) :=
ai
bi
· z + bi
di
}N
i=1
.
The relevance of the IFS T is that
ξ
(1, 0)
`
A i
(`
)
z
Ti(z) T
i
Ti(z) :=
ai
bi
· z + di
bi
Figure 9. The IFS T , where z and (1, z) are identified
tan γi1...in = Ti1...in(0). (1.16)
Indeed, from the definition (1.12) of tan γi1...in and formula (1.11) it immediately follows
that
tan γi1...in =
di1
bi1
+
n∑
`=2
di`
bi`
·
`−1∏
k=1
aik
bik
= Ti1...in(0).
Using the same argument as in the proof of [8, Lemma 1.2] we obtain that
Lemma 1.7. If Ŝ satisfies the Strong Separation Property (that is Ŝi(Λ̂) ∩ Ŝj(Λ̂) = ∅ if
i 6= j and Λ̂ is the attractor of the IFS Ŝ) then the transversality condition holds.
The next lemma gives a different, easy-to-check sufficient condition for transversality.
Lemma 1.8. Let Pˆ := {(k, `) : k, ` ∈ Iˆ, k 6= `, R◦k ∩R◦` 6= ∅}, where A◦ denotes the
interior of a set A. Moreover, we introduce
sk :=
dk
bk
, rk :=
ak
bk
, r∗ := max
1≤k≤N
rk, bmin := min
1≤k≤N
bk and s∗ := min
1≤ˆ≤M
Pˆ 6=∅
min
(k,`)∈Pˆ
|sk − s`|.
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Assume that
s∗ > 2
1
bmin
· r
∗
1− r∗ or equivalently
s∗bmin
2 + s∗bmin
> r∗.
Then the transversality condition holds.
In particular, in the diagonally homogeneous case transversality holds if
a
b
<
d∗
2 + d∗
, (1.17)
where d∗ := min
1≤ˆ≤M
Pˆ 6=∅
min
(k,`)∈Pˆ
|dk − d`|.
Proof. Using that Rk ⊂ [0, 1]2 we obtain that |dk| < 1. Hence
|sk| ≤ 1
bmin
. (1.18)
For an m ∈ {1, . . . ,M} let Σm := {j ∈ Σ, j1 ∈ Im}. The transversality condition holds if
there exists c > 0 such that for every n, for all m ≤M with Pm 6= ∅ and
for all i, j ∈ Σ with (i1, j1) ∈ Pm, we have:
∣∣γi|n − γj|n∣∣ > c. (1.19)
It follows from (1.16) that (1.19) holds whenever for all such pair of i, j and for all n
|si1 − sj1| −
n∑
`=2
(
si` ·
`−1∏
k=1
rik − sj` ·
`−1∏
k=1
rjk
)
is greater than the same positive constant uniformly. However by (1.18) this holds if
s∗ > 2
1
bmin
· r
∗
1− r∗ .

1.4.2. Separation of the columns. We will also need some separation conditions for the
column structure which are represented by separation properties of H, recall (1.6).
The symbolic spaces for F and H are
Σ := {1, . . . , N}N and ΣH := {1, . . . ,M}N .
The natural projections form Σ → Λ and ΣH → ΛH are Π and ΠH respectively, see
Subsection 3.1 for details. Whenever we are given a probability vector p on {1, . . . , N} ,
we always associate to it another probability vector q on {1, . . . ,M} such that
qıˆ :=
∑
j∈Iıˆ
pj. (1.20)
Slightly abusing the notation we write P0 for both the set of the probability vectors of
positive components on {1, . . . , N} and {1, . . . ,M}. The Bernoulli measure pN on Σ is
denoted µp and its push forward is νp = Π∗µp = µp ◦ Π−1. Analogously for µq and νq.
Definition 1.9 (Separation conditions for H). We say that H satisfies
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• Hochman’s Exponential Separation Condition (HESC) (see [23, p. 775])
if there exist an ε > 0 and nk ↑ ∞ such that for
∆n := min
ı,∈{1...M}n
ı6=
{
|hı(0)− h(0)|, if h′ı(0) = h′(0);
∞, otherwise.
we have ∆nk > e
−ε·nk . Here h′ denotes the derivative of the function h.
• Weak Almost Unique Coding (WAUC) if for all Bernoulli measures µq there ex-
ists BH ⊂ ΣH (may depend on q) for which
µq(BH) = 0 and for every ıˆ ∈ ΣH \ BH : #(Π−1H ΠH(ıˆ) \ BH) = 1.
Almost Unique Coding (AUC) holds if for every Bernoulli measure µq and for
µq-a.e. ıˆ ∈ ΣH : #Π−1H ΠH(ıˆ) = 1.
• No Dimension Drop (NDD) if for all push forward measures νq = (ΠH)∗µq
dimH νq =
−∑Mıˆ=1 qıˆ log qıˆ
−∑Mıˆ=1 qıˆ log rıˆ .
The following implications hold between these conditions
HESC =⇒ NDD⇐⇒ WAUC. (1.21)
HESC =⇒ NDD follows from Hochman’s work [23, Theorem 1.1]. AUC implies NDD from
Feng–Hu [18, Theorem 2.8 and Corollary 4.16], but we do not know if the reverse direction
NDD =⇒ AUC holds or not. Feng informed us [17] that he can prove the equivalence
NDD ⇐⇒ WAUC for ergodic measures. Unfortunately, this result has not yet been
written down at the time of preparation of this paper. However, we use it only for Bernoulli
measures. For completeness, we give our own complete proof of NDD ⇐⇒ WAUC for
Bernoulli measures in Appendix A.
The set U of translations (u1, . . . , uM) definingH for which HESC does not hold is small.
It is stated in [31, Proposition 2.7] that it essentially follows from [24, Theorem 1.10]
that the Hausdorff and packing dimension of U is M − 1, in particular U has 0 M -
dimensional Lebesgue measure. Moreover, [23, Theorem 1.5] states that if the parameters
(r1, . . . , rM , u1, . . . , uM) defining H are all algebraic, then HESC does not hold if and only
if there is an exact overlap, i.e. ∆n = 0 for some n.
2. Main results
We now state our main results for the Hausdorff dimension of shifted TGL carpets in
Subsection 2.1, the box dimension in Subsection 2.2 and discuss diagonally homogeneous
carpets in Subsection 2.3. For a discussion on generalizing towards negative entries in the
main diagonal, see Subsection 7.5.
2.1. Hausdorff dimension. For any vector c = (c1, . . . , cK) with strictly positive entries
and a probability vector (p1, . . . , pK) we write
〈c〉p :=
K∏
i=1
cpii .
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When no confusion is made, we suppress p and write 〈c〉 = 〈c〉p. Throughout, we
use this notation for the vectors a = (a1, . . . , aN), b = (b1, . . . , bN), p = (p1, . . . , pN),
N = (N1, . . . , NM) and q = (q1, . . . , qM), where q is derived from p via (1.20). Using this
notation let us denote the function on the right-hand side of (1.14) by
D(p) :=
log〈p〉p
log〈a〉p +
(
1− log〈b〉p
log〈a〉p
)
log〈q〉q
log〈b〉p =
log〈q〉
log〈b〉 +
log〈p〉 − log〈q〉
log〈a〉 . (2.1)
Theorem 2.1 (Upper bound). Regardless of overlaps, for any shifted triangular Gatzouras–
Lalley-type planar carpet Λ
dimH Λ ≤ sup
p∈P
D(p) =: α∗.
Furthermore, there always exists a p∗ ∈ P0 for which D(p∗) = α∗.
The proof is given in Section 4. Throughout, let q∗ denote the vector q∗ıˆ =
∑
j∈Iıˆ p
∗
j .
The next theorem states sufficient conditions under which the Hausdorff dimension of a
self-affine measure νp on Λ is equal to D(p).
Theorem 2.2. Let p ∈ P0, µp := pN and νp := Π∗µp. For a shifted triangular
Gatzouras–Lalley-type planar carpet Λ we have
dimH νp = D(p)
if the horizontal IFS H satisfies Hochman’s Exponential Separation Condition (in partic-
ular, always holds for non-overlapping columns) and
(i) either each column independently satisfies the ROSC or
(ii) Λ satisfies transversality (see Definition 1.6) and the following inequality holds:
log〈a〉p
log〈b〉p > 1 +
log〈N〉q
− log〈q〉q . (2.2)
We remark that Proposition 2.10 provides a simple way to check condition (2.2) in the
diagonally homogeneous case. Section 5 is devoted to the proof of this theorem. As an
immediate corollary, we get
Corollary 2.3 (Sufficient conditions). Whenever a shifted TGL carpet Λ satisfies the
conditions of Theorem 2.2 with replacing p and q in (2.2) by p∗ and q∗, then
dimH Λ = α
∗.
2.2. Box dimension. Recall the IFSs H˜ (1.2) and H (1.6) obtained by projecting F to
the x-axis. Recall sx was defined so that
∑M
ıˆ=1 r
sx
ıˆ = 1 and let s˜x be the unique real such
that
∑N
i=1 b
s˜x
i = 1. Furthermore, introduce
sH := dimB ΛH˜ = dimB ΛH.
Since ΛH is a self-similar set, sH is well defined. If Λ is a TGL carpet then sH = sx,
otherwise sH ≤ sx. The affinity dimension dimAff of Λ can be deduced from the result of
Falconer–Miao [13, Corollary 2.6] together with the description in [8, Subsection 1.3] and
the fact that direction-x dominates: dimAff Λ = sA is the unique real such that
N∑
i=1
b
min{s˜x,1}
i a
sA−min{s˜x,1}
i = 1. (2.3)
TRIANGULAR GATZOURAS–LALLEY-TYPE CARPETS 16
In particular, if s˜x < 1 then sA = s˜x, otherwise sA solves
∑N
i=1 bia
sA−1
i = 1. So sA only
depends on the main diagonals (bi, ai), but not on the off-diagonal elements di. So, the
affinity dimension of a shifted TGL carpet Λ is and its GL brother coincide.
The following theorem gives an upper bound for dimB Λ, which can be strictly smaller
than sA. It was proved for diagonal iterated function systems by Feng–Wang in [19,
Corollary 1] and also follows from Fraser’s work [20, Theorem 2.4, Corollary 2.7]. Here
we extend its scope to triangular IFSs. In a different context, Hu [25] studied a related
problem, where a version of Bowen’s formula determines the box dimension.
Theorem 2.4 (Upper bound). Regardless of overlaps, for any shifted triangular Gatzouras–
Lalley-type planar carpet Λ
dimP Λ = dimBΛ ≤ s ≤ sA,
where s is the unique solution of the equation
N∑
i=1
bsHi a
s−sH
i = 1. (2.4)
In particular, if Λ satisfies the ROSC, then dimP Λ = dimB Λ = s.
Corollary 2.5 (Equality of box- and affinity dimension). For any shifted TGL carpet Λ
s = sA ⇐⇒ sH = min{s˜x, 1}.
Proof. Follows immediately from comparing equations (2.3) and (2.4) defining sA and s,
respectively, together with the fact that ai < 1 and bi/ai > 1 for every i = 1. . . . , N . 
Remark 2.6.
a) The proof of Fraser [20] does not make use of any column structure (1.10). Hence,
Theorem 2.4 immediately extends to an IFS F of the form (1.1) as long as direction-x
dominates (0 < ai < bi < 1) and the ROSC holds.
b) Since Λ is compact and every open set intersecting Λ contains a bi-Lipschitz image of
Λ, we get that dimP Λ = dimBΛ, see [16, Corollary 3.9].
Handling overlaps to calculate the box dimension is a greater challenge, since typically
dimH Λ < dimB Λ and thus the usual technique of giving a lower bound by bounding the
Hausdorff dimension from below does not suffice. Hence, a new counting argument was
necessary.
Theorem 2.7 (Box dimension with overlaps). For a shifted TGL carpet Λ we have
dimBΛ ≥ s, hence dimB Λ = s, if either of the following hold:
(i) H satisfies HESC and each column independently satisfies the ROSC or
(ii) Λ is a TGL carpet, satisfies transversality and the following inequality:
− log〈p˜〉p˜ + log〈q˜〉q˜ < sH(log〈b〉p˜ − log〈a〉p˜), (2.5)
where p˜ := (p˜1, . . . , p˜N) and q˜ := (q˜1, . . . , q˜M) are defined by equation (2.4):
p˜i = b
sH
i a
s−sH
i and q˜ıˆ =
∑
j∈Iıˆ
bsHj a
s−sH
j . (2.6)
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The analogue of the following sufficient and necessary condition for the equality of the
box- and Hausdorff dimensions was proved in [22, Theorem 4.6].
Theorem 2.8 (Equality of box- and Hausdorff dimension). Assume the shifted TGL
carpet Λ satisfies ROSC and H satisfies No Dimension Drop. Then the following three
conditions are equivalent,
dimH Λ = dimB Λ ⇐⇒ sH = dimH νq˜ ⇐⇒
∑
j∈Iıˆ
as−sHj = 1 for every ıˆ ∈ [M ]. (2.7)
All results for box dimension are proved in Section 6.
2.3. Diagonally homogeneous carpets. We show how the conditions and formulas of
our main results simplify in the diagonally homogeneous case. Recall the easy-to-check
sufficient condition (1.17) for transversality in Lemma 1.8. Moreover, observe that the
vector p˜ becomes the uniform vector p˜i = 1/N and thus q˜ıˆ = Nıˆ/N . A routine use of the
Lagrange multipliers method gives the optimal p∗
p∗k = N
log b
log a
−1
ıˆ ·
( M∑
ˆ=1
N
log b
log a
ˆ
)−1
if k ∈ Iıˆ. (2.8)
Thus, conditions (2.2) and (2.5) become
log〈p∗〉p∗
log〈q∗〉q∗ <
log a
log b
and
logN
logM
+ 1 +
log〈q˜〉q˜
logM
<
log a
log b
, (2.9)
respectively. If in addition, the system has uniform vertical fibres, then p˜i = p∗i = 1/N
also q˜ıˆ = q∗ıˆ = 1/M . Hence, both conditions (2.2) and (2.5) become
logN
logM
<
log a
log b
. (2.10)
Next, we give an equivalent explicit formulation of condition (2.2). Let ϕ(y) := y log y
and for x ∈ (0, 1) define
R(x) := x+ (r(x)− 1)−1 , where r(x) = ϕ
(∑M
ıˆ=1 N
x
ıˆ
)∑M
ˆ=1 ϕ(N
x
ˆ )
.
Lemma 2.9. R(x) is a continuous, strictly monotone increasing function.
Proof. Continuity is obvious. It is enough to show that r(x) is strictly monotone decreas-
ing. Let r′ denote the derivative. Then
x ·
( M∑
ˆ=1
ϕ(Nxˆ )
)2
︸ ︷︷ ︸
>0
·r′(x) =
=:A︷ ︸︸ ︷( M∑
ˆ=1
ϕ(Nxˆ )
)2
+
=:B︷ ︸︸ ︷
log
( M∑
ıˆ=1
Nxıˆ
)
·
( M∑
ˆ=1
ϕ(Nxˆ )
)2
− ϕ
( M∑
ıˆ=1
Nxıˆ
)
·
M∑
ˆ=1
ϕ(Nxˆ )︸ ︷︷ ︸
=:C
−ϕ
( M∑
ıˆ=1
Nxıˆ
) M∑
ˆ=1
ϕ(Nxˆ ) · logNxˆ︸ ︷︷ ︸
=:D
.
We claim that C > A and D ≥ B, which will conclude the proof of the lemma. For
brevity, write yıˆ := Nxıˆ . yıˆ = 1⇔ Nıˆ = 1, otherwise yıˆ > 1.
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To show that C > A, it is enough to prove that for 1 ≤ u ≤ v
ϕ(u) + ϕ(v) < ϕ(u+ v). (2.11)
Then a simple induction implies that
∑
ϕ(yıˆ) < ϕ(
∑
yıˆ). Recall ϕ(1) = 0. The mean
value theorem implies that
ϕ(u+ v)− ϕ(v) = u · ϕ′(ξ), for some ξ ∈ (v, u+ v)
ϕ(u)− ϕ(1) = (u− 1) · ϕ′(ζ), for some ζ ∈ (1, u).
Since the derivative ϕ′(y) = 1+log y is strictly increasing and ζ < ξ, we have ϕ′(ζ) < ϕ′(ξ).
This implies (2.11). To prove the other inequality
D −B =
( M∑
ıˆ=1
yıˆ
)
· log
( M∑
ıˆ=1
yıˆ
) M∑
ˆ=1
ϕ(yˆ) · log yˆ − log
( M∑
ıˆ=1
yıˆ
)
·
( M∑
ˆ=1
ϕ(yˆ)
)2
.
We can pull out log
(∑
yıˆ
)
> 0 and divide by it. This gives
D −B
log
(∑
yıˆ
) = ( M∑
ıˆ=1
yıˆ
) M∑
ˆ=1
ϕ(yˆ) · yˆ log yˆ
yˆ
−
M∑
ˆ=1
ϕ2(yˆ)− 2
∑
ıˆ<ˆ
ϕ(yıˆ)ϕ(yˆ)
=
M∑
ˆ=1
∑M
ıˆ=1 yıˆ
yˆ
· ϕ2(yˆ)−
M∑
ˆ=1
ϕ2(yˆ)− 2
∑
ıˆ<ˆ
ϕ(yıˆ)ϕ(yˆ)
=
M∑
ˆ=1
∑
i 6=j yıˆ
yˆ
· ϕ2(yˆ)− 2
∑
ıˆ<ˆ
ϕ(yıˆ)ϕ(yˆ)
=
∑
ıˆ<ˆ
(yıˆ
yˆ
· ϕ2(yˆ) + yˆ
yıˆ
· ϕ2(yıˆ)− 2ϕ(yıˆ)ϕ(yˆ)
)
=
∑
ıˆ<ˆ
(√yıˆ
yˆ
ϕ(yˆ)−
√
yˆ
yıˆ
ϕ(yıˆ)
)2
≥ 0.

Proposition 2.10. The solution of the equation R(x) = 1 is unique. Let x0 denote this
solution. Then in the diagonally homogeneous case
(2.2) holds ⇐⇒ log b
log a
< x0.
Remark 2.11. Observe that all the conditions for transversality, (2.2), (2.5) are satisfied
if the heights of the parallelograms Ri are "small enough" compared to their width. See
the examples with overlaps in Section 7 for some explicit calculations.
Proof of Proposition 2.10. Let x := log b/ log a < 1. In the diagonally homogeneous case
(2.2) simplifies to
log a
log b
=
1
x
> 1 +
∑M
ıˆ=1 q
∗
ıˆ logNıˆ
−∑Mıˆ=1 q∗ıˆ log q∗ıˆ ,
where q∗ıˆ = Nxıˆ /
∑
ˆN
x
ˆ . Multiplying each side by x we get
1 > x+
∑M
ıˆ=1 q
∗
ıˆ logN
x
ıˆ
−∑Mıˆ=1 q∗ıˆ log q∗ıˆ . (2.12)
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It is straightforward to check that for any y1, . . . , yM ∈ R and qıˆ := eyıˆ/
∑
ˆ e
yˆ
−
M∑
ıˆ=1
qıˆ log qıˆ +
M∑
ıˆ=1
qıˆ · yıˆ = log
M∑
ıˆ=1
eyıˆ .
Applying this with yıˆ = logNxıˆ (then qıˆ = q∗ıˆ ) in the denominator of (2.12) we get that
(2.2) is equivalent to
1 > x+
∑M
ıˆ=1 q
∗
ıˆ logN
x
ıˆ
log
∑M
ıˆ=1 N
x
ıˆ −
∑M
ıˆ=1 q
∗
ıˆ logN
x
ıˆ
= R(x).
For x small enough (2.2) holds, since 1/x tends to infinity while the right hand side
remains finite. On the other hand for x = 1 it does not hold. Hence, R(x) < 1 for small
enough x, while R(1) ≥ 1. Thus, Lemma 2.9 implies that there exists a unique x0 ∈ (0, 1)
such that R(x0) = 1. So any x < x0 satisfies (2.2). 
Finally, in the diagonally homogeneous case, the dimension formulas agree with the
ones for Bedford–McMullen carpets.
Corollary 2.12. If a diagonally homogeneous shifted TGL carpet Λ satisfies the condi-
tions of Theorems 2.2 and 2.7, then
dimH Λ =
1
− log b log
M∑
ˆ=1
N
log b
log a
ˆ and dimB Λ =
logN
− log a +
(
1− log b
log a
)
logM
− log b.
In particular, dimH Λ = dimB Λ if and only if Λ has uniform vertical fibres.
Proof. For diagonally homogeneous shifted TGL carpets the expression (2.1) for D(p)
simplifies to
D(p) =
log〈p〉p
log a
+
(
1− log b
log a
)
log〈q〉q
log b
.
Applying this for p∗ from (2.8) gives the result dimH Λ = D(p∗).
The equation for the box dimension s = dimB Λ, recall (2.4), simplifies to
N · bsH · as−sH = 1. (2.13)
Since H has No Dimension Drop (recall Definition 1.9), we have sH = logM/(− log b).
Substituting this back into (2.13) and expressing s from the equation gives the desired
formula for dimB Λ.
Comparing the formula for dimB Λ with the one for D(p), we immediately get that
equality holds if and only if Nıˆ = N/M for every ıˆ ∈ {1, . . . ,M}. 
3. Preliminaries
In this section, we collect important notation, definitions, preliminary lemmas and cite
results used in the proofs of the subsequent sections.
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3.1. Symbolic notation. Throughout, we work simultaneously with the IFSs F , H˜ and
H, which are defined in (1.1), (1.2) and (1.6) respectively. Their attractors are Λ, ΛH = ΛH˜
respectively. We define the symbolic spaces
Σ = {1, 2, . . . , N}N and ΣH = {1, 2, . . . ,M}N
with elements i = i1i2 . . . ∈ Σ and ıˆ = ıˆ1ıˆ2 . . . ∈ ΣH. The function φ : {1, 2, . . . , N} →
{1, 2, . . . ,M}, recall (1.9), naturally defines the map Φ : Σ→ ΣH
Φ(i) := ıˆ = φ(i1)φ(i2) . . . . (3.1)
Finite words of length n are either denoted with a ’bar’ like ı = i1 . . . in ∈ Σn or as a
truncation i|n = i1 . . . in of an infinite word i, the length is denoted | · |. The set of all
finite length words is denoted by Σ∗ =
⋃
n Σn and analogously Σ
∗
H. The left shift operator
on Σ and ΣH is σ, i.e. σ(i) = i2i3 . . . and σ(ıˆ) = ıˆ2ıˆ3 . . ..
The longest common prefix of i and j is denoted i∧ j, i.e. its length is |i∧ j| = min{k :
ik 6= jk} − 1. This is also valid if one of them has or both have finite length. The nth
level cylinder set of i ∈ Σ is [i|n] := {j ∈ Σ : |i ∧ j| ≥ n}. Similarly for ı ∈ Σn and
ıˆ ∈ ΣH. Recall that R = [0, 1]2. We use the standard notation Ai|n = Ai1 · . . . · Ain and
fi|n = fi1 ◦ fi2 ◦ . . . ◦ fin to write
Λi|n := fi|n(Λ) and Ri|n := fi|n(R)
for the nth level cylinder corresponding to i. The sets {Ri|n}∞n=1 form a nested sequence
of compact sets with diameter tending to zero, hence their intersection is a unique point
x ∈ Λ. This defines the natural projection Π : Σ→ Λ
Π(i) := lim
n→∞
∞⋂
n=1
Ri|n = lim
n→∞
fi|n(0) = ti1 +
∞∑
n=2
Ai|n−1 · tin . (3.2)
The natural projections generated by H˜ and H are
Π˜H(i) := lim
n→∞
h˜i|n(0), i ∈ Σ; and ΠH(ıˆ) := lim
n→∞
hıˆ|n(0), ıˆ ∈ ΣH.
The following commutative diagram summarizes these notations:
Σ
Φ //
Π

Π˜H
  
ΣH
ΠH

Λ
projx
// ΛH
(3.3)
We also introduce the measurable partitions α and β of Σ whose classes containing an
i ∈ Σ are defined
α(i) := Π−1Π(i) and β(i) := Φ−1Φ(i). (3.4)
The fact that these partitions are measurable are immediate consequences of the definition
of measurability of a partition. Alternatively, this also follows from [34, Theorem 2.2].
Thus, α(i) contains those j ∈ Σ for which Π(i) = Π(j) ∈ Λ and β(i) corresponds to the
’symbolic column’ of i, i.e. for j ∈ β(i) we have Π˜H(i) = Π˜H(j). These partitions play an
important role when handling overlaps.
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Bernoulli measures on Σ are key in obtaining the lower bound for dimH Λ. Recall the
set
P := {p = (p1, . . . , pN) : pi ≥ 0,
N∑
i=1
pi = 1}
of all probability distributions on the set {1, 2, . . . , N} and let P0 denote the subset when
all pi > 0. The Bernoulli measure on Σ corresponding to p ∈ P is the product measure
µp = p
N, i.e. the measure of a cylinder set is µp([i|n]) = pi1 · . . . · pin . All Bernoulli
measures can be uniquely disintegrated according to the family of conditional measures
µp,α(i) = µα(i) generated by the measurable partition α. That is for all Borel sets U ⊂ Σ
µp(U) =
∫
µα(i)(U)dµp(i). (3.5)
The entropy of a Bernoulli measure µp is
hµp = −
N∑
i=1
pi log pi = − log〈p〉p. (3.6)
The push forward νp := Π∗µp is the self-affine measure on Λ defined by νp = µp ◦Π−1 or
equivalently
νp =
N∑
i=1
piνp ◦ f−1i .
Recall that a p ∈ P defines another distribution q = (q1, . . . , qM) via (1.20). Then
µq = q
N is a Bernoulli measure on ΣH. Moreover, the self-similar measure on ΛH is
νq = (ΠH)∗µp = (projx)∗νp. Our convention is that µ always denotes a measure on
(some) symbolic space, while ν is supported on (a part of) R.
3.2. Atypical parallelograms. The exponential rate of growth of the size of nth level
parallelograms, the number of parallelograms in a column and the column’s measure can
vary a lot for different i ∈ Σ. However, in measure-theoretic sense those i which behave
atypically form a small set. Define the function
X : Σ→ R+, X(i) := ci1 ,
where c = (c1, . . . , cN) is an arbitrary vector with strictly positive elements. Let
Xn(i) :=
n−1∏
j=0
X(σji) =
n∏
j=1
cij .
In particular, if c = a := (a1, . . . , aN) or b := (b1, . . . , bN), then Xn(i) is the height and
width of the parallelogram Ri|n. If c = N := (Nφ(1), . . . , Nφ(N)) or q := (qφ(1), . . . , qφ(N)),
then Xn(i) gives the number of parallelograms in and the measure of the column Φ(i)|n.
Fix an arbitrary p ∈ P . Recall the notation 〈c〉p :=
∏N
j=1 c
pj
j . When no confusion is
made, we suppress p and write 〈c〉 = 〈c〉p. In the rest of the subsection δ > 0 is fixed.
Define
Badδ,n(c) :=
{
{i ∈ Σ : Xn(i) < 〈c〉(1−δ)n or Xn(i) > 〈c〉(1+δ)n}, if 〈c〉 > 1,
{i ∈ Σ : Xn(i) < 〈c〉(1+δ)n or Xn(i) > 〈c〉(1−δ)n}, if 〈c〉 < 1.
(3.7)
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The definition can be extended to a positive real t, by setting Badδ,t(c) := Badδ,btc(c).
Let µp be the Bernoulli measure on Σ defined by p ∈ P .
Lemma 3.1. IF 〈c〉p 6= 1 then there exists a constant C and an r ∈ (0, 1) such that
µp(Badδ,n(c)) < C · rn for every n ≥ 1.
Hence, the Borel-Cantelli lemma immediately implies that
µp(i ∈ Badδ,n(c) for infinitely many n) = 0.
Proof. Assume 〈c〉 > 1. Let Sn(X) := 1n
∑n−1
j=0 logX(σ
ji). Then
µp(Xn(i) < 〈c〉(1−δ)n) = µp(Sn(X) < (1− δ) log〈c〉).
The {logX(σji)}j are independent and identically distributed with expectation
E(logX) =
N∑
j=1
pj log cj = log〈c〉.
Hence, Cramér’s large deviation theorem [12, Theorem 2.1.24.] implies that µp(Xn(i) <
〈c〉(1−δ)n) decays exponentially fast in n. The argument for Xn(i) > 〈c〉(1+δ)n is exactly
the same. The proof is analogous when 〈c〉 < 1. 
3.3. Ledrappier–Young formula. Let 0 < α2(A) ≤ α1(A) < 1 denote the two singular
values of a 2×2 non-singular matrix A. Namely, αi(A) is the positive square root of the ith
largest eigenvalue of ATA, where AT is the transpose of A. The geometric interpretation
of the singular values is that the linear map x 7→ Ax maps the unit disk to an ellipse with
principal semi-axes of length α2(A) and α1(A). The singular values can also be expressed
with the matrix norm: α1(A) = ‖A‖ and α2(A) = ‖A−1‖−1. For a family of matrices
A = {A1, . . . , AN}, the asymptotic exponential growth rate of the semi-axes of the ellipses
determined by the maps x 7→ Ai1...inx is given by the Oseledets theorem.
Theorem 3.2 (Oseledets [30]). Let A = {A1, . . . , AN} be a set of non-singular 2 × 2
matrices with ‖Ai‖ < 1 for i ∈ {1, . . . , N}. Then for any ergodic σ-invariant measure µ
on Σ there exist constants 0 < χ1µ ≤ χ2µ such that for µ-almost every i
lim
n→∞
1
n
logα1(Ai1...in) = lim
n→∞
1
n
log ‖Ai1...in‖ = −χ1µ,
lim
n→∞
1
n
logα2(Ai1...in) = lim
n→∞
1
n
log ‖(Ai1...in)−1‖−1 = −χ2µ.
The numbers χ1µ and χ2µ are called the Lyapunov-exponents of ν = Π∗µ. If χ1µ 6= χ2µ then
we say that µ has simple Lyapunov spectrum.
It is an easy exercise to calculate the Lyapunov exponents of Bernoulli measures µp
for a family of lower triangular matrices for which direction-x dominates. For greater
generality see Falconer–Miao [13].
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Lemma 3.3. Fix any p ∈ P and a family of lower triangular matrices A = {A1, . . . , AN}
for which direction-x dominates. Then the Lyapunov spectrum of the Bernoulli measure
µp is simple and the exponents equal
χ1νp = −
N∑
i=1
pi log bi = − log〈b〉p and χ2νp = −
N∑
i=1
pi log ai = − log〈a〉p.
Sketch of proof. Both the singular values or the norm of Ai1...in can be calculated directly.
Since direction-x dominates, the off-diagonal element does not play a role. An application
of Oseledets theorem and the strong law of large numbers concludes the proof. 
The Ledrappier–Young formula originates from the seminal work of Ledrappier and
Young [27, 28] on determining the Hausdorff dimension of invariant measures of dif-
feomorphisms on compact manifolds. Through a succession of papers by Przytycki–
Urbański [33], Feng–Hu [18], Bárány [4] and Bárány–Käenmäki [6] the formula was proved
for the Hausdorff dimension of wider and wider classes of self-affine measures. In fact,
Feng [17] recently announced that the Hausdorff dimension of the push-forward of a shift-
invariant, ergodic measure µ satisfies a Ledrappier–Young type formula in full generality
for any self-affine IFS on Rd which is contracting on average with respect to µ. Also
observe that the formulas proved in the earlier works of [2, 3, 10, 22, 29] are all special
cases of the Ledrappier–Young formula. The main result of [6, Theorem 2.4, Corollary
2.8] can be stated in a simpler form in our context when direction-x dominates.
Theorem 3.4 ([6], direction-x dominates). Let F be a shifted TGL-type IFS of the form
(1.1). Furthermore, using the notation from Subsection 3.1, let µp be any Bernoulli meas-
ure on Σ, νp = Π∗µp its push forward and νq = (projx)∗νp. Then, regardless of overlaps,
νp is exact dimensional and satisfies the Ledrappier–Young formula
dimH νp =
hµp −H
χ2νp
+
(
1− χ
1
νp
χ2νp
)
dimH νq, (3.8)
where H = − ∫ log µp,α(i)([i1])dµp(i). Recall {µp,α(i)} is the family of conditional measures
of µp defined by the measurable partition α(i) = Π−1(Π(i)).
Moreover, if the IFS satisfies the ROSC and p ∈ P0, then H = 0.
4. Upper bound for dimH Λ
Consider a shifted triangular Gatzouras–Lalley-type planar carpet Λ without any sep-
aration condition. To prove Theorem 2.1 we essentially lift the original argument in [22],
formulated on the attractor Λ, to the symbolic space Σ. This can be done because the
method in [22] is completely symbolic in nature. Therefore, we only give a short sketch.
The first step is to define a proper metric on Σ, which captures the distance between
points on the attractor. Observe that for two points i, j ∈ Σ the distance |Π(i) − Π(j)|
(recall (3.2)) can be small even if |i ∧ j| is small. This occurs if |Φ(i) ∧ Φ(j)| = |ˆı ∧ ˆ|
(recall (3.1)) is much larger than |i ∧ j|, i.e. the corresponding cylinders belong to the
same column for a long time.
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Lemma 4.1. (Σ, d) is a metric space, where the distance between i, j ∈ Σ is defined
d(i, j) :=
|ˆı∧ˆ|∏
k=1
bik +
|i∧j|∏
k=1
aik .
Proof. The fact that d is non-negative and symmetric is trivial. Need to check the triangle
inequality, for all i, j,k ∈ Σ : d(i, j) ≤ d(i,k) + d(k, j). If
• |i ∧ k| ≤ |i ∧ j| then ∏|i∧k|`=1 ai` ≥∏|i∧j|`=1 ai` ,
• |i ∧ k| > |i ∧ j| then |k ∧ j| = |i ∧ j|, thus ∏|k∧j|`=1 ai` = ∏|i∧j|`=1 ai` .
Analogously, if
• |ˆı ∧ kˆ| ≤ |ˆı ∧ ˆ| then ∏|ˆı∧kˆ|`=1 bi` ≥∏|ˆı∧ˆ|`=1 bi` ,
• |ˆı ∧ kˆ| > |ˆı ∧ ˆ| then |kˆ ∧ ˆ| = |ˆı ∧ ˆ|, thus ∏|kˆ∧ˆ|`=1 bi` = ∏|ˆı∧ˆ|`=1 bi` .
The triangle inequality now follows. 
The next step is to prove that the natural projection with this metric is Lipschitz.
Lemma 4.2. For any shifted triangular Gatzouras–Lalley-type planar carpet
dimH Λ ≤ dimH(Σ, d).
Proof. It is enough to show that there exists C > 0 such that |Π(i) − Π(j)| ≤ C · d(i, j),
i.e. Π : Σ→ Λ is a Lipschitz-function, which can not increase the Hausdorff dimension.
For i, j ∈ Σ let k := |i ∧ j|, ` := |ˆı ∧ ˆ| and(
x
y
)
:= Π(i)− Π(j) =
∞∑
n=1
(
ai|n−1tin,1 − aj|n−1tjn,1
di|n−1tin,1 − dj|n−1tjn,1 + bi|n−1tin,2 − bj|n−1tjn,2
)
.
The first k terms coincide in both coordinates and bin = bjn for n = 1, . . . , `. Thus,
x2 = a2i|k ·
( ∞∑
n=k+1
(aσki|n−k−1tin+k,1 − aσkj|n−k−1tjn+k,1)
)2
≤ a2i|k ,
y2 ≤ 2
[( ∞∑
n=1
di|n−1tin,1
)2
+
( ∞∑
n=1
dj|n−1tjn,1
)2
+
( ∞∑
n=1
(bi|n−1tin,2 − bj|n−1tjn,2)
)2]
.
In the first two sums using Lemma 1.3 we can bound di|n−1 ≤ K0 · bi|n−1 and dj|n−1 ≤
K0 · bj|n−1. Now we can pull out bi|` from all three sums. The remaining sums are all
uniformly bounded in i, j by some constant c. This gives
y2 ≤ 2K20 · c · b2i|`, thus |Π(i)− Π(j)| ≤
√
a2i|k + 2K
2
0 · c · b2i|` ≤ C · d(i, j).

It remains to show that the value α∗ maximizing the expression for D(p) in (2.1) is an
upper bound for the Hausdorff dimension of (Σ, d).
Proposition 4.3. For any choice of parameters defining a shifted triangular Gatzouras–
Lalley-type triangular carpet
dimH(Σ, d) ≤ α∗.
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Proof of Theorem 2.1. The upper bound is a corollary of Lemma 4.2 and Proposition 4.3.
The compactness of P and the continuity of D(p) implies that suppD(p) is attained for
some p∗ ∈ P . Moreover, it is easy to check that p∗ ∈ P0, see [22, Proposition 3.4]. 
Proposition 4.3 is essentially proved in [22, Section 5] formulated on the attractor Λ.
For completeness we sketch the main steps adapted to (Σ, d) and cite [22] when necessary.
Most of the notation we bring over from [22].
The balls in (Σ, d) are exactly the "approximate squares" defined in [22, eq. (1.2)]
Bk(i) := {j ∈ Σ : |i ∧ j| ≥ Lk(i) and |ˆı ∧ ˆ| ≥ k}, where (4.1)
Lk(i) := max
{
n ≥ 0 :
k∏
j=1
bij ≤
n∏
j=1
aij
}
.
Note, k > Lk(i) for every i and k, since ai < bi for every i. The j ∈ Bk(i) for which
|i ∧ j| = Lk(i) and |ˆı ∧ ˆ| = k are the ones for which d(i, j) is maximal. The definition of
Lk(i) implies that
1 ≤
∏Lk(i)
j=1 aij∏k
j=1 bij
≤ max
i
a−1i for every k, i. (4.2)
Hence, diamBk(i) ≤ C ·
∏k
j=1 bij for some C independent of i.
The main ingredient is a form of the mass distribution principle adapted to (Σ, d).
Lemma 4.4. Let µ be a probability measure on Σ and assume
lim inf
k→∞
log µ(Bk(i))
log
∏k
j=1 bij
≤ α for every i ∈ Σ,
where Bk(i) is the approximate square defined in (4.1). Then
dimH(Σ, d) ≤ α.
Proof. The assumption states that for every ε, δ > 0 and i ∈ Σ there exists a k(i) such
that
k(i)∏
j=1
bij < δ and
( k(i)∏
j=1
bij
)α+ε
≤ µ(Bk(i)(i)).
The collection {Bk(i)(i)}i∈Σ is a δ-cover of Σ, thus the Vitali- or 5r-covering lemma [14]
implies that there exists a (perhaps uncountable) sub-collection J ⊂ Σ of disjoint balls
Bk(i)(i) giving a 5δ-cover of Σ, i.e.
Σ ⊆
⊔
i∈J
5Bk(i)(i) and Bk(i)(i) ∩Bk(j)(j) = ∅ for every i 6= j ∈ J.
Hence, we can bound the α + ε-dimensional Hausdorff measure
Hα+ε5δ (Σ) ≤ (5c)α+ε
∑
i∈J
( k(i)∏
j=1
bij
)α+ε
≤ (5c)α+ε
∑
i∈J
µ(Bk(i)(i)) ≤ (5c)α+ε · µ(Σ)
independent of δ and therefore Hα+ε(Σ) ≤ (5c)α+ε < ∞ for every ε > 0. Thus,
dimH(Σ, d) ≤ α. 
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The lemma implies that to prove Proposition 4.3 it is enough to find a measure µ
satisfying the condition of the lemma with the value α∗. This can be achieved using
the family of Gatzouras–Lalley Bernoulli measures introduced in [22, eq. (5.2)]. Let
ϑ ∈ R, λ ∈ R and ρ ∈ (0, 1). Define the probability vector p = (p1, . . . , pN) by
pi = pi(ϑ, λ, ρ) := C(ϑ, λ, ρ)a
ϑ
i b
λ−ϑ
i (γi(ϑ))
ρ−1, where γi(ϑ) =
∑
j∈Iφ(i)
aϑj (4.3)
and C(ϑ, λ, ρ) normalizes so that
∑
i pi = 1. In fact [22, Lemma 5.1] shows that there
exists a real-valued continuous function ϑ(ρ), ρ ∈ (0, 1), such that for every ρ ∈ (0, 1)
C(ϑ(ρ), α∗, ρ) = 1.
From now we work with such p.
Lemma 4.5. The Bernoulli-measure µ := pN on Σ satisfies the condition of Lemma 4.4
with the optimal value α∗, i.e.
lim inf
k→∞
µ(Bk(i))
log
∏k
j=1 bij
≤ α∗ for every i ∈ Σ.
Sketch of proof. By definition of Bk(i)
µ(Bk(i)) =
Lk(i)∏
j=1
pij ·
k∏
j=Lk(i)+1
qφ(ij) =
( k∏
j=1
bij
)α∗
·
∏Lk(i)
j=1 a
ϑ
ij∏k
j=1 b
ϑ
ij
·
(∏k
j=1 γij(ϑ)
)ρ∏Lk(i)
j=1 γij(ϑ)
,
where qφ(ij) =
∑
`∈Iφ(ij)
p`. Taking logarithm and dividing by log
∏k
j=1 bij gives
log µ(Bk(i))
log
∏k
j=1 bij
= α∗ +
ϑ log(
∏Lk(i)
j=1 aij/
∏k
j=1 bij)
log
∏k
j=1 bij
+
log
(∏k
j=1 γij (ϑ)
)ρ
∏Lk(i)
j=1 γij (ϑ)
log
∏k
j=1 bij
.
Due to (4.2), the second term tends to zero as k → ∞. We can increase the third term
by replacing the denominator with k · log mini bi. Hence, it is enough to prove that there
exists ρ ∈ (0, 1) such that for ϑ = ϑ(ρ)
lim sup
k→∞
ρ
k
k∑
j=1
log γij(ϑ)−
1
k
Lk(i)∑
j=1
log γij(ϑ) ≥ 0.
This is exactly the statement in [22, eq. (5.10)]. For details see [22, pg. 565-566]. 
Proof of Proposition 4.3. The Proposition is a direct corollary of Lemmas 4.4 and 4.5. 
5. Proof of Theorem 2.2
Our goal is to show that the Ledrappier–Young formula (3.8) of [6] for dimH νp, cited
in Theorem 3.4, always equals the formula for D(p) in (2.1) under the conditions of
Theorem 2.2. For the rest of this proof, we fix a p ∈ P0 and assume H satisfies Hochman’s
Exponential Separation Condition and either each column independently satisfies the
ROSC or Λ satisfies transversality and (2.2).
The entropy of the system is hµp = − log〈p〉p (recall (3.6)), the Lyapunov-exponents
from Lemma 3.3 are χ2νp = − log〈a〉p and χ1νp = − log〈b〉p . Hochman’s Exponential
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Separation Condition for H implies No Dimension Drop for νq, recall (1.21), hence
dimH νq = log〈q〉q/ log〈b〉p . As a result, to prove the theorem it is enough to show
that the integral
H = −
∫
log µα(i)([i1])dµp(i) = 0,
where {µα(i)} is the family of conditional measures of µp defined by the measurable par-
tition {α(i) = Π−1(Π(i))}, recall (3.5). Since − log µα(i)([i1]) ≥ 0, we have that H = 0 if
and only if
µα(i)([i1]) = 1 for µp-a.a. i. (5.1)
Thus, it suffices to show that µα(i) is concentrated on i for µp-typical i. Overlaps arising
from the translations of columns or from intersections within a column can in theory cause
problems. However, the next two results ensure that there is a full measure subset of Σ
for which µα(i) is a point mass distribution.
Recall from (3.4) that β(i) = Φ−1Φ(i) is the ’symbolic column’ if i. The first claim
ensures that there is a full measure subset Σ1 ⊂ Σ where the translations of the columns
have no effect.
Claim 5.1. Assume Weak Almost Unique Coding holds for ΣH, recall Definition 1.9.
Then there exists a full measure subset Σ1 ⊂ Σ such that for all i ∈ Σ1 and for all
(ˆ1, . . . , ˆn) 6= (ˆı1, . . . , ıˆn)
µα(i)([j1, . . . , jn]) = 0, (5.2)
where φ(ik) = ıˆk and φ(jk) = ˆk for k = 1, . . . , n, recall (1.9) for the definition of φ.
Consequently, for every i ∈ Σ1 we have
µα(i)(β(i)
c) = 0. (5.3)
The second claim defines the full-measure set Σ2 ⊂ Σ where intersections within
columns have no effect.
Proposition 5.2. Assume that the conditions of Theorem 2.2 hold. Then there exists a
Σ2 ⊂ Σ, with µp(Σ2) = 1 such that for every i ∈ Σ2 and k ∈ Iφ(i1) \ {i1}
µα(i) (β(i) ∩ α(i) ∩ [k]) = 0.
Theorem 2.2 is a corollary of these two results. Sometimes we use the following notation:
Definition 5.3. Let F ⊂ Σ be a subset of full measure. Then we define
F˜ :=
{
i ∈ F : µα(i)(Σ \ F ) = 0
}
.
Since µp(F ) = 1, the disintegration formula (3.5) implies that µp(F˜ ) = 1.
5.1. The proof of Theorem 2.2 assuming Claim 5.1 and Proposition 5.2.
Proof of Theorem 2.2 assuming Claim 5.1 and Proposition 5.2. As we established above
in (5.1) that to prove the theorem it is enough to check that
µα(i) (α(i) ∩ [i1]c) = 0, for µ-a.a. i. (5.4)
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Clearly,
α(i) ∩ [i1]c ⊂
( ⋃
k 6∈Iφ(i1)
(α(i) ∩ [k])
)
∪
( ⋃
k∈Iφ(i1)\{i1}
(α(i) ∩ [k])
)
.
It follows from (5.2) that for every i ∈ Σ1
µα(i)
( ⋃
k 6∈Iφ(i1)
(α(i) ∩ [k])
)
= 0, (5.5)
where Σ1 is defined in Claim 5.1. Thus, to prove the theorem we only need to verify that
µα(i)
( ⋃
k∈Iφ(i1)\{i1}
(α(i) ∩ [k])
)
= 0 for µ-a.a. i. (5.6)
We can write⋃
k∈Iφ(i1)\{i1}
(α(i) ∩ [k]) ⊂ Σc1 ∪ Σc2
∪
( ⋃
k∈Iφ(i1)\{i1}
(α(i) ∩ β(i) ∩ [k])
)
︸ ︷︷ ︸
U
∪
( ⋃
k∈Iφ(i1)\{i1}
(α(i) ∩ β(i)c ∩ [k])
)
︸ ︷︷ ︸
V
.
It follows from Proposition 5.2 that µα(i)(U) = 0 for all i ∈ Σ2 and it follows from
Claim 5.1 that µα(i)(V ) = 0 for all i ∈ Σ1. So, for all i ∈ Σ1 ∩ Σ2 (5.6) holds, which
together with (5.5) yields that (5.4) holds. This completes the proof of Theorem 2.2
assuming Claim 5.1 and Proposition 5.2. 
5.2. The proof of Claim 5.1.
Proof of Claim 5.1. In the definition of Weak Almost Unique Coding, recall Definition 1.9,
there is a set BH ⊂ ΣH defined in such a way that for Σ′H := ΣH \BH we have µq(Σ′H) = 1
and
ıˆ ∈ Σ′H ⇐⇒ Σ′H ∩
(
Π−1H ΠH(ıˆ)
)
= {ıˆ} ,
where ΠH is the natural projection from ΣH to ΛH. Let
B := Φ−1(BH) and Σ′ := Φ−1 (Σ′H) .
Since µq(Σ′H) = 1 we can define Σ1 := Σ˜′ (recall the notation˜ from Definition 5.3) so
that µp(Σ1) = 1 and
µα(i)(B) = 0 for all i ∈ Σ1. (5.7)
Recall Π˜H is the natural projection from Σ to ΛH. Observe that by definition
i ∈ Σ′ =⇒ Σ′ ∩
(
Π˜−1H Π˜H(i)
)
= β(i). (5.8)
Since α(i) ⊂ Π˜−1H Π˜H(i), we get from (5.8) that i ∈ Σ′ =⇒ Σ′ ∩ α(i) ⊂ β(i). Equivalently,
i ∈ Σ′ =⇒ α(i) ⊂ β(i) ∪ B.
By definition
[j1, . . . , jn] ∩ β(i) = ∅ iff (ˆ1, . . . , ˆn) 6= (ˆı1, . . . , ıˆn).
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That is for i ∈ Σ1 whenever (ˆ1, . . . , ˆn) 6= (ˆı1, . . . , ıˆn) then [j1, . . . , jn] ∩ α(i) ⊂ B. So,
(5.7) implies that (5.2) holds.
To obtain (5.3) from (5.2), we write β(i)c as a countable union
β(i)c =
∞⋃
`=0
{j ∈ Σ : |ˆı ∧ ˆ| = `} =
∞⋃
`=0
⋃
ˆr=ıˆr,r≤`
j`+1 6=i`+1
[j1, . . . j`+1] .
By (5.2) the measure of each cylinder of the right hand side is
µα(i)([j1, . . . j`+1]) = 0 if [ˆ1, . . . ˆ`+1] 6= [ˆı1, . . . , ıˆ`+1] , i ∈ Σ1.

5.3. Proof of Proposition 5.2. If the columns independently satisfy ROSC, then the
proof of [6, Corollary 2.8] can be repeated in this setting, therefore we omit it. In the
remainder we assume the shifted TGL carpet Λ satisfies transversality and (2.2):
log〈a〉p
log〈b〉p > 1 +
log〈N〉q
− log〈q〉q .
Throughout this proof we fix δ > 0 small enough such that
1 + δ +
(1 + δ) log〈N〉q
δ log〈b〉p − log〈q〉q < (1− δ)
log〈a〉p
log〈b〉p . (5.9)
This can be achieved since the expression is continuous in δ and we assume (2.2). The
reason that we require this is that for such a δ and
u := (1− δ) log〈a〉p
log〈b〉p − (1 + δ), (5.10)
the inequality in (5.9) is equivalent to
〈N〉(1+δ) · 〈q〉u · 〈b〉−δu < 1. (5.11)
At the very end of this proof we will need this. The importance of the u defined above
comes from the fact that for an arbitrary ` and k = u · `,
〈b〉kp =
〈a〉(1−δ)`p
〈b〉(1+δ)`p
. (5.12)
Recall α(i) = Π−1Π(i), β(i) = Φ−1Φ(i), that Π˜H is the natural projection from Σ to ΛH
and that in (3.7) we define Badδ,n(c) for a c = (c1, . . . , cN) with 〈c〉p 6= 1.
Further notation. Recall that Hochman’s Exponential Separation Condition implies that
for the self-similar measure νq on ΛH we have dimH νq = log〈q〉q/ log〈b〉p. Feng and
Hu [18] proved that νq is exact dimensional. That is for K1 defined in (1.15) and
Sn0 :=
{
i ∈ Σ : ∀n ≥ n0,
νq
((
Π˜H(i)− 3K1〈b〉n, Π˜H(i) + 3K1〈b〉n
))
∈ (〈q〉n〈b〉δn, 〈q〉n〈b〉−δn)} (5.13)
we have
µp
( ∞⋃
n0=1
Sn0
)
= lim
n0→∞
µp (Sn0) = 1. (5.14)
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We define the set of symbols which are "good" from level m on:
Goodm :=
⋂
n≥m
(
Badδ,n(a) ∪ Badδ,n(b) ∪ Badδ,n(N) ∪ Badδ,n(q)
)c
.
Note that it follows from Lemma 3.1 that for
Good :=
∞⋃
m=1
Goodm, we have µp(Good) = 1. (5.15)
To measure vertical distance and neighborhood on Λ we define
disty((x0, y0), (x, y)) :=
{
|y − y0|, if x = x0;
∞. otherwise,
For every m ≥ 1 the function Lm : Good → [0, 1] is defined as follows: if there exists no
j ∈ Goodm with j1 6= i1 and Φ(i) = Φ(j) then Lm(i) := 1. Otherwise we define
Lm(i) := inf{disty(Π(i),Π(j)) : j ∈ Goodm ∩ β(i) such that j1 6= i1}.
Let
V m` := {i ∈ Good : Lm(i) < 〈a〉`}
=
{
i ∈ Good : ∃j ∈ β(i) ∩ [i1]c ∩Goodm, disty (Π(i),Π(j)) < 〈a〉`
}
.
Also define
Bm2 :={i ∈ Good : Lm(i) = 0} = {i ∈ Good : α(i) ∩ β(i) ∩ [i1]c ∩Goodm 6= ∅} . (5.16)
Clearly, Bm2 ⊂ Bm+12 since Bm2 = ∩`≥mV m` . The key lemma states the following.
Lemma 5.4. For arbitrary m ≥ 1 we have µ(Bm2 ) = 0.
Proof of Proposition 5.2 assuming Lemma 5.4. Let
B2 :=
∞⋃
m=1
Bm2 = {i ∈ Good : α(i) ∩ β(i) ∩ [i1]c ∩Good 6= ∅} .
By Lemma 5.4, µ(B2) = 0. That is, if i ∈ Σ2 := G˜ood ∩ Bc2 then on the one hand
µα(i)(Good
c) = 0, on the other hand α(i) ∩ β(i) ∩ [i1]c ∩ Good = ∅. This implies that
µα(i) (α(i) ∩ β(i) ∩ [i1]c) = 0, which completes the proof of Proposition 5.2. 
It remains to show Lemma 5.4. The method of the proof was inspired by [8, Lemma 4.7],
however there are significant differences. On the one hand, in [8] the measure correspond-
ing to νq is absolutely continuous with Lq density and in [8] the diagonal part of all the
linear parts of all the mappings are identical. These differences required a much more
subtle argument in this paper.
Proof of Lemma 5.4. Recall that we fixed an m. Let ` ≥ m. All sets and numbers from
now on in this proof can be dependent of m but m is fixed so we omit it from notation.
We cover V m` by the union of the Π−1 pre-images of the parallelograms like the blue
one (Rı,) on the right hand side of Figure 10. These are parallelograms slightly bigger
than the intersection of Rı and the 〈a〉` neighborhood of R for ı,  ∈ Σ` with Φ(ı) = Φ().
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To control the size of `th level parallelograms and the number of parallelograms in any
given `-th level column set
Bad1δ,` := Badδ,`(a) ∪ Badδ,`(b) ∪ Badδ,`(N) and Bad1,∗δ,` := {i|` : i ∈ Bad1δ,`},
where Badδ,n(c) was defined in (3.7). Observe that Bad1δ,` is the union of complete `-
cylinders. That is
Bad1δ,` =
⋃
ω∈Bad1,∗δ,`
[ω].
The level `-cylinders of the symbolic spaces excluding these bad cylinders are:
Good∗` := {1, . . . , N}`\Bad1,∗δ,` and Good∗`,ı := { ∈ Good∗` : j1 6= i1,Φ() = Φ(ı)}\Bad1,∗δ,` .
For H ⊂ [0, 1]2 let
Uy(H, r) :=
⋃
(x0,y0)∈H
{(x, y) : x = x0 and |y − y0| < r}.
Choose ı ∈ Good∗` ,  ∈ Good∗`,ı and define
Iı, := projx(Rı ∩ Uy(R, 〈a〉(1−δ)`),
Rı, := (Iı, × [0, 1]) ∩Rı ,
R˜ı, := ([ı] ∩ Π−1(Rı,)).
Rı, consists of those elements of Rı which are physically "too close" to R, see Figure 10.
As a result we get a cover of V m` :
V m` ⊂ Bad1δ,` ∪
⋃
ı∈Good∗`
⋃
∈Good∗`,ı
R˜ı,. (5.17)
Namely, if i ∈ V m` then either i ∈ Bad1δ,` or ı := i|` ∈ Good∗` . In the second case, there is
a j ∈ β(i) ∩ [i1]c ∩ Goodm with disty(Π(i),Π(j)) < 〈a〉`. Hence,  := j|` ∈ Good∗`,ı. As a
result, with these notations, we have i ∈ R˜ı,.
Π
(H
ı,

)
Jı,(0, 0)
(1, 1)
aı
〈a〉(1−δ)`
a
〈a〉(1−δ)`
Iı,
RıR
Rı,
f−1ı (Rı,)
Figure 10. Intersecting parallelograms Rı and R in the proof of Lemma 5.4.
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If Iı, 6= ∅, then there exists a non-empty interval Jı, such that
f−1ı (Rı,) = Jı, × [0, 1].
With symbolic notation Hı, := Π−1(f−1ı (Rı,)) we can represent R˜ı, as the concatenation
R˜ı, = ıHı,. (5.18)
On the other hand, Hı, ⊂ Π˜−1H (Jı,). Hence,
µp (Hı,) ≤ µp
(
Π˜−1H (Jı,)
)
= νq (Jı,) . (5.19)
To continue we give an upper bound for νq (Jı,).
Claim 5.5. Let ı ∈ Good∗` and  ∈ Good∗`,ı and let k := u · `, where u was defined in
(5.10). If Π˜−1H (Jı,) ∩ Sk 6= ∅ (recall (5.13) for the definition of Sk), then
νq (Jı,) ≤ 〈q〉k · 〈b〉−kδ.
Proof of Claim 5.5. If Iı, 6= ∅ then transversality (recall Definition 1.6) implies that
|Iı,| < 3K1 · 〈a〉(1−δ)`.
This is the very important point where use that neither ı nor  are contained in Bad1,∗δ,` .
Furthermore, f−1ı expands along the x axis by a factor between 〈b〉−(1−δ)` and 〈b〉−(1+δ)`,
hence
|Jı,| < 3K1
( 〈a〉1−δ
〈b〉1+δ
)`
. (5.20)
If we set k as in Claim 5.5 then as we mentioned in (5.12) the right hand side of (5.20)
is less than 3K1 · 〈b〉k :
|Jı,| < 3K1 · 〈b〉k.
Now assume that Π˜−1H (Jı,) ∩ Sk 6= ∅. Pick an arbitrary ω ∈ Π˜−1H (Jı,) ∩ Sk. Then
Jı, ⊂
(
Π˜H(ω)− 3K1〈b〉k, Π˜H(ω) + 3K1〈b〉k
)
.
Using that ω ∈ Sk, we get that νq
(
Π˜H(ω)− 3K1〈b〉k, Π˜H(ω) + 3K1〈b〉k
)≤〈q〉k · 〈b〉−kδ.

Now we conclude the proof of Lemma 5.4. From the cover (5.17) of V m` together with
(5.18) we obtain that for ` ≥ m
µp(V
m
` ) ≤ µp(Bad1δ,`) +
∑
ı∈Good∗`
µp([ı])µp
( ⋃
∈Good∗`,ı
Hı,
)
. (5.21)
To further bound (5.21), first observe that
#Good∗`,ı ≤ 〈N〉(1+δ)` whenever ı ∈ Good∗` .
Moreover, using (5.19) and Claim 5.5, for an arbitrary ı ∈ Good∗` we have
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µp
( ⋃
∈Good∗`,ı
Hı,
)
≤ µp (Sck) +
∑
∈Good∗
`,ı
Π˜−1H (Jı,)∩Sk 6=∅
µp (Hı,) ≤ µp (Sck) +
∑
∈Good∗
`,ı
Π˜−1H (Jı,)∩Sk 6=∅
νq(Jı,)
≤ µp (Sck) +
∑
∈Good∗
`,ı
Π˜−1H (Jı,)∩Sk 6=∅
〈q〉k · 〈b〉−kδ
≤ µp (Sck) +
(〈N〉(1+δ) · 〈q〉u · 〈b〉−uδ)` .
Pluggung this back into (5.21), we deduce from Lemma 3.1, (5.14) and (5.11) that for
every m,
lim
`→∞
µp(V
m
` ) = 0.
By (5.16), this implies that µp (Bm2 ) = 0.

6. Proof of results for box dimension
We begin the section by briefly commenting on how the upper bound for dimBΛ, recall
Theorem 2.4, follows directly from the work of Fraser [20] and then prove Theorem 2.7 in
Subsection 6.3.
For δ > 0 and a bounded set F ⊂ R2 let Nδ(F ) denote the minimal number of closed
axes parallel rectangles for which the vertical sides are not shorter than the horizontal
sides but the vertical sides are not longer than (K0 + 1)-times the horizontal sides, where
K0 was defined in Lemma 1.3. Then
dimBF = lim inf
δ→0
logNδ(F )
− log δ and dimBF = lim supδ→0
logNδ(F )
− log δ .
In particular, it is enough to consider δ → 0 through the sequence δk = ck for some
0 < c < 1, see [16, Section 3.1].
For t ≥ 0 and any finite length word ı ∈ Σ∗, Fraser defined the modified singular value
function ψt, which in our context is
ψt(fı) := b
sH
ı · at−sHı ,
where sH = dimB ΛH. He showed that the unique solution s of the equation
lim
n→∞
(∑
ı∈Σn
ψs(fı)
)1/n
= 1
is an upper bound for dimBΛ and equals dimB Λ if Λ satisfies the ROSC. In our context
this equation simply becomes (2.4):
∑N
i=1 b
sH
i a
s−sH
i = 1. The slight modification of the
GL brother Λ˜ ensures that the solution of (2.4) for Λ and Λ˜ is the same.
For any TGL carpet Λ, it follows from Lemma 1.3 that the longer side of any parallelo-
gram Rı is at most (K0 + 1) · bı. This implies that there exists a constant C (independent
of δ) such that Nδ(Λ) ≤ C ·Nδ(Λ˜). Hence, dimB(Λ) ≤ dimB(Λ˜) ≤ s. Furthermore, when
the ROSC is assumed, it is clear that the reversed inequalities also hold. This implies
dimB(Λ) ≥ dimB(Λ˜) = s. This proves Theorem 2.4.
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In the presence of overlaps, one must be more careful when counting the intersections.
The next subsection shows how to select a diagonally homogeneous subsystem from a
higher iterate of F .
6.1. Diagonally homogeneous subsystems. Recall for a p ∈ P0
hp = −
N∑
i=1
pi log pi = − log〈p〉p,
χ1p = −
N∑
i=1
pi log bi = − log〈b〉p and χ2p = −
N∑
i=1
pi log ai = − log〈a〉p.
The following is a Ledrappier–Young like formula for the solution s of (2.4). It generalizes
the formula in Corollary 2.12 for the diagonally homogeneous case. A similar result for
Bedford-McMullen like systems in arbitrary dimension was proved in [18, Theorem 2.15].
Claim 6.1. For p˜ := (p˜1, . . . , p˜N) defined by p˜i = bsHi a
s−sH
i , recall (2.6), we have
s =
hp˜
χ2p˜
+
(
1− χ
1
p˜
χ2p˜
)
sH,
where sH = dimB ΛH.
Proof. Immediately follows from the observation that hp˜ = sHχ1p˜ + (s− sH)χ2p˜. 
The following line of thought is an adaptation of [21, Section 6] in order to extract from
an arbitrary shifted TGL IFS F = {fi}Ni=1 with M columns a subsystem of a high enough
iterate of Fk, which has some nice properties required to prove the theorem.
Let Fk := {fi1...ik : i1, . . . , ik ∈ Σk}. The first step is to pass from F to a diagonally ho-
mogeneous subsystem of Fk. Analogous arguments appear for example in [9, Lemma 5.2],
[21, Lemma 6.2] or [31, Lemma 4.9].
Definition 6.2. A subsystem G(k) ⊂ Fk is called a diagonally homogeneous subsystem if
there exists a(k) and b(k) for which
g
(k)
i (x) =
(
b(k) 0
di a
(k)
)
x+ ti, for every g
(k)
i ∈ G(k).
Fix an arbitrary vector v = (v1, . . . , vN), where vi ∈ N. Let Vˆ :=
∑
i∈Iˆ vi, V :=
(V1, . . . , VM), V = V1 + . . .+ VM and define
Mv := {(i1, . . . , iV ) ∈ ΣV : #{` ≤ V : i` = r} = vr for every r = 1, . . . , N}. (6.1)
Claim 6.3. The subsystem Gv = {fi1...iV : (i1, . . . , iV ) ∈Mv} ⊂ FV with Mv columns
(i) is a diagonally homogeneous subsystem with a(v) =
∏N
r=1 a
vr
r and b(v) =
∏N
r=1 b
vr
r ,
(ii) has uniform vertical fibres with
∏M
ıˆ=1
Vıˆ!∏
r∈Iıˆ vr!
maps in each column and
(iii) for the probability vectors v = v/V and V = V/V
−N log(V + 1) + V · hv ≤ log #Mv ≤ V · hv,
−N log(V + 1) + V · hV ≤ logMv ≤ V · hV.
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Proof. Parts (i) and (ii) are immediate. Part (iii) follows directly from [12, Lemma 2.1.8].

Lemma 6.4. Let F = {fi}Ni=1 be a shifted TGL IFS with M columns. For every k choose
vk = (v1,k, . . . , vN,k) such that
vi,k = bkp˜ic for every i = 1, . . . , N, (6.2)
where p˜i was defined in (2.6). Let V
(k)
ˆ :=
∑
i∈Iˆ vi,k, V
(k) =
∑M
ıˆ=1 V
(k)
ıˆ and define the
subsystem
G(k) = Gvk = {fi1...iV (k) : (i1, . . . , iV (k)) ∈Mvk} ⊂ F
V (k) ,
where Mvk is defined by (6.1). Then G(k) satisfies the assertions of Claim 6.3 with vk.
For brevity we write a(vk) = a(k) and b(vk) = b(k). Let
N (k) = #Mvk and M (k) = #
(
Φ(Mvk)
)
denote the number of maps and columns in G(k).
Moreover, lim
k→∞
s(k) = s, where s(k) is the solution of N (k)(b(k))sH(a(k))s(k)−sH = 1, i.e.
s(k) =
logN (k)
− log a(k) +
(
1− log b
(k)
log a(k)
)
sH.
Remark 6.5. The box dimension of the attractor of the IFS G(k) is NOT equal to s(k), be-
cause sH is not the box dimension s
(k)
H of the attractor of the IFS generated by the columns
of G(k). The problem is that s(k)H 6→ sH as k →∞ (except when dimH Λ = dimB Λ).
Proof. It follows from (6.2) that k −N ≤ V (k) ≤ k and
k log〈a〉p˜ −
N∑
i=1
log ai ≤ log a(k) ≤ k log〈a〉p˜.
Same holds for log b(k). Furthermore, for the probability vector vk = vk/V (k)
p˜i − 1
k
≤ vi,k
V (k)
≤ p˜i + p˜iN
k −N .
Thus limk→∞ hvk = hp˜. We can use Claim 6.3 (iii) to bound log #Mvk . Hence, putting
together all the above we get
lim
k→∞
s(k) =
hp˜
− log〈a〉p˜ +
(
1− log〈b〉p˜
log〈a〉p˜
)
sH,
which is equal to s due to Claim 6.1. 
If G(k) already has non-overlapping columns, then the rest of the construction is not
necessary. Otherwise, we can pass further to a subsystem G(k,`) ⊂ (G(k))` by throwing
away "not too many" columns of
(G(k))` in order to ensure that G(k,`) has non-overlapping
columns.
Projecting G(k) to the x-axis gives a subsystem of HV (k)
G(k)H := {hıˆ1...ˆıV (k) : there exists (i1, . . . , iV (k)) ∈Mvk s. t. Φ(i1 . . . iV (k)) = ıˆ1 . . . ıˆV (k)},
which has a total of M (k) maps, each with contracting ratio b(k). Observe that G(k)H also
satisfies Hochman’s Exponential Separation Condition, because this condition is assumed
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for H and this property passes on to any subsystem. Hence, the Hausdorff and box
dimension of G(k)H satisfies
s
(k)
H =
logM (k)
− log b(k) . (6.3)
It follows from the definition of box dimension that for every ε > 0 there exists a subset
of the columns of
(G(k))`, which are non-overlapping and have cardinality
M (k,`) ≥ Cε
(
(b(k))`
)−(s(k)H −ε) (6.3)= Cε · (M (k))`(b(k))`ε. (6.4)
This is the subsystem G(k,`) which we will use in the proof of Theorem 2.7 under condi-
tion (i). When condition (ii) of Theorem 2.7 is assumed we use G(k,`) = (G(k))` since in
this case non-overlapping columns are assumed for Λ. Next, we present our argument to
count the number of intersections within a column when Λ has non-overlapping columns.
6.2. Counting intersections. Let F be an arbitrary TGL IFS and G(k,`) = (G(k))` be
the subsystem defined in the previous subsection. Then G(k,`) is diagonally homogeneous
with main diagonal ((b(k))`, (a(k))`), has uniform vertical fibres with (N (k)/M (k))` maps in
each column and the columns are non-overlapping. For every fı ∈ G(k,`), ı can be written
ı = ı1ı2 . . . ı`, where ıj ∈Mvk for j = 1, . . . , `.
Let Σ(k,`) := {ı : fı ∈ G(k,`)} and for the rest of the subsection fix such an ı ∈ Σ(k,`). Let
Σ∼ı := { = 1 . . . ` ∈ Σ(k,`) : Φ() = Φ(ı) and  6= ı},
i.e. Σ∼ı collects those  which belong to the symbolic column of ı. Recall Λı = fı(Λ), Rı =
fı([0, 1]
2). Let
R˜ı :=
(
projx(fı(Λ))× [0, 1]
) ∩Rı and δ(k)` := (a(k))`.
Our aim is to give a uniform upper bound for N
δ
(k)
`
(
R˜ı ∩ (∪∈Σ∼ı R˜)
)
. Observe that for
every  ∈ Σ∼ı
N
δ
(k)
`
(
R˜ı ∩ R˜
)
= N
δ
(k)
`
(
projx(Λı ∩ Λ)
)
= N
δ
(k)
` /(b
(k))`
(
h−1ı (projx(Λı ∩ Λ))
)
. (6.5)
We state a result of Lalley [26, Theorem 1], which gives the precise asymptotic of
Nδ(ΛH). A set {r1, . . . , rM} of positive reals is τ -arithmetic, if τ > 0 is the greatest
number such that each ri is an integer multiple of τ , and non-arithmetic if no such τ
exists. We use the notation f(δ) ∼ g(δ) to denote that limδ→0 f(δ)/g(δ) = 1. Let F be
a self-similar set on [0, 1] with contracting ratios {r1, . . . , rM}. Assume F satisfies the
strong OSC and let dimH F = dimB F = t, where t is the solution of
∑M
ıˆ=1 r
t
ıˆ = 1.
Proposition 6.6. [26, Theorem 1] If {log r−11 , . . . , log r−1M } is a non-arithmetic set, then
for some K > 0
Nδ(F ) ∼ Kδ−t as δ → 0.
On the other hand, if {log r−11 , . . . , log r−1M } is τ -arithmetic, then for the subsequence δn =
e−nτ there exists a constant K ′ > 0 such that
Nδn(F ) ∼ K ′δ−tn as n→∞.
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Remark 6.7. The reason why we can not handle both types of overlaps simultaneously
for the box dimension is that we are unaware of an analogous result in the case that SOSC
is not assumed. This question could be of independent interest.
We use the proposition for the self-similar set ΛH with contracting ratios (r1, . . . , rM).
If {log r−11 , . . . , log r−1M } is τ -arithmetic, then we can choose ` = `(n) so that
min{e−τ , 1} · e−τn < δ(k)` ≤ max{e−τ , 1} · e−τn,
which implies that
lim
n→∞
`(n)
n
=
τ
− log a(k) and limn→∞
Ne−τn(ΛH)
N
δ
(k)
`
(ΛH)
= c
for some universal constant c. Thus the proposition implies that
N
δ
(k)
`
(
R˜ı
)
= N
δ
(k)
` /(b
(k))`
(ΛH) = (C + o(1))(b(k)/a(k))`sH , (6.6)
where the constant C only depends on whether {log r−11 , . . . , log r−1M } is τ -arithmetic or
not and the o(1) → 0 as ` → ∞. The next lemma ensures that a positive proportion of
these boxes do not get covered by boxes coming from the cover of R˜ for some  ∈ Σ∼ı .
Lemma 6.8. If F satisfies transversality and
N (k)
M (k)
(
1 +KsH1
)
<
(
b(k)
a(k)
)sH
, (6.7)
then there exists K3 < 1 such that for ` large enough and every ı ∈ Σ(k,`) we have
N
δ
(k)
`
(
R˜ı ∩
⋃
∈Σ∼ı
R˜
)
≤ K3Nδ(k)`
(
R˜ı
)
.
Proof. Fix  ∈ Σ(k,`) such that | ∧ ı| = z, where we count ım, m ∈ Mvk as one symbol.
Thus, z ∈ {0, 1, . . . , `−1}. Since F satisfies transversality, then so do all of its subsystems,
in particular G(k,`) as well. Hence,
|projx
(
R˜ı ∩ R˜
)| ≤ K1(b(k))z(a(k))`−z,
see Figure 11. This together with (6.5) and Proposition 6.6 yields that
N
δ
(k)
`
(R˜ı ∩ R˜) ≤ (C + o(1))KsH1
(
b(k)
a(k)
)zsH
.
Since G(k,`) has uniform vertical fibres, it follows that #{ ∈ Σ∼ı : | ∧ ı| = z} ≤
(N (k)/M (k))`−z. Thus from a simple union bound we get
N
δ
(k)
`
(
R˜ı ∩
⋃
∈Σ∼ı
R˜
)
≤
`−1∑
z=0
(
N (k)
M (k)
)`−z
(C + o(1))KsH1
(
b(k)
a(k)
)zsH
=
KsH1
M(k)
N(k)
(
b(k)
a(k)
)sH − 1︸ ︷︷ ︸
=:K3
(C + o(1))
((
b(k)
a(k)
)`sH
−
(
M (k)
N (k)
)`)
≤ K3Nδ(k)`
(
R˜ı
)
,
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where the last inequality holds if N (k)/M (k) ≤ (b(k)/a(k))sH . This holds, because (6.7) is
an even stronger assumption. Furthermore, simple arithmetic shows that K3 < 1 if and
only if (6.7) holds. 
(b(k))`
(a(k))`
(a(k))`
Rı
R
(a(k))`
|projx
(
R˜ı ∩ R˜
)| ≤ K1(b(k))z(a(k))`−z
Figure 11. Intersecting parallelograms Rı and R in the proof of Lemma 6.8.
6.3. Proof of Theorem 2.7. Throughout the proof, s is the target box dimension defined
as the solution of (2.4):
∑N
i=1 b
sH
i a
s−sH
i = 1. Fix ε > 0. We work with the subsystem
G(k,`) defined in Subsection 6.1. It will be enough to cover the subset⋃
ı∈G(k,`)
fı(Λ) ⊆ Λ,
with boxes of size δ(k)` := (a
(k))`. Recall R˜ı = (projx(fı(Λ))× [0, 1]) ∩ (fı([0, 1]2)).
Conclusion of proof assuming condition (i) of Theorem 2.7. Assume F generates a shif-
ted TGL carpet Λ for which H satisfies Hochman’s Exponential Separation Condition and
the columns independently satisfy ROSC. In this case it is enough to use the definition of
box dimension to bound N
δ
(k)
`
(
R˜ı
) ≥ Cε(b(k)/a(k))`(sH−ε) for some constant Cε depending
only on ε. Recall from Lemma 6.4 that s(k) → s. We choose k so large that s(k) ≥ s− ε
and we bound
lim inf
`→∞
logN
δ
(k)
`
(Λ)
− log δ(k)`
≥ lim inf
`→∞
log
(
M (k,`)(N (k)/M (k))`(b(k)/a(k))`(sH−ε)
)
−` log a(k) (6.8)
≥ logN
(k)
− log a(k) +
(
1− log b
(k)
log a(k)
)
sH︸ ︷︷ ︸
=s(k)≥s−ε
−ε ≥ s− 2ε,
where for the second inequality we substituted the lower bound for M (k,`) from (6.4).
Letting ε↘ 0 yields dimBΛ ≥ s as claimed. 
TRIANGULAR GATZOURAS–LALLEY-TYPE CARPETS 39
Conclusion of proof assuming condition (ii) of Theorem 2.7. For the remainder we assume
that F has non-overlapping columns, satisfies transversality and (2.5):
hp˜ − hq˜ < sH(log〈b〉p˜ − log〈a〉p˜),
where hp˜ = − log〈p˜〉p˜ and p˜i = bsHi as−sHi . We need to check that condition (6.7) of
Lemma 6.8 is satisfied, since it ensures that a positive proportion of the boxes needed to
cover fı(Λ) are not intersected by any boxes covering f(Λ) for  6= ı.
Claim 6.9. Assumption (2.5) implies condition (6.7) of Lemma 6.8 for all k large enough.
Proof of Claim 6.9. We know from Subsection 6.1 that
log a(k) = k log〈a〉p˜ +O(1), logN (k) = khp˜ + o(k),
log b(k) = k log〈b〉p˜ +O(1), logM (k) = khq˜ + o(k).
Taking the logarithm of each side of (6.7), substituting these values and dividing by k
gives
hp˜ − hq˜ + 1
k
log(1 +KsH1 ) < sH(log〈b〉p˜ − log〈a〉p˜),
with an error of o(1) as k →∞ on either side. The second term on the left hand side also
tends to zero as k →∞, thus (2.5) indeed implies (6.7) for large k. 
The conclusion of the proof of Theorem 2.7 is now analogous to the calculation of (6.8)
with the exception that we need the precise value of N
δ
(k)
`
(
R˜ı
)
from (6.6) and we can
use G(k,`) = (G(k))`, so the number of columns M (k,`) = (M (k))`. Choose k so large that
s(k) ≥ s − ε and condition (6.7) hold simultaneously. Using Lemma 6.8 we can basically
repeat the calculation of (6.8)
lim inf
`→∞
logN
δ
(k)
`
(Λ)
− log δ(k)`
≥ lim inf
`→∞
log
(
(N (k))`(1−K3)(C + o(1))(b(k)/a(k))`sH
)
−` log a(k) = s
(k).
This concludes the proof of Theorem 2.7. 
6.4. Proof of Theorem 2.8. The theorem claims that for a shifted TGL carpet Λ
(i) dimH Λ = dimB Λ (ii) sH = dimH νq˜ (iii)
∑
j∈Iıˆ
as−sHj = 1 for every ıˆ ∈ [M ]
are equivalent, provided ROSC and No Dimension Drop (NDD, recall Definition 1.9) hold.
We show that (i)⇔ (iii), (iii)⇒ (ii) and (ii)⇒ (i).
Proof of (i)⇔ (iii). Let Λ˜ be the GL brother of Λ, recall Definition 1.5. For a p ∈ P0 let
ν˜p denote the push forward of the Bernoulli measure µp on Λ˜. We have dimH νp = dimH ν˜p
for every p ∈ P0. Indeed, in the beginning of Section 5 we proved dimH νp = D(p)
assuming ROSC and NDD, furthermore, Gatzouras–Lalley proved dimH ν˜p = D(p) [22,
Proposition 3.3]. Hence, dimH Λ = dimH Λ˜. Also, assuming NDD, sH is the unique real
which satisfies
∑M
ıˆ=1 r
sH
ıˆ = 1. This implies dimB Λ = dimB Λ˜. The analogous claim of
(i)⇔ (iii) for Λ˜ was proved in [22, Theorem 4.6]. Thus (i)⇔ (iii) in our setting as well.
Proof of (iii) ⇒ (ii). Condition (iii) implies that the vector q˜ is simply q˜ıˆ = rsHıˆ for
ıˆ ∈ [M ], where rıˆ = bj if j ∈ Iıˆ. NDD is assumed, thus dimH νq˜ = hq˜/χ1q˜ = sHχ1q˜/χ1q˜ = sH.
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Proof of (ii)⇒ (i). We can use Claim 6.1 and (3.8) to see that
0 ≤ dimB Λ− dimH Λ ≤ dimB Λ− dimH νp˜ =
(
1− χ1p˜/χ2p˜
)
(sH − dimH νq˜) .
Clearly, (ii) implies dimH Λ = dimB Λ. This concludes the proof of Theorem 2.8.
7. Examples
We now treat the examples presented in Subsection 1.2 in detail.
We do not calculate numerically the exact value of the dimensions for the TGL carpet
of Figure 1, rather just comment why dimH Λ < dimB Λ < dimAff Λ. It satisfies the ROSC,
thus its dimensions are equal to its GL brother. Clearly, the IFSs on [0, 1] generated from
a vertical line in each of the columns do not have the same dimension. Hence, the third
condition of (2.7) of Theorem 2.8 does not hold. Furthermore, dimB ΛH < 1 because there
is an empty column. Thus, Corollary 2.5 implies that dimB Λ < dimAff Λ.
Except for the "X ≡ X" example, all the other ones of Subsection 1.2 satisfy ΛH = [0, 1],
hence Corollary 2.5 implies dimB Λ = dimAff Λ.
7.1. The self-affine smiley: a non diagonally homogeneous example. The smiley
is constructed from the TGL IFS
F =
{
fi(x) =
(
b 0
di ai
)
x+ ti
}8
i=1
,
where b = 0.2, a1 = . . . = a5 = 0.1, a6 = a7 = a8 = 0.13 and the off-diagonal elements
d1 = −0.2, d2 = −0.1, d3 = d7 = d8 = 0, d4 = 0.1, d5 = d6 = 0.2. The translations
were chosen so that the mouth is constructed from f1, . . . , f5, the nose from f6 and the
eyes from f7 and f8. It is non diagonally homogeneous since the mouth is thinner than
the nose and eyes. Clearly, Λ does not have uniform vertical fibres, thus Theorem 2.8
implies dimH Λ < dimB Λ. The numerical values of the dimensions given in Figure 5
were obtained using Wolfram Mathematica 11.2. The box dimension was calculated from∑N
i=1 b
sH
i a
s−sH
i = 1, recall (2.4), while the maximization of D(p) (2.1) gave the Hausdorff
dimension.
7.2. Example for dimH Λ = dimB Λ. Define the matrices
A1 :=
(
1/3 0
0 a
)
, A2 :=
(
1/3 0
1/2− a a
)
, A3 :=
(
1/3 0
a− 1/2 a
)
.
For a ∈ (0, 1/3) define the IFS Fa consisting of
f1(x) = A1x+
(
1/3
0
)
, f2(x) = A1x+
(
1/3
1− a
)
, f3(x) = A2x+
(
0
1/2
)
,
f4(x) = A2x+
(
2/3
0
)
, f5(x) = A3x+
(
0
1/2− a
)
, f6(x) = A3x+
(
2/3
1− a
)
.
The attractor Λa is shown in Figure 2 for a = 3/10. Falconer and Miao showed in [13]
how to calculate the box dimension and later Bárány in [4] showed that the same value
is a lower bound for the Hausdorff dimension. Hence, dimH Λa = dimB Λa.
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Alternatively, we can now argue that Λa is a diagonally homogeneous TGL carpet for
every a ∈ (0, 1/3) satisfying ROSC with uniform vertical fibres. Hence, our results apply.
After some basic arithmetic, the dimension formula simplifies to
dimH Λa = dimB Λa = 1− log 2
log a
. (7.1)
7.3. Overlapping example. With a modification of the translation vectors in the pre-
vious example, we construct a carpet with overlapping cylinders, see Figure 2. Define
f1(x) = A1x+
(
1/3
1/4
)
, f2(x) = A1x+
(
1/3
3/4− a
)
, f3(x) = A2x+
(
0
1/4
)
,
f4(x) = A2x+
(
2/3
1/4
)
, f5(x) = A3x+
(
0
3/4− a
)
, f6(x) = A3x+
(
2/3
3/4− a
)
,
where the matrices A1, A2 and A3 are from Subsection 7.2. For a ∈ (0, 1/3) the at-
tractor Λa is a diagonally homogeneous TGL carpet with uniform vertical fibres and
non-overlapping columns. Transversality must be satisfied in order to apply our results.
It would suffice to check (1.17) in Lemma 1.8, but in fact the constant K1 in Definition 1.6
of transversality can be directly bounded in this example.
Claim 7.1. Transversality holds for every a < 1/6 with
K1 <
1/9− a/3
(1/2− a)(1/3− 2a) .
Proof. For brevity we write d := 1/2− a and b = 1/3. Let ı and  be two words of length
n such that i1 6= j1 and φ(i1) . . . φ(in) = φ(j1) . . . φ(jn). Since Rı ∩ R 6= ∅ and due to
the symmetry in the construction, we may assume i1 = 3 and j1 = 5, hence di1 = d. A
simple geometric exercise gives that K1 ≤ (minı tan γı)−1, where tan γı = dı/bı. We need
a lower bound for tan γı. From (1.11) we get that
tan γi1...in =
di1...in
bi1...in
=
1
a
n∑
`=1
di`
(a
b
)`
=
1
a
(
da
b
+
n∑
`=2
di`
(a
b
)`)
.
This is minimal if di` = −d for every ` ≥ 2. Thus, we obtain the lower bound
tan γi1...in ≥
d
b
(
1−
n∑
`=2
(a
b
)`−1)
≥ d
b
(
1− a/b
1− a/b
)
=
d(b− 2a)
b(b− a) .
This remains positive iff a < b/2 = 1/6. Substituting d and b gives the bound for K1. 
Corollary 7.2. For every a < 1/6 : dimH Λa = dimB Λa = 1− log 2/ log a.
Proof. For uniform vertical fibres both conditions (2.2) and (2.5) simplify to
log a
log b
>
logN
logM
, which is satisfied here iff a ∈ (0, 1/6).
Thus, Claim 7.1 and Corollary 2.12 together imply that for every a ∈ (0, 1/6) we have
dimH Λa = dimB Λa = 1− log 2/ log a. 
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7.4. Example "X ≡ X". This diagonally homogeneous carpet, recall Figure 6, is a
modification of the previous from Subsection 7.3 in order to show an overlapping example
for which all dimensions are different. Indeed, clearly it does not have uniform vertical
fibres and there are empty columns.
The main diagonal of each matrix in the TGL IFS is bi ≡ b = 0.28 and ai ≡ a. The
off-diagonal elements are either di = ±(1/2−a) or 0. The translation vectors were chosen
so that Λa is symmetric on both lines x = 1/2 and y = 1/2. In Figure 6 a = 0.045.
Transversality for the system can be checked the same way as in Claim 7.1, to obtain
that transversality holds for every a < b/2 = 0.14 with
K1 <
0.28(0.28− a)
(1/2− a)(0.28− 2a) .
Corollary 7.3. We have dimH Λa < dimB Λa < dimAff Λa, where
dimH Λa = 0.78556 · log
(
2 · 2 1.27297− log a + 3 1.27297− log a
)
, for every a < 0.10405 . . . ,
dimB Λa =
0.84730
− log a + 0.86303, for every a < 0.10254 . . . ,
dimAff Λa = 1 +
0.67294
− log a , for every a < 0.28 .
Proof. The formulas are applications of the ones in Corollary 2.12 and (2.3). The affinity
dimension is independent of overlaps. The bound for a in case of the Hausdorff dimension
was obtained using Proposition 2.10. The value x0 = 0.56255 . . . for which R(x0) = 1
was calculated using Wolfram Mathematica 11.2. Then (2.2) holds for every a < b1/x0 =
0.10405 . . . . The bound on a for the box dimension simply comes from substituting the
parameters into the second inequality in (2.9). 
7.5. Negative entries in the main diagonal. Throughout we assumed that 0 < ai <
bi < 1. We now comment on letting ai or bi < 0. For convenience, assume ROSC and
non-overlapping columns.
Proposition 7.4. The dimension results of Theorems 2.2 and 2.4 extend to TGL carpets
satisfying the ROSC under the weaker condition that 0 < |ai| < |bi| < 1 and for every
fixed ıˆ ∈ {1, . . . ,M} and every k, ` ∈ Iıˆ : bk = b`.
Sketch of proof. All lower triangular matrix can be written(
bi 0
di ai
)
=
(
|bi| 0
d¯i |ai|
)
· L
where d¯i = di or −di and L is a reflection on one or both of the coordinate axis. Since
L([−1, 1]2) = [−1, 1]2, such compositions fit into the framework of Fraser’s box-like sets
[20]. Furthermore, the direction-x dominates property is preserved. Hence, the proof of
the box dimension from Section 6 immediately extends to this setting.
The lower bound for the Hausdorff dimension follows from Bárány–Käenmäki [6] cited
in Theorem 3.4. Since in any given column all bi have the same sign and we have ROSC,
the column structure is preserved for every level. Thus, the dimension of the projected
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measure νq is not affected by the negative ai, bi. For the upper bound, we can modify the
metric defined on Σ in Lemma 4.1 to be
d(i, j) :=
|ˆı∧ˆ|∏
k=1
|bik |+
|i∧j|∏
k=1
|aik |.
One can easily check that d(i, j) is indeed a metric and the natural projection Π : Σ→ Λ
is Lipschitz. Only the lengths of the sides of a parallelogram are important, its orientation
is not. The Bernoulli measure defined in (4.3) can be modified by again putting ai and
bi in absolute value. The original proof of Gatzouras and Lalley [22] does not use that
ai, bi > 0, only that 0 < |ai| < |bi| < 1. 
In general, if a column has bi of different signs, then the initial column structure can
easily be destroyed. This is true even if |bi| ≡ b and possibly empty columns also have
width b, see Figure 12. This motivates us to call a TGL carpet symmetric if Nıˆ = NM−ıˆ+1
for ıˆ = 1, . . . , bM/2c (empty columns are allowed) and |bi| ≡ 1/M . For a particular
symmetric carpet, in the next subsection, we show that the dimension formulas hold.
Figure 12. Orientation reversing maps generally destroy the column struc-
ture. First and second level cylinders of the horizontal IFS H˜ are shown,
arrows indicating the orientation. Left: different |bi|, right: equal |bi| and
gap as well.
7.6. A family of self-affine continuous curves. Let a ∈ (0, 1/5] and d = (1− 5a)/4.
Define the matrices
A =
(
1/3 0
d a
)
and A− =
(
−1/3 0
0 a
)
.
A− is orientation reversing. We introduce the parameterized family of IFSs Fa given by
the functions
f1(x) = Ax, f2(x) = Ax+
(
1/3
a+ d
)
, f3(x) = A
−x+
(
2/3
2(a+ d)
)
,
f4(x) = Ax+
(
1/3
3a+ 2d
)
, f5(x) = Ax+
(
2/3
4a+ 3d
)
.
The translation vectors are chosen so that f1(0) = 0, f5((1, 1)) = (1, 1) and fi((1, 1)) =
fi+1(0). This ensures that Λa is a continuous curve in R2, see Figure 7. Curves satisfying
this property are also called affine zippers in the literature, see for example [1, 7]. Clearly,
the attractor Λa is a symmetric, diagonally homogeneous TGL carpet satisfying the ROSC
for every value of a. For a = 1/5 all cylinders Ri|n are rectangles, however it is not a
classical Bedford-McMullen carpet, since A− contains a negative element.
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Proposition 7.5. For every a ∈ (0, 1/5], the Hausdorff and box dimension of Λa are
given by the continuous, strictly increasing functions
1
log 3
· log
(
2 + 3
log 3
− log a
)
= dimH Λa < dimB Λa = 1 +
log(3/5)
log a
.
Proof. A− can be written as the composition of the reflection on the vertical axis with the
diagonal matrix Diag(1/3, a). Hence, the proof of the box dimension carries over without
difficulty.
The argument for the Hausdorff dimension follows that in Proposition 7.4, with an
extra argument why the dimension of νq is not affected by A−.
The symbolic space Σ = {1, . . . , 5}N codes the IFS Fa on [0, 1]2 and H˜a on [0, 1] (recall
(1.2)). Fix a p = (p1, . . . , p5) ∈ P . Due to the symmetry and diagonally homogeneous
property we may assume that p1 = p5. Let µp be the Bernoulli measure on Σ and
νp = Π∗µp its push forward. Define the IFS Ha := {hi(x) = x/3 + (i− 1)/3, i = 1, 2, 3},
which is coded by ΣH = {1′, 2′, 3′}N. The map φ : {1, . . . , 5} → {1′, 2′, 3′} is defined
φ(1) = 1′, φ(2) = φ(3) = φ(4) = 2′, φ(5) = 3′.
For ı = i1 . . . in ∈ {1′, 2′, 3′}n let us denote Jk(ı) := {j : ij = k, j ≤ |ı|}, #k(ı) := |Jk(ı)|
and define νq := (projx)∗νp. We claim that
νq(hı([0, 1])) = p
#1
′
(ı)+#3
′
(ı)
1 · (p2 + p3 + p4)#
2′ (ı), (7.2)
i.e. νq is the push forward (ΠH)∗µq of the Bernoulli measure µq on ΣH defined by the
vector q = (q1, q2, q3) = (p1, p2 + p3 + p4, p5). This implies that
dimH νq =
log〈q〉q
− log 3 .
To see (7.2), choose an arbitrary ı ∈ {1′, 2′, 3′, }n. We determine those ıˆ ∈ {1, . . . , 5}n for
which projxfıˆ([0, 1]2) = hı([0, 1]). For indices j ∈ J2′(ı) we can choose 2, 3 or 4 in ıˆ. Let
J3` (ıˆ) := {j : ıˆj = 3, j ≤ ` ≤ |ˆı|} ⊆ J2′(ı). Orientation is reversed at each j ∈ J3` (ıˆ).
|J3` (ıˆ)| uniquely determines ıˆ` if i` = 1′ or 3′. Namely, whenever
|J3` (ıˆ)| is
{
odd, if i` = 1′ then necessarily ıˆ` = 5 and if i` = 3′ then ıˆ` = 1;
even, if i` = 1′ then necessarily ıˆ` = 1 and if i` = 3′ then ıˆ` = 5.
For indices j ∈ J2′(ı) \ J3|ˆı|(ıˆ) we can freely choose ıˆj = 2 or 4. These are precisely the ıˆ
for which projxfıˆ([0, 1]2) = hı([0, 1]). Using that p1 = p5, the measure equals
νq(hı([0, 1])) = p
#1(ıˆ)+#5(ıˆ)
1
(
#2
′
(ı)
#3(ıˆ)
)
p
#3(ıˆ)
3
(
#2
′
(ı)−#3(ıˆ)
#2(ıˆ)
)
p
#2(ıˆ)
2 · p#
4(ıˆ)
4 ,
which after two applications of the binomial theorem yields (7.2).
Finally, we conclude that dimH Λa < dimB Λa since Λa does not have uniform vertical
fibres. 
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8. Three-dimensional applications
We can compute the Hausdorff dimension of some self-affine carpets in R3. We do not
aim for full generality, rather just demonstrate how our results can be applied. Throughout
this section we always use the following definitions:
Definition 8.1. Let F be a TGL carpet on [0, 1]2 of the form (1.1), that is
F = {fi(x) := Ai · x+ ti}Ni=1, where Ai =
(
bi 0
di ai
)
and ti =
(
ti,1
ti,2
)
, x ∈ [0, 1]2.
Furthermore, let the vectors u = (u1, . . . , uN), v = (v1, . . . , vN), λ = (λ1, . . . , pλN) be
such that for every 1 ≤ i ≤ N
ui, vi ∈ R and λi ∈ (−1, 1) \ {0} .
We say that the three dimensional self-affine IFS
F̂ :=
{
Fi(x̂) := Âi · x̂+ t̂i
}N
i=1
, where Âi =
 bi 0 0di ai 0
ui vi λi
 , t̂i :=
 ti,1ti,2
ti,3

on [0, 1]3 is an uplift of F corresponding to (u,v,λ) if the following conditions hold:
(C1): For all 1 ≤ i ≤ N we have
0 < |λi| < ai < bi < 1. (8.1)
(C2): F̂ satisfies the ROSC (see Definition 1.4).
Let Λ and Λ̂ be the attractor of F and F̂ respectively. We write Π and Π̂ for the
natural projection from Σ := {1, . . . , N}N to Λ and Λ̂ respectively. For a probability
vector p := (p1, . . . , pN) we set νp := Π∗(pN) and ν̂p := Π̂∗(pN)
We obtain as a corollary of [6, Theorem 2.3, Proposition 5.8 and Proposition 5.9] that
Corollary 8.2 (Bárány, Käenmäki). Assume that for an uplift F̂ of F we have u = v = 0
and all components of λ are equal to the same λ. Moreover, assume that for a probability
vector p = (p1, . . . , pN) we have hp < χ1p + χ2p (i.e. the entropy is less than the sum of
the Lyapunov exponents). Then dimH νp = dimH ν̂p.
That is, the computation of the Hausdorff dimension of a Bernoulli measure for the
three-dimensional non-overlapping system F̂ is traced back to the corresponding two-
dimensional possibly overlapping system F . In this way, if F satisfies the conditions of
Theorem 2.2 then we can determine dimH(ν̂p) for the three-dimensional system.
In general, we cannot approximate the Hausdorff dimension of a self-affine set in R3 by
the Hausdorff dimension of self-affine (or even ergodic) measures (see [11, Theorem 2.8]).
However, this is possible in some special cases.
Theorem 8.3. Given a diagonally homogeneous TGL of the form
F = {fi(x) := A · x+ ti}Ni=1, where A =
(
b 0
di a
)
and ti =
(
ti,1
ti,2
)
, x ∈ [0, 1]2,
we assume that
TRIANGULAR GATZOURAS–LALLEY-TYPE CARPETS 46
(i): F has uniform vertical fibres (i.e. each column has the same number of maps).
(ii): The projection of Λ to the x-axis is the whole interval [0, 1] (this means that
1/b is equal to the number of columns M). We assume this to guarantee that the
box and affinity dimensions of Λ coincide (see Corollary 2.5).
(iii): Moreover, we assume that the parameter a is sufficiently small so that both
conditions (2.10), (1.17) and the transversality condition hold:
a < min
{
b
logN
logM ,
bd∗
2 + d∗
}
, (8.2)
where d∗ was defined in Lemma 1.8 as
d∗ := min
1≤ˆ≤M
Pˆ 6=∅
min
(k,`)∈Pˆ
|dk − d`|,
where (k, `) ∈ Pˆ if fk([0, 1]2) and f`([0, 1]2) belong to the same column and have
disjoint interior.
We consider the self-affine IFS F̂ which is an uplift of F corresponding to (u,v,λ) ac-
cording to Definition 8.1. That is (8.1) holds and u, v and λ are chosen such that
F̂ := {Fi(x̂) := Âi · x̂+ t̂i}Ni=1, where Âi =
 b 0 0di a 0
ui vi λi
 , t̂i :=
ti,1ti,2
ti,3
 , x̂ ∈ [0, 1]3
satisfies:
• Fi ([0, 1]3) ⊂ [0, 1]3 holds for all i ∈ {1, . . . , N} and
• the set Fi ([0, 1]3) ∩ Fj ([0, 1]3) has empty interior for all i 6= j ∈ {1, . . . , N}.
Let p :=
(
1/N, . . . , 1/N︸ ︷︷ ︸
N
)
. Using the notation of Definition 8.1 we have
dimH ν̂p = dimH Λ̂ = dimB Λ̂ = dimAff Λ̂ = 1 +
log(Nb)
− log a . (8.3)
To give the upper bound in the proof of this theorem, first we need to extend the scope
of Lemma 1.3 to R3.
Lemma 8.4. There exists Kx, Ky and Kz such that for an arbitrary n and (i1, . . . , in) ∈
(1, . . . , N)n we have
Âi1...in ≤
 bn 0 0Kx · bn an 0
Ky · bn Kz · bn λi1...in
 ,
that is all the elements of the matrix on the right-hand side are greater than or equal to
the corresponding element on the left-hand side.
Proof. For every n and (i1, . . . , in) ∈ (1, . . . , N)n we introduce xi1...in , yi1...in and zi1...in
such that
Âi1...in =
 bn 0 0xi1...in · bn an 0
yi1...in · bn zi1...in · bn λi1...in
 .
TRIANGULAR GATZOURAS–LALLEY-TYPE CARPETS 47
Since the existence of Kx was proved in Lemma 1.3, it suffices to prove that yi1...in and
zi1...in are uniformly bounded in (i1, . . . , in) ∈ Σ∗. To do so, observe that
zi1...in+1 = zi1...in
a
b
+
λi1...in
bn
vin+1
b
, (8.4)
yi1...in+1 = yi1...in + zi1...in
din+1
b
+
λi1...in
bn
uin+1
b
. (8.5)
By (8.1) we obtain from (8.4) that there is an r ∈ (0, 1) and c > 0 such that
zi1...in < c · rn for all n and (i1, . . . , in) ∈ {1, . . . , N}n . (8.6)
Namely, we can write down the formula for zi1...in inductively and thus we get that zi1...in ≤
(a/b)n·maxi
{
vi + n
maxi{vi}
b
}
. From here we get that (8.6) holds. This settles the existence
of Kz. Substituting (8.6) into (8.5) and using (8.1) again we obtain the existence of Ky.
Namely, the second and third summands in (8.5) are exponentially small. More precisely,
Ky = max {ui}+
∞∑
n=1
(
c · rn · max {di}
b
+
(
max {|λi|}
b
)n
· max {ui}
b
)
,
where all of the maximums are taken for i ∈ {1, . . . , N}. 
Proof of Theorem 8.3.
Lower bound: Observe that if condition (8.2) holds then it follows from Lemma 1.8
that the transversality condition holds. Moreover, as we noted in Section 2.3,
condition (8.2) also implies that conditions (2.2) and (2.5) hold when p is chosen
as above to be the uniform vector. In this way the conditions of Theorems 2.2
and 2.7 are satisfied. As an application of these theorems, we obtain that
dimH νp =
logN
− log a +
(
1− log b
log a
)
logM
− log b = 1 +
log(Nb)
− log a .
This implies that
1 +
log(Nb)
− log a < dimH νp ≤ dimH ν̂p ≤ dimH Λ̂.
Upper bound: It is enough to prove that
dimAff Λ̂ ≤ 1 + log(Nb)− log a . (8.7)
This follows from Lemma 8.4 since the cylinder Fi1,...in
(
[0, 1]3
)
can be covered by
Nn ·bn/an axes parallel rectangular box of dimensions an×Kx ·an× (Ky+Kz) ·an.
This immediately implies that (8.7) holds.

Example 1. Recall the attractor in the center of Figure 8. It is defined by an IFS
F̂ = {Fi(x̂) := Âi · x̂+ t̂i}6i=1,where for 0 < λ < a < 1/3
Â1 = Â5 =
 1/3 0 01− a a 0
1− λ 0 λ
 , Â2 = Â6 =
 1/3 0 0a− 1 a 0
0 0 λ
 , Â3 = Â4 =
 1/3 0 00 a 0
λ− 1 0 λ
 .
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The translations are chosen appropriately so that F̂ satisfies the ROSC and the projection
to the xy-plane looks like the one on the right-hand side of Figure 8. If λ < a < 1/6, then
the conditions of Theorem 8.3 hold and we have from (8.3) that for p = (1/6, . . . , 1/6)
dimH ν̂p = dimH Λ̂ = dimB Λ̂ = dimAff Λ̂ = 1− log 2
log a
.
Appendix A. No Dimension Drop is equivalent to Weak Almost Unique
Coding
In this appendix, we prove that for self-similar IFSs on the line and Bernoulli measures
the separation conditions No Dimension Drop (NDD) and Weak Almost Unique Coding
(WAUC) are equivalent. We recall notation and definitions.
Notation. LetH = {hıˆ(x) := rıˆx+uıˆ}Mıˆ=1 be a contractive self-similar IFS on the real line
with attractor ΛH. The symbolic space is ΣH = {1, 2, . . . ,M}N and the natural projection
is ΠH(ıˆ) := limn→∞ hıˆ|n(0) for ıˆ ∈ ΣH. Define a partition of ΣH by
ξ(ıˆ) := Π−1H ΠH(ıˆ).
As we noted earlier in this paper, ξ is a measurable partition of Σ. We write ξ̂ for the
σ-algebra generated by the measurable partition ξ. Then the elements of ξ̂ are unions
of the elements of ξ̂. For a probability vector q = (q1, . . . , qM) we denote the Bernoulli
measure on ΣH by µq. Then there exists a Σ̂H ⊂ ΣH, with µq(Σ̂H) = 1 such that for all
ıˆ ∈ Σ̂H there exists a probability measure µξ(ıˆ) defined on ξ(ıˆ) such that
• For all A ⊂ Σ Borel set the mapping ıˆ 7→ µξ(ıˆ)(A) is ξ̂-measurable and
• for all Borel sets U ⊂ ΣH we have
µq(U) =
∫
µξ(ıˆ)(U)dµq(ıˆ). (A.1)
The push forward measure νq = (ΠH)∗µq is the self-similar measure with support ΛH.
The entropy and Lyapunov exponent of the system are
hµq = − log〈q〉q and χνq = −
M∑
ıˆ=1
qıˆ log rıˆ = − log〈r〉q,
respectively, where 〈c〉q =
∏M
ıˆ=1 c
qi
i . Now we recall two separation conditions from Defin-
ition 1.9.
Definitions. We say that H has No Dimension Drop (NDD) if for all probability vec-
tors q with strictly positive entries we have
dimH νq =
hµq
χνq
.
We say that H has Weak Almost Unique Coding (WAUC) if for all probability vectors
q with strictly positive entries there exists a set BH ⊂ ΣH (may depend on q) for which
µq(BH) = 0 and for every ıˆ ∈ ΣH \ BH : #(ξ(ıˆ) \ BH) = 1.
Proposition A.1. For any self-similar IFS on the line the conditions NDD and WUAC
are equivalent.
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Let δıˆ denote the Dirac-delta measure concentrated on the point ıˆ ∈ ΣH. We show the
assertion in two steps. Namely, we prove that
NDD ⇐⇒ µξ(ıˆ) = δıˆ for µq-a.e. ıˆ ∈ ΣH ⇐⇒ WAUC. (A.2)
Proof of first equivalence in (A.2) . The result of Bárány–Käenmäki [6, Theorem 2.3.] for
dimension d = 1 states that for every Bernoulli measure µq its push forward νq is exact
dimensional. Moreover,
dimH νq =
hµq −H
χνq
, where H = −
∫
log µξ(ıˆ)([ˆı1])dµq(ıˆ) ≥ 0.
From the definition of NDD we get that
NDD ⇐⇒ H = 0 ⇐⇒ µξ(ıˆ)([ˆı1]) = 1 for µq-a.e. ıˆ ∈ ΣH.
Thus it suffices to show that
µξ(ıˆ)([ˆı1]) = 1 for µq-a.e. ıˆ ∈ ΣH ⇐⇒ µξ(ıˆ) = δıˆ for µq-a.e. ıˆ ∈ ΣH. (A.3)
The ⇐= direction in (A.3) is obvious. In the other direction we show that for µq-a.e.
ıˆ ∈ ΣH
µξ(ıˆ)([ˆı1]) = 1 =⇒ µξ(ıˆ)([ˆı1 . . . ıˆn]) = 1 for every n =⇒ µξ(ıˆ) = δıˆ.
To see the first implication fix n. Let H(n) := {hıˆ1...ˆın : (ˆı1 . . . ıˆn) ∈ {1, . . . ,M}n} and
Σ
(n)
H be the symbolic space of infinite sequences of n-tuples (ˆı1 . . . ıˆn). There is a natural
one-to-one bijection between the elements of ΣH and Σ
(n)
H . A Bernoulli measure µq on ΣH
naturally defines a Bernoulli measure µ(n)q on Σ(n)H by µ
(n)
q ([ˆı1 . . . ıˆn]) =
∏n
j=1 µq([ˆıj]). Ap-
plying [6, Theorem 2.3.] to this system yields the first implication. The second implication
follows from the Monotone Convergence Theorem
1 = lim
n→∞
µξ(ıˆ)([ˆı1 . . . ıˆn]) = µξ(ıˆ)(ıˆ) =⇒ µξ(ıˆ) = δıˆ for µq-a.e. ıˆ ∈ ΣH.

Proof of second equivalence in (A.2).
=⇒ direction: We claim that the conditions in the definition of WAUC are satisfied
with
BH := (ΣH \ Σ̂H)
⋃{
ıˆ ∈ ΣH : µξ(ıˆ) 6= δıˆ
}
.
By assumption µq(BH) = 0. Moreover, for any ıˆ ∈ ΣH\BH we have ıˆ ∈ Σ̂H, so the
probability measure µξ(ıˆ) exists and µξ(ıˆ) = δıˆ. If ˆ ∈ ξ(ıˆ) \ BH then ξ(ˆ) = ξ(ıˆ),
thus
δıˆ = µξ(ıˆ) = µξ(ˆ) = δˆ.
That is ıˆ = ˆ. We showed that for every ıˆ ∈ ΣH \ BH : ξ(ıˆ) \ BH = {ıˆ}.
⇐= direction: Clearly, WAUC is equivalent to the existence of BH with µq(BH) = 0
such that
if ıˆ 6∈ BH then ξ(ıˆ) \ BH = {ıˆ} . (A.4)
Using (A.1) for BH we obtain that the set
Σ̂H :=
{
ıˆ ∈ Σ̂H : µξ(ıˆ)(BH) = 0
}
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has full measure:
µq(Σ̂H) = 1, (A.5)
where we remind the reader that Σ̂H is the set of those ıˆ ∈ ΣH for which the
conditional probability measure µξ(ıˆ) exists. Assume that ıˆ ∈ Σ̂H. Then
µξ(ıˆ) (ξ(ıˆ) \ BH) = 1 and by (A.4): ξ(ıˆ) \ BH = {ıˆ} .
That is µξ(ıˆ)({ıˆ}) = 1 whenever ıˆ ∈ Σ̂H. Combining this with (A.5) we get that
for a µq-full measure set of ıˆ we have µξ(ıˆ) = δıˆ.

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