In regression analysis, data sets often contain unusual observations called outliers. Detecting these unusual observations is an important aspect of model building in that they have to be diagnosed so as to ascertain whether they are influential or not. Different influential statistics including Cook's Distance, Welsch-Kuh distance and DFBETAS have been proposed. Based on these influential statistics, the use of some robust estimators MM, Least trimmed square (LTS) and S is proposed and considered as alternative to influential statistics based on the robust estimator M and the ordinary least square (OLS). The statistics based on these estimators were applied into three set of data and the root mean square error (RMSE) was used as a criterion to compare the estimators. Generally, influential measures are mostly efficient with M or MM robust estimators.
Introduction
Multiple regressions assess relationship between one dependent variable and a set of independent variables. Ordinary Least Squares (OLS) Estimator is most popularly used to estimate the parameters of regression model. The estimator has some very attractive statistical properties which have made it one of the most powerful and popular estimators of regression model. A common violation in the assumption of classical linear regression model is the presence of outlier. An outlier is an observation that appears to be inconsistent with other observations in a set of data [1] . In regression, outliers can occur in three different forms: 1) outliers in the response variable; 2) outliers in the explanatory variable called leverage points; and 3) outliers in both the response and explanatory variables. An outlier can either be influential or not. Influential observation is an observation that would cause some important aspects of the regression analysis (regression estimates or the standard error) to substantially change if it were removed from the data set [2] .
The detection of outliers is an important problem in model building, inference and analysis of a regression model. The presence of outliers can lead to biased estimation of the parameters, misspecification of the model and inappropriate predictions [3] .
Regression diagnostics becomes necessary in regression analysis in order to detect the presence of outliers and influential points. These measures either use the OLS residuals or some functions of the OLS residuals (standardized and studentized residuals) for detecting outliers in Y-direction and the diagonal elements of hat matrix for detecting high leverages (X-direction). It was mentioned that the OLS residuals are not appropriate for diagnostic purpose and therefore the scaling versions for the residuals are introduced [3] . However, all these measures are still obtained based on the ordinary least squares estimators.
Robust regression estimator is an important estimation technique for analyzing data that are contaminated with outliers or data with non normal error term. It is often used for parameter estimation to provide resistant (stable) results in the presence of outliers. Some robust estimators have been provided which include the M, MM, LTS, and S estimators. A diagnostic measure based on the robust estimator M was introduced as alternative to the OLS estimator to detect influential points [4] . This M estimator had earlier been observed to perform well when there was outlier in the Y direction [5] .
In this paper, the use of robust estimators MM, S and LTS is proposed and considered as alternative to ordinary least square (OLS) and the robust M estimators.
Background
Consider the multiple linear regression model
where Y is an n × 1 vector of response variable, X is an n × p full rank matrix of known regressors variables augmented with a column of ones. β is p × 1 vector of the unknown regression coefficients and ε is the n × 1 vector of error terms with
and n I is an n × n matrix of identity matrix. The OLS estimator is defined as:
Some useful properties of β are that it is an unbiased estimator ( ) E β β = and the Gauss-Markov theorem [6] guarantees that it is best linear unbiased estimator (BLUE) under the non violation of classical regression model assumptions.
Robust Estimators

M Estimators
The most common general method of robust regression is M-estimation, introduced by Huber [7] . It is nearly as efficient as OLS. Rather than minimizing the sum of squared errors as the objective, the M-estimate minimizes a function ρ of the errors. The M-estimate objective function is 
where s is an estimate of scale often formed from linear combination of the residuals. The function ρ gives the contribution of each residual to the objective function. A reasonable ρ should have the following properties: i i e e′ ≥ The system of normal equations to solve this minimization problem is found by taking partial derivatives with respect to β and setting them equal to 0, yielding,
where ψ is a derivative of ρ. The choice of the ψ function is based on the preference of how much weight to assign outliers. Newton-Raphson and Iteratively Reweighted Least Squares (IRLS) are the two methods to solve the M-estimates nonlinear normal equations. IRLS expresses the normal equations as:
MM Estimator
MM-estimation is special type of M-estimation [10] . MM-estimators combine the high asymptotic relative efficiency of M-estimators with the high breakdown of class of estimators called S-estimators. It was among the first robust estimators to have these two properties simultaneously. The MM refers to the fact that multiple M-estimation procedures are carried out in the computation of the estimator. MM-estimator was described in three stages as follows: Stage 1. A high breakdown estimator is used to find an initial estimate, which we denote β  . The estimator needs to be efficient. Using this estimate the residuals, ( ) 
LTS Estimator
Extending from the trimmed mean, LTS regression minimizes the sum of trimmed squared residuals [11] . This method is given by,
where ( ) ( ) ( ) ( )
where β and ˆi β respectively provide estimate on all n data points and the estimate obtained after the i th observation is deleted. Cook's distance measure has been observed to relate to F(p, n − p) distribution and hence its percentile value can be ascertained. If the percentile value is less than about 10 or 20 percent, the i th case has little apparent influence on the fitted values. If on the other hand, the percentile value is near 50 percent or more, the fitted values obtained with and without the i th case should be considered to differ substantially, implying that the i th case has a major influence on the fit of the regression function. An equivalent algebraic expression of Cook's D Measure is given by:
where ii p is the diagonal elements of the hat matrix and where r i is i th internally studentized residual. It was suggested that observations for which 1 i D > warrants attention [12] .
DFFITS
It is a diagnostic measure to reveal how influential a point is in a statistical regression. It is defined as the change in the predicted value for a point obtained when that point is left out of the regression and divided by the estimated standard deviation of the fit at that point. A useful measure of the influence that case i has on the fitted value ˆi Y is given by:
where ˆi Y is the predicted value for all cases, ( )i i Y for the i th case obtained when the i th case is omitted in fitting the regression function, i MSE is the estimated mean square error of ( )i i Y . Thus, DFFITS is the standardized change in the fitted value of a case when it is deleted. It can also be expressed as: It was suggested that observations for which 2 p DFFITS n > warrants attention for large data sets and if the absolute value of DFFITS exceeds 1 for small to medium data sets [13] .
DFBETAS
It is a measure of the influence of the i th case on each regression coefficients 
where kk C is the k th diagonal element of ( ) 
Influential Measures in Robust Regression
The robust version of Cook's Distance and DFFITS measure based on Huber-M estimator was introduced to measure influential points. β , which is the least square estimator, was replaced with ˆr β which is the M estimator of β and the robust scale estimate of ( )
σ which is the least square estimator in (2).
The robust version of Cook's Distance is defined as: The robust DFFITS is defined as: 
where ii p is the i th diagonal element of hat matrix. The robust version of DFBETAS measure is proposed. This can be expressed as follows:
Consequently, in this paper, we consider the robust version of Cook's D, DFFITS and DFBETAS and applied them not only to the robust M estimator but also to MM, LTS and S estimators.
Application to Real Life Data Sets
Real life data sets are used to illustrate the performance of the influential statistics. The results are as follows. Table 1 and Table 2 provide the summary of results of the application of robust diagnostics measures to the Longley data.
Application to Longley Data
From Table 1 , robust diagnostics based on OLS revealed that case 10 is an outlier. Robust diagnostics based on M estimator revealed that cases 10, 14, 15, 16 are outliers. Robust diagnostics based on MM and S estimators revealed that cases 14, 15, 16 are outliers while robust diagnostic measure based on LTS estimator revealed that cases 5, 14, 15, 16. The influential points from these outliers were then identified in Table 2 . The robust diagnostic measures identified more influential points than outliers; this might be because the Longley data suffers both multicollinearity and outlier problem.
From Table 2 Table 3 and Table 4 provide the summary of results of the application of robust diagnostics measures to the Scottish Hills data.
Application to Scottish Hills Data
From Table 3 , robust diagnostics based on OLS revealed that cases 7, 18, 31, 33, 35 are outliers. Robust diagnostics based on the robust estimators (M, MM, LTS and S estimators) revealed that cases 7, 11, 17, 18, 31, 33, 35 are outliers. The influential points from these outliers were then identified in Table 4 .
From Table 4 From all the influential points identified by Cook's D and DFFITS statistics respectively, DFBETAS based on OLS revealed that cases 7 and 18 affect the regression coefficients. The robust DFBETAS measures based on M, MM, S and LTS revealed that none of the influential points identified by DFFITS and Cook's affect the regression coefficients. It is concluded that the diagnostics measure computed using OLS is not reliable. For this data set, the diagnostic measures based on M estimator identified more influential points than other robust estimators. This might be because the RMSE is smaller than other considered estimators. However, MM, S and LTS estimators provided similar results.
Having removed the influential cases, it can observed that the M estimator is most efficient (RMSE D = 274.31, RMSE DFFITS = 274.31, RMSE DFBETAS = 286.87). Table 5 and Table 6 provide the summary of results of the application of robust diagnostics measures to Hussein data. Table 6 .
Application to Hussein Data
From Table 6 From all the influential points identified by Cook's D and DFFITS statistics respectively, DFBETAS based on OLS revealed that cases 15 and 16 affect the regression coefficients. The robust DFBETAS measures based on M, MM, S and LTS revealed that none of the influential points identified by DFFITS and Cook's affected the regression coefficients.
It is concluded that the diagnostics measure computed using OLS is not reliable. For this data set, the diagnostic measures based on MM estimator identified more influential points than other robust estimators. This might be because the RMSE is smaller than other considered estimators.
Conclusions
In this paper, it was established that a point identified as outliers is not necessarily influential. In the application to Longley data, more influential points than outliers were identified; this might be because the Longley data suffers both multicollinearity and outlier problem. Some robust version of Cook's distance, Welsch-Kuh distance (DFFITS) and DFBETAS are proposed to measure influential points. Diagnostics measures based on OLS do not give reliable estimates as compared to other estimators. It suffered more from swamping and masking effect. The performance of the robust version of the influential statistic is largely dependent on the root mean square error. The performances of the Cook's D and the DFFITS measure are not too different except for some few cases. Inflated standard error is reported in this study as one of the consequence of outliers. It is observed that root mean square error value reduces as the influential points are identified and removed. The DFBETAS shows that not all cases reported to be influential exert undue influence on the regression coefficients. The diagnostic measures based on the robust estimators perform better than OLS estimator when the influential points are removed or not. Also, the performance of the proposed robust diagnostics measure based on MM performs better than that of M estimator in application to Hussein data.
Finally, the performances of the proposed robust diagnostics measured based on MM and M estimator are generally more efficient based on the applied data.
