In this paper, we propose a general framework for distributed boosting intended for efficient integrating specialized classifiers learned over very large and distributed homogeneous databases that cannot be merged at a single location. Our distributed boosting algorithm can also be used as a parallel classification technique, where a massive database that cannot fit into main computer memory is partitioned into disjoint subsets for a more efficient analysis. In the proposed method, at each boosting round the classifiers are first learned from disjoint datasets and then exchanged amongst the sites. Finally the classifiers are combined into a weighted voting ensemble on each disjoint data set. The ensemble that is applied to an unseen test set represents an ensemble of ensembles built on all distributed sites. In experiments performed on four large data sets the proposed distributed boosting method achieved classification accuracy comparable or even slightly better than the standard boosting algorithm while requiring less memory and less computational time. In addition, the communication overhead of the distributed boosting algorithm is very small making it a viable alternative to the standard boosting for large-scale databases.
INTRODUCTION
The number and the size of databases are rapidly growing in various business and scientific fields thus resulting in an exceptional opportunity to develop automated data mining techniques for extracting useful knowledge from massive data sets. This problem may be further complicated by the fact that in many cases, the databases are located at multiple distributed sites. Data may be distributed across a set of sites or computers for several reasons. For example, several data sets concerning business information (e.g. telephone or credit card fraud) might be owned by separate organizations that have competitive reasons for keeping the data private. In addition, these data may be physically dispersed over many different geographic locations. However, business organizations may be interested in enhancing their own models by exchanging useful information about the data.
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In this paper, we propose a novel technique of combining classifiers from multiple sites using a boosting technique [6] . Boosting uses adaptive sampling of patterns to generate a highly accurate ensemble of many weak classifiers whose individual global accuracy is only moderate. In boosting, the classifiers in the ensemble are trained serially, with the weights on the training instances adjusted adaptively according to the performance of the previous classifiers. The main idea is that the classification algorithm should concentrate on the instances that are difficult to learn.
Our distributed boosting algorithm is designed for learning when disjoint data sets from multiple sites cannot be merged together. However, it can also be applied to parallel learning, where the huge training data set is split into several sets that reside on a parallel computer with several processors. In the proposed method, the classifiers are first learned from disjoint datasets at each boosting round and then exchanged amongst the sites. The exchanged classifiers are then combined, and finally, their weighted voting ensemble is constructed on each disjoint data set. The ensemble that is applied to an unseen test set represents an ensemble of ensembles built locally on all distributed sites. The performance of ensembles is used to update the probabilities of drawing the data samples in succeeding boosting iterations. Our experimental results indicate that this method is computationally effective and comparable to or even slightly better in achieved accuracy than when boosting is applied to the centralized data.
RELATED WORK
To solve the problem of learning from very large and distributed databases, some researchers have proposed incremental learning techniques, usually involving direct modifications of standard learning algorithms, such as decision trees [12] and rule learner [4] . An alternative and fairly general method for distributed learning is to combine different multiple predictors in a "black-box" manner. Different meta-learning techniques explored at the Jam project [3] were proposed in order to coalesce the predictions of classifiers trained from different partitions of the training set. Similarly, a knowledge probing approach [7] for distributed learning from homogeneous data sites in the first phase learns a set of base classifiers in parallel, and in the second, the meta-learning is applied to combine the base classifiers. The advantage of the meta-learning approach is that it is algorithm-independent, it can be used to scale up many learning algorithms, and it ensures the privacy of data at multiple sites.
Recently, boosting has received extensive theoretical and empirical study, but most of the published work focuses on improving the accuracy of a classifier over the same single, centralized data set that is small enough to fit into the main computer memory. So far, there has not been much research on using the boosting tech-nique for distributed learning. The only exception was boosting for scalable and distributed learning [5] , where each classifier was trained using a small fraction of the training set. In this distributed version, the classifiers were trained either from random samples (r-sampling) or from disjoint partitions of the data set (dsampling). In r-sampling, a fixed number of examples were randomly picked from the weighted training set (without replacement), where all examples had equal chance of being selected. In d-sampling, the weighted training set was partitioned into a number of disjoint subsets, where the data from each site was taken as a d-sample. At each round, a different d-sample was given to the weak learner. Both methods can be used for learning over very. large data sets, but d-sampling is more appropriate for distributed learning, where data at multiple sites cannot be pulled together to a single site. The reported experimental results indicated that their distributed boosting is either comparable to or better than learning single classifiers over the complete training set, but only in some cases comparable to boosting over the complete data set.
METHODOLOGY
The modifications of the boosting algorithm that we propose here are variants of the AdaBoost.M2 procedure [6] , which proceeds in a series of Trounds. In every round t, a weak learning algorithm is called and presented with a different distribution Dt that is altered by emphasizing particular training examples. The distribution is updated to give wrong classifications higher weights than correct classifications. The entire weighted training set is given to the weak learner to compute the weak hypothesis h t. At the end, all weak hypotheses are combined into a final hypothesis hf,.
The boosting algorithm may be appropriate for distributed learning for several reasons: it can be applied to a wide variety of algorithms, it is superior to other combining methods and its weighted voting ensemble can easily scale the magnitudes of classifters giving a large weight to a strong hypothesis thus correcting wrong classifications of weaker hypotheses. In addition, a natural way of learning in a distributed environment is by combining classification predictors. Our aim, hence, is to exploit all of these advantages in order to apply boosting to distributed learning.
As classifiers, we trained multilayer (2-layered) feedforward neural network models with the number of hidden neurons equal to the number of input attributes, and with the number of output nodes equal to the number of classes, where the predicted class is from the output with the largest response. We used two learning algorithms: resilient propagation [11] and Levenberg-Marquardt [8] .
The Framework for Distributed Learning
The objective of our distributed boosting algorithm is to efficiently construct a prediction model using data at multiple sites such that the prediction accuracy is similar to boosting when all the data are centralized at a single site. Towards such an objective, we propose several modifications of the boosting algorithm within the general framework presented at Figure 1 . All distributed sites perform the learning procedure at the same time.
Assume there are k distributed sites, where site j contains set Sj with mj examples, j = 1 .... k. Data sets Sj contain the same attributes and do not necessarily have the same size. During the boosting rounds, site j maintains a local distribution Aj, t and local weights wja that directly reflect the prediction accuracy on that site.
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Figure1. The distributed boosting framework
However, our goal is to emulate the global distribution Dt obtained through iterations when standard boosting is applied to a single data set obtained by merging all sets from distributed sites. In order to create such a distribution that will result in similar sampling as when all data are centralized, the weight vectors wj, t, j = 1 ..... k from all distributed sites are merged into a joint weight vector wt, such that the q-th interval of indices As a result, each site at round t maintains its version D u of the global distribution Dr, and its local distribution Aj, t. At each site j, the samples in boosting rounds are drawn according to the distribution Dj, t, but the sampled training set Qj, t for site j is created only from those data points that match the indices drawn from the j-th interval in the distribution D u (step 1, Figure 1 ). The classifiers Li, t are constructed on each of the samples Q.u and then exchanged among the distributed sites at each boosting round t. Since all sites contain a set of classifiers L u, j = 1...k, the next steps involve creating an ensemble Ezt by combining these classifiers and computing a composite hypothesis h.i,t. The local weight vectors wi, t are updated at each sitej in order to give wrong classifications higher weights than correct classifications (step 8, Figure  1 ) and then their sums Vj, t are broadcast to all distributed sites. Each sitej updates its local version Dj, t according to the created weight vector U~;t. At the end, the composite hypotheses h.u from different sites and different boosting iterations are combined into a final hypothesis hf,.
The Variants of Distributed Boosting
We explore several variants of the proposed distributed boosting algorithm from Figure 1 . The algorithms differ in (a) the method for combining the classifiers into an ensemble Ej, t (step 4), (b) computing a representative hypothesis hi, t (step 5) and (c) updating the weights w~,t (step 8).
In the first distributed learning algorithm, denoted as Competing Classifiers from Distributed Sites, the learned classifiers Lj, t from all distributed sites are combined such that each data instance on a local site is assigned to the classifier with the highest prediction confidence on that data pattern. As a result, the composite hypothesis hj, t uses a different classifier Lj, t for each data example. 
Yl,t
Figure 2. The confidence based technique for weighted combining classifiers from distributed sites
In order to further emphasize sampling from sites that are difficult for learning, dividing the weights wj, t by the factor acc~ (p = 0, 1 or 2) is considered, such that the difference between the weights from two sites is further increased. Here, accj corresponds to the local accuracy on corresponding site j, and the factor p indicates how much we like to increase the difference between the weights from different sites. All techniques for updating the weights wj, t are also integrated in all methods for distributed boosting involving combining learners.
EXPERIMENTAL RESULTS
Our experiments were performed on several data collections. The first one contained two synthetic spatial data sets with 6561 instances generated using our spatial data simulator [10] such that the generated data resembled statistics of real-life spatial data. One data set was used for training and another one for out of sample testing. Since random splitting for spatial domains likely results in overly optimistic estimates of prediction error (due to spatial correlation in data), the training data set was spatially split into 3 disjoint data sets, each with 2187 examples. The obtained spatial data sets stemmed from similar homogeneous distributions and had 5 continuous attributes and 3 equal size classes.
The other three data collections were Waveform, LED and Covertype data sets from the UCI repository [2] . For the Waveform set, 50000 instances with 21 continuous attributes and three equally sized classes were generated. The generated data were randomly split into five sets of 10000 examples each, where four of them were used for distributed learning, and the fifth data set was used as a test set. The LED data set was generated with 10000 exarnpies and 10 classes, where four sets with 1500 examples were used for training in a distributed environment, and the set with 4000 examples was used for testing. 
Time Complexity Analysis
The major advantage of the proposed distributed boosting algorithm is that it requires significantly less computational time per each boosting round since the classifiers are learned on smaller data sets. Figure 3 shows how the time required for training neural networks (NN) depends on the number of examples in the training set for all four reported data sets when measured on a Pentium HI processor with 768 MB of main memory. Analyzing the Figure 3a , it is evident that the time needed for constructing a NN classifier on the three times reduced synthetic spatial training set resulted in more than three times faster computing time, while for LED and Waveform data sets, four times smaller data set caused more thma four times faster learning (Figure 3b, 3c) . Finally, for Covertype data set, time needed for training a NN on an eight times smaller data set was more than eight times smaller than time required for training a NN when using the entire training set (Figure 3d ). 
Prediction Accuracy Comparison
To explore whether our distributed boosting can reach similar prediction accuracy as the standard boosting algorithm on a centralized data set, experiments were first performed on three disjoint synthetic spatial data sets using competing classifiers among sites, simple majority and weighted majority algorithms ( Figure  5a ). For each of the graphs shown at Figure 5a , the results were achieved for p = 0, as in most of the cases this modification was more accurate than if using p = 1 or p = 2 for dividing the weight vector wj.t by the factor accr. To investigate how the performance of distributed boosting varied with the number of data points used for learning, changing the size of the data sets on distributed sites was used ( Figure 5 ). The three disjoint data sets used for training in distributed boosting were merged into a centralized training data set for standard boosting. All boosting methods were tested on the same data set with 6561 instances.
When applying the distributed boosting to Covertype data set, eight disjoint, equally-sized data sets were used for learning, while the data set with 431032 examples was used for out of sample testing (Figure 5b) . For experiments performed on LED and Waveform data sets, four disjoint, equally-sized data sets were used for learning and unseen data sets with 4000 and 10000 patterns were used for testing respectively on LED and Waveform data sets. However, the experiments performed on these data sets showed similar prediction accuracy for all proposed variants of boosting algorithm probably due to high homogeneity of data (Figure 5c, 5d) .
Results from experiments performed on the synthetic spatial data sets indicate that the methods of voting the classifiers constructed on multiple sites achieved approximately the same classification accuracies as the standard boosting algorithm on merged data (Figure 5a ), while the method of competing classifiers was always significantly less accurate than standard boosting (Figure 5a ). This was probably due to the fact that none of the classifiers constructed on the multiple sites were sufficiently competent for prediction on the unseen test set, and the prediction results were comparable or even slightly worse than when making predictions from a single distributed site (Figure 5a ). When performing the experiments on the Covertype data set (Figure 5b) , the voting algorithms for distributed learning were consistently comparable in prediction accuracy to standard boosting on the centralized data. The method of competing classifiers was almost as accurate as standard boosting for large data sets, but slightly worse than standard boosting for smaller data sets ( Figure 5-b3) . It is also noticeable that for achieving the maximal prediction accuracy the larger number of boosting tion accuracy the larger number of boosting iterations was needed for smaller data sets than for larger ones.
In addition, the effect of dividing the sampling weights ws, t by the factor acc ~, (p = 0,1,2) was investigated for the three distributed boosting methods. In general, in the presence of sites that are significantly more difficult for learning than the others, a small increase in the sampling weights wj,, resulted in achieving the maximal prediction accuracy in a fewer number of boosting rounds. However, a larger acc ~ factor (p = 2) could cause drawing insufficiently large samples from the sites that were easy to learn in later boosting iterations. As a consequence, the factor acc 2 (p = 2) could possibly result in method instability and in a drop of prediction accuracy. To alleviate this problem, when constructing a classifier we required that the size of the data sample drawn in the current boosting round had to be at least 15% of the original data set size on that site. Otherwise, the best classifier built so far on a particular site was used when making a classifier ensemble.
In our experiments, increasing the weights wy, t usually resulted in deteriorating the classification accuracy and in instability of the proposed method for smaller data sets ( Figure 6-a3) , while preserving maximal prediction accuracy for experiments with large data sets (Figure 6 -al).
The performed experiments on LED, Waveform and Covertype data sets showed similar prediction accuracy for all explored factors for updating the sampling weights wj, t (Table 1) . This was probably due to homogeneous distributions in these data sets, where there were no extremely difficult examples that need to be emphasized. Finally, we also performed experiments on 3 synthetic spatial data sets using the confidence-based method of combining classifiers with all three modifications for dividing the weights wj. t by the factor acc p (p=0,1,2) (Figure 6b ). The graphs in Figure 6b show that the confidence-based combining classifiers slightly outperformed standard boosting applied on centralized data as well as the other methods considered for distributed boosting. The improvement in prediction accuracy was more significant when learning from smaller data sets, but instability was also more evident for smaller data sets (Fig. 6-b3 ). The increase in prediction accuracy with decreasing the data sets was probably due to the fact that the data sets were homogeneous and more data points were needed in order to improve the generalizability of our models. When the number of data instances decreased, there were not enough examples to learn data distribution on a single site, but the variety of data instances from multiple sites still helped in achieving diversity of built classifiers.
Due to homogeneous distributions, the experiments performed on LED, Waveform and Covertype data sets again demonstrated the small observable difference in accuracy between the standard boosting and all variants of confidence-based distributed boosting algorithms when p = 0, 1 and 2 (Table 1) .
CONCLUSIONS
A framework for distributed boosting is proposed. It is intended to efficiently learn stable non-linear classifiers over large and distributed homogeneous databases that cannot fit into the computer main memory. Experimental results on several data sets indicate that the proposed boosting techniques can effectively achieve the same or even slightly better level of prediction accuracy than standard boosting when applied to centralized data, while the cost of learning and memory requirements are considerably lower.
This paper raised several interesting issues that recently have gained a lot of attention. First, successful learning from very large and potentially distributed databases imposes major performance challenges for data mining, since learning a monolithic classifier can be prohibitively slow due to the requirement that all the data need to be held in the main memory. Second, many distributed data sets cannot be merged together due to a variety of practical constraints including data dispersed over many geographic locations, security services and competitive interests. Third, the prediction accuracy of employed data mining algorithms is of fundamental impact for their successful application. Finally, the computational time required for constructing a prediction model is becoming more important as the amount of available data is constantly growing. Our experiments performed on several data sets indicate that the proposed boosting techniques successfully overcome these concerns, thus offering a fairly general method for effective and efficient learning in distributed environment.
Although performed experiments have provided evidence that the proposed methods can be successful for distributed learning, future work is needed to fully characterize them especially in distributed environment with heterogeneous databases, where new algorithms for selectively combining classifiers from multiple sites with different distributions are worth considering. It would also be interesting to examine the influence of the larger number of distributed sites and their sizes to the achieved prediction accuracy, speedup and scale up and to establish a satisfactory trade off.
A possible drawback of the proposed methods is that a large number of classifiers and their ensembles are constructed from available data sets. In such situation, the methods of post-pruning the classifiers [9] may be necessary to increase system throughput, while still maintaining the achieved prediction accuracy.
