We prove a weak maximum principle and some Liouville type theorems for a general class of operators on complete manifolds under appropriate volume growth conditions.
Introduction.
Let (M, ) be a complete Riemannian manifold, and, for a fixed reference point o ∈ M , set r(x) = dist (M, ) (x, o) . Thus B R and ∂B R denote, respectively, the geodesic ball and sphere of radius R centered at o. In what follows we shall always tacitly assume M connected. With φ we indicate a real function satisfying the following requirements For instance, the choices φ(t) = t (1 + t 2 ) α , α > 0; φ(t) = t p−1 , p > 1;
on the left hand side of (0.2) yield, respectively, the generalized mean curvature operator and the p-Laplacian. In these cases condition (0.1) is certainly satisfied with the choices δ = 1 and δ = p − 1 respectively, and some positive A.
In order to prove Theorem A we need two results, Theorems 1 and 3, of independent interest. Theorem 1 is proven in the next section; Theorem 3 is stated in Section 3 and used to prove the main result, while its proof is contained in Section 4. Comments on the mean curvature operator and the p-Laplacian are contained in Sections 2 and 5, respectively.
Theorem 1 and its proof.
The following result can be considered as a weak maximum principle in the spirit of the well known result of Omori and Yau for the Laplace-Beltrami operator, see [CY] . Curvature conditions are here replaced by the volume growth assumption (1.1) below. (M, ) (x, o) and φ as in (0.1). Suppose that for some constants c > 0, n ≥ 1 + δ and δ as in (0.1) iii) we have
Then,
with A, δ as in (0.1) iii) and b * = max(b, 0).
In the proof of the Theorem we shall make use of the following Lemma from calculus:
has an absolute minimum either at 0 with value σ > 0 or at
However, (1.4) implies f (x 0 ) ≥ 0 and we obtain the desired result.
Proof of Theorem 1. Fix B > b * ; the theorem will be proven once we show that
where, for convenience, we have set
In order to do this we reason by contradiction, and we suppose that, for some > 0,
Because of (1.2), there exists R 0 > 0 such that
so that the function
However, (1.2) and (1.6) are independent of additive constants, so that we may assume that (1.8) holds on M , and v(o) 
Using p > 1 as a parameter (to be specified later) and the cut-off function g, we define the vector field
Then, from (1.7)
Using (0.1), (1.6), (1.8) and the inequality | ∇u, ∇r | ≤ |∇u| , from the above we obtain
We apply the Lemma respectively with the choices
M . An immediate check shows that Λ > 0 if and only if
The divergence theorem applied to (1.9) yields
and then we apply Hölder's inequality to the right hand side, with conjugate exponents (1 + δ)/δ and (1 + δ), to obtain
In other words,
Thus, using the properties of the cut-off function g,
for some absolute constant c > 0.
Using (1.1) and (1.8) and assuming
for some constant c > 0. If we can guarantee that
from the property (0.1) ii) we obtain |∇u| ≡ 0 on M , i.e., u constant, contradicting (1.6). The proof of (1.5) will then be accomplished once we show that it is possible to choose p to satisfy (1.10), (1.12) and (1.13), that is,
These conditions are compatible, since n ≥ 1 + δ and > 0. Thus, (1.5) holds, and letting B → b * we obtain (1.3).
Comments on Theorem 1.
Estimate (1.3) of Theorem 1 is sharp. Indeed, let (M, , ) = (R n , , ) be Euclidean space with its canonical metric. Choose φ(t) = t so that the operator we are considering is the Laplace-Beltrami operator ∆. Let
and this perfectly agrees with (1.3) where in the present case we have to choose A = 1, δ = 1.
Theorem 1 is based on the assumption that (M, , ) has at most polynomial growth, that is (1.1) holds. We now show that this condition is necessary for Theorem 1 to hold.
with its canonical metric of constant negative curvature −1. We realize H m \ {0} in polar coordinates (r, ϑ) ∈ (0, +∞) × S m−1 and its metric , as
with dϑ 2 the standard metric on S m−1 . One easily verifies that
Thus, (1.2) is met with b = 0, but conclusion ( 1.3) 
is violated. (Here and in the sequel the expression A(t) ∼ B(t) as t → t 0 means that A(t)/B(t)
is bounded and remains away from zero as t → t 0 .) However, it is possible to give a version of the theorem in case (M, , ) has at most exponential growth. We state the result with no proof, and remind that the case of the Laplace operator has been first obtained by L. Karp, [K1] .
Theorem 2.
Let (M, , ) be a complete manifold, r(x) = |x| = dist (M, , ) (x, o) and φ as in (0.1) with δ ≥ 1. Suppose that for some constant
This result can be applied to the following geometrical problem. Given (M, , ) and a smooth function u : M → R we associate to u the graph
Indicating with ( , ) the product metric on M × R,
becomes an isometric embedding. Let ∇, div, | · | denote the gradient, the divergence operator and the norm with respect to the metric , . Then Γ u has constant mean curvature a m if and only if
for some a ∈ R. If a = 0, Γ u is a minimal graph. In case M = R m Euclidean space, a well known result of Heinz, [H] , for surfaces, generalized by Flanders, [F] , and Chern, [C] , to any dimension, implies that a graph on R m with constant mean curvature is necessarily a minimal graph.
Indeed, a nice observation of Salavessa, [S] , shows that if h(M ) is the Cheeger constant of M and H Γ is the mean curvature of a constant mean curvature graph then
Since h(R m ) = 0 we deduce the validity of the above conclusion. We observe that the hyperbolic space H m has constant sectional curvature −1, and h(H m ) = m − 1; in this case there do exist nonminimal graphs with constant mean curvature.
For instance, realizing H m in polar coordinates as in the remark above, it is not hard to verify that, having chosen a constant a ∈ (0, m − 1], the smooth function
We notice that, in this example,
thus, in order to obtain a result similar to that of Heinz, Chern and Flanders when (M, , ) growths exponentially, it seems natural to require some growth condition on u. Considering, if necessary, v = −u, we can, without loss of generality, assume a ≥ 0. According to Theorem 2 we have: 
Then Γ u is minimal.
Remark. The example above shows that assumption (2.2) is optimal for the Corollary to hold true.
Proof of Theorem A.
It is well known that complete manifolds of moderate volume growth are parabolic. The next result can be considered a generalization of this fact. However, we observe that, in case of the Laplace-Beltrami operator, (3.1) below becomes
and it is not obvious that this condition implies moderate volume growth in the sense of [K2] without further requirements. (M, ) (x, o) and φ as in (0.1). Assume, with δ > 0 as in (0.1) iii), that
Theorem 3. Let (M, ) be a complete manifold, r(x) = dist
(3.1) 1 vol (∂B r (o)) 1/δ / ∈ L 1 (+∞).
Let u ∈ C 2 (M ) be a solution of the differential inequality
Then u is constant provided
Remark. Condition (3.1) tells that the volume of B r (o) increases "slowly" with the radius. If this condition is not met, requirement (3.3) is not translation invariant, while (3.2) and the conclusion of the theorem do not depend on additive constants. Hence, (3.1) is necessary to give meaning to the statement.
Proof of Theorem A. Let u ∈ C 2 (M ) satisfy (0.2). As we did before, we may assume a ≥ 0, and we first prove that a = 0. Because of (0.4) we see that (1.1) of Theorem 1 is satisfied with n = 1 + δ. While, because of (0.3), (1.2) is satisfied with b = 0. We then deduce from Theorem 1 that
Thus (3.3) of Theorem 3 is satisfied because of (0.3). Applying Theorem 3 we deduce that u is constant.
Proof of Theorem 3.
The proof of Theorem 3 has been inspired by some recent result of J. [H1] Theorem 3, and [H2] Theorem 2.2; which in turn is closely related to Collin and Krust, [CK] , and Mikljukov, [M] . Nevertheless, there are some relevant differences. First in [H1] , [CK] , [M] , [H2] the attention is basically focused on the mean curvature operator on R 2 ; secondly the general class of operators considered in Theorem 4 of [H1] and Theorem 5.1 of [H2] (both stated without proofs) differs from our even on R 2 ; notably it does not contain the p-Laplace operator for p = 2.
Proof of Theorem 3. We reason by contradiction, and assume that u is nonconstant. We choose a regular value a of u such that, having set
∂Ω is a non-empty hypersurface in M . Let R 0 = dist(o, Ω) and, for r > R 0 , define
As we pointed out in the remark following the statement of Theorem 3, the validity of (3.1) forces (3.3) to be independent of additive constants. Hence, we prove the theorem for the function v = u − a or, simpler, we assume a = 0. With these assumptions, u satisfies (3.2) and (3.3), and is strictly positive in Ω. We set
Since |∇u| = 0 on ∂Ω, the set Ω r is open, and H(r) > 0, for r > R 0 . Our first aim is to obtain an estimate from above for H. In order to do this, we consider the vector field
If ν is the outward unit vector normal to ∂Ω t , t ≥ R 0 , we define
Using Hölder's inequality with conjugate exponents 1 + δ and 1 + 1/δ, we obtain
for t ≥ R 0 so that, from (4.1) and (0.1) iii),
and some constant c > 0. On the other hand, (3.2), the divergence theorem and the fact that u vanishes on F t yield
ρ(t) ≥ H(t),
whence vol (F t ) > 0 for t > R 0 . Thus, if r ≥ R > R 0 , we have, from (4.2), (4.4) and the above inequality
that is the desired upper estimate on H:
Next, we obtain a lower estimate for H. In order to do this, we choose a
and we consider the vector field
With the same choice of ν as above, we define
By (4.6) i), Z vanishes on F t , and the divergence theorem yields
Hence, using (4.6) and (3.2), we deduce that γ is non-negative and nondecreasing. More precisely, it is possible to findR > R 0 and C > 0 such that
Notice that the second inequality is due to (4.6) iii) and holds for t ≥ R 0 , while the first one is a consequence of the fact that u is non-constant on Ω (hence, γ(t) ≡ 0 on [R 0 , +∞)). The double inequality (4.7) can be used to estimate from below the function H. Indeed, applying Hölder's inequality and (4.7) to (4.1) we get
We shall use both (4.5) and (4.8) in the form
for r > R ≥R. In order to contradict assumption (3.3), we first notice that, if B is any fixed positive constant, the equation
has exactly one solution in the interval (0, B), and this solution is
thus, there exists a unique R = R(r), withR < R < r, such that
, and (4.11) becomes
Combining (4.9), (4.10) and this last inequality we obtain
valid for r >R fixed, R = R(r) ∈ (R, r), and some c > 0. Hence
is lower bounded away from zero, contradicting (3.3).
Further comments.
We consider now the case of the p-Laplacian. In this setting the structural condition (0.1) is satisfied with A = 1, and δ = p − 1, p > 1 and Theorem 3 yields:
Corollary. Let (M, ) be a complete manifold and r(x) = dist (M, ) (x, o) . Suppose that for some n > 1 Next, we show sharpness of the above corollary. Considerations similar to those presented below can be developped for other cases of Theorem 3; notably for the mean curvature operator. We have chosen to consider the p-Laplacian for the sake of simplicity.
Next, let σ ∈ C ∞ ([0, +∞)) be positive on (0, +∞) and such that It is an easy matter to verify that u ∈ C 2 (R m ) and
Thus u is non-constant and p-subharmonic. We let > 0 and for p ≥ m we choose σ(t) = t Remark. If the function φ satisfies (0.1) on a bounded interval [0, α) and we "a priori" know that |∇u| < α, the conclusions of Theorem A are still valid. For instance, the choice
of the left hand side of (0.2) yields the operator describing the equation of continuity in gas dynamics. In this latter instance, the validity of Theorem A is guaranteed by the requirement |∇u| < 2 γ − 1 on M.
