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Abstract
In this paper we define model solvmanifold pairs and their diagonal type selfmaps in the tradition of Heath and
Keppelmann. We derive an explicit formula for computing the relative Nielsen number N (F; X, A) on these spaces and selfmaps
F : (X, A) → (X, A). We find that model solvmanifold pairs often exhibit interesting Schirmer theory, meaning
N (F; X, A) > max{N (F), N (F |A)}.
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1. Introduction
In 1986 Helga Schirmer introduced a relative Nielsen number to calculate the minimum number MF[F; X, A]
of fixed points in the relative homotopy class of a given selfmap of a pair of compact polyhedra F : (X, A) →
(X, A) [13]. It is well known that the Nielsen number N (F) can be a very poor lower bound for MF[F; X, A].
Schirmer’s relative Nielsen number N (F; X, A), which we call the Schirmer number, provides a better lower bound
which in many cases is sharp, meaning that there exists a map G : (X, A) → (X, A) homotopic to F rel A with
precisely N (F; X, A) fixed points.
Unfortunately, the Schirmer number is at least as difficult to compute as the Nielsen number, which is itself
notoriously difficult to calculate in general. Nonetheless, there are many natural classes of spaces for which we can
compute the Nielsen number, including tori [3], nilmanifolds [5], solvmanifolds [10], and several others (see e.g. [11]).
Currently, there are few pairs of spaces in the literature for which we know how to calculate the Schirmer number.
The few published theorems that succeeded at calculating the Schirmer number have strong hypotheses that must
be satisfied by the pair and selfmap in order to apply. For example, in [14] Schusteff gave a product formula for
computing the Schirmer number on a fiber map ( f, f0) of a Jiang-type pair, so long as f is eventually commutative.
In [4], Cardona and Wong developed a more general summation formula which allows the calculation of the Schirmer
number on a fiber map ( f, f0) of a Jiang-type pair, but f must be globally Fix group uniform.
Because of the strong hypotheses required, most of the published examples which compute the Schirmer number
do so on spaces and selfmaps which are specially defined to allow the calculation. Even so, for many of these pairs
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and selfmaps the Schirmer number N (F; X, A) turns out to equal either the Nielsen number of F : X → X
or of its restriction F |A : A → A. In this case, the Schirmer theory (i.e. relative Nielsen theory) of the map
F : (X, A) → (X, A) is no more interesting than the standard Nielsen theory of either F : X → X or F |A : A → A.
It is worth noting, however, that it is relatively easy to construct a pair and selfmap demonstrating “interesting”
Schirmer theory (meaning N (F; X, A) > max{N (F), N (F |A)}). For an explicit example, let X = Y ∨ Z , where
Y = D2 and Z = S1; let A = S1 ⊂ X be the boundary of Y , and let F : (X, A) → (X, A) be the n-times around
map z 7→ zn on Y (and thus on A) and the m-times around map on Z fixing the wedge point. Then N (F) = |m − 1|,
N (F |A) = |n − 1|, and N (F; X, A) = |n − 1| + |m − 1| − 1.
In this paper, we examine the Schirmer theory of a large class of (naturally defined) pairs of homogeneous spaces
and selfmaps; namely, model solvmanifold pairs and their diagonal type selfmaps. These spaces and selfmaps are easy
to construct explicitly: they depend entirely on linear algebraic data.
Our main result, Theorem 4.5, is an explicit formula for computing the Schirmer number on this class of spaces
and selfmaps. Specifically, if (S, s) is a model solvmanifold pair with gluing data A : Zp → Aut(Zn) and
F : (S, s) → (S, s) is a diagonal type selfmap of the pair defined by F(x, y) = (X (x), Y (y)) for integral matrices X
and Y , then
(i) if det(I − Y ) = 0 then N (F; S, s) = N (F |s);
(ii) if det(I − Y ) 6= 0 then
N (F; S, s) =
∑
b∈Coker(I−Y )
|det(I − AbX)| +
∑
b∈Coker(I−Y3)
δ(AbX)|det(I − DbX3)|,
where δ(AbX) =
{
1 if det(I − AbX) = 0
0 otherwise , D : Zq → Aut(Zm) is the gluing data of s, and X3, Y3 are matrices
corresponding to F |s .
Moreover, we find that for many model solvmanifold pairs (S, s) and diagonal type selfmaps F : (S, s) → (S, s),
N (F; X, A) > max{N (F), N (F |A)}.
Corollary 4.4 gives necessary and sufficient conditions for a diagonal type selfmap and model solvmanifold pair to
demonstrate such interesting Schirmer theory. Model solvmanifold pairs and diagonal type selfmaps are the only
currently known class of spaces and selfmaps that exhibit interesting Schirmer theory distinct from standard Nielsen
theory.
2. The Schirmer number
In this section we will provide the necessary theoretical framework to define the Schirmer number while introducing
the notation used throughout this paper. Detailed expositions of Nielsen theory may be found in the books by Robert
Brown [1] and Boju Jiang [8]. See [13] for details concerning the Schirmer number.
Let (X, A) be a pair of compact connected polyhedra and F : (X, A) → (X, A) a map of pairs, that is, a map such
that F(A) ⊆ A. Let f = F |A : A → A denote the restriction of F to A.
Let X˜ be the universal covering space of X and pX : X˜ → X denote the universal covering projection. Let Π
denote the group of deck transformations.
Two lifts F˜ , F˜ ′ : X˜ → X˜ are said to be conjugate if there exists a γ ∈ Π such that F˜ = γ ◦ F˜ ′ ◦ γ−1. Define the
lifting classes of F to be the equivalence classes of lifts by conjugacy,
[F˜] = {γ ◦ F˜ ◦ γ−1|γ ∈ Π }.
We denote the set of lifting classes of F by LC(F).
We recall a few standard results from Nielsen fixed point theory:
(i) [F˜] 6= [F˜ ′] implies pX (Fix(F˜)) ∩ pX (Fix(F˜ ′)) = ∅
(ii) [F˜] = [F˜ ′] if and only if pX (Fix(F˜)) = pX (Fix(F˜ ′))
(iii) Fix(F) =
⊔
F˜∈LC(F)
pX (Fix(F˜)),
where the union in (iii) is disjoint.
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The sets pX (Fix(F˜)) partition Fix(F) into equivalence classes. A class pX (Fix(F˜)) is called a fixed point class.
Let FPC(F) denote the set of fixed point classes. The fixed point index is a function index(F, ·) : FPC(F) → Z.
Although there are several different approaches to defining the fixed point index, an axiomatic approach has emerged
which proves existence and uniqueness. Consult [1] for details.
A class F ∈ FPC(F) is said to be essential if index(F,F) 6= 0. If index(F,F) = 0 then F ∈ FPC(F) is called
inessential. If a class F = ∅ then F is called an empty fixed point class and is necessarily inessential. If n(F) denotes
the set of essential classes, then the Nielsen number N (F) is its cardinality #n(F).
Clearly, there is a bijection FPC(F) ↔ LC(F) sending each fixed point class F to the lifting class determining it.
We define LF( f ) and FPC( f ) similarly. If F ∈ FPC(F) and f ∈ FPC( f ), then
F ∩ f 6= ∅ implies f ⊆ F.
Note that if f ⊆ F, then index( f, f)may be different from index(F,F). In particular, fmay have index( f, f) 6= 0 while
index(F,F) = 0. Thus, an essential class f ∈ FPC( f ) may be contained in an inessential class F ∈ FPC(F).
A class F ∈ FPC(F) is said to be a common fixed point class of F and f if it contains an essential fixed point class
f ∈ FPC( f ). If F itself is essential, F is said to be an essential common fixed point class of F and f . Let n(F, f )
denote the set of essential common fixed point classes of F and f and N (F, f ) = #n(F, f ) its cardinality.
The Schirmer number N (F; X, A) is then defined by:
N (F; X, A) = N ( f )+ N (F)− N (F, f ).
Two results are immediate from the definition of N (F; X, A) (see [13] Theorem 2.5):
Proposition 2.1.
(i) If N (F) = 0 then N (F; X, A) = N ( f ).
(ii) If N ( f ) = 0 then N (F; X, A) = N (F).
Proposition 2.2. If A = ∅ or A = X, then N (F; X, A) = N (F).
By the definition, the number of essential common classes N (F, f ) is bounded above by min{N (F), N ( f )}. The
following proposition follows immediately from this remark:
Proposition 2.3. The equality N (F; X, A) = max{N (F), N ( f )} holds if and only if N (F, f ) = min{N (F), N ( f )}.
Suppose N (F; X, A) = max{N (F), N ( f )} so, by the proposition, N (F, f ) = min{N (F), N ( f )}. Without
loss of generality assume that N (F, f ) = N ( f ). Then the set of essential common classes n(F, f ) is in bijective
correspondence with the set of essential classes n( f ) of the restriction f : A → A. In this case, both the Schirmer
number N (F; X, A) and the Nielsen number N (F) are given by the cardinality of the set of essential fixed point
classes n(F) of the map F : X → X . As such, studying the Schirmer theory of the relative map F : (X, A) → (X, A)
reduces to simply studying the Nielsen theory of F : X → X .
On the other hand, if N (F; X, A) > max{N (F), N ( f )} then the Schirmer theory of the relative map F : (X, A) →
(X, A) is distinct from the standard Nielsen theory of either F : X → X or the restriction f : A → A. This is precisely
the case we refer to as interesting Schirmer theory. It is this scenario in which the significance of Schirmer’s discovery
becomes clear.
Before introducing model solvmanifold pairs, we first briefly discuss one of the properties of these spaces which, as
we will see, significantly helps in the computation of the Schirmer number. Let A˜ := p−1X (A). If inclusion i : A → X
induces an injection i∗ : pi1(A) → pi1(X), then A˜ is simply connected and pA := pX | A˜ : A˜ → A is the universal
cover of A. Moreover, every lift f˜ : A˜ → A˜ is the restriction of some lift F˜ : X˜ → X˜ to A˜.
Lemma 2.1. If inclusion i : A → X induces an injection i∗ : pi1(A) → pi1(X) then pX (Fix(F˜)) ∈ FPC(F) is a
common fixed point class if and only if pA(Fix(F˜ | A˜)) ∈ FPC( f ) is essential.
Proof. If F = pX (Fix(F˜)) ∈ FPC(F) is a fixed point class, then F always contains the fixed point class
f = pA(Fix(F˜ | A˜)) ∈ FPC( f ). If f is essential, then F is by definition a common fixed point class.
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Conversely, if F = pX (Fix(F˜)) ∈ FPC(F) is a common fixed point class, then it contains some essential class
f = pA(Fix( f˜ )) ∈ FPC( f ). Let x be a fixed point in f ∩ F and let x˜ ∈ p−1A (f) ∩ Fix(F˜) be some point in the fiber
over x . As x˜ ∈ A˜ ∩ Fix(F˜), we have x˜ ∈ Fix(F˜ | A˜), so x ∈ pA(Fix(F˜ | A˜)); hence, f = pA(Fix(F˜ | A˜)). 
3. Model solvmanifold pairs and their selfmaps
The following construction is due to Heath and Keppelmann [6]. Let n and p be given positive integers. In addition
let
A : Zp → Aut(Zn) = GLn(Z)
be a homomorphism. For l ∈ Zp, we denote the corresponding automorphism by Al ∈ GLn(Z). Consider the
equivalence relation ∼ on Rn × Rp generated by the following:
(a) For any k ∈ Zn, (x, y) ∼ (x + k, y).
(b) For any l ∈ Zp, (x, y) ∼ (Alx, y + l).
In ([6] Theorem 3.1) it is shown that the quotient space S = Rn × Rp/ ∼ is an n + p-dimensional solvmanifold
with minimal Mostow fibration
T n ↪→ S piS→ T p,
where piS is induced by the projectionRn×Rp → Rp. The solvmanifold S is called amodel solvmanifold with gluing
data A : Zp → Aut(Zn).
Let m and q be non-negative integers such that m ≤ n and q ≤ p. Let V ⊆ Rn be an m-dimensional linear
subspace such that the quotient V/(V ∩ Zn) is compact. The compactness of the quotient space implies the free Z-
module V ∩ Zn ⊆ Zn must have rank m. Let V = {v1, v2, . . . , vm} ⊂ Zn be an ordered Z-basis of V ∩ Zn . Clearly,
V is also an R-vector space basis for V .
Similarly, let W ⊆ Rp be a q-dimensional linear subspace such that W/(W ∩ Zp) is compact, and let W =
{w1,w2, . . . ,wq} ⊂ Zp be an ordered Z-basis of W ∩ Zp (and thus an R-vector space basis for W ).
Let Υ = {υ1, υ2, . . . , υn} ⊂ Zn and Ω = {ω1, ω2, . . . , ωp} ⊂ Zp be extensions of V andW to ordered bases of
Rn and Rp respectively, where υn−m+i = vi for i = 1, . . . ,m and ωp−q+ j = w j for j = 1, . . . , q.
Suppose that for all l ∈ Zp, the gluing data A : Zp → Aut(Zn) = GLn(Z) of the model solvmanifold S satisfies
Al(V ∩ Zn) ⊆ V ∩ Zn . Then Al(V) ⊂ span{V} so Al is V invariant. Define
D : W ∩ Zp → Aut(V ∩ Zn) ∼= GLm(Z)
by D(w) = A(w)|V∩Zn .
With respect to the basis Υ , for all l ∈ Zp, Al is a matrix with the following block lower triangular form:
Al =
[
Bl 0
C l Dl
]
,
where Bl and Dl are (n−m)× (n−m) and m×m square matrices and C l is an m× (n−m)matrix. It is no accident
that we have used Dl to denote the lower right-hand block: for l ∈ W ∩Zp this matrix is precisely D(l) = A(l)|V∩Zn
with respect to the Z-basis V for V ∩ Zn . (Note that while Bl is also necessarily a homomorphism (representing Al
restricted to span{υ1, υ2, . . . , υn−m}), C l is not. So even if m = n−m and the matrix multiplication C l1C l2 is defined,
we cannot assume that C l1C l2 = C l1+l2 .)
Define s ⊆ S by s = V ×W/ ∼. On s, the equivalence relation ∼ takes the form:
(a′) For any k ∈ V ∩ Zn, (x, y) ∼ (x + k, y).
(b′) For any l ∈ W ∩ Zp, (x, y) ∼ (Alx, y + l) = (Dlx, y + l).
Then s is the model solvmanifold V ×W/ ∼ with gluing data D : W ∩Zp → Aut(V ∩Zn) ∼= GLm(Z). The minimal
Mostow fibration for s has the form
Tm ↪→ s pis→ T q ,
where pis is induced by the projection V ×W → W .
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We define (S, s) to be a model solvmanifold pair.
Suppose we are given a model solvmanifold S = Rn × Rp/ ∼ with gluing data A : Zp → Aut(Zn) = GLn(Z).
There is a rather simple way to find embedded sub-model solvmanifolds s ⊂ S and thus produce a model solvmanifold
pair (S, s).
Define CQ(Rn) ⊆ to be the set of linear subspaces of Rn such that each V ∈ CQ(Rn) has compact quotient
V/(V ∩ Zn). A subspace V ⊆ Rn is in CQ(Rn) if and only if it has an integral basis. We will call CQ(Rn) the
compact quotient subspaces of Rn . Any V ∈ CQ(Rn) gives a toral pair (T = Rn/Zn, t = V/(V ∩ Zn)).
Let {e1, e2, . . . , ep} ⊂ Zp denote the standard basis. For each i ∈ {1, 2, . . . , p}, let Inv(Aei ) denote the set of
Aei -invariant subspaces of Rn . Let Inv(A) denote the intersection
Inv(A) =
p⋂
i=1
Inv(Aei ).
For any V ∈ Inv(A) and any l ∈ Zp we must have Al(V ) ⊆ V ; hence, Inv(A) is the set of A-invariant subspaces of
Rn . Summarizing, we have:
Theorem 3.1 (Sub-model Solvmanifolds). Given a model solvmanifold S = Rn × Rp/ ∼ with gluing data A :
Zp → Aut(Zn) = GLn(Z), any subspace V ∈ CQ(Rn) ∩ Inv(A) and W ∈ CQ(Rp) define a unique sub-model
solvmanifold s = V × W/ ∼ contained in S and hence a model solvmanifold pair (S, s). Furthermore, every sub-
model solvmanifold of S arises in this way.
For example, suppose the matrices Ae1 , Ae2 , . . . , Aep have a common eigenvector v such that V = span{v} ∈
CQ(Rn). (In this case, V ∈ CQ(Rn) simply means that the line γ (t) = tv intersects Zn somewhere other than just
the origin.) Then for all i ∈ {1, 2, . . . , p}, Aei v = λiv where λi ∈ {+1,−1}. Choose any 1-dimensional subspace
W ∈ CQ(Rp). Then s = V ×W/ ∼ is a 2-dimensional embedded sub-model solvmanifold that is either a torus or a
Klein bottle.
Every model solvmanifold S has two natural sub-model solvmanifolds sb, s f ⊆ S which we will refer to as the
canonical sub-model solvmanifolds: the base torus sb = T p of the minimal Mostow fibration T n ↪→ S piS→ T p and
the fiber over the identity, s f = T n . The base torus sb = T p is the sub-model solvmanifold 0n × Rp/ ∼, where 0n
denotes the zero vector in Rn ; while the fiber over the identity s f = T n is Rn × 0p/ ∼, where 0p denotes the zero
vector in Rp. We will refer to a pair (S, s) where s ∈ {sb, s f } as a canonical model solvmanifold pair.
Given a model solvmanifold S, Theorem 3.1 and the examples above show that it is easy to find embedded sub-
model solvmanifolds s ⊆ S. Another way to produce model solvmanifold pairs is to take a given model solvmanifold
s and embed it into a higher-dimensional model solvmanifold S.
Theorem 3.2 (Model Solvmanifold Amalgamation). Suppose we are given two model solvmanifolds, s1 = Rn1 ×
Rp1/ ∼ with gluing data A1 : Zp1 → GLn1(Z) and s2 = Rn2 × Rp2/ ∼ with gluing data A2 : Zp2 → GLn2(Z).
Let n = n1 + n2 and p = p1 + p2. Let pii , i = 1, 2 denote the projections
pi1 : Rp = Rp1 × Rp2 → Rp1 , pi2 : Rp = Rp1 × Rp2 → Rp2 .
Define S = Rn × Rp/ ∼ to be the model solvmanifold with gluing data A : Zp → GLn(Z) given by
l 7→ Al =
[
Api1(l)1 0
0 Api2(l)2
]
.
Then s1 ∼= (Rn1 × 0n2)× (Rp1 × 0p2)/ ∼ and s2 ∼= (0n1 × Rn2)× (0p1 × Rp2)/ ∼, so both s1 and s2 are embedded
sub-model solvmanifolds of S.
As in [6], we may compute the fundamental group pi1(S) by examining the group of deck transformations on the
universal cover Rn × Rp. This group is generated by the following set:
{σk(x, y) = (x + k, y),
τl(x, y) = (Alx, y + l)|k ∈ Zn, l ∈ Zp}.
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The composition of any of these generators is easy to compute; for example, σk1σk2 = σ(k1+k2) and τl1τl2 = τ(l1+l2).
Moreover, σk1τl1σk2τl2 = σ(k1+Al1k2)τ(l1+l2). This last product is equivalent to the product of (k1, l1) and (k2, l2) in the
semidirect product group Zn oA Zp. Hence, by identifying (k, l) ∈ Zn oA Zp with the action of σkτl it is clear that
pi1(S) = Zn oA Zp.
Similarly,
pi1(s) = (V ∩ Zn)oD(W ∩ Zp) ∼= Zm oD Zq
and it is generated by the following set of deck transformations on the universal covering space V ×W :
{µk(x, y) = (x + k, y),
νl(x, y) = (Dlx, y + l)|k ∈ V ∩ Zn, l ∈ W ∩ Zp}.
Let F(x, y) = (X (x), Y (y)) be a linear selfmap of Rn × Rp that is invariant on Zn × Zp as well as V ×W . With
respect to given bases of Rn and Rp, X is represented by a n × n matrix, Y is represented by a p × p matrix, and the
functions X (x) = Xx and Y (y) = Y y are given by matrix multiplication.
If we write these matrices with respect to the bases Υ and Ω , then the V invariance of X and the W invariance of
Y imply that X and Y have the following block lower triangular forms:
X =
[
X1 0
X2 X3
]
, Y =
[
Y1 0
Y2 Y3
]
,
where X1, X3, Y1, and Y3 are (n − m)× (n − m), m × m, (p − q)× (p − q), and q × q matrices respectively. Then
F |V×W (x, y) = (X3x, Y3y) with respect to the bases V andW of V and W . By abuse, we will denote X |V by X3
and Y |W by Y3 regardless of bases, although there is no harm in always assuming that we are working in the bases Υ
and Ω of Rn and Rp (and thus the bases V andW of V and W ).
By [6], Proposition 3.4, F(x, y) = (Xx, Y y) induces a well-defined selfmap of S if and only if X and Y satisfy
the commuting constraint, that is
X Av = AYvX
for all v ∈ Zp.
Similarly, F |V×W is a well-defined selfmap of s if and only if
X3D
v = DY3vX3
for all v ∈ W ∩ Zp.
Lemma 3.1. Suppose X and Y are V and W invariant respectively. Then, for any v ∈ Zp, X Av = AYvX if and only
if the following three equalities are satisfied:
X1B
v = BYvX1
X2B
v + X3Cv = CYvX1 + DYvX2
X3D
v = DYvX3,
where all matrices are written with respect to the bases Υ and Ω .
Proof. This follows simply by matrix multiplication:
X Av = AYvX[
X1 0
X2 X3
] [
Bv 0
Cv Dv
]
=
[
BYv 0
CYv DYv
] [
X1 0
X2 X3
]
[
X1B
v 0
X2B
v + X3Cv X3Dv
]
=
[
BYvX1 0
CYvX1 + DYvX2 DYvX3
]
. 
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Observe that for all v ∈ W ∩ Zp, we have Yv = Y3v, so the third equality of the lemma becomes
X3D
v = DY3vX3.
Thus, if F(x, y) = (Xx, Y y) satisfies the commuting constraint thereby inducing a selfmap of S, then F |V×W
necessarily induces a well-defined selfmap of s. As before, we will refer to this restriction simply by f : s → s.
The following proposition now follows immediately from the lemma above and [6], Proposition 3.4.
Proposition 3.1. Let (S, s) be a model solvmanifold pair. Then the function onRn×Rp given by F(x, y) = (Xx, Y y),
where X and Y are n × n and p × p integral matrices that are invariant on V and W respectively, induces a well-
defined selfmap F on the pair (S, s) if and only if for any v ∈ Zp we have
X Av = AYvX.
Furthermore, the map F defined in this way is fiber preserving with respect to the minimal Mostow fibrations for both
S and s.
We call such a map F : (S, s) → (S, s) a diagonal type selfmap of the pair (S, s). If (S, s) is a canonical model
solvmanifold pair, then V × W = 0n × Rp (if s = sb) or V × W = Rn × 0p (if s = s f ). In either case, all n × n
and p × p integral matrices X and Y are automatically invariant on V and W so any two such matrices determine a
diagonal type selfmap on the canonical pairs (S, sb) and (S, s f ) so long as X Av = AYvX for all v ∈ Zp. Thus, any
diagonal type selfmap F : S → S on a model solvmanifold is in fact a diagonal type selfmap on both the canonical
model solvmanifold pairs (S, sb) and (S, s f ).
The strong algebraic structure of model solvmanifold pairs and their diagonal type selfmaps make these spaces and
maps easy to construct explicitly. In the following section, we shall see that the same algebraic structure allows us to
compute the Schirmer number on these spaces and selfmaps.
4. The Schirmer theory of (F;S, s)
We begin by examining the lifting classes of a diagonal type selfmap F : S → S on a model solvmanifold S.
Observe that the lifts of F to the universal covering space Rn × Rp are precisely the functions{
F˜i, j (x, y) = (A j Xx + i, Y y + j)|i ∈ Zn, j ∈ Zp
}
.
By definition, F˜a,b is in the same lifting class as F˜i, j if and only if F˜a,b is conjugate to F˜i, j by deck transformations.
Proposition 4.1. Two lifting classes [F˜a,b], [F˜i, j ] are equal if and only if there exist elements k ∈ Zn and l ∈ Zp such
that
(a) a = Al i + (I − AbX)k
(b) b = j + (I − Y )l.
Proof. First, observe that for any two generating deck transformations σk, τl ∈ pi1(S) and any element (x, y) in the
universal cover Rn × Rp of S, we have
σkτl(x, y) = (Alx + k, y + l) = τlσA−lk(x, y).
It follows that any deck transformation may be written uniquely as σkτl for some k ∈ Zn, l ∈ Zp. Moreover, the
inverse of any such deck transformation (σkτl)−1 is σ−A−lkτ−l .
Now, [F˜a,b] = [F˜i, j ] if and only if there exist some k ∈ Zn, l ∈ Zp such that F˜a,b = σkτl F˜i, j (σkτl)−1. The
equality F˜a,b = σkτl F˜i, j (σkτl)−1 means that for all (x, y) ∈ Rn × Rp,
F˜a,b(x, y) = σkτl F˜i, jσ−A−lkτ−l(x, y).
Expanding, we get
(∗) (AbXx + a, Y y + b) = (A j+lX A−l(x − k)+ Al i + k, Y (y − l)+ j + l)
= (A j+l AY (−l)X (x − k)+ Al i + k, Y y + j + (I − Y )l)
= (A j+(I−Y )lXx + Al i + (I − A j+(I−Y )lX)k, Y y + j + (I − Y )l).
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The equation in the second coordinate is
(b) b = j + (I − Y )l.
Substituting into the equation in the first coordinate we get
(a) a = Al i + (I − AbX)k.
Thus, (∗) holds if and only if there exist elements k ∈ Zn and l ∈ Zp satisfying (a) and (b) respectively. 
We may also describe the lifting classes of f : s → s. The lifts of f to the universal covering space V × W are
precisely the functions{
f˜i, j (x, y) = (D j X3x + i, Y3y + j)|i ∈ V ∩ Zn, j ∈ W ∩ Zp
}
.
The proof of Proposition 4.1 establishes:
Proposition 4.2. [ f˜a,b] = [ f˜i, j ] if and only if there exist elements k ∈ V ∩ Zn and l ∈ W ∩ Zp such that
(a) a = Dl i + (I − DbX3)k
(b) b = j + (I − Y3)l.
Theorem 4.1. The class [F˜i, j ] is essential if and only if both I − Y and I − A j X are non-singular. Similarly, [ f˜i, j ]
is essential if and only if both I − Y3 and I − D j X3 are non-singular.
Proof. Let F : T p → T p denote the map induced by F on the base torus in the minimal Mostow fibration
T n ↪→ S piS→ T p of S. Then F is defined by F([y]) = [Y y], where [y] denotes the equivalence class of y in
T p. If I − Y is singular, L(F) = |det(I − Y )| = 0, and F is homotopic to a fixed point free map. By the homotopy
lifting property, F is also homotopic to a fixed point free map, so all classes are necessarily inessential.
Hence, if the class [F˜i, j ] is essential then I − Y is non-singular. It remains to prove two implications: if [F˜i, j ] is
essential then I − A j X is non-singular, and if both I − Y and I − A j X are non-singular then [F˜i, j ] must be essential.
To this end, we may assume that I − Y is non-singular.
A point (x, y) ∈ Rn × Rp is a fixed point of F˜i, j if and only if (A j Xx + i, Y y + j) = (x, y); that is, x and y are
solutions to the equations:
(i) i = (I − A j X)x
(ii) j = (I − Y )y.
As I − Y is non-singular, the linear equation (ii) has a unique solution y′ ∈ Rp.
Let Rn × Rp pS−→ S denote the universal covering projection of S. The lifting class [F˜i, j ] corresponds to the fixed
point class
F = pS(Fix(F˜i, j )) ∈ FPC(F).
Let F[y′] : T n[y′] → T n[y′] denote the induced map on the fiber over the fixed point [y′] ∈ T p. Let iFPC :
FPC(F[y′]) → FPC(F) be the map induced by inclusion i : T n[y′] → S. By [10] (Lemma 2.2 and Corollary 2.3),
iFPC is injective and F is the image of F[y′] ∈ FPC(F[y′]). Furthermore, by [2] we have
(∗) index(F,F) = index(F[y′],F[y′]) · index(F, [y′]).
As in [6],
(Xx, Y y′) = (Xx, Y y′ − y′ + y′)
= (Xx, (Y − I )y′ + y′)
∼ (A(I−Y )y′Xx, y′) = (A j Xx, y′).
It follows that the induced map F[y′] : T n[y′] → T n[y′] on the fiber over [y′] is given by F[y′]([x]) = [A j Xx].
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As F[y′] is a map on a torus, either all classes are essential (if |L(F[y′])| 6= 0) or all classes are inessential (if
L(F[y′]) = 0). Of course |L(F[y′])| = |det(I − A j X)|, so index(F,F) 6= 0 if and only if both I − Y and I − A j X are
non-singular. 
Theorem 4.2. The common fixed point classes correspond to lifting classes [F˜a,b] where a ∈ V ∩ Zn , b ∈ W ∩ Zp,
and both I − Y3 and I − DbX3 are non-singular.
Moreover, if [F˜a,b] is an essential common class, then for c ∈ V ∩ Zn and d ∈ W ∩ Zp, [F˜a,b] = [F˜c,d ] implies
[ f˜a,b] = [ f˜c,d ], so each essential common class of F : S → S contains precisely one essential class of the restriction
f : s → s.
Proof. Let pS : Rn × Rp → S and ps = pS|V×X : V × W → s denote the universal covering projections of S and
s respectively. As inclusion i : s → S induces an injection i∗ : pi1(s) → pi1(S), Lemma 2.1 implies that the common
fixed point classes correspond to lifting classes [F˜c,d ] such that ps(Fix(F˜c,d |V×W )) ∈ FPC( f ) is essential.
Suppose f˜a,b = F˜c,d |V×W for some c ∈ Zn, d ∈ Zp. Then [F˜c,d ] corresponds to a common fixed point class if and
only if ps(Fix( f˜a,b)) ∈ FPC( f ) is essential; which, by Theorem 4.1, is equivalent to det(I −Y3) ·det(I −DbX3) 6= 0.
Now for all (x, y) ∈ V ×W we have f˜a,b(x, y) = F˜c,d(x, y), which means
((DbX3x + a), (Y3y + b)) = ((Ad Xx + c), (Y y + d)).
Observe that (Ad Xx, Y y) ∈ V ×W because X and Y are V andW invariant respectively and Ad is V invariant. Thus,
we must have c ∈ V ∩ Zn and d ∈ W ∩ Zp.
To prove the last statement of the theorem, suppose [F˜a,b] is an essential common class such that for some
c ∈ V ∩ Zn and d ∈ W ∩ Zp, [F˜a,b] = [F˜c,d ]. By Proposition 4.1, there exist k ∈ Zn , l ∈ Zp such that
(a1) a = Alc + (I − AbX)k
(b1) b = d + (I − Y )l.
Equation (a1) becomes a − Alc = (I − AbX)k which, by the V invariance of Al , implies that (I − AbX)k ∈ V . Let
kV = (I − AbX)k ∈ V . Now I − AbX is V invariant and non-singular so (I − AbX)−1 is also V invariant. Hence,
k = (I − AbX)−1kV ∈ V ∩ Zn . Similarly we know that l ∈ W ∩ Zp.
Hence, Proposition 4.2 implies [ f˜a,b] = [ f˜c,d ]. 
Corollary 4.1. The class [F˜a,b], where a ∈ V ∩ Zn and b ∈ W ∩ Zp, is essential if and only if it is an essential
common fixed point class.
Proof. By definition, if [F˜a,b] is an essential common fixed point class then [F˜a,b] must be essential.
Conversely, suppose [F˜a,b] is essential so by Theorem 4.1
det(I − AbX) · det(I − Y ) 6= 0.
Now, with respect to the bases Υ and Ω ,
I − AbX =
[
I − BbX1 0
−CbX1 − DbX2 I − DbX3
]
and
I − Y =
[
I − Y1 0
−Y2 I − Y3
]
so I − DbX3 and I − Y3 must also be non-singular. Hence, Theorem 4.2 implies that [F˜a,b] is an essential common
fixed point class. 
Theorem 4.3. Let (S, s) be a model solvmanifold pair with gluing data A : Zp → Aut(Zn). Suppose F(x, y) =
(Xx, Y x) is a diagonal type selfmap of the pair (S, s).
(i) If det(I − Y ) = 0 then N (F) = 0.
(ii) If det(I − Y ) 6= 0 then
N (F) =
∑
b∈Coker(I−Y )
|det(I − AbX)|.
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Similarly,
(i′) If det(I − Y3) = 0 then N ( f ) = 0.
(ii′) If det(I − Y3) 6= 0 then
N ( f ) =
∑
b∈Coker(I−Y3)
|det(I − Db3X3)|.
Proof. The Nielsen number of a map on a solvmanifold may be computed by using naive addition [7] on the minimal
Mostow fibration for S, as shown in [10]. In the model solvmanifold setting, naive addition produces the above
formulas [6].
Below we present a different elementary proof reminiscent of the classical combinatorial computation of the
Nielsen number on the unit circle S1.
(i) If det(I − Y ) = 0 then Theorem 4.1 implies that every class is inessential; hence, N (F) = 0.
(ii) By Proposition 4.1, [F˜a,b] = [F˜i, j ] if and only if there exist elements k ∈ Zn and l ∈ Zp such that
(a) a = Al i + (I − AbX)k
(b) b = j + (I − Y )l.
The total number of lifting classes is thus the total number of possibilities for a ∈ Zn and b ∈ Zp. Equation (b) may
be restated as
b ≡ j mod(I − Y )Zp.
Hence, there is one choice for each representative b ∈ Coker(I − Y ). Once b has been chosen, there are
|Coker(I − AbX)| choices for a. However, we only wish to count the number of essential classes, that is, the number
of choices for a and b where I − AbX is non-singular. This is precisely the sum∑
b∈Coker(I−Y )
|det(I − AbX)|.
Note that although the above sum may include choices for b ∈ Coker(I − Y ) where I − AbX is singular,
det(I − AbX) = 0 for all such b and hence these choices do not contribute to the sum.
The same argument proves (i′) and (ii′). 
Theorem 4.3 allows us to calculate the Nielsen numbers N (F) and N ( f ). In order to calculate the Schirmer number
N (F; S, s), we must first determine N (F, f ), the number of essential common fixed point classes of F and f .
Theorem 4.4. Let (S, s) be a model solvmanifold pair with gluing data A : Zp → Aut(Zn). Suppose F(x, y) =
(Xx, Y x) is a diagonal type selfmap of the pair (S, s).
(i) If det(I − Y ) = 0 then N (F, f ) = 0.
(ii) If det(I − Y ) 6= 0 then
N (F, f ) =
∑
b∈Coker(I−Y3)
(1− δ(AbX))|det(I − DbX3)|,
where δ(AbX) =
{
1 if det(I − AbX) = 0
0 otherwise .
Proof. (i) By Theorem 4.3, det(I −Y ) = 0 implies that N (F) = 0 so F : S → S has no essential fixed point classes.
It follows immediately that N (F, f ) = 0.
(ii) By Corollary 4.1, the essential common fixed point classes are the essential classes of the form [F˜a,b], where
a ∈ V ∩Zn and b ∈ W ∩Zp. By Theorem 4.2, if an essential class [F˜a,b] = [F˜c,d ] (with c ∈ V ∩Zn and d ∈ W ∩Zp)
then [ f˜a,b] = [ f˜c,d ]; hence, Proposition 4.2 gives
(a) a = Dlc + (I − DbX3)k
(b) b = d + (I − Y3)l
for some k ∈ V ∩ Zn and l ∈ W ∩ Zp.
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Counting the total number of possibilities for a ∈ V ∩ Zn and b ∈ W ∩ Zp such that [F˜a,b] is essential will thus
yield the number of essential common classes N (F, f ). The total number of possibilities for a and b is given by∑
b∈Coker(I−Y3)
|det(I − DbX3)|.
However, this sum allows for choices of b such that I − AbX is non-singular. By Theorem 4.1, such b correspond
to inessential classes [F˜a,b] (and thus common classes which are not essential common classes). We may ensure that
such classes are not included in the sum by multiplying each term by (1− δ(AbX)), where
δ(AbX) =
{
1 if det (I − AbX) = 0
0 otherwise.
It follows that
N (F, f ) =
∑
b∈Coker(I−Y3)
(1− δ(AbX))|det(I − DbX3)|. 
Theorems 4.3 and 4.4 allow us to derive our main result: the computation of the Schirmer number of a diagonal
type selfmap of a model solvmanifold pair.
Theorem 4.5. Let (S, s) be a model solvmanifold pair with gluing data A : Zp → Aut(Zn). Suppose that
F(x, y) = (Xx, Y x) is a diagonal type selfmap of the pair (S, s).
(i) If det(I − Y ) = 0 then N (F; S, s) = N ( f ).
(ii) If det(I − Y ) 6= 0 then
N (F; S, s) =
∑
b∈Coker(I−Y )
|det(I − AbX)| +
∑
b∈Coker(I−Y3)
δ(AbX)|det(I − DbX3)|,
where δ(AbX) =
{
1 if det (I − AbX) = 0
0 otherwise .
The Schirmer number N (F; S, s) of a diagonal type selfmap of a model solvmanifold pair may be entirely different
than either of the Nielsen numbers N (F) or N ( f ). In fact, if s = sb is the base torus of the minimal Mostow fibration
T n ↪→ S piS→ T p, then the matrix X3 is simply the 1 × 1 zero matrix, and Y3 is equal to Y . The gluing data of sb is
D : Zp → Aut(0n), so Db = 0 for all b ∈ Zp. In this case, interesting Schirmer theory is common:
Corollary 4.2. Let (S, sb) be a model solvmanifold pair with gluing data A : Zp → Aut(Zn), where sb = T p =
0n × Rp/ ∼ is the base torus of the minimal Mostow fibration T n ↪→ S piS→ T p. Suppose F(x, y) = (Xx, Y x) is a
diagonal type selfmap of the pair (S, sb) (which in this case simply means X Av = AYvX for all v ∈ Zp).
(i) If det(I − Y ) = 0 then N (F; S, sb) = N ( f ) = 0.
(ii) If det(I − Y ) 6= 0 then
N (F; S, sb) =
∑
b∈Coker(I−Y )
|det(I − AbX)| + δ(AbX),
where δ(AbX) =
{
1 if det(I − AbX) = 0
0 otherwise .
In the above, if det(I − Y ) 6= 0 and there exists b1, b2 ∈ Coker(I − Y ) such that det(I − Ab1X) = 0 while
det(I − Ab2X) 6= 0, then N (F; S, s) > max{N (F), N ( f )}. Thus, any diagonal type selfmap F : S → S on a model
solvmanifold that has both det(I−AbX) = 0 and det(I−AbX) 6= 0 for any two [different] elements b ∈ Coker(I−Y )
is in fact a selfmap on the canonical model solvmanifold pair (S, sb) exhibiting interesting Schirmer theory.
The following example constructs infinitely many different diagonal type selfmaps on a more complicated model
solvmanifold pair, each demonstrating interesting Schirmer theory.
Example 4.1. Let S = R3 × R/ ∼ and s = (0× 0× R)× R/ ∼ where A : Z→ GL3(Z) is defined by
Am =
−1 0 00 −1 0
0 0 −1
m .
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Then S is a 4-manifold and s is an embedded Klein bottle. The commuting constraint X Av = AYvX is simply
(−1)vX = (−1)YvX which is satisfied for all integral matrices X so long as Y is an odd integer. Thus, F(x, y) =
(Xx, Y y) where
X =
1 0 00 1 0
1 0 2n + 1
 , Y = 2k + 1
is a diagonal type map of pairs for any n, k ∈ Z. Now,
|det(I − Y )| = |det(I − Y3)| = |1− (2k + 1)| = 2|k|.
If k = 0, then by (i) in Theorems 4.3 and 4.5 we have N (F) = N ( f ) = N (F; S, s) = 0. If k 6= 0, then
N (F) =
∑
b∈Z2k
|det(I − (−1)bX)|
= |k‖det(I − X)| + |k‖det(I + X)| = 8|k(n + 1)|,
N ( f ) =
∑
b∈Z2k
|det(1− (−1)b(2n + 1))|
= |k‖1− (2n + 1)| + |k‖1+ (2n + 1)|
= 2(|kn| + |k(n + 1)|),
N (F; S, s) =
∑
b∈Z2k
|det(I − (−1)bX)| +
∑
b∈Z2k
δ((−1)bX)|det(1− (−1)b(2n + 1))|
= 8|k(n + 1)| + |k|(1)|1− (2n + 1)| + |k|(0)|1+ (2n + 1)|
= 8|k(n + 1)| + 2|kn|.
In particular, if k 6= 0 and n 6= −1 then the Schirmer number N (F; S, s) is different from either of the Nielsen
numbers N (F) or N ( f ). For example, if k = 3 and n = −3 then
N (F) = 48
N ( f ) = 30
N (F; S, s) = 66.
Although many model solvmanifold pairs and diagonal type selfmaps exhibit interesting Schirmer theory,
sometimes the Schirmer theory simply reduces to the Nielsen theory of either F or f . This occurs, for example,
if N (F) · N ( f ) = 0. Moreover, if s = s f is the fiber over the identity T n in the minimal Mostow fibration
T n ↪→ S piS→ T p, then the following corollary shows that Schirmer theory is never interesting. In this case, the
matrix X3 = X while Y3 is just the 1× 1 zero matrix. The gluing data of s f is D : 0p → Aut(Rn), so D = I . In this
setting, Theorem 4.5 gives:
Corollary 4.3. Let (S, s f ) be a model solvmanifold pair with gluing data A : Zp → Aut(Zn), where s f =
T n = Rn × 0p/ ∼ is the fiber over the identity in the minimal Mostow fibration T n ↪→ S piS→ T p. Suppose
F(x, y) = (Xx, Y x) is a diagonal type selfmap of the pair (S, s f ) (which in this case simply means X Av = AYvX
for all v ∈ Zp).
(i) If det(I − Y ) = 0 then N (F; S, s f ) = N ( f ).
(ii) If det(I − Y ) 6= 0 then N (F; S, s) = N (F).
Corollary 4.2 and Example 4.1 demonstrate interesting Schirmer theory in model solvmanifold pairs while
Corollary 4.3 shows that sometimes Schirmer theory is not interesting on these maps and spaces. The following
corollary describes precisely when a diagonal type selfmap of a model solvmanifold produces interesting Schirmer
theory.
Corollary 4.4. Let (S, s) be a model solvmanifold pair with gluing data A : Zp → Aut(Zn). Suppose F(x, y) =
(Xx, Y x) is a diagonal type selfmap of the pair (S, s). Then
N (F; S, s) > max{N (F), N ( f )}
if and only if:
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(i) If N ( f ) = min{N (F), N ( f )} then det(I − Y3) 6= 0 and there exists b ∈ Coker(I − Y3) such that
det(I − AbX) = 0 and det(I − DbX3) 6= 0;
(ii) If N (F) = min{N (F), N ( f )} then det(I − Y ) 6= 0 and there exists b ∈ Coker(I − Y ) \ Coker(I − Y3) such
that det(I − AbX) 6= 0 or there exists b ∈ Coker(I − Y3) such that |det(I − AbX)| > |det(I − DbX3)|.
Proof. By Proposition 2.3, N (F; S, s) > max{N (F), N ( f )} if and only if N (F, f ) < min{N (F), N ( f )}.
First, assume that N ( f ) = min{N (F), N ( f )}. Then
N (F, f ) =
∑
b∈Coker(I−Y3)
(1− δ(AbX))|det(I − DbX3)|
≤
∑
b∈Coker(I−Y3)
|det(I − DbX3)| = N ( f ).
Hence, N (F, f ) < N ( f ) if and only if the inequality above is strict, which occurs when there exists b ∈ Coker(I−Y3)
such that δ(AbX) = 1 (meaning det(I − AbX) = 0) and det(I − DbX3) 6= 0.
If N (F) = min{N (F), N ( f )}. With respect to the basis Υ , for all l ∈ Zp,
|det(I − AlX)| = |det(I − BlX)||det(I − DlX)|
where all of these determinates are integers. Thus,
N (F, f ) =
∑
b∈Coker(I−Y3)
(1− δ(AbX))|det(I − DbX3)|
≤
∑
b∈Coker(I−Y3)
(1− δ(AbX))|det(I − AbX)|
=
∑
b∈Coker(I−Y3)
|det(I − AbX)|
≤
∑
b∈Coker(I−Y )
|det(I − AbX)| = N (F).
It follows that N (F, f ) < N (F) if and only if at least one of the two inequalities above is strict. The first inequality is
strict if and only if there exists b ∈ Coker(I −Y3) such that |det(I − AbX)| > |det(I −DbX3)|. The second inequality
is strict if and only if there exists b ∈ Coker(I − Y ) \ Coker(I − Y3) such that det(I − AbX) 6= 0. 
If S is a NR solvmanifold (which means no Al has a root of unity other than 1 as an eigenvalue, where
A : Zp → Aut(Zn) is the gluing data; see, e.g., [9]) then Schirmer theory always reduces to Nielsen theory, as
demonstrated by the following:
Theorem 4.6. Let (S, s) be a model solvmanifold pair where S is aNR solvmanifold. Suppose F(x, y) = (Xx, Y x)
is a diagonal type selfmap of the pair (S, s).
(i) If det(I − Y ) · det(I − X) = 0 then N (F; S, s) = N ( f ).
(ii) If det(I − Y ) · det(I − X) 6= 0 then N (F; S, s) = N (F).
Proof. In [9], Keppelmann and McCord proved that for all N R solvmanifolds,
det(I − AbX) = det(I − X)
for all b ∈ Coker(I − Y ). This together with Theorem 4.3 gives
N (F) =
∑
b∈Coker(I−Y )
|det(I − AbX)|
=
∑
b∈Coker(I−Y )
|det(I − X)|
= |det(I − Y )| · |det(I − X)|.
By Proposition 2.1 if |det(I − Y )| · |det(I − X)| = 0 we must have N (F; S, s) = N ( f ).
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On the other hand, if |det(I − Y )| · |det(I − X)| 6= 0 then Theorem 4.5 gives
N (F; S, s) =
∑
b∈Coker(I−Y )
|det(I − AbX)| +
∑
b∈Coker(I−Y3)
δ(AbX)|det(I − DbX3)|.
But δ(AbX) = δ(X) = 0 for all b ∈ Coker(I − Y ). Hence,
N (F; S, s) =
∑
b∈Coker(I−Y )
|det(I − AbX)| = N (F). 
5. Concluding remarks and questions
In Heath and Keppelmann’s paper [6] which introduced model solvmanifolds and their diagonal type selfmaps,
the significance of these spaces and maps was largely due to the fact that they served as “models” for the Nielsen
and Lefschetz theory of solvmanifolds. Specifically, these authors showed that given any selfmap f : S → S on an
arbitrary solvmanifold, both the map and the space “linearize” to a diagonal type selfmap on a model solvmanifold
fˆ : Sˆ → Sˆ with the same Nielsen and Lefschetz theory.
We conjecture that this linearization process will extend naturally to model solvmanifolds so that model
solvmanifold pairs and their diagonal type selfmaps are also “models” for the Schirmer theory of more general
solvmanifold pairs. Of course, a solvmanifold pair (S, s) must be suitably defined so that, at the least, both S and
s are connected and the minimal Mostow fibration N ↪→ S piS→ T for S restricts to the minimal Mostow fibration
for s.
In [6] Heath and Keppelmann actually examined the periodic point theory of model solvmanifolds and showed that
these spaces are “models” in this more general setting. It would be premature to conjecture that model solvmanifold
pairs will also be “models” in this more general setting as relative periodic point theory has yet to be developed.
However, the extensive linear algebraic structure of model solvmanifold pairs and their diagonal type selfmaps may
constitute the ideal spaces and maps in which to explore a relative periodic point theory.
The work contained in this paper first appeared in the author’s 2006 Ph.D. dissertation [12] at the University of
California, Los Angeles written under the guidance of Robert F. Brown.
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