Abstract-This paper presents an application of topic modeling on event sequences of Electronic Health Record (EHR) orders. Metaphorically, we approach clinical order event sequences of unlabeled data as if they are documents where words are the events that occurred in the history of an order. We demonstrate the approach leveraging Consult orders data. The details of the data preprocessing and the data structures are described along with the data sources. Latent Dirichlet Allocation (LDA) is leveraged to fit against the limited datasets prepared. Another open source tool -LDAvis is used for exploratory analysis of the LDA results. The preliminary results revealed some order patterns that are qualitatively evaluated as potential irregular transitions. The goal of this analysis is to provide unsupervised learning application to domain experts in the absence of labeled data where they can investigate captured patterns and identify irregular transitions of orders. Ultimately, such efforts will guide formalization of hazard detection algorithms that monitor EHR data to identify health information technology related hazards.
INTRODUCTION
Electronic health records (EHRs) support many types of healthcare transactions such as ordering and dispensing medications, ordering and processing laboratory tests, and ordering and completing consultations by medical specialties. Adoption of EHR systems brought significant benefits to the system users, providers, and patients such as increased care quality and decreased healthcare costs. However, there are serious unintended consequences of the implementation of these systems. The magnitude of such Health Information Technology (HIT) hazards is revealed for the first time in an Institute of Medicine report [1] . These unintended consequences reveal themselves as HIT hazards that interrupt care delivery and cause adverse events. A common source of hazard is the improper use of such systems that largely originate from socio-technical interactions among stakeholders (or dimensions) of a HIT ecosystem [2] . Recently, a HIT safety framework was introduced to provide a conceptual foundation to address the complexity of these socio-technical interactions and to provide a means to study HIT safety measurement, monitoring, and improvement [3, 4] . In the framework, safety concerns are categorized in three perspectives: (i) concerns unique or specific to malfunctioning hardware or software (safe operations), (ii) concerns related to misuse of HIT (safe use of HIT), and (iii) concerns related to potential outcomes. Our analysis can be perceived to fall into the first two concerns.
Most transactional systems in EHRs have evolved over the last several decades and can have complex and sometimes redundant data structures. Temporal resolution is a common way to investigate complex and event-driven EHR data [5] [6] [7] . In this work, we focus on computerized orders for Consults and represent the transactional processes as event sequences with time stamps. The purpose of this transformation is to allow investigation of event sequences with formal methods and the use of machine-learning algorithms to discover order patterns. Because there is no labeled hazard data, two approaches to analyze the event sequences are possible. The first method consists of solely rule-based approaches to manually construct potential hazardous situations, and a search for constructed conditions in the data. The disadvantage of this approach is the assumption of complete knowledge of what types of hazards the EHR system can produce. The second method is to first apply This manuscript has been authored by UT-Battelle, LLC, under contract DE-AC05-00OR22725 with the US Department of Energy (DOE). The US government retains and the publisher, by accepting the article for publication, acknowledges that the US government retains a nonexclusive, paid-up, irrevocable, worldwide license to publish or reproduce the published form of this manuscript, or allow others to do so, for US government purposes. DOE will provide public access to these results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan).
unsupervised learning algorithms (i.e., clustering), and then visually explore the patterns with domain experts. An exploration step can later reveal additional patterns and help the rule construction. In this work, we follow the second route and specifically apply Latent Dirichlet Allocation (LDA) on event sequence data. The results are leveraged to cluster Consult orders and identify irregular transitions of orders. In the next section, the data preprocessing steps and LDA method are described. It will be followed by the results and conclusions.
II. METHODOLOGY

A. Data Preparation
The healthcare data source for the analysis in this paper is the Corporate Data Warehouse (CDW) 1 of the Veterans Health Administration. Before exploring the CDW, a study was performed to understand how the data is manipulated on the FileMan database on the Veterans Information Systems and Technology Architecture (VistA 2 ), which is the main data source for the CDW. A generic transactional process model ( After the identification of the CDW data structures to monitor in this study, the data analysis was initiated by defining a cohort of patients who were diagnosed with Ischemic Heart Disease in 2017 (~808K patients). The purpose of the cohort definition is to work on a limited dataset that would also represent general patterns. For those patients, Consult orders that started in the first six months of 2017 were extracted. Our study followed activities that happened to those orders over time. The study herein reverse-engineered the order logs by extracting any date column in the CDW that represents a significant event on an order. Please note that a state transition data is not available, and we reverse-engineered significant events based on recorded dates and activities. Combining the dates with Consult activities on orders, a rich history for each order that starts from creation and ends with termination was constructed. The extracted dataset consists of approximately 2.2 million consult orders. The entire dataset includes 19 Consult activities and 18 dates (37 total tokens) that are treated as distinct events. Activities include events such as releasing an order, receiving it, scheduling it, completing it, adding comments, adding notes, changing status, etc. The dates include signed date, released date, discontinued date, start date, etc. The events that represent the same action such as a release activity and released date were ignored. Basically, the raw data was extracted and represented with no aggregation or combination of events. The data structure for each order is described as follows
Order-ID | (A, Timestamp) | … | (Z, Timestamp)
where A and Z represent the event type and the sequence is ordered by timestamps.
Subsequently, the dataset was divided into three groups by associating their stop date with a termination activity. These groups are: (i) Completed (~1.8M orders), (ii) Discontinued (~375K orders), and (iii) Cancelled (~52K orders). We found that terminated orders can only be in one of these three states. Completed orders are the ones that transitioned through all necessary states. Discontinued orders may or may not make it all the way to the Consult workflow process, while cancelled orders are the ones that are cancelled during the workflow process.
Our analysis focused on datasets for Discontinued and Cancelled orders since they are more likely to incorporate orders with adverse events. In addition to the aforementioned processing steps, we enriched the event space of the dataset by combining the events with time intervals. We associated the time intervals between events with wait times as follows: "0", "<1min", "<1hour", "<1day", "<1week", "<1month", and "1month+" where "0" represents the initial event. The latter strings are named 'time bins' herein. As an example, if event B happened two hours after the first event A, we represent event B as "B_<1day" and event A as "A_0." We applied the time bins to the Discontinued and Cancelled orders and prepared the final datasets. The new data structure is described below 
B. Latent Dirichlet Allocation
LDA is a statistical model that represents each document as a mixture of arbitrary number of latent topics/groups. It leverages the bag of words approach to explain the probabilities of falling into each topic for each document. LDA is widely used for document classification in natural language processing tasks and has already been applied to analyze event sequences on healthcare services of patients [8] . This study applied LDA as described in the sequel. Instead of following the clinical history of patients and treating patient history as a document, each order is defined as a single document. Each event type (different dates and activities) in our corpus (event sequences) are defined as a word in our dictionary. We specifically used the open source Gensim 3 package and Mallet's LDA implementation [9] to run LDA on the datasets prepared. Additionally, we leverage another open source tool LDAvis [10] on the LDA results and visualize the event frequencies and clusters to discern patterns in the data. Since LDA is an unsupervised learning algorithm, by exploring the relevant frequencies of events in each topic, the users can get insights on the context of the orders and the ability to define potential hazardous patterns.
III. PRELIMINARY RESULTS
The selection of the number of topics in topic modeling can be done by either considering the easiness of interpretation or based on the coherence score. We set the learning hyperparameters such as the number of iterations and the number of optimize intervals to 1000 and 100, respectively. We ran the model against the cancelled orders data varying the number of topics and measuring the coherence score (see Cv in [11] ). Fig. 2 represents the coherence scores of fitted models for the different numbers of topics. The coherence score fluctuates around the maximum levels of 0.31-0.32 ranging at 10 topics and after 24 topics. We selected 10 topics due to the easiness of interpretation. The results of the fitted model with 10 topics are depicted in Fig. 3 . It presents event sequence patterns and how the topics are distanced from each other based on the term (pattern of events) occurrences (left side of Fig. 3) , and how the frequencies of events in Topic-9 are distributed as opposed to overall term frequency (right side of Fig. 3 ). The visualization gives full importance to the frequency of a term (event) in a topic. For example, Topic-9 is represented with mainly the EDIT/RESUBMITTED activities (top relevant words) that are indicative of revived orders. Fig. 4 presents the percentage of documents that fall into each topic for cancelled orders. Similar to Fig. 3, Fig. 5 presents the LDAvis for the discontinued orders with time bins. This time Topic-2 represents the orders that are revived with resubmission. Moreover, when we look into the most representative orders for each topic in both models (cancelled and discontinued), it is revealed that Topic-9 (for cancelled) and Topic-2 (for discontinued) are likely to include the orders that were cancelled, discontinued, or completed once and were revived after a period of time by resubmission. Additional analysis is conducted against the other distinctly clustered topics which are topics 3, 8, and 2 for cancelled orders, and topics 1, 3, and 10 for discontinued orders. For better illustration, a number of findings observed in different topics are presented in Table 1 . These topics are investigated against their commonalities. Subsequently, we discussed all the findings with the subject matter experts for face validation. Some of the findings are discerned as candidate patterns to identify in EHR data for hazard detection (such findings are highlighted in Table  1 ). 
IV. CONCLUSIONS
The goal of this analysis is to inform analysts of potential hazardous event sequences or co-occurrences of irregular transitions in HIT systems. Some hazardous sequences are known to cause adverse events or interruptions in healthcare delivery. In the absence of labelled data, LDA is suitable for exploratory analysis. Moreover, LDAvis is found to be a welldeveloped tool for rapid exploration of the LDA results. By qualitatively scanning through 30 relevant terms (events in our case) and their relative frequencies for each topic, the user can determine what each topic represents. Verifying the most representative documents for each topic, common patterns are identified as summarized in Table 1 . Under the light of domain knowledge, regular or irregular transitions are revealed through the exploratory analysis of identified patterns. As a consequence, without manually coming up with possible event sequences, we examine if the topics span regular or irregular event and time bin pairs. For example, our analysis revealed some patterns in which the orders stall for long periods of time with an extensive number of comments. Another pattern was related to orders that were cancelled, discontinued, or completed once and were revived in a minute as if the termination was a mistake. Similarly, results were entered for some orders and they were completed. However, they were revived again by disassociating the results. All of these patterns are found to be potentially causing the orders to be discontinued or cancelled.
For additional validation, we investigated the patterns of potential hazards in Table 1 within the Completed orders. It is found that completed orders can also fall into a topic that exhibits multiple schedules cycles. When we further investigated the completed orders, the majority of the most representative multi-schedule orders exhibit another pattern with incomplete reports and disassociation of results that is not observed for cancelled and discontinued orders. We also rarely observed revival of orders with resubmission that are completed later in the life-cycle of an order. Nonetheless, to define more accurate hazard detectors (less false positives), these candidate patterns can be flagged over-time and additional monitoring of CDW tables and columns would reveal the root causes of such patterns. Following the root-cause analysis, we can define concrete rules to detect hazardous event sequences for the patterns shared with completed orders.
While these unsupervised learning algorithms provide a means to analyze data and eventually label them with the help of domain experts, the analysis is highly sensitive to the amount of data leveraged for learning and the latent number of clusters (topics in our case) input. Our future analysis will look into the subsets of datasets that fall into certain topics. This would break the topics into even more meaningful sub-topics. Additionally, we will continue evaluating different cohorts and different order types (i.e., radiology) to come up with potential hazardous patterns.
ACKNOWLEDGMENT
This work is sponsored by the US Department of Veterans Affairs.
