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Abstract. In this era of big data, feature selection techniques, which
have long been proven to simplify the model, makes the model more
comprehensible, speed up the process of learning, have become more and
more important. Among many developed methods, forward and stepwise
feature selection regression remained widely used due to their simplicity
and efficiency. However, they all involving rescanning all the un-selected
features again and again. Moreover, many times, the backward steps in
stepwise deem unnecessary, as we will illustrate in our example. These
remarks motivate us to introduce a novel algorithm that may boost the
speed up to 65.77% compared to the stepwise procedure while maintain-
ing good performance in terms of the number of selected features and
error rates. Also, our experiments illustrate that feature selection proce-
dures may be a better choice for high-dimensional problems where the
number of features highly exceeds the number of samples.
Keywords: feature selection · classification · regression.
1 Introduction
In this era of big data, the growth of data poses challenges for effective data
management and inference. Real-world data usually contain a lot of redundant or
irrelevant features that can derail the learning performance. Moreover, for high-
dimensional data, a critical issue is that the number of features highly surpasses
the number of samples, which could cause the models to overfit, and performance
on test data suffer. This is well known as the curse of dimensionality or the n≫ p
problem. To deal with this issue, various feature extraction and feature selection
methods have been developed (see [7,6] or the related for reviews). However, the
feature extraction methods create sets of new features that we can not directly
interpret. Moreover, since those approaches use all the features available during
training, it does not help to reduce the cost of collecting data in the future.
Feature selection, on the other hand, helps to maintain the meanings of the
original features, reducing the cost of storage and collecting data in the future,
by removing irrelevant or redundant features.
Feature selection techniques can be classified into three categories: filter,
wrapper, and embedded. The filter approaches (Markov Blanket Filtering, t-
test,etc.) extract features from data without involving any learning. The wrap-
pers methods (genetic algorithm, sequential search, etc.), on the other hand,
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use learning techniques to evaluate the importance of the features. Finally, the
embedded approaches (random forest, least absolute shrinkage and selection op-
erator, etc.) combine the feature selection steps with the classifier construction
process.
In the wrapper approach, some of the most popular methods are forward,
backward and stepwise feature selection. Forward selection starts with an empty
model. Then, it sequentially adds to the model the feature that best improves
the fit the most in terms of the criterion being used. This method is well known
for its speed but it may select some features at some steps and later add some
other features that make the inclusion of the previous ones redundant. Backward
selection avoids this problem by sequentially remove the least useful feature, one
at a time. However, it is computationally expensive and can only be applied
when the number of samples is much larger than the number of features (see
[2]). Stepwise regression is a combination of these two methods. It firstly adds
features to the model sequentially as in forward feature selection. In addition, af-
ter adding a new feature, it removes the features that are no longer important in
the model after the inclusion of the new one. Related methods have been devel-
oped to boost the efficiency of these methods. [8] incorporating GramSchmidt
and Givens orthogonal transforms into forward and backward procedures for
classification tasks, respectively. This makes the features de-correlated in the
orthogonal space so that each feature can be independently evaluated and se-
lected. [1] proposes a forward orthogonal algorithm, with mutual information
interference for regression at the cost of doing orthogonal transforma-tions.
In this paper, we introduce a novel method for feature selection that has great
performance in terms of speed, error rates and number of selected features. Our
contributions from this paper are of five folds: (1) We point out some deficiencies
of forward and stepwise feature selection. (2) We propose a new scheme that gives
much faster training time than stepwise while maintaining good results in terms
of the number of selected features and error rates. (3) We demonstrate the power
of our approach in regression and classification tasks using simulated and real-
world data. (4) We point out that feature selection may be preferable to feature
extraction in the p ≫ n problems. (5) We illustrate that the time it takes for
a feature selection procedure to stop depends on not only the dimension of the
data but also the sparsity of the resulting model.
The structure of the remaining parts of this paper is as follows. In section 2,
we review the forward, and stepwise algorithms for feature selection, and point
out the issues associate with these approaches. Those serve as motivations for
our approach. Next, in section 3, we introduce our dropping forward-backward
algorithm. Then, in section 4, we show how powerful our approach surpasses
stepwise selection and another intuitive forward-backward scheme both in terms
of error reduction and the number of features selected on simulated and real
datasets. Finally, in section 5, we summarize the main points of this paper.
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2 Forward, backward, and stepwise feature selection
Forward feature selection algorithm:
– Input: a set of features C = {X1, X2, ..., Xp}, response Y , α-to enter value,
selection criterion.
– Output: a set R ⊂ C of relevant features.
– Procedure: Sequentially add to R a feature that improves the fit the most
in terms of the criterion being used. Stop when no feature can improve the
fit more than α.
Forward algorithm has been used widely due to its computational efficiency,
along with the possibility to deal with the p ≫ n problems, where the number
of features highly exceeds the number of observations. However, some features
included by forward steps may appear redundant after the inclusion of some
other features. About the sufficient conditions for forward feature selection to
recover the original model and its stability, we refer to [9] and [3] for further
readings.
Stepwise feature selection algorithm:
– Input: a set of features C = {X1, X2, ..., Xp}, response Y , β-to remove
value, selection criterion.
– Output: a set R ⊂ C of relevant features.
– Procedure:
1. (a) Forward step: Add to R a feature that improves the fit the most
in terms of the criterion being used.
(b) Backward step: Sequentially remove the least useful feature in the
model, one at a time, if it worsen the model no more than an
amount of β, in terms of the given criterion. Stop when the removal
of any feature in the model causes the fit to decrease more than β.
2. Stop when no feature can improve the fit more than an amount of α.
Stepwise selection appears to be a remedy to the forward error in forward selec-
tion. It adds features to the model sequentially as in forward feature selection.
In addition, after adding a new feature, this approach removes the features that
are no longer important in the model. However, there is a computational cost as-
sociated with the backward steps that remove unnecessary features. Sometimes,
this raises the question about how likely the forward scheme commits an error
like that. [10] proposes an algorithm that takes a backward step only when the
squared error is no more than half of the squared error decrease in the earlier
forward steps. However, this still gives rise to the same question of whether
checking to take backward steps like that worth the effort. This motivates us to
do some experiments to gain some insight into the problem.
Table 1 and 2 show results from Monte Carlo simulation, with data from 80−
dimensional multivariate normal distribution with sample size n = 80. For the
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Table 1. The average number of backward steps taken by stepwise procedure according
to the number of features in the model.
Number of features
included in the model
4 8 12 16 20
Average number of backward
backward steps taken by
stepwise procedure
0 0.013 0.004 0.003 0.003
first table, we vary the number of features included in the model, repeat each ex-
periment 1000 times, and compute the average number of backward steps taken
by stepwise procedure. For the second table, we vary the maximum correlation
among features and generate correlation values for the multivariate normal dis-
tribution from 0 to the maximum value. We repeat each experiment 1000 times
and compute the average number of backward steps taken by stepwise procedure.
Table 2. Average number of backward steps taken by stepwise procedure according
to correlation.
Maximum correlation
among different features
0.3 0.4 0.5 0.6 0.7
Average number of
backward steps taken by
stepwise procedure
0 0 0 0 0.001
From these tables, we see that many times, the effort to check whether to
take a backward step or not does not worth the computational price. Rather, we
could simply do forward feature selection to get a list R, and then do backward
selection on R to correct the mistakes that forward selection scheme may have
made. We shall refer to this as forward-backward algorithm. For regression, this
is reasonable, as the order of features in the model does not affect their cor-
responding coefficients. That can be seen directly from the following theorem:
Theorem 1. Suppose that we have a regression model
Y = Xβ + ǫ, (1)
where ǫ ∼ N (0, σ2I). Suppose X = [x1, x2, ..., xp] where xi is the ith column
vector of X, and βˆ = (βˆ1, ..., βˆp)
′ is the least square estimate of β. Let Z be the
resulting matrix if we swap any two columns xi, xj (i < j) of X. Consider the
model
Y = Zγ + ǫ′ (2)
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then we can get the least square estimate γ̂ of γ by swapping the ith, jth position
of the old βˆ, i.e.,
γ̂ = (βˆ1, ..., βˆi−1, βˆj , βˆi+1, ..., βˆj−1, βˆi, βˆj+1, ..., βˆp)
′. (3)
Another point worth noticing is that all of the algorithms mentioned above
require scanning over and over the remaining features in the pool when adding
a new feature. This makes the algorithms suffer higher computational cost than
necessary. Therefore, in the next section, we introduce a new algorithm that can
remedy these inefficiencies.
3 Feature selection by Dropping Forward-Backward
algorithm
As the deficiencies of forward and stepwise feature selection algorithms are
pointed out in the previous section, we introduce the following dropping forward-
backward scheme to improve these inefficiencies.
General dropping forward-backward scheme:
1. Input: a set of feature C = {X1, X2, ..., Xp}, response Y , α-to enter thresh-
old, β-to remove threshold, selection criterion.
2. Output: a set R ⊂ C of relevant features.
3. Forward dropping steps: Sequentially add to R the feature that improve
the fit in term of the criterion being used the most. Remove from C this
feature and the features that can not improve the fit more than an amount
of β. Stop when no feature can improve the fit more than α.
4. Re-forward steps:
(a) C = {X1, X2, ..., Xp} \R,
(b) Sequentially add to R a feature that best improve the fit in term of the
criterion being used. Stop when no feature can improve the fit more
than α.
5. Backward steps: Sequentially remove from R the least useful feature,
one at a time, if removing it causes the fit to decrease no more than an
amount of β, until the removal of any feature in the model cause the fit to
decrease more than β, in terms of the criterion being used.
Note that in the dropping forward-backward scheme above, the forward steps
are very similar to the forward algorithm, except that we temporarily remove all
the features in the pool that can not improve the fit more than an amount of β
in terms of the criterion being used. This helps reduce the computational cost
of rescanning through the features that temporarily do not seem to be able to
improve the model a lot compared to other features. Though, after that we do
forward steps again in the re-forward steps, with all the features that have not
been included in the model yet, to account for the possible correlation that may
improve the fit. Moreover, instead of taking a backward step after every forward
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move, we only take a backward step at the end of all forward steps to remove
the redundant features that remained in the model. This is to correct the error
that forward steps may make and avoid the computational cost of checking for
a backward move after every inclusion of a new feature.
Note that higher β will results in more feature dropping and less re-scanning
during forward dropping moves. However, depending on the data and the chosen
criterion, for high dimensional data, we may prefer to use lower β. The reason is
higher β may result in too many feature dropping, which implies that much fewer
features have chances to get into the model during forward dropping moves. This
causes the forward dropping moves to terminate early, and we have to re-scan a
lot of features during re-forward steps.
Another worth noticing point is that after the forward dropping steps are
the re-forward steps. Therefore, after the forward dropping steps, the algorithm
gives ranks to the importance of the features, and it possible to specifies the
maximum number of features to be included in the model in case one wishes for
a smaller set of features than what the thresholds may produce.
Finally, if we want more flexibility, we can use different β thresholds for the
forward dropping steps and the backward moves.
As for illustration, we have the following algorithm,
Dropping forward-backward algorithm with Mallows’s Cp for regres-
sion
1. Input: a set of feature C = {X1, X2, ..., Xp}, response Y , α-to enter, β-to
remove.
2. Output: a set R ⊂ C of relevant features.
3. Forward-dropping steps: Sequentially add to R the feature that mini-
mizes Cp. Remove from C this feature and the features that can not reduce
Cp more than an amount of β. Stop when no feature can reduce Cp more
than α.
4. Re-forward steps:
(a) C = {X1, X2, ..., Xp} \R,
(b) Sequentially add to R a feature that minimizes Cp until no feature can
reduce Cp more than α.
5. Backward steps: Sequentially remove from R the least useful feature,
one at a time, if removing that feature causes Cp to increase Cp no more
than an amount β.
4 Experiments
4.1 Description
In this section, we illustrate the power of our method by comparing the drop-
ping forward-backward algorithm to the stepwise algorithm and the intuitive
forward-backward scheme mentioned in the last part of section 2 on artificial
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and real data. Note that throughout all the experiments, we carry out standard
normalization procedures for every dataset.
For the simulation, we generate n = 80 samples of dimension p, where p
varies from 50 to 80. The original regression model is Y = 4.5 + 3X1 + 2.1X2 +
3.5X7 + 0.8X12 + ǫ, where ǫ ∼ N (0, 2). We repeat each experiment 1000 times
for each value of p and report the average error sum of squares and the average
number of selected features. We choose α = β = 0.01 and use Cp as the selection
criterion. The results are shown in table 4. We do not mention the regression
error here, as they are very low and are the same when rounding off to five
decimal places.
The experiments on real data are feature selection for classification based on
trace criterion. Trace criterion is popular class separability measure for feature
selection in classification task (more details in [4],[5]). There are many equivalent
versions. However, suppose that we have C classes, and there are ni observation
for the ith class, then one way to define the criterion is
trace(S−1w Sb), (4)
where
Sb =
C∑
i=1
ni(x¯i − x¯)(x¯i − x¯)
′ (5)
and
Sw =
C∑
i=1
ni∑
j=1
(xij − x¯i)(xij − x¯i)
′ (6)
are the between-class scatter matrix and within-class scatter matrix, respectively.
Here, x¯i is the mean for the i
th class, x¯ is the overall mean.
Since this criterion measures the separability of classes, we would like to
maximize it. After selecting the relevant features, we classify the samples using
a support vector machine (SVM) classifier and a linear discriminant analysis
(LDA) classifier and compare results among the feature selection methods and
when all the features are used. For Parkinson, since the dimension highly exceeds
the number of samples, we use Principal Component Analysis to extract the first
200 components that explain 98.58% of the variance, and then use SVM or LDA
to classify samples.
The information about the datasets from UCI repository that we use are
summarized in table 3. For the datasets that do not have separate training,
testing sets, we randomly split the data into training and testing set.
4.2 Results and discussion
From table 4, we see that dropping forward-backward procedure significantly
surpasses the other two methods in term of speed (when p = 70, the speed
of dropping forward-backward procedure is 21.89% less than forward-backward
algorithm and 23.11% less than stepwise algorithm), but rarely increases the
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Table 3. UCI datasets for experiments
dataset # classes # training # testing samples # dimensions
Biodeg 2 1055 (1.35,21.6) 41
Inosphere 2 351 (0.65,23.2) 34
Optic 10 3823 1797 64
Satellite 6 4435 2000 36
Parkinson 2 378 378 753
Table 4. The performances of the three procedures on simulated data.
Dimension
(time in second(s), number of selected features)
Dropping forward-backward Forward-backward Stepwise
p = 50 (0.2576, 3.915) (0.3005, 3.914) (0.3083, 3.914)
p = 60 (0.2965, 4.002) (0.3692, 4) (0.3776, 4)
p = 70 (0.3437,4.001) (0.44,4) (0.4470,4)
p = 80 (0.4140,4) (0.4937,4) (0.5012,4)
Table 5. The speed and number of selected features of the procedures on real data
with α = β = 0.05, except for Parkinson, we use α = 0.05, β = 0.01 according to the
discussion in section 3.
Dataset
(time (s), number of selected features)
Dropping forward-backward Stepwise Forward-backward
Biodegradation (0.1375,5) (0.212, 6) (0.204, 6)
Ionosphere (0.258,14) (0.437,14) (0.340,14)
Optic (24.045,49) (70.250,49) (36.282,49)
Satellite (2.801,17) (3.595,14) (2.902,14)
Parkinson (2.691,10) (25.486,24) (25.685,24)
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Fig. 1. performances of three approaches on real data using LDA classifier. Note that
stepwise and forward-backward selection give the same error rates, so we plot them on
the same line.
number of features in the model (at most only twice in a thousand times when
p = 60 in this simulation study).
For real data, we can see from table 5 that dropping the forward-backward
procedure highly surpasses the other two methods in terms of speed. Specifically,
for the optic dataset, the speed of dropping forward backward is only 34.23%
the speed of stepwise procedure and only 66.29% the speed of the forward-
backward procedure. Also, when combining with figure 1, we see that the drop-
ping forward-backward approach has close performances, and many times, better
than stepwise and forward-backward procedures, depending on the classifier. For
biodegradation and satellite datasets, the features selection methods procedure
subsets of features that can obtain a close error rate for using all features. How-
ever, multiple times, the three features selection methods reach lower error rates
than using all the features available.
Note that for Parkinson data set, the performances of all three feature se-
lection methods highly surpass the PCA feature extraction approach, especially
when using the LDA classifier. One possible explanation for this is that PCA
suffers from the poor estimation of the covariance matrix.
Another worth-noticing thing from table 5 is that the amount of time it takes
for the three feature selection procedures to terminate for Parkinson data set is
far less than for Optic, even though Parkinson has 753 features and Optic has
only 64. This implies that the time it takes for the procedures to run depends
not only on the dimension of the data but also on the sparsity of the resulting
model.
5 Conclusion
In this paper, we point out some issues with forward and stepwise feature se-
lection and from that propose a new faster scheme that can maintain a good
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performance. We illustrate the power of our method via simulation and experi-
ments on real datasets. We also give an example to show that for datasets where
the number of features highly exceeds the number of samples, feature selec-
tion may be preferable, since feature extraction using PCA may suffer from the
poor estimation of the covariance matrix. Our examples also illustrated that the
amount of time it takes for selection procedures to run depends not only on the
dimension of the data but also on the sparsity of the resulting model.
Regarding how the algorithm should be implemented, we pointed out the
choice of β can play a crucial role in the speed of the algorithm and should
be chosen according to the criterion used and the dimension of the dataset.
Sometimes, the maximum number of features we would like to include may be
much smaller than what the α, β thresholds produce. In such a case, we may
specify the maximum number of features to be included. Note that we can also
force the algorithm to print out the number of features included by forward
moves, and after the forward dropping moves are the re-forward moves, allowing
us to rank the features.
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A Appendix
Proof for theorem 1: Let K = Z ′Z and denote by [U ]rs the (r, s) entries of a
matrix U . The proof of the above theorem follows from these remarks:
– Remark 1: The determinant of X ′X does not change if we interchange any
columns of X , i.e., |K| = |X ′X |.
– Remark 2: [K−1]is = [(X
′X)−1]js, [K
−1]js = [(X
′X)−1]is for s 6= i, j.
– Remark 3: [K−1]jj = [(X
′X)−1]ii, [K
−1]ii = [(X
′X)−1]jj .
– Remark 4: [K−1]ij = [(X
′X)−1]ji, [K
−1]ji = [(X
′X)−1]ij .
From remarks 1-4, we see that we can get K−1 from (X ′X)−1 by interchang-
ing its ith, jth rows, and then, its ith, jth columns. Moreover, βˆ = (X ′X)−1X ′Y, γ̂ =
(Z ′Z)−1Z ′Y and
Z ′Y =


x′1
...
x′j
...
x′i
...
x′p


Y =


x′1Y
...
x′jY
...
x′iY
...
x′pY


,
which implies that we can get Z ′Y from X ′Y by swapping its ith, jth entries.
Hence, we can get γ̂ by swapping the ith, jth position of βˆ, i.e.,
γ̂ = (βˆ1, ..., βˆi−1, βˆj , βˆi+1, ..., βˆj−1, βˆi, βˆj+1, ..., βˆp)
′.
Proof of the remarks:
– Proof of remark 1:
K =


x′1
...
x′j
...
x′i
x′p


(x1, ..., xj , ..., xi, ..., xp) =


x′1x1 ... x
′
1xj ... x
′
1xi ... x
′
1xp
...
. . .
...
. . .
...
. . .
...
x′jx1 ... x
′
jxj ... x
′
jxi ... x
′
jxp
...
. . .
...
. . .
...
. . .
...
x′ix1 ... x
′
ixj ... x
′
ixi ... x
′
ixp
...
. . .
...
. . .
...
. . .
...
x′px1 ... x
′
pxj ... x
′
pxi ... x
′
pxp


(7)
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Moreover,
X ′X =


x′1
...
x′i
...
x′j
...
x′p


(x1, ..., xi, ..., xj , ..., xp) =


x′1x1 ... x
′
1xi ... x
′
1xj ... x
′
1xp
...
. . .
...
. . .
...
. . .
...
x′ix1 ... x
′
ixi ... x
′
ixj ... x
′
ixp
...
. . .
...
. . .
...
. . .
...
x′jx1 ... x
′
jxi ... x
′
jxj ... x
′
jxp
...
. . .
...
. . .
...
. . .
...
x′px1 ... x
′
pxi ... x
′
pxj ... x
′
pxp


.
(8)
Hence, the after interchanging two columns, we can get the new X ′X by
interchange the ith, jth rows and then the ith, jth columns of the original
X ′X . Therefore, their determinants are the same.
From 7, 8, we have Mij , the determinant of the (p− 1)× (p− 1) matrix that
results from deleting row i and column j ofK, is equal toNij , the determinant
of the (p−1)×(p−1) matrix that results from deleting row i and column j of
X ′X . Moreover, from remark 1, we know that the determinant of X ′X does
not change if we swap any columns of X , for r 6= i, j and s 6= i, j. Therefore,
[K−1]rs =
(−1)r+sMrs
|X ′X |
=
(−1)r+sNrs
|X ′X |
= [X ′X ]rs.
– Proof of remark 2: for s 6= i, j,
[K−1]is =
(−1)i+s
|X ′X |
|Ais|,
where
Ais =


x′1x1 ... x
′
1xs−1 x
′
1xs+1 ... x
′
1xp
...
. . .
...
...
. . .
...
x′i−1x1 ... x
′
i−1xs−1 x
′
i−1xs+1 ... x
′
i−1xp
x′i+1x1 ... x
′
i+1xs−1 x
′
i+1xs+1 ... x
′
i+1xp
...
. . .
...
...
. . .
...
x′ix1 ... x
′
ixs−1 x
′
ixs+1 ... x
′
ixp
...
. . .
...
...
. . .
...
x′px1 ... x
′
pxs−1 x
′
pxs+1 ... x
′
pxp


.
Moreover,
[(X ′X)−1]js =
(−1)j+s
|X ′X |
|Bjs|,
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where
Bjs =


x′1x1 ... x
′
1xs−1 x
′
1xs+1 ... x
′
1xp
...
. . .
...
...
. . .
...
x′ix1 ... x
′
ixs−1 x
′
ixs+1 ... x
′
ixp
...
. . .
...
...
. . .
...
x′j−1x1 ... x
′
j−1xs−1 x
′
j−1xs+1 ... x
′
j−1xp
x′j+1x1 ... x
′
j+1xs−1 x
′
j+1xs+1 ... x
′
j+1xp
...
. . .
...
...
. . .
...
x′px1 ... x
′
pxs−1 x
′
pxs+1 ... x
′
pxp


.
Note that we can get Bjs from Ais by doing the following swaps:
(j − 1)th row ↔ (j − 2)th row,
(j − 2)th row ↔ (j − 3)th row,
...
(i+ 1)th row ↔ ith row,
and then swap the original ith, jth columns. Hence, we made (j − i− 1) + 1
swaps. Therefore,
[K−1]is = (−1)
i+s(−1)j−i−1+1|Bjs| = (−1)
j+s|Bjs| = [(X
′X)−1]js.
Similarly, we can prove that [K−1]js = [(X
′X)−1]is for s 6= i, j.
– Proof of remark 3:
[K−1]ii =
(−1)i+i|Aii|
|X ′X |
where
Aii =


x′1x1 ... x
′
1xi−1 x
′
1xi+1 ... x
′
1xi ... x
′
1xp
...
. . .
...
...
. . .
...
. . .
...
x′i−1x1 ... x
′
i−1xi−1 x
′
i−1xi+1 ... x
′
i−1xi ... x
′
i−1xp
x′i+1x1 ... x
′
i+1xi−1 x
′
i+1xi+1 ... x
′
+−1xi ... x
′
i+1xp
...
. . .
...
...
. . .
...
. . .
...
x′ix1 ... x
′
ixi−1 x
′
ixi+1 ... x
′
ixi ... x
′
ixp
...
. . .
...
...
. . .
...
. . .
...
x′px1 ... x
′
pxi−1 x
′
pxi+1 ... x
′
pxi ... x
′
pxp


Note that
[(X ′X)−1]jj =
(−1)j+j |Bjj |
|X ′X |
,
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where
Bjj =


x′1x1 ... x
′
1xi ... x
′
1xj−1 x
′
1xj+1 ... x
′
1xp
...
. . .
...
. . .
...
...
. . .
...
x′ix1 ... x
′
ixi ... x
′
ixj−1 x
′
ixj+1 ... x
′
ixp
...
. . .
...
. . .
...
...
. . .
...s
x′j−1x1 ... x
′
j−1xi ... x
′
j−1xj−1 x
′
j−1xj+1 ... x
′
j−1xp
x′j+1x1 ... x
′
j+1xi ... x
′
j+1xj−1 x
′
j+1xj+1 ... x
′
j+1xp
...
. . .
...
. . .
...
...
. . .
...
x′px1 ... x
′
pxi ... x
′
pxj−1 x
′
pxj+1 ... x
′
pxp.


.
We can get Bjj from Aii by doing the following swaps:
(j − 1)th row ↔ (j − 2)th row,
...
(i+ 1)th row ↔ ith row,
and then,
(j − 1)th column ↔ (j − 2)th column,
...
(i+ 1)th column ↔ ith column.
Hence, we made 2(j − i− 1) swaps. Therefore, |Aii| = |Bjj |, which implies,
[K−1]ii = [(X
′X)−1]jj .
Similarly, we can prove that
[K−1]jj = [(X
′X)−1]ii.
– Proof of remark 4:
[K−1]ij =
(−1)i+j
|X ′X |
|Aij |,
where
Aij =


x′1x1 ... x
′
1xj ... x
′
1xj−1 x
′
1xj+1 ... x
′
1xp
...
. . .
...
. . .
...
...
. . .
...
x′i−1x1 ... x
′
i−1xj ... x
′
i−1xj−1 x
′
i−1xj+1 ... x
′
i−1xp
x′i+1x1 ... x
′
i+1xj ... x
′
i+1xj−1 x
′
i+1xj+1 ... x
′
i+1xp
...
. . .
...
. . .
...
...
. . .
...
x′ix1 ... x
′
ixj ... x
′
ixj−1 x
′
ixj+1 ... x
′
ixp
...
. . .
...
. . .
...
...
. . .
...
x′px1 ... x
′
pxj ... x
′
pxj−1 x
′
pxj+1 ... x
′
pxp


.
Moreover,
[(X ′X)−1]ji =
(−1)i+j
|X ′X |
|Bji|,
Faster feature selection with a Dropping Forward-Backward algorithm 15
where
Bji =


x′1x1 ... x
′
1xi−1 x
′
1xi+1 ... x
′
1xj ... x
′
1xp
...
. . .
...
...
. . .
...
. . .
...
x′ix1 ... x
′
ixi−1 x
′
ixi+1 ... x
′
ixj ... x
′
ixp
...
. . .
...
...
. . .
...
. . .
...
x′j−1x1 ... x
′
j−1xi−1 x
′
j−1xi+1 ... x
′
j−1xj ... x
′
j−1xp
x′j+1x1 ... x
′
j+1xi−1 x
′
j+1xi+1 ... x
′
j−1xj ... x
′
j+1xp
...
. . .
...
...
. . .
...
. . .
...
x′px1 ... x
′
pxi−1 x
′
pxi+1 ... x
′
pxj ... x
′
pxp


.
Note that we can get Bji by doing the following swaps:
(j − 1)th row ↔ (j − 2)th row,
...
(i+ 1)th row ↔ ith row,
and then,
(i+ 1)th column ↔ (i + 2)th column,
...
(j − 2)th column ↔ (j − 1)th column.
Hence, we made 2(j − i− 1) swaps. Therefore, |Aij | = |Bji|, which implies,
[K−1]ij = [(X
′X)−1]ji.
Similarly, we can prove that
[K−1]ji = [(X
′X)−1]ij .
