On BC type basic hypergeometric orthogonal polynomials by Stokman, Jasper V.
ar
X
iv
:q
-a
lg
/9
70
70
05
v1
  3
 Ju
l 1
99
7
ON BC TYPE BASIC HYPERGEOMETRIC ORTHOGONAL
POLYNOMIALS
J.V. STOKMAN
Abstract. The five parameter family of multivariable Askey-Wilson polyno-
mials is studied with four parameters generically complex. The multivariable
Askey-Wilson polynomials form an orthogonal system with respect to an ex-
plicit (in general complex) measure. A partially discrete orthogonality measure
is obtained by shifting the contour to the torus while picking up residues. A pa-
rameter domain is given for which the partially discrete orthogonality measure
is positive. The orthogonality relations and norm evaluations for multivariable
q-Racah polynomials and multivariable big and little q-Jacobi polynomials are
proved by taking suitable limits in the orthogonality relations for the multi-
variable Askey-Wilson polynomials. In particular new proofs of several well
known q-analogues of the Selberg integral are obtained.
1. Introduction
In [25] Macdonald introduced a remarkable family of multivariable (q-)orthogonal
polynomials associated with root systems (the so called Macdonald polynomials).
The Macdonald polynomials interpolate various families of special functions associ-
ated with groups, such as spherical functions on real semisimple Lie groups (q = 1),
spherical functions on semisimple p-adic groups (q = 0) and characters of compact
semisimple Lie groups. They also arise as spherical functions on certain quantum
symmetric spaces (see for instance [29], [31]).
Recent work by Cherednik (see for instance [8], [9], [10]) has shown that these
polynomials are closely related with certain representations of affine Hecke algebras.
Many properties of the polynomials can be derived by this approach while they
were first untractable or could only be proved for very special parameter values
from the (quantum) group interpretation. In particular the explicit evaluations
for the quadratic norms of the Macdonald polynomials, which were conjectured by
Macdonald [25], have been proved by Cherednik [8] using this approach.
In this paper we will consider families of multivariable q-orthogonal polynomials
associated with the non-reduced root system BC. Koornwinder [24] extended the
three parameter families of BC type Macdonald polynomials to a five parameter
multivariable generalization of the well-known four parameter family of Askey-
Wilson polynomials [6]. Van Diejen [12] evaluated the quadratic norms of the
multivariable Askey-Wilson polynomials using so called Pieri formulas.
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The one-variable Askey-Wilson polynomials contain various interesting families
of basic hypergeometric orthogonal polynomials as special cases or as limit cases
(these families are collected in the Askey-Wilson scheme, see [6], [23]). In particular
the Askey-Wilson scheme contains the families of q-Racah polynomials [5], big q-
Jacobi polynomials [2] and little q-Jacobi polynomials [1]. These three families were
recently also studied in the multivariable setting.
The multivariable q-Racah polynomials [14] can be considered as multivariable
Askey-Wilson polynomials for which the parameters satisfy a particular truncation
condition. In [14] it was shown that they are orthogonal with respect to a finite,
discrete orthogonality measure. The multivariable big and little q-Jacobi polyno-
mials [32] can be considered as limit cases of rescaled multivariable Askey-Wilson
polynomials in which some of the parameters tend to infinity (see [35]). In [32]
it was shown that they are orthogonal with respect to infinite discrete measures
(which can most conveniently be expressed in terms of multidimensional Jackson
integrals). The orthogonality measure for the three limit cases was obtained by
repeating the techniques used by Macdonald for the Macdonald polynomials (and
similarly by Koornwinder for the multivariable Askey-Wilson polynomials). The
quadratic norm evaluations for the multivariable q-Racah polynomials were ob-
tained in [14] by use of Pieri formulas (see [13] for the constant term identity, i.e.
the quadratic norm evaluation of the unit polynomial).
In this paper the orthogonality relations and norm evaluations for the multi-
variable q-Racah polynomials, big and little q-Jacobi polynomials are proved by
taking suitable limits in the orthogonality relations and norm evaluations for the
Askey-Wilson polynomials. We proceed as follows. In section 2 the orthogonality
relations for the Askey-Wilson polynomials obtained by Koornwinder [24] and the
quadratic norm evaluations obtained by van Diejen [12] are extended to the case
where four of the five parameters are generically complex. The extended orthogo-
nality measure is an absolutely continuous complex measure with weight function
identical to the weight function considered by Koornwinder [24], but with a suit-
ably deformed integration contour. If all the four parameters have moduli < 1
then the n-torus T n may be chosen as integration contour and Koornwinder’s [24]
orthogonality measure is recovered.
In section 3 a residue calculus is developed for the complex orthogonality measure
of section 2. The orthogonality relations and norm evaluations for the multivariable
Askey-Wilson polynomials can be reformulated with respect to partially discrete
orthogonality measures by use of this calculus.
In section 4 the limit from multivariable Askey-Wilson polynomials to multivari-
able q-Racah polynomials is studied on the level of the orthogonality measures. A
suitable partially discrete orthogonality measure for the multivariable Askey-Wilson
polynomials is rescaled such that certain common poles of the completely discrete
weights become zeros for the continuous parts of the orthogonality measure. These
zeros cause the vanishing of the continuous parts of the orthogonality measure in
the limit. We end up with a finite discrete measure, which is easily recognized as
the measure of the multivariable q-Racah polynomials. We obtain new proofs of the
orthogonality relations and norm evaluations for the multivariable q-Racah polyno-
mials, simply by taking the limit in the corresponding results for the multivariable
Askey-Wilson polynomials. See [36] for the use of this idea in the one-variable case.
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In section 5 the residue calculus of section 3 is used to deform the integration
contour of the orthogonality measure for the multivariable Askey-Wilson polyno-
mials (cf. section 2) to the n-torus T n. We obtain a partially discrete orthogonality
measure which is positive for a large parameter domain. In particular the parame-
ter values which occur in the limits from multivariable Askey-Wilson polynomials
to multivariable big and little q-Jacobi polynomials lie in this parameter domain.
In sections 6 and 7 these two limits are taken in the (suitably rescaled) positive,
partially discrete orthogonality measure for the Askey-Wilson polynomials. The
partially continuous contributions (which are supported on subtori of T n) disappear
in these limits because the corresponding weight functions tend to zero, while the
support of the completely discrete part of the measure blows up to an infinite
set. We end up with the orthogonality measures of the multivariable little and
big q-Jacobi polynomials. The orthogonality relations and norm evaluations for
the multivariable little and big q-Jacobi polynomials are obtained by taking limits
of the corresponding results for the multivariable Askey-Wilson polynomials. The
rigorous proofs of the limits of the orthogonality measures are postponed to section
8 and 9.
The constant term identities which are obtained as special cases of the quadratic
norm evaluations for the multivariable little and big q-Jacobi polynomials reduce
to well known q-analogues of the Selberg integral. The constant term identity
for the multivariable little q-Jacobi polynomials (Corollary 6.5) is known as the
Askey-Habsieger-Kadell formula (see [4],[19],[21]) and was proved in full generality
by Aomoto [3]. The constant term identity for the multivariable big q-Jacobi po-
lynomials with one of the parameters discrete (Corollary 7.7) was conjectured by
Askey [4] and proved by Evans [15]. The constant term identity in the general form
(Corollary 7.6) is equivalent to Tarasov’s and Varchenko’s constant term identity
[37, Theorem (E.10)].
The method of proving the orthogonality relations and norm evaluations for
the one-variable q-Racah, big and little q-Jacobi polynomials by considering them
as limit cases of the Askey-Wilson polynomials was discussed in detail in [36].
Although the computations are much more involved in the multivariable setting,
the techniques we employ here are essentially the same as in the one-variable case
(cf. [36]).
Finally let me note that the starting points in this article are the orthogonal-
ity relations and the Pieri formulas for the five parameter family of multivariable
Askey-Wilson polynomials, together with an explicit second order q-difference oper-
ator which diagonalizes the multivariable Askey-Wilson polynomials (see the proof
of Theorem 2.6). A complete proof of the Pieri formulas is at present only published
for a four parameter subfamily [12]. On the other hand, the affine Hecke-algebraic
approach to the study of orthogonal polynomials related to root systems as men-
tioned earlier in the introduction can in fact be worked out for the complete five
parameter family of multivariable Askey-Wilson polynomials (this is announced
in [28] and worked out in more detail in [30]). As van Diejen remarked in [12,
note added in proof], this approach turns out to imply all the results in [12] for
the complete five parameter family of multivariable Askey-Wilson polynomials. In
the proof of Theorem 2.6 the explicit Pieri formulas for the complete five param-
eter family of multivariable Askey-Wilson polynomials are therefore used without
further addressing this matter.
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Notations and conventions: We write N = {1, 2, . . .}, N0 = N∪{0}, C∗ = C\{0}
and R∗ = R \ {0}. Empty sums are equal to 0, empty products are equal to 1. In
order to keep the notations transparent, we will omit in formulas the dependance
on parameters if it is clear from the context. In this paper n denotes the rank of the
BC type root system (i.e. the multivariable orthogonal polynomials which we study
in this paper depend on n variables z = (z1, . . . , zn)). We use the convention that a
function h(z) for which a definition with respect to the n variables z = (z1, . . . , zn)
is given, should be read with n = m if it follows from the context that z ∈ Cm. If
h(z) appears in formulas with z ∈ Cm and m = 0, then h(z) should be read as 1.
Throughout this paper, we fix a q ∈ (0, 1).
2. Askey-Wilson polynomials for generic parameters values
We first introduce some notations. The q-shifted factorial is given by
(a; q)b :=
(a; q)∞
(aqb; q)∞
, (a; q)∞ :=
∞∏
j=0
(
1− qja
)
,(2.1)
provided that aqb /∈ {q−k}k∈N0 . For b = k ∈ N0, we have (a; q)k =
∏k−1
i=0 (1 − aq
i),
which is well defined for all a ∈ C. We write furthermore
(a1, . . . , am; q)b :=
m∏
j=1
(aj ; q)b(2.2)
for products of q-shifted factorials.
Let S be the group of permutations of the set {1, . . . , n} and W = S ⋉ {±1}n
the Weyl group of type BCn. Let z1, . . . , zn be independent variables, then W
acts in a natural way on the algebra A := C[z±11 , . . . , z
±1
n ]. We denote A
W for the
subalgebra ofW -invariant functions in A. A basis for AW is given by the monomials
{mλ |λ ∈ Λ}, where Λ := {λ ∈ Nn0 |λ1 ≥ . . . ≥ λn}, and
mλ(z) :=
∑
µ∈Wλ
zµ
with zµ = zµ11 . . . z
µn
n . The W -orbit of λ ∈ Λ ⊂ Z
n is with respect to the natural
action of W on Zn.
We write t = (t0, t1, t2, t3) for the four tuple of parameters t0, t1, t2, t3. We
assume in this section that t ∈ V , where V ⊂ C4 is the following parameter domain.
Definition 2.1. Let V be the set of parameters t ∈ (C∗)4 for which
#{arg(ti), arg(t
−1
i ) | i = 0, 1, 2, 3} = 8
and for which t0t1t2t3 /∈ R≥1. Here arg(u) ∈ [0, 2π) is the argument of u ∈ C∗ and
R≥1 := {r ∈ R | r ≥ 1}.
For t ∈ V we define α±i = α
±
i (t) by
α±i :=
arg(t±1i )
2π
, i ∈ {0, 1, 2, 3}.(2.3)
Note that α±i 6= 0, 1/2 and that α
−
i = 1− α
+
i for all i.
The (in general complex) measure which we will introduce in this section is
supported on a suitably deformed n-torus Cn ⊂ Cn, where C ⊂ C is the following
deformation of the unit circle T .
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Definition 2.2. We call a continuous rectifiable Jordan curve C = φC([0, 1]) ⊂ C
a deformed circle if C has a parametrization φC of the form
φC(x) = rC(x)e
2πix (x ∈ [0, 1]), rC : [0, 1]→ (0,∞)(2.4)
and if C is invariant under inversion, i.e. C−1 := {z−1 | z ∈ C} = C. For t ∈ V ,
we call a deformed circle C a t-contour if the four parameters t0, t1, t2, t3 are in the
interior of C.
For a deformed circle C = φC([0, 1]) the radial function rC satisfies rC(1− x) =
(rC(x))
−1 since C = C−1. Since a deformed circle C is by definition a closed
contour, we furthermore have that rC(0) = rC(1/2) = rC(1) = 1. Note that the
unit circle T is a deformed circle with rT ≡ 1. If t ∈ V and C is a t-contour, then
the radial function rC satisfies the extra conditions
rC(α
+
i ) > |ti|, i ∈ {0, . . . , 3}
since ti is in the interior of C for all i. In particular the unit circle T is a t-contour
if |ti| < 1 for all i ∈ {0, . . . , 3}. We will use the convention that a deformed
circle C is counterclockwise oriented (i.e. has the orientation induced from the
parametrization φC) when we integrate over C.
Let t ∈ (0, 1), t ∈ V and let C be a deformed circle such that tiqj /∈ C for
i ∈ {0, . . . , 3} and j ∈ N0. Let dν(z; t; t) be the measure on Cn given by
dν(z; t; t) := ∆(z; t; t)
dz
z
(2.5)
for z ∈ Cn with dzz :=
dz1
z1
. . . dznzn and with weight function ∆(z; t; t) given by
∆(z; t; t) =

 n∏
j=1
wc(zj ; t)

 δ(z; t),(2.6)
with wc(x; t) given by
wc(x; t) :=
(
x2, x−2; q
)
∞(
t0x, t0x−1, t1x, t1x−1, t2x, t2x−1, t3x, t3x−1; q
)
∞
(2.7)
and δ(z; t) given by
δ(z; t) :=
∏
1≤i<j≤n
(
zizj , z
−1
i zj , ziz
−1
j , z
−1
i z
−1
j ; q
)
τ
, t = qτ .(2.8)
The factor wc(x; t) is exactly the weight function which occurs in the continuous
part of the orthogonality measure for the one-variable Askey-Wilson polynomials
[6]. The interaction factor δ(z; t) is only present in the multivariable setting (i.e.
when n > 1), so in particular the measure is independent of the deformation pa-
rameter t when n = 1.
The measure dν(.; t; t) on Cn is well defined, since the poles of ∆(.; t; t) do not
lie on the integration domain Cn. Indeed, the poles of the weight function ∆(z; t; t)
lie on hyperplanes
zi = tmq
j or zi = t
−1
m q
−j(2.9)
with m ∈ {0, . . . , 3}, j ∈ N0 and i ∈ {1, . . . , n} (the poles coming from wc(zi)) and
on hypersurfaces
zǫkk z
ǫl
l = t
−1q−j(2.10)
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with 1 ≤ k 6= l ≤ n, j ∈ N0 and ǫk, ǫl ∈ {−1, 1} (the poles coming from δ(z; t)). We
have z /∈ Cn for a pole z of the form (2.9) since C−1 = C and the assumption that
tiq
j /∈ C (i ∈ {0, 1, 2, 3}, j ∈ N0) and it follows from the definition of a deformed
circle C that z /∈ Cn for a pole z of the form (2.10).
In this section we will study the orthogonal polynomials related to the complex
measure
(
Cn, dν(.; t; t)
)
where C is an arbitrary t-contour. We first show that the
measure dν(.; t; t) is independent of the t-contour C when integrating against W -
invariant Laurent polynomials. In order to obtain this result, we first define specific
subsets of (C∗)n on which the interaction factor δ(.; t) is analytic.
Let C, C be deformed circles, with parametrization given by φC(x) = rC(x)e
2πix
respectively φC(x) = rC(x)e
2πix. Let A+(C,C) be the open subset
A+(C,C) := {x ∈ [0, 1] | rC(x) > rC(x)} ⊂ (0, 1).(2.11)
Set
Ω(C,C) := Ω+(C,C) ∪ Ω+(C, C) ∪ C,(2.12)
where Ω+(C,C) is given by
Ω+(C,C) :=
⋃
x∈A+(C,C)
{y(x)e2πix | rC(x) ≥ y(x) ≥ rC(x)}.(2.13)
The following properties of Ω(C,C) ⊂ C∗ follow easily from the definitions:
(i) Ω(C,C) = Ω(C, C).
We will use, in view of (i), the notation Ω = Ω(C,C) when it is clear from the
context which pair of contours C, C is meant.
(ii) Ω−1 = Ω.
(iii) The contour C can de deformed homotopically to C within Ω.
We call Ω ⊂ C∗ the domain associated with the pair (C,C). We write OW (Ωn)
for the ring of W -invariant functions f which are analytic on Ωn. We have now the
following crucial lemma.
Lemma 2.3. Let t ∈ (0, 1) and let C, C be deformed circles satisfying the condition
trC(x) < rC(x) for all x ∈ A
+(C,C). Then δ(.; t) ∈ OW (Ω
n).
Proof. Let C, C be deformed circles satisfying trC(x) < rC(x) for all x ∈ A+(C,C).
Let z ∈ (C∗)n such that zǫkk z
ǫl
l = t
−1q−j for some j ∈ N0, some k 6= l and some
ǫk, ǫl ∈ {±1}. Write βk := arg(zk)/2π and βl := arg(zl)/2π. For the proof of the
lemma it suffices to show that either zk 6∈ Ω or zl 6∈ Ω.
As an example, let us check that either zk 6∈ Ω or zl 6∈ Ω when βk ∈ A+(C,C)
and zkzl = t
−1q−j for some j ∈ N0. We then have βk = 1− βl and βl ∈ A+(C, C),
so in particular rC(βk) = rC(βl)
−1, rC(βk) = rC(βl)
−1. Suppose that zl ∈ Ω, then
|zk| = t
−1q−j |z−1l | ≥ q
−jt−1rC(βk) > q
−jrC(βk) ≥ rC(βk),
hence zk 6∈ Ω. All the other cases are checked similarly.
Lemma 2.4. Let t ∈ V , t ∈ (0, 1) and f ∈ AW . Then∫∫
z∈Cn
f(z)dν(z; t; t)(2.14)
is independent of the choice of t-contour C.
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Proof. Write Nf(C) for the integral (2.14). We have to show that Nf (C) = Nf (C)
for arbitrary pairs of t-contours (C,C).
Let L be the collection of pairs of t-contours (C,C) for which A+(C,C) is a
finite disjoint union of open intervals and for which trC(x) < rC(x) for all x ∈
A+(C,C). Fix a pair (C,C) ∈ L and let Ω be the associated domain. Since the four
parameters t0, t1, t2, t3 are in the interior of C and C, we have wc(.; t) ∈ O{±1}(Ω),
and by Lemma 2.3 we have δ(.; t) ∈ OW (Ω). So Cauchy’s Theorem implies that
Nf(C) = Nf (C).
Suppose now that (C,C) is an arbitrary pair of t-contours. Then there exists a
finite sequence of t-contours C0, C1, . . . , Cs such that C0 = C, Cs = C and such
that (Ci, Ci−1) ∈ L for all i ∈ {1, . . . , s}. It follows that Nf (C) = Nf (C).
We define for parameters t ∈ V and t ∈ (0, 1) a symmetric bilinear form
(
., .
)
t,t
on
AW by (
f, g
)
t,t
:=
1
(2πi)n
∫∫
z∈Cn
f(z)g(z)dν(z; t; t), f, g ∈ AW(2.15)
where C is an arbitrary t-contour. The bilinear form (2.15) is independent of the
choice of t-contour C by Lemma 2.4. An important tool for studying orthogonal
polynomials with respect to the bilinear form
(
., .
)
t,t
is an explicit second order
q-difference operator D = Dt,t which preserves the algebra A
W and which is sym-
metric with respect to the bilinear form
(
., .
)
t,t
. The second order q-difference
operator D was introduced by Koornwinder [24] and it is explicitly given by
D :=
n∑
j=1
(
φ+j (z)(T
+
j − Id) + φ
−
j (z)(T
−
j − Id)
)
,(2.16)
where T±j is the q
±1-shift in the jth coordinate,(
T±j f
)
(z) := f(z1, . . . , zj−1, q
±1zj, zj+1, . . . , zn),
and the functions φ+j (z; t; t) and φ
−
j (z; t; t) are given by
φ+j (z; t; t) :=
∏3
i=0(1− tizj)
(1 − z2j )(1 − qz
2
j )
∏
l 6=j
(1− tzlzj)
(
1− tz−1l zj
)
(1− zlzj)
(
1− z−1l zj
) ,
φ−j (z; t; t) := φ
+
j (z
−1; t; t),
where we have used the notation z−1 = (z−11 , . . . , z
−1
n ). The BC type dominance
order on Λ is defined by
µ ≤ λ ⇔
i∑
j=1
µj ≤
i∑
j=1
λj (i = 1, . . . , n)(2.17)
for λ, µ ∈ Λ. Koornwinder proved the following triangularity property of D (see
[24, Lemma 5.2] and the remark after [35, Proposition 4.1]).
Proposition 2.5. Let λ ∈ Λ. For arbitrary t ∈ C4 and t ∈ C we have
Dmλ =
∑
µ≤λ
Eλ,µmµ(2.18)
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with Eλ,µ(t; t) ∈ C depending polynomially on t and t. The leading term Eλ,λ(t; t)
will be denoted by Eλ(t; t) and is given by
Eλ(t; t) :=
n∑
j=1
(
q−1t0t1t2t3t
2n−j−1(qλj − 1) + tj−1(q−λj − 1)
)
.(2.19)
In particular D maps AW into itself. The other property of D which we already
mentioned is the symmetry of D with respect to the bilinear form
(
., .
)
, i.e.(
Dt,tf, g
)
t,t
=
(
f,Dt,tg
)
t,t
, f, g ∈ AW(2.20)
for parameters t ∈ V and t ∈ (0, 1). Koornwinder [24, Lemma 5.3] proved (2.20)
for parameters t with |ti| < 1 (then the unit circle T can be chosen as t-contour).
By Proposition 2.5, (2.20) follows for t ∈ V by analytic continuation.
We define explicit expressions N (λ; t; t) for λ ∈ Λ by
N (λ; t; t) := 2nn!N+(λ; t; t)N−(λ; t; t)(2.21)
where N+(λ) := N+(λ; t; t) is given by
N+(λ) :=
n∏
i=1
(
q2λi−1t2(n−i)t0t1t2t3; q
)
∞(
qλi−1tn−it0t1t2t3, qλitn−it0t1, qλitn−it0t2, qλitn−it0t3; q
)
∞
.
∏
1≤j<k≤n
(
qλj+λk−1t2n−j−kt0t1t2t3, q
λj−λktk−j ; q
)
∞(
qλj+λk−1t2n−j−k+1t0t1t2t3, qλj−λktk−j+1; q
)
∞
,
(2.22)
and N−(λ) := N−(λ; t; t) is given by
N−(λ) :=
n∏
i=1
(
q2λit2(n−i)t0t1t2t3; q
)
∞(
qλi+1tn−i, qλitn−it1t2, qλitn−it1t3, qλitn−it2t3; q
)
∞
.
∏
1≤j<k≤n
(
qλj+λk t2n−j−kt0t1t2t3, q
λj−λk+1tk−j ; q
)
∞(
qλj+λk t2n−j−k−1t0t1t2t3, qλj−λk+1tk−j−1; q
)
∞
.
(2.23)
The following theorem extends the results of Koornwinder in [24] (the orthogonality
relations for the multivariable Askey-Wilson polynomials) and van Diejen in [12]
(the quadratic norm evaluations for the multivariable Askey-Wilson polynomials)
to parameters t ∈ V (in [24] and [12] the results were obtained for a parameter
domain such that |ti| < 1 for all i).
Theorem 2.6. Let t ∈ V and t ∈ (0, 1). There exists a unique basis {Pλ(.; t; t)}λ∈Λ
of AW such that
Pλ(.; t; t) = mλ +
∑
µ<λ
cλ,µ(t, t)mµ, cλ,µ(t, t) ∈ C(2.24)
(
Pλ(.; t; t), Pµ(.; t; t)
)
t,t
= 0 if µ 6= λ.(2.25)
Furthermore, Pλ(.; t; t) is an eigenfunction of Dt,t with eigenvalue Eλ(t; t) and we
have the explicit evaluation formula(
Pλ(.; t; t), Pλ(.; t; t)
)
t,t
= N (λ; t; t)(2.26)
for the quadratic norms of the polynomials Pλ.
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Definition 2.7. We call Pλ(.; t; t) the monic multivariable Askey-Wilson polyno-
mial of degree λ.
We end this section with a sketch of the proof for Theorem 2.6 using the tech-
niques of Koornwinder [24] and van Diejen [12]. For more details, we refer the
reader to these two papers.
We fix arbitrary 0 6= ν ∈ Λ. It is sufficient to prove the existence and uniqueness
of a set of W -invariant Laurent polynomials {Pλ(.; t; t)}λ≤ν satisfying (2.24) and
(2.25) for λ, µ ≤ ν and to prove the remaining assertions of the theorem for the
polynomials {Pλ(.; t; t)}λ≤ν .
We first define the polynomials {Pλ}λ≤ν for a dense parameter domain Uν ⊂
V × (0, 1). The subset Uν is by definition the set of parameters (t, t) ∈ V × (0, 1)
such that Eµ(t; t) 6= Eλ(t; t) for all λ, µ ≤ ν, λ 6= µ. Note that Uν ⊂ V × (0, 1)
is open and dense since the eigenvalues {Eλ(t; t)}λ∈Λ are mutually different as
polynomials in the parameters t, t.
The polynomials Pλ(.; t; t) ∈ AW for (t, t) ∈ Uν and λ ≤ ν are defined by
Pλ(.; t; t) :=

∏
µ<λ
Dt,t − Eµ(t; t)
Eλ(t; t)− Eµ(t; t)

mλ(2.27)
(cf. [25], [35]). By Proposition 2.5, Pλ(.; t; t) is the unique eigenfunction of Dt,t
with eigenvalue Eλ(t; t) which satisfies (2.24), and by the symmetry of D (2.20) we
obtain the orthogonality relations (2.25) for the polynomials {Pλ(.; t; t)}λ≤ν and
for parameters (t, t) ∈ Uν .
Next we establish the quadratic norm evaluations (2.26) for {Pλ(.; t; t)}λ≤ν . In
the special case λ = 0, (2.26) reduces to(
1, 1
)
t,t
= N (0; t; t)
= 2nn!
n∏
i=1
(
t, t2n−i−1t0t1t2t3; q
)
∞(
q, tn−i+1; q
)
∞
∏
0≤j<k≤3
(
tn−itjtk; q
)
∞
(2.28)
which was proved by Gustafson [17] for parameters t ∈ (0, 1) and t ∈ C4 with
|ti| < 1 (since then the torus T can be chosen as t-contour). The second equality
follows by a straightforward computation (see also [26]). By analytic continuation,
(2.28) is valid for parameters t ∈ (0, 1) and t ∈ V .
For general λ, van Diejen [12] proved explicit Pieri formulas for the renormalized
Askey-Wilson polynomials
pλ(.; t; t) := c(λ; t; t)Pλ(.; t; t), c(λ; t; t) :=
N+(0)
N+(λ)
n∏
j=1
(t0t
n−j)λj .(2.29)
Note that the renormalization constant c(λ; t; t) is a rational expression in the
parameters t, t. The Pieri formulas for pλ are explicit expressions for the coefficients
d
(r)
λ (µ; t; t) in the expansions
Er(z; t; t)pλ(z; t; t) =
∑
µ≤λ+ωn
d
(r)
λ (µ; t; t)pµ(z; t; t), (r = 1, . . . , n)(2.30)
where {Er(z; t; t)}nr=1 are explicit algebraic generators of the algebra ofW -invariant
Laurent polynomials AW and where ωn := (1, . . . , 1) ∈ Λ is the nth fundamental
weight (see [12] for the explicit formulas, or [14, Appendix B] where the notations
are closer to the ones used in this paper). Since everything in (2.30) depends
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rationally on the parameters (t, t), we may view (2.30) as an identity in the algebra
of W -invariant Laurent polynomials over the quotient field C(t, t), where t, t are
considered as indeterminates.
The Pieri formulas and the orthogonality relations for the renormalized Askey-
Wilson polynomials with real parameters ti and |ti| < 1 allowed van Diejen to
reduce the the norm computation for arbitrary λ to the case λ = 0 ∈ Λ. Gustafson’s
evaluation (2.28) then completes the evaluation for general λ.
Exactly the same reduction can now be done for the norm evaluations of the
polynomials {pλ(.; t; t)}λ≤ν for parameters (t, t) ∈ Uν . Indeed, by taking a dense
subset of Uν if necessary, we may assume that for all (t, t) ∈ Uν the following con-
ditions are fulfilled,
(i) the Askey-Wilson polynomials Pλ(.; t; t) are well defined and mutually orthogo-
nal with respect to
(
., .
)
t,t
for λ ≤ ν + ωn,
(ii) the renormalization constants c(λ; t; t) are well defined and non zero for λ ≤
ν + ωn,
(iii) the Pieri formulas (2.30) are valid for all λ ≤ ν.
The quadratic norm evaluations for the polynomials {pλ(.; t; t)}λ≤ν with parameter
values (t, t) ∈ Uν can then be reduced to the case λ = 0 using exactly the same
arguments as in [12, Theorem 4]. The extension of Gustafson’s result (2.28) then
completes the proof of (2.26) for {Pλ(.; t; t)}λ≤ν and (t, t) ∈ Uν .
Now note that the functions
(t, t) 7→ N±(λ; t; t) : V × (0, 1)→ C(2.31)
are well defined continuous functions which do not have zeros on the domain V ×
(0, 1). This is immediately clear except for N+(λ) with λ ∈ Λ and λn = 0. But then
the expression for N+(λ) can be simplified, similarly as the simplification of the
expression for N (0) in (2.28), from which it follows that N+(λ; t; t) is a well defined,
continuous function of (t, t) ∈ V × (0, 1) without zeros. It follows in particular that
the quadratic norms of the polynomials {Pλ(.; t; t)}λ≤ν are non zero for (t, t) ∈ Uν .
Hence (2.24) and (2.25) for λ, µ ≤ ν uniquely characterize the set of polynomials
{Pλ(.; t; t)}λ≤ν when (t, t) ∈ Uν .
It follows that the Askey-Wilson polynomial Pλ satisfies the following Gram-
Schmidt formula,
Pλ(z; t; t) = mλ(z)−
∑
µ<λ
(
mλ, Pµ(.; t; t)
)
t,t
N (µ; t; t)
Pµ(z; t; t)(2.32)
for (t, t) ∈ Uν and λ ≤ ν. By induction, we conclude from (2.32) that the coefficients
cλ,µ : Uν → C in (2.24) uniquely extend to continuous functions cλ,µ : V ×(0, 1)→ C
for all µ < λ ≤ ν. (Compare with the proof of [14, Proposition 6.3].) Hence
existence and uniqueness of {Pλ(.; t; t)}λ≤ν as well as the other assertions follow
now by continuity for all (t, t) ∈ V ×(0, 1). This completes the proof of the theorem.
Remark 2.8. For n = 1 the polynomials {Pλ(z; t) |λ ∈ N0} are independent of t
and are known as (monic, one-variable) Askey-Wilson polynomials. Theorem 2.6
reduces to the orthogonality relation and quadratic norm evaluation stated in [6,
Theorem 2.3]. The polynomials Pλ(z; t) (λ ∈ N0) can then be given explicitly in
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terms of the basic hypergeometric series
s+1φs
(
a1, . . . , as+1
b1, . . . , bs
; q, z
)
=
∞∑
m=0
(a1, . . . , as+1; q)m
(b1, . . . , bs, q; q)m
zm
as
Pλ(z; t) =
(t0t1, t0t2, t0t3; q)λ
tλ0 (t0t1t2t3q
λ−1; q)λ
4φ3
(
q−λ, qλ−1t0t1t2t3, t0z, t0z
−1
t0t1, t0t2, t0t3
; q, q
)
(2.33)
(see [6] for details). The renormalized Askey-Wilson polynomial pλ(z; t) (2.29) is
then exactly the 4φ3 part of (2.33).
The renormalization constant c(λ; t; t) (2.29) is easily seen to be regular and non
zero at (t, t) ∈ V × (0, 1) for all λ ∈ Λ. Hence the renormalized Askey-Wilson
polynomials {pλ(z; t; t)}λ∈Λ form an orthogonal basis of AW with respect to the
bilinear form
(
., .
)
t,t
for all parameter values (t, t) ∈ V × (0, 1).
3. Residue calculus for the orthogonality measure dν
In this section we develop for specific pairs of deformed circles (C,C) a residue
calculus for integrals of the form
1
(2πi)n
∫∫
z∈Cn
f(z)dν(z) =
1
(2πi)n
∫∫
z∈Cn
f(z)∆(z)
dz
z
, f ∈ OW (Ω
n)(3.1)
when Cn is shifted to Cn. Here Ω ⊂ C∗ is the domain associated with the pair
(C,C). We will develop the residue calculus for pairs of contours (C,C) such that
the poles only depend on q, t and one of the four parameters t0, t1, t2, t3. By the
symmetry of ∆(z; t; t) in the parameters t0, t1, t2, t3, we may assume without loss
of generality that the poles only depend on q, t and t0. We use in this section the
notations of Definition 2.2. So for a deformed circle C, we write φC(x) = rC(x)e
2πix
for its parametrization.
We fix in this section t ∈ (0, 1) and t1, t2, t3 ∈ C∗ such that #{α
+
i , α
−
i | i =
1, 2, 3} = 6 (α±i given by (2.3)). We simplify notations by omiting the dependance
on the parameters t1, t2, t3 and t in this section. For instance, we will write wc(x; t0)
instead of wc(x; t), etc. In the next definition, we introduce the pairs of contours
for which we will develop the residue calculus.
Definition 3.1. Let t0 ∈ C∗ such that t = (t0, t1, t2, t3) ∈ V (V given by Defini-
tion 2.1). A pair of contours (C,C) is called a (n, t0)-residue pair if C and C are
deformed circles such that
(i) the subset A+(C,C) (2.11) is an open interval for which α+0 ∈ A
+(C,C) but
α±i /∈ A
+(C,C) (i = 1, 2, 3);
(ii) tiq
r /∈ C ∪ C for r ∈ N0 and i ∈ {0, . . . , 3};
(iii) t0t
pqr /∈ C for p ∈ {−1, . . . , n− 1} and r ∈ Z.
Note that a (n, t0)-residue pair (C,C) is a (r, t0)-residue pair for all r ∈ N0 with
r ≤ n. We define now the measures dνr(z; t0) (r = 1, . . . , n) which will appear
when the contour Cn in (3.1) is shifted to Cn. First we need to introduce some
more notations.
We set
P (r) := {λ ∈ Nr0 |λ1 ≤ λ2 ≤ . . . ≤ λr}(3.2)
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and we set λ0 := 0 for arbitrary λ ∈ P (r). We write ρi = ρi(t0; t) := t0ti−1 for
i ∈ Z and, for λ ∈ P (r),
ρqλ := (ρ1q
λ1 , ρ2q
λ2 , . . . , ρrq
λr ) = (t0q
λ1 , t0tq
λ2 , . . . , t0t
r−1qλr ).(3.3)
Define D(r) = D(r;C,C; t0) for r = 1, . . . , n by
D(r) := {ρqλ |λ ∈ P (r) and rC(α
+
0 ) > |ρiq
λi | > rC(α
+
0 ) (i = 1, . . . , r)}.(3.4)
Note that for ω ∈ D(r), we have ωi ∈ int
(
Ω
)
for all i, where int
(
Ω
)
is the interior
of Ω. For ρqλ ∈ D(r), we set
∆(d)(ρqλ; t0) :=

 r∏
j=1
wd
(
ρjq
λj ; ρjq
λj−1
) δd(ρqλ)(3.5)
with
wd(ρjq
λj ; ρjq
λj−1 ) := resx=ρjqλj
(
wc(x; ρjq
λj−1 , t1, t2, t3)
x
)
(3.6)
where wc is given by (2.7) and with interaction factor
δd(ρq
λ) :=
∏
1≤k<l≤r
(
ρ−1k ρlq
λl−λk , ρ−1k ρ
−1
l q
−λk−λl ; q
)
τ(
ρkρlqλk−1+λl , ρkρ
−1
l q
λk−1−λl ; q
)
λk−λk−1
(t = qτ ).(3.7)
The discrete parts of the measure which we will obtain by deforming Cn to Cn in
(3.1) will involve the weights ∆(d). Note that for r = 1 and ρqλ = t0q
i ∈ D(1),
we have ∆(d)(t0q
i; t0) = wd(t0q
i; t0). Note furthermore that the weight function
wc(x; ρjq
λj−1 )/x has a simple pole in ρjq
λj since λj − λj−1 ∈ N0 and t ∈ V . In
fact, for τ = (τ0, τ1, τ2, τ3) ∈ V and for i ∈ N0, the discrete weight
wd(τ0q
i; τ0) = wd
(
τ0q
i; τ0; τ1, τ2, τ3
)
= resx=τ0qi
(
wc(x; τ )
x
)
(3.8)
can be explicitly given by the formula
wd(τ0q
i; τ0) =
(
τ−20 ; q
)
∞
(q, τ0τ1, τ1/τ0, τ0τ2, τ2/τ0, τ0τ3, τ3/τ0; q)∞
.
(
τ20 , τ0τ1, τ0τ2, τ0τ3; q
)
i
(q, τ0q/τ1, τ0q/τ2, τ0q/τ3; q)i
(
1− τ20 q
2i
)
(1− τ20 )
(
q
τ0τ1τ2τ3
)i(3.9)
(see [6, Theorem 2.4] or [18, (7.5.22)] to avoid a small misprint). For ρqλ ∈ D(r)
and z ∈ Cn−r, we set
dνr(ρq
λ, z; t0) = ∆r(ρq
λ, z; t0)
dz
z
(3.10)
with weight function ∆r(ρq
λ, z; t0) given by
∆r(ρq
λ, z; t0) := ∆
(d)
(
ρqλ; t0
)
∆(z; t0)δc
(
ρqλ; z
)
(3.11)
where ∆(z; t0) is the weight function (2.6) in the variables z = (z1, . . . , zn−r) and
where δc(ρq
λ; z) is an interaction factor given by
δc(ρq
λ; z) :=
∏
1≤k≤r
1≤l≤n−r
(
ρkq
λkzl, ρkq
λkz−1l , ρ
−1
k q
−λkzl, ρ
−1
k q
−λkz−1l ; q
)
τ
(3.12)
with t = qτ . In particular we have ∆n(ρq
λ; t0) = ∆
(d)(ρqλ; t0) for ρq
λ ∈ D(n).
The measure dνr(ρq
λ, z; t0) is well defined on D(r)×C
n−r since the denominator of
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∆r(ρq
λ, z; t0) is non zero by properties (ii) and (iii) of the (n, t0)-residue pair (C,C)
(Definition 3.1). We call dνr the rth measure associated with the (n, t0)-residue pair
(C,C). We have the following proposition.
Proposition 3.2. Let (C,C) be a (n, t0)-residue pair and let Ω = Ω(C,C) be the
associated domain. Let dνr be the rth measure associated with (C,C), then
1
(2πi)n
∫∫
z∈Cn
f(z)dν(z) =
1
(2πi)n
∫∫
z∈Cn
f(z)dν(z)
+
n∑
r=1
2r
(
n− r + 1
)
r
(2πi)n−r
∑
ω∈D(r)
∫∫
z∈Cn−r
f(ω, z)dνr(ω, z)
(3.13)
for f ∈ OW (Ωn) where
(
u
)
r
:=
∏r−1
i=0 (u+ i) is the shifted factorial.
In the next lemma we will give the proof of Proposition 3.2 for (n, t0)-residue
pairs (C,C) such that the interaction factor δ(.; t) is analytic on
(
Ω(C,C)
)n
.
Lemma 3.3. Suppose that (C,C) is a (n, t0)-residue pair such that
trC(x) < rC(x), ∀x ∈ A
+(C,C).(3.14)
Then (3.13) is valid.
Proof. Fix a (n, t0)-residue pairs (C,C) satisfying the extra condition (3.14). We
will prove by induction on l ∈ {0, . . . , n} that
1
(2πi)n
∫∫
z∈Cl×Cn−l
f(z)∆(z; t0)
dz
z
=
1
(2πi)n
∫∫
z∈Cn
f(z)∆(z; t0)
dz
z
+
2l
(2πi)n−1
∑
i∈I
∫∫
z∈Cn−1
f(t0q
i, z)∆1(t0q
i, z; t0)
dz
z
(3.15)
for f ∈ OW (Ωn), where
I = {i ∈ N0 | rC(α
+
0 ) > |t0q
i| > rC(α
+
0 )}.(3.16)
Then (3.13) is the special case l = n in (3.15), since D(r) = ∅ for r > 1 by (3.14).
For l = 0, (3.15) is trivial. Let l ∈ {1, . . . , n}. Since δ(.; t) ∈ OW (Ωn) by Lemma
2.3, we can shift C to C for the first variable z1 in (3.1) and we obtain by (3.8), by
the W -invariance of ∆(z) and by Cauchy’s Theorem for f ∈ OW (Ωn),
1
(2πi)n
∫∫
z∈Cl×Cn−l
f(z)∆(z; t0)
dz
z
=
1
(2πi)n
∫∫
z∈Cl−1×Cn−l+1
f(z)∆(z; t0)
dz
z
+
2
(2πi)n−1
∑
i∈I
∫∫
z∈Cl−1×Cn−l
f(t0q
i, z)∆1(t0q
i, z; t0)
dz
z
.
(3.17)
Here we have used that the residue at z1 = t
−1
0 q
−i (i ∈ I) of ∆(z1, z′; t0)/z1 is equal
to −∆1(t0qi, z′; t0) since
resx=t−10 q−i
(
wc(x; t)
x
)
= −wd(t0q
i; t0; t1, t2, t3).
The weight function ∆1(t0q
i, z; t0) in (3.17) can be rewritten as
∆1(t0q
i, z; t0) = h(t0q
i, z; t0)∆(z; tt0q
i)(3.18)
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with
h(t0q
i, z; t0) = wd(t0q
i; t0)
n−1∏
s=1
(
t−10 q
−izs, t
−1
0 q
−iz−1s ; q
)
τ(
t0zs, t0z
−1
s ; q
)
i
(t = qτ ).(3.19)
This follows by interchanging the factor
(
t0zs, t0z
−1
s ; q
)
∞
in the denominator of
wc(zs; t0) with the factor
(
tt0q
izs, tt0q
iz−1s ; q
)
∞
in the denominator of δc(t0q
i; z)
for s = 1, . . . , n − 1. We have ∆(.; tt0qi) ∈ OW (Ωn−1) for i ∈ I by (3.14) and
Lemma 2.3. We claim that h(t0q
i, .; t0) ∈ OW (Ωn−1) for i ∈ I. Indeed, it is
sufficient to check that the map
x 7→
(
t−10 q
−ix, t−10 q
−ix−1; q
)
∞(
t0x, t0x−1; q
)
i
(
tt−10 q
−ix, tt−10 q
−ix−1; q
)
∞
(3.20)
is analytic on Ω when i ∈ I. The zeros of the factor
(
t0x, t0x
−1; q
)
i
in the denomina-
tor are compensated by zeros in the numerator. Next, we check that
(
tt−10 q
−ix; q
)
∞
is non zero for x ∈ Ω and i ∈ I. Now we have that
(
tt−10 q
−ix; q
)
∞
= 0 iff x =
t−1qi−mt0 for some m ∈ N0. In particular, we must have arg(x) = arg(t0) = 2πα
+
0 .
Since i ∈ I, we have for m ∈ N0,
|t−1qi−mt0| > t
−1rC(α
+
0 )q
−m ≥ t−1rC(α
+
0 ) > rC(α
+
0 ),
where the last inequality is obtained from the extra condition (3.14). Since x ∈
Ω with arg(x) = 2πα+0 implies that rC(α
+
0 ) ≤ |x| ≤ rC(α
+
0 ), we conclude that(
tt−10 q
−ix; q
)
∞
6= 0 for x ∈ Ω and i ∈ I. Since Ω−1 = Ω, we then also have(
tt−10 q
−ix−1; q
)
∞
6= 0 for x ∈ Ω and i ∈ I. Thus the map given by (3.20) is
analytic on Ω if i ∈ I. In particular,
f(t0q
i, .)∆1(t0q
i, .; t0) ∈ OW (Ω
n−1)
for i ∈ I, so we obtain by Cauchy’s Theorem and (3.17),
1
(2πi)n
∫∫
z∈Cl×Cn−l
f(z)∆(z; t0)
dz
z
=
1
(2πi)n
∫∫
z∈Cl−1×Cn−l+1
f(z)∆(z; t0)
dz
z
+
2
(2πi)n−1
∑
i∈I
∫∫
z∈Cn−1
f(t0q
i, z)∆1(t0q
i, z; t0)
dz
z
(3.21)
for f ∈ OW (Ω
n). Then (3.15) follows by applying the induction hypotheses on the
integral over Cl−1 × Cn−l+1 in (3.21).
Lemma 3.3 can be used to prove Proposition 3.2 inductively. The following defini-
tion will be used to formulate the induction hypotheses.
Definition 3.4. Let (C,C) be a (n, t0)-residue pair and let A
+(C,C) (2.11) be the
associated open interval. A sequence of closed contours (C0, . . . , Cs) is called a
(n, t0)-resolution for (C,C) if the contours Cl are deformed circles satisfying the fol-
lowing four conditions (we write rl for the (radial) functions rCl in the parametriza-
tion φCl of Cl):
(i) C0 = C and Cs = C;
(ii) rl(x) = rC(x) = rC(x) for x /∈ A+(C,C) ∪ A+(C, C) and l ∈ {0, . . . , s};
(iii) trl+1(x) < rl(x) < rl+1(x) for x ∈ A+(C,C) and l ∈ {0, . . . , s− 1};
(iv) t0t
pqr /∈ Cl for p ∈ {−1, . . . , n− 1}, r ∈ Z and l ∈ {1, . . . , s− 1}.
We call s the length of the resolution.
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Note that there exists a (n, t0)-resolution for every (n, t0)-residue pair (C,C). If
(C0, . . . , Cs) is a (n, t0)-resolution for a (n, t0)-residue pair (C,C), then (Cl, Cl−1)
is a (n, t0)-residue pair satisfying the extra condition (3.14) used to prove Lemma
3.3 (l ∈ {1, . . . , s}). We will prove now Proposition 3.2 by induction on the length
of the resolution.
Proof of Proposition 3.2. Suppose that for all n ∈ N and all t0 ∈ C∗ with t =
(t0, t1, t2, t3) ∈ V , Proposition 3.2 has been proved for (n, t0)-residue pairs which
have a (n, t0)-resolution of length ≤ s− 1 , where s ≥ 2.
Fix arbitrary n ∈ N and t0 ∈ C∗ such that t = (t0, t1, t2, t3) ∈ V . The proposition
is clear for n = 1, so we may assume that n > 1. Let (C,C) be a (n, t0)-residue
pair with a (n, t0)-resolution (C0, . . . , Cs) of length s. It suffices to prove (3.13) for
the (n, t0)-residue pair (C,C). We write Ω
(l) and Ω(l) for the domains associated
with the (n, t0)-residue pairs (Cl, Cl−1) and (Cl,C) respectively (l ∈ {1, . . . , s}).
Note that Ω(1) ⊂ Ω(2) ⊂ . . . ⊂ Ω(s) = Ω where Ω is the domain associated with the
(n, t0)-residue pair (C,C). By (3.15) and (3.18), we have
1
(2πi)n
∫∫
z∈Cn
f(z)∆(z; t0)
dz
z
=
1
(2πi)n
∫∫
z∈(Cs−1)n
f(z)∆(z; t0)
dz
z
+
2n
(2πi)n−1
∑
i∈Is
∫∫
z∈(Cs−1)n−1
fi(z)∆(z; tt0q
i)
dz
z
(3.22)
for f ∈ OW (Ωn), where
Is := {i ∈ N0 | rs(α
+
0 ) > |t0q
i| > rs−1(α
+
0 )}(3.23)
and fi(z) := f(t0q
i, z)h(t0q
i, z; t0) with h given by (3.19). We will apply the induc-
tion hypotheses on all the terms in the right hand side of (3.22). For the integral
over
(
Cs−1
)n
note that (C0, . . . , Cs−1) is a (n, t0)-resolution of length s− 1 for the
(n, t0)-residue pair (Cs−1,C). Hence, by the induction hypotheses,
1
(2πi)n
∫∫
z∈(Cs−1)n
f(z)∆(z; t0)
dz
z
=
1
(2πi)n
∫∫
z∈Cn
f(z)∆(z; t0)
dz
z
+
n∑
r=1
2r
(
n− r + 1
)
r
(2πi)n−r
∑
ω∈D(r;Cs−1,C;t0)
∫∫
z∈Cn−r
f(ω, z)∆r(ω, z; t0)
dz
z
(3.24)
for all f ∈ OW (Ωn).
Now fix an i ∈ Is. We have seen in the proof of Lemma 3.3 that h(t0q
i, .; t0) ∈
OW ((Ω(s))n−1). In fact it follows from the proof that h(t0qi, .; t0) ∈ OW (Ωn−1).
In particular we have fi ∈ OW ((Ω(s−1))
n−1) for f ∈ OW (Ωn). Furthermore we
have that (tt0t
i, t1, t2, t3) ∈ V since arg(tt0ti) = arg(t0) and that (C0, . . . , Cs−1) is
a (n−1, tt0qi)-resolution of length s−1 for the (n−1, tt0qi)-residue pair (Cs−1,C).
So we can apply the induction hypotheses for all the terms in the second line of
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(3.22), and we obtain
2n
(2πi)n−1
∫∫
z∈(Cs−1)n−1
fi(z)∆(z; tt0q
i)
dz
z
=
2n
(2πi)n−1
∫∫
z∈Cn−1
fi(z)∆(z; tt0q
i)
dz
z
+
n∑
r=2
2r
(
n− r + 1
)
r
(2πi)n−r
∑
ω∈D(r−1;Cs−1,C;tt0qi)
∫∫
z∈Cn−r
fi(ω, z)∆r−1(ω, z; tt0q
i)
dz
z
(3.25)
for f ∈ OW (Ωn) and i ∈ Is.
Substitution of (3.24) and (3.25) in the right hand side of (3.22) completes the
proof of (3.13), since
D(1;C,C; t0) = D(1;Cs−1,C; t0) ∪ {t0q
i}i∈Is ,
D(r;C,C; t0) = D(r;Cs−1,C; t0) ∪
⋃
i∈Is
{
(t0q
i, ω) |ω ∈ D(r − 1;Cs−1,C; tt0q
i)
}
disjoint unions (r ∈ {2, . . . , n}) and
fi(z)∆(z; tt0q
i) = f(t0q
i, z)∆1(t0q
i, z; t0),
fi(ω, z)∆r−1(ω, z; tt0q
i) = f(t0q
i, ω, z)∆r(t0q
i, ω, z; t0)
(3.26)
for i ∈ Is, r ∈ {2, . . . , n} and ω ∈ D(r − 1;Cs−1,C; tt0qi) (recall the notational
convention which implies that the ∆(z; tt0q
i) respectively ∆r−1(ω, z; tt0q
i) in the
left hand side of (3.26) is with respect to n− 1 variables z respectively (ω, z), while
the ∆1(t0q
i, z; t0) respectively ∆r(t0q
i, ω, z; t0) in the right hand side of (3.26) is
with respect to n variables (t0q
i, z) respectively (t0q
i, ω, z)).
4. Limit transition to q-Racah polynomials
In this section we will show that the orthogonality relations and norm evaluations
for the multivariable q-Racah polynomials can be obtained by applying the residue
calculus of the previous section to the results in Theorem 2.6. The multivariable
q-Racah polynomials are orthogonal with respect to a finite, discrete measure and
were previously studied in [14].
For λ ∈ P (r) we set
∆qR
(
ρqλ;t; t
)
:=
r∏
i=1

 (qρ2i ; q)2λi(
ρ2i ; q
)
2λi
(q−1t0t1t2t3t2i−2)λi
3∏
j=0
(
tjρi; q
)
λi(
qt−1j ρi; q
)
λi


.
∏
1≤k<l≤r
(
qρkρl, tρkρl; q
)
λk+λl
(
qρ−1k ρl, tρ
−1
k ρl; q
)
λl−λk(
t−1qρkρl, ρkρl; q
)
λk+λl
(
t−1qρ−1k ρl, ρ
−1
k ρl; q
)
λl−λk
(4.1)
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where ρi := t0t
i−1 and we set for r ∈ N0,
Kr(t; t) :=
r∏
i=1
(
ρ−2i ; q
)
∞(
q, ρit1, ρ
−1
i t1, ρit2, ρ
−1
i t2, ρit3, ρ
−1
i t3; q
)
∞
.
∏
1≤k<l≤r
(
ρ−1k ρl, ρ
−1
k ρ
−1
l ; q
)
τ
=
r∏
i=1
(
ρ−2i , t, t
−2
0 t
2−i−r; q
)
∞(
q, ρit1, ρ
−1
i t1, ρit2, ρ
−1
i t2, ρit3, ρ
−1
i t3, t
i, t−20 t
2−2i; q
)
∞
(4.2)
where t = qτ . The discrete weights ∆(d)(ρqλ; t; t) (3.5) can now be rewritten as
follows.
Proposition 4.1. For λ ∈ P (r) we have
∆(d)(ρqλ; t; t) = Kr(t; t)∆
qR(ρqλ; t; t),
where ρi = t0t
i−1.
Proof. We rewrite the discrete weight ∆(d)(ρqλ; t; t) using the following method.
If we meet in the explicit expression for the discrete weight ∆(d)(ρqλ; t; t) a q-
shifted factorial of the form
(
aqm; q
)
b
with m ∈ N0 depending only on λ, we
first rewrite this as a quotient of infinite products using (2.1). Then we replace
the factors of the form
(
cqm; q
)
∞
by
(
c; q
)
∞
(
c; q
)−1
m
if m ∈ N0, respectively by(
c; q
)
∞
(−c)−mq−(
1−m
2 )
(
qc−1; q
)
−m
if m ∈ −N. For the case m ∈ −N, we used here
the formula
(
q1−lx; q
)
l
= (−x)lq−(
l
2)
(
x−1; q
)
l
, (l ∈ N).(4.3)
Using this method we obtain for j ∈ {1, . . . , r},
j−1∏
i=1
1(
ρiρjqλi−1+λj , ρiρ
−1
j q
λi−1−λj ; q
)
λi−λi−1
= (−1)λj−1t(j−1)λj qλj−1−(
λj−λj−1
2 )+(
λj
2 )
(
q; q
)
λj−λj−1
(
t0ρj ; q
)
λj(
ρ2j ; q
)
λj+λj−1
(
qt−10 ρj ; q
)
λj
.
j−1∏
i=1
(
tρiρj ; q
)
λi+λj
(
qρ−1i ρj ; q
)
λj−λi(
ρiρj ; q
)
λi+λj
(
qt−1ρ−1i ρj ; q
)
λj−λi
tλi−λj .
(4.4)
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Using (4.4) and applying the same method to the explicit expression for the weight
wd (3.9) gives
wd(ρjq
λj ; ρjq
λj−1 )
j−1∏
i=1
1(
ρiρjqλi−1+λj , ρiρ
−1
j q
λi−1−λj ; q
)
λi−λi−1
=
(
ρ−2j ; q
)
∞(
q, ρjt1, ρ
−1
j t1, ρjt2, ρ
−1
j t2, ρjt3, ρ
−1
j t3; q
)
∞
.
(
qρ2j ; q
)
2λj(
ρ2j ; q
)
2λj
(q−1t0t1t2t3)λj
3∏
k=0
(
tkρj ; q
)
λj(
qt−1k ρj ; q
)
λj
.
j−1∏
i=1
(
tρiρj ; q
)
λi+λj
(
qρ−1i ρj ; q
)
λj−λi(
ρiρj ; q
)
λi+λj
(
qt−1ρ−1i ρj ; q
)
λj−λi
tλi−λj
(4.5)
for j ∈ {1, . . . , r}. Now again applying the above mentioned method, one obtains
j−1∏
i=1
(
ρ−1i ρjq
λj−λi , ρ−1i ρ
−1
j q
−λi−λj ; q
)
τ
=
j−1∏
i=1
(
ρ−1i ρj , ρ
−1
i ρ
−1
j ; q
)
τ
(
tρ−1i ρj ; q
)
λj−λi
(
qρiρj ; q
)
λi+λj(
ρ−1i ρj ; q
)
λj−λi
(
qt−1ρiρj ; q
)
λi+λj
t−λi−λj
(4.6)
for j ∈ {1, . . . , r}, where t = qτ . Now the proposition follows by multiplying (4.5)
and (4.6) and taking the product over j ∈ {1, . . . , r}.
In the next theorem we give orthogonality relations for the Askey-Wilson poly-
nomials when the parameters t satisfy the truncation condition tn−1t0t3 = q
−N .
We will formulate the theorem with the parameters considered as indeterminates.
Set F := C(t, t), F := C(t0, t1, t2, t) and tN := (t0, t1, t2, t
1−nt−10 q
−N ). Let AWF
respectively AW
F
be the algebra of W -invariant Laurent polynomials over the field
F respectively F. We define the Askey-Wilson polynomial Pλ(.; t; t) ∈ AWF over the
field F as
Pλ(.; t; t) :=

∏
µ<λ
Dt,t − Eµ(t, t)
Eλ(t, t)− Eµ(t; t)

mλ.(4.7)
By specializing the parameters (t, t) to values in V × (0, 1), we obtain the monic
multivariable Askey-Wilson polynomial Pλ(.; t; t) ∈ AW of degree λ as defined in
Theorem 2.6 (see Definition 2.7).
Note that Pλ(.; tN ; t) ∈ A
W
F
is well defined since the eigenvalues {E(λ; tN ; t)}λ∈Λ
(2.19) are mutually different as elements in C[t0, t1, t2, t].
Definition 4.2. We call {Pλ(.; tN ; t)}λ∈ΛN ⊂ A
W
F
with ΛN := {λ ∈ Λ |λ1 ≤ N}
the family of multivariable (BC type) q-Racah polynomials.
Let λ ∈ P (n), then the weight ∆qR(ρqλ; tN ; t) ∈ F is well defined (∆
qR given by
(4.1)) and it is non zero if and only if λn ≤ N due to the factor
(
ρnt3; q
)
λn
in the
numerator of ∆qR(ρqλ; t; t). So the bilinear form
〈f, g〉qR,tN ,t :=
∑
λ∈P (n)
f(ρqλ)g(ρqλ)∆qR(ρqλ; tN ; t), f, g ∈ A
W
F ,(4.8)
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takes its values in the field F. Let N qR(λ; t; t) for λ ∈ Λ be given by
N qR(λ; t; t) :=
N (λ; t; t)
Kn(t; t)2nn!
(4.9)
where N (λ) (2.21) is the expression for the quadratic norms of the Askey-Wilson
polynomial Pλ. Substitution of the explicit expressions for N (λ) and Kn in (4.9)
yields that N qR(λ; tN ; t) ∈ F and that N
qR(λ; tN ; t) is non zero if and only if
λ ∈ ΛN . We have now the following theorem.
Theorem 4.3. Let N ∈ N. The q-Racah polynomials Pλ(.; tN ; t) (λ ∈ ΛN ) are
orthogonal with respect to 〈., .〉qR,t
N
,t and the quadratic norms are given by
〈Pλ(.; tN ; t), Pλ(.; tN ; t)〉qR,tN ,t = N
qR(λ; tN ; t) (λ ∈ ΛN).(4.10)
Proof. Let V˜ ⊂ (C∗)4 be the set of parameters t ∈ (C∗)4 for which t0t1t2t3 ∈ C\R.
Note that there exists an open dense subset IN ⊂ (0, 1) such that Eλ(t; t) 6= Eµ(t; t)
for all t ∈ V˜ , t ∈ IN and all λ, µ ∈ ΛN with λ 6= µ.
Fix t0, t1, t2 ∈ C∗ such that #{arg(ti), arg(t
−1
i ) | i = 0, 1, 2} = 6 and t ∈ IN .
Then tN ∈ V˜ and there exists a sequence {t3,i}i∈N0 ⊂ C
∗ converging to t1−nt−10 q
−N
such that ti := (t0, t1, t2, t3,i) ∈ V ∩ V˜ for all i (V given in Definition 2.1). By
considering a subsequence if necessary, we may assume that there exist (n, t0)-
residue pairs (Ci,C) where Ci is a ti-contour and where C is a deformed circle
such that the sequences {t1qj , t2qj , t3,iqj}j∈N0 are in the interior of C for all i and
such that tn−1t0q
N is in the exterior of C. Then we obtain from Theorem 2.6,
Proposition 3.2 and Proposition 4.1 that
N (λ; ti; t)
Kn(ti; t)
δλ,µ =
1
(2πi)n
∫∫
z∈Cn
(
PλPµ
)
(z; ti; t)
∆(z; ti; t)
Kn(ti; t)
dz
z
+
n∑
r=1
2r
(
n− r + 1
)
r
(2πi)n−r
∑
ω∈D(r)
∫∫
z∈Cn−r
(
PλPµ
)
(ω, z; ti; t)
∆r(ω, z; ti; t)
Kn(ti; t)
dz
z
(4.11)
where δλ,µ is the Kronecker-delta and D(r) = D(r;Ci,C; t0; t) (3.4) (which is inde-
pendent of i). By (3.11) and Proposition 4.1 we have
∆r(ω, z; ti; t) = Kr(ti; t)∆
qR(ω; ti; t)∆(z; ti; t)δc(ω; z).(4.12)
After substitution of (4.12) in the right hand side of (4.11) for all r, it follows from
the Bounded Convergence Theorem that we may take the limit i → ∞ within the
integrals in the right hand side of (4.11). Only the completely discrete part survives
the limit i→∞ in the equality (4.11) since
lim
i→∞
Kr(ti; t)
Kn(ti; t)
= 0, 0 ≤ r < n
by the factor
(
ρnt3; q
)
∞
in the denominator of Kn(t; t). The theorem follows now
for the specialized parameter values t0, t1, t3, t from the fact that
{ρqλ |λ ∈ P (n), λn ≤ N} ⊂ D(n)
and the fact that ∆qR(ρqλ; tN ; t) = 0 for λ ∈ P (n) with λn > N . It is now clear
that the theorem also holds over the field F.
The constant term identity can be simplified as follows.
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Corollary 4.4. For N ∈ N we have the summation formula
〈1, 1〉qR,t
N
,t =
n∏
i=1
(
qt20t
2n−i−1, qt−11 t
−1
2 t
i−n; q
)
N(
qt0t
−1
1 t
n−i, qt0t
−1
2 t
n−i; q
)
N
.(4.13)
Proof. First note that by (2.28), (4.2) and (4.9) we have the explicit formula
N qR(0; t; t) =
n∏
i=1
(
t0t1t2t3t
2n−i−1, t−10 t1t
1−i, t−10 t2t
1−i, t−10 t3t
1−i; q
)
∞(
t−20 t
1+i−2n, t1t2ti−1, t1t3ti−1, t2t3ti−1; q
)
∞
.(4.14)
Then (4.13) follows by substitution of t3 = t
−1
0 t
1−nq−N in (4.14) and by applying
formula (4.3) repeatedly (see also [13, section 3]).
The second order q-difference operator DtN ,t (2.16) diagonalizes the q-Racah poly-
nomials {Pλ(.; tN ; t)}λ∈ΛN . By Theorem 4.3 we conclude that DtN ,t is symmetric
with respect to 〈., .〉qR,t
N
,t. In [14] the symmetry of Dt
N
,t was proved by direct
calculations and the orthogonality relations for the multivariable q-Racah polyno-
mials were proved using the symmetry of DtN ,t. Furthermore, in [14] the quadratic
norms of the q-Racah polynomials were expressed in terms of the quadratic norm of
the unit polynomial by studying Pieri formulas for the q-Racah polynomials. The
constant term identity (4.13) was recently proved by van Diejen [13, Theorem 3] by
truncating a multivariable analogue of Roger’s 6φ5-series [13, Theorem 2], which in
turn is closely related to an Aomoto-Ito type sum (cf. [3], [20]) for the non-reduced
root system BCn. The proofs of the summation formulas in [13] are based on a
multiple 6ψ6 summation formula of Gustafson.
In the one-variable case it is known that the Askey-Wilson integral can be rewrit-
ten as an infinite sum of residues for some parameter region by shifting the contour
over four infinite sequences of poles (see [6, Theorem 2.1]). More generally one can
ask the question whether a completely discrete orthogonality measure for the mul-
tivariable Askey-Wilson polynomials can be obtained by pulling the t-contours over
certain infinite sequence of poles in the orthogonality relations of the Askey-Wilson
polynomials (Theorem 2.6).
Strong indications in that direction can be found in Gustafson’s paper [16] and
the recent paper of Tarasov and Varchenko [37] where contours in multidimensional
integrals are shifted over infinite sequences of poles in order to arrive at (purely
discrete) multidimensional Jackson integrals. Another strong indication is the fact
that the Macdonald polynomials are orthogonal with respect to Aomoto-Ito type
(cf. [3], [20]) weight functions (see Cherednik [11]). Since the B, C and D type
Macdonald polynomials can be obtained from the Askey-Wilson polynomials by
suitable specialization of the parameters we thus have orthogonality relations for
these subfamilies of the Askey-Wilson polynomials with respect to infinite discrete
measures (and the corresponding discrete weights are directly related to (4.1), see
[13]).
In this paper we will not consider the above mentioned questions, but instead
look at the implications of the residue calculus for certain limit cases of the Askey-
Wilson polynomials (the big and little q-Jacobi polynomials). In order to study
these limit cases we first need to consider the Askey-Wilson polynomials for yet
another parameter domain. This will be the subject of the next section.
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5. Askey-Wilson polynomials with positive orthogonality measure
In this section we will consider the Askey-Wilson polynomials for parameters t
in the following parameter domain.
Definition 5.1. Let VAW be the set of parameters t = (t0, t1, t2, t3) which satisfy
the following conditions:
(1) The parameters t0, t1, t2, t3 are real, or if complex, then they appear in conjugate
pairs.
(2) tktl /∈ R≥1 for all 0 ≤ k < l ≤ 3.
Note that parameters t ∈ VAW satisfy the following properties:
(A) ti ∈ R if |ti| ≥ 1;
(B) There are at most two parameters with modulus ≥ 1. If there are two, then
one is positive and the other is negative.
We will show that the multivariable Askey-Wilson polynomials are orthogonal
with respect to a positive, partially discrete orthogonality measure when t ∈ (0, 1)
and t ∈ VAW . We proceed as follows. We apply the residue calculus of section 3 to
shift the contour Cn in the integral
1
(2πi)n
∫∫
z∈Cn
Pλ(z)Pµ(z)∆(z)
dz
z
(5.1)
to the n-torus T n for a specific parameter domain V0 ⊂ V (here C is a t-contour
(Definition 2.2) and V is the parameter domain given in Definition 2.1). We then
obtain a partially discrete orthogonality measure which turns out to be well defined
and positive for parameter values t ∈ VAW . Orthogonality relations for parame-
ter values t ∈ VAW with respect to this positive, partially discrete orthogonality
measure can then be derived by suitable continuity arguments.
The parameter domain V0 is defined as follows.
Definition 5.2. Let V0 be the set of parameters t ∈ V for which
(i) at most two parameters have modulus > 1;
(ii) tit
jqp /∈ T for i ∈ {0, . . . , 3}, j ∈ {−1, . . . , n− 1} and p ∈ Z.
Fix t ∈ (0, 1), t ∈ V0 and 0 ≤ i 6= j ≤ 3 such that |tk| < 1 for k 6= i, j. We write
ρ
(i)
p := tp−1ti respectively ρ
(j)
p := tp−1tj for p ∈ Z. Define for r ∈ N a finite discrete
set Di(r) = Di(r; t; t) ⊂ Cr by
Di(r) := {ρ
(i)qµ | µ ∈ P (r), |ρ(i)r q
µr | > 1}(5.2)
and similarly for Dj(r) (here P (r) is given by (3.2)). We have used here the
notation ρ(i)qµ = (ρ
(i)
1 q
µ1 , . . . , ρ
(i)
r qµr ) for µ ∈ P (r). Note that Di(r) = ∅ if
|ti| < 1. Furthermore, we write F (r) = F (r; t; t) ⊂ Cr for the disjoint union
F (r) :=
⋃
l+m=r
l,m∈N0
Di(l)×Dj(m) (r = 1, . . . , n).(5.3)
(We use here the convention that Di(l) × Dj(m) = ∅ if l > 0 and Di(l) = ∅ or if
m > 0 and Dj(m) = ∅, and that Di(0)×Dj(m) = Dj(m), Di(l)×Dj(0) = Di(l).)
Let ω ∈ F (r) and z ∈ T n−r and set
dνAWr (ω, z; t; t) := ∆
AW
r (ω, z; t; t)
dz
z
(5.4)
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with weight function ∆AWr (ω, z) for ω = (ω
(i), ω(j)) with ω(i) ∈ Di(l) and ω(j) ∈
Dj(m) given by
∆AWr (ω
(i), ω(j), z; t; t) := ∆(d)(ω(i); ti)∆
(d)(ω(j); tj)∆(z; t; t)
.δc(ω
(i);ω(j), z)δc(ω
(j); z)
(5.5)
where ∆(d) is given by (3.5) and δc is given by (3.12). In the special case that l = 0
respectively m = 0, (5.5) simplifies to
∆AWr (ω
(j), z; t; t) = ∆(d)(ω(j); tj)∆(z; t; t)δc(ω
(j); z) = ∆r(ω
(j), z; tj)(5.6)
respectively
∆AWr (ω
(i), z; t; t) = ∆(d)(ω(i); ti)∆(z; t; t)δc(ω
(i); z) = ∆r(ω
(i), z; ti).(5.7)
where ∆r is given by (3.11). We obtain from the residue calculus of section 3 the
following lemma.
Lemma 5.3. Let t ∈ (0, 1) and t ∈ V0. Let C be a t-contour and f ∈ AW . Then,
1
(2πi)n
∫∫
z∈Cn
f(z)dν(z) =
1
(2πi)n
∫∫
z∈Tn
f(z)dν(z)
+
n∑
r=1
2r
(
n− r + 1
)
r
(2πi)n−r
∑
ω∈F (r)
∫∫
z∈Tn−r
f(ω, z)dνAWr (ω, z).
(5.8)
Proof. If |tk| < 1 for all k then we only have the completely continuous measure dν
on T n in the right hand side of (5.8) since F (r) = ∅. Since T is a t-contour in this
case, the lemma follows from Lemma 2.4.
Suppose that at most one parameter has modulus > 1. By the symmetry of
dν(z; t; t) in the four parameters t, we may assume that |t0| > 1. By Lemma
2.4, we may assume that the t-contour C satisfies the additional conditions that
A+ := {x ∈ [0, 1] | rC(x) > 1} is an open interval and that α
+
0 ∈ A
+ but α±i /∈ A
+
for i = 1, 2, 3 (here rC is as in Definition 2.2, and α
+
i is given by (2.3)). Then (C, T )
is a (n, t0)-residue pair since t ∈ V0 (Definition 5.2) and D0(l) = D(l;C, T ; t0)
(3.4) since t0 is in the interior of C. The lemma is then a direct consequence of
Proposition 3.2 and (5.7).
Suppose now that two parameters have moduli > 1. Without loss of generality,
we may assume that |t0| > 1 and |t1| > 1 and that the t-contour C satisfies the
additional condition that
{x ∈ [0, 1] | rC(x) > 1} = A
+
0 ∪ A
+
1
disjoint union, with A+i open intervals such that α
+
i ∈ A
+
i and α
±
j /∈ A
+
i for j 6= i
and i = 0, 1. Let C′ := φC′([0, 1]) be the deformed circle with parametrization
φC′(x) = rC′(x)e
2πix given by
rC′(x) := rC(x) (x /∈ A
+
0 ∪ A
−
0 ), rC′(x) := 1 (x ∈ A
+
0 ∪ A
−
0 ),
where A−0 := (1−β, 1−α) when A
+
0 = (α, β). Then (C,C
′) is a (n, t0)-residue pair,
(C′, T ) is a (n, t1)-residue pair and D0(l) = D(l;C,C
′; t0) respectively D1(m) =
D(m;C′, T ; t1) since t0 and t1 are in the interior of C. Write Ω
′ for the domain
associated with (C′, T ), then δc(ω
(0); .) ∈ OW
(
(Ω′)n−l
)
for ω(0) ∈ D0(l), hence the
lemma follows by applying Proposition 3.2 first to the (n, t0)-residue pair (C,C
′),
and then to the (n, t1)-residue pair (C
′, T ).
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For t = qk with k ∈ N, (5.8) can be rewritten as
1
(2πi)n
∫∫
z∈Cn
f(z)dν(z) =
n∑
r=0
2r
(
n
r
)
(2πi)n−r
∑
e1,... ,er
∑
zi∈{ei,... ,eiq
Nei }
i=1,... ,r∫∫
(zr+1,... ,zn)∈Tn−r
f(z)δ(z; qk)
r∏
i=1
wd(zi; ei)
n∏
j=r+1
wc(zj)
dzj
zj
(5.9)
for f ∈ AW , where the sum is over ei ∈ {tj | |tj | > 1} and Nei is the largest
positive integer such that |eiq
Nei | > 1. This follows from the fact that δ(z; qk) = 0
if zi = q
lzj for some i 6= j and some l ∈ {0, . . . , k − 1} and from the fact that
wd(x; eiq
l) =
(
eix, eix
−1; q
)
l
wd(x; ei), (x = eiq
l+m,m ∈ N0).
Remark 5.4. Note that δ(.; t) ∈ AW when t = qk with k ∈ N. In particular, we will
only encounter residues of the factor
∏n
i=1 wc(zi) when deforming C
n for parameter
t = qk (k ∈ N) to the torus T n in the left hand side of (5.9). Consequently (5.9)
can also be proved by induction on n using the residue calculus for the one-variable
weight functions wc and using the W -invariance of the integrand in the left hand
side of (5.9).
We define bilinear forms 〈., .〉r,t,t on AW for r ∈ {0, . . . , n}, t ∈ V0 and t ∈ (0, 1)
by
〈f, g〉0 :=
∫∫
z∈Tn
f(z)g(z)dν(z),
〈f, g〉r :=
∑
ω∈F (r)
∫∫
z∈Tn−r
f(ω, z)g(ω, z)dνAWr (ω, z), r ∈ {1, . . . , n}
(5.10)
for f, g ∈ AW and we set
〈f, g〉t,t :=
n∑
r=0
2r
(
n− r + 1
)
r
(2πi)n−r
〈f, g〉r,t,t, f, g ∈ A
W .(5.11)
In the following lemma we consider the symmetric bilinear form 〈., .〉t,t for param-
eter values (t, t) ∈ VAW × (0, 1).
Lemma 5.5. Let t ∈ (0, 1) and t ∈ VAW .
(i) The bilinear form 〈., .〉t,t is well defined;
(ii) The weight function ∆(z; t; t) respectively ∆AWr (ω, z; t; t) is positive for z ∈ T
n
respectively (ω, z) ∈ F (r) × T n−r (r = 1, . . . , n).
Proof. The discrete weights wd (3.9) appearing as factors of the weight function
∆AWr (ω, z) for r > 0 are well defined and strict positive. Indeed if t0t1t2t3 = 0,
then the factors (tiq/tj ; q)k t
k
j in the denominator of wd (3.9) should be read as∏k−1
l=0
(
tj − tiql+1
)
. The factor δ(z; t) = |δ+(z; t)|2 is also well defined and positive
for z ∈ T n−r.
Without loss of generality we may assume that |t2|, |t3| < 1. Fix ω = (ϑ, υ) ∈
F (r) with ϑ ∈ D0(l) and υ ∈ D1(m) (r = l +m). The factor δd(ϑ) respectively
δd(υ) (3.7) appearing in the discrete weights ∆
(d)(ϑ; t0) respectively ∆
(d)(υ; t1)
when l > 0 respectively m > 0 is well defined and strict positive. Indeed, if
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ϑ ∈ D0(l) and l > 0, then we have |t0| > 1, hence t0 ∈ R. Then δd(ϑ) > 0 follows
easily from the definition of the set D0(l) (5.2).
Remains to show that h(z) :=
(∏n−r
l=1 wc(zl; t)
)
δc(ϑ; υ, z)δc(υ; z) is well defined
and positive for z ∈ T n−r. Let us check the case that both t0 and t1 have moduli
≥ 1, and that t0 is positive real and t1 negative real (see property (B) for parameters
t ∈ VAW ). The case that at most one parameter has modulus ≥ 1 will then also be
clear.
Rewrite the factor
(
x2, x−2; q
)
∞
appearing in the numerator of wc(x; t) as(
x2, x−2; q
)
∞
=
(
x,−x, x−1,−x−1; q
)
∞
(qx2, qx−2; q2
)
∞
then it is sufficient to check that the factors of the form
h0(x) :=
(
x, x−1; q
)
∞(
t0x, t0x−1; q
)
∞
l∏
k=1
(
ϑkx, ϑkx
−1, ϑ−1k x, ϑ
−1
k x
−1; q
)
τ
,
h1(x) :=
(
−x,−x−1; q
)
∞(
t1x, t1x−1; q
)
∞
m∏
k=1
(
υkx, υkx
−1, υ−1k x, υ
−1
k x
−1; q
)
τ
(l,m ∈ {0, . . . , n−1}) are well defined and positive for x ∈ T (here t = qτ ). Indeed,
the remaining factors of wc(x; t) are easily seen to be well defined and positive since
|t2|, |t3| < 1 and t2, t3 are both real or are a conjugate pair, while the remaining
factors ∏
ǫi,ǫj=±1
(
ϑǫii υ
ǫj
j ; q
)
τ
(i ∈ {1, . . . , l}, j ∈ {1, . . . ,m})
of δc(ϑ; υ, z) are well defined and positive since t0 is positive real and t1 is negative
real. Now let λ ∈ P (l) such that ϑ = ρ(0)qλ ∈ D0(l), then h0(x) = |h
+
0 (x)|
2 for
x ∈ T with h+0 given by
h+0 (x) :=
(
x; q
)
∞(
t0x; q
)
∞
l∏
k=1
(
ϑkx, ϑ
−1
k x; q
)
τ
=
(
x; q
)
∞(
tϑlx; q
)
∞
l∏
k=1
(
ϑ−1k x; q
)
τ(
tϑk−1x; q
)
λk−λk−1
where ϑ0 := t
−1t0 and λ0 := 0. It follows that h
+
0 (x) is well defined for x ∈ T ,
since the possible zero at x = 1 of the factor
(
tϑlx; q
)
∞
in the denominator can be
compensated by the zero at x = 1 of the factor
(
x; q
)
∞
. Similarly, one deals with
h1(x).
Let AW
R
be the R-algebra of W -invariant Laurent polynomials in the variables
z1, . . . , zn. We obtain from Lemma 5.5 the following corollary.
Corollary 5.6. Let t ∈ VAW and t ∈ (0, 1). Then the restriction of the bilinear
form 〈., .〉t,t to AWR ×A
W
R
maps into R and is positive definite.
Proof. The monomials mλ (λ ∈ Λ) are real valued on F (r)×T n−r since F (r) ⊂ Rr
by property (A) for parameters in VAW (Definition 5.1), so the assertion follows
from Lemma 5.5(ii).
The following theorem defines the Askey-Wilson polynomials for parameters t ∈
VAW and t ∈ (0, 1) as a special choice of orthogonal basis for AWR with respect to
the positive definite bilinear form 〈., .〉t,t : A
W
R
×AW
R
→ R.
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Theorem 5.7. Let t ∈ (0, 1) and t ∈ VAW . Then there exists a unique basis
{Pλ(.; t; t)}λ∈Λ of AWR such that
(i) Pλ(.; t; t) = mλ +
∑
µ<λ cλ,µ(t; t)mµ, some cλ,µ(t; t) ∈ R;
(ii) 〈Pλ(.; t; t), Pµ(.; t; t)〉t,t = 0 if µ 6= λ.
Furthermore, Pλ(.; t; t) is an eigenfunction of Dt,t with eigenvalue Eλ(t; t) and we
have the explicit evaluation formula
〈Pλ(.; t; t), Pλ(.; t; t)〉t,t = N (λ; t; t), λ ∈ Λ
for the quadratic norms of the polynomials Pλ.
Proof. Fix t ∈ (0, 1) and t ∈ VAW . Since 〈., .〉t,t is positive definite on AWR , there
exists for λ ∈ Λ a uniqueW -invariant Laurent polynomial Pλ(.; t; t) ∈ AWR satisfying
(i) and the conditions 〈Pλ(.; t; t),mµ〉t;t = 0 for all µ < λ. Furthermore, we have
Pλ(z; t; t) = mλ(z)−
∑
µ<λ
〈mλ, Pµ(.; t; t)〉t,t
〈Pµ(.; t; t), Pµ(.; t; t)〉t,t
Pµ(z; t; t), λ ∈ Λ.(5.12)
By Lemma 5.3, the polynomials Pλ(z; t; t) = mλ(z) +
∑
µ<λ cλ,µ(t; t)mµ(z) for
t ∈ V0 defined in Theorem 2.6 can be given by the same formula (5.12). Fix t ∈
VAW \ V
−
AW , where V
−
AW is the set of parameters t ∈ VAW such that ti = ±t
−mq−s
for some i ∈ {0, . . . , 3}, m ∈ {0, . . . , n−1} and s ∈ N0. Let {tk}k∈N0 be a sequence
in V0 converging to t. Then, by the Bounded Convergence Theorem,
lim
k→∞
〈f, g〉t
k
,t = 〈f, g〉t,t, ∀f, g ∈ A
W .(5.13)
Indeed, by assuming t /∈ V −AW , we have that F (r; τ ; t) = F (r; t; t) for τ in an open
neighbourhood of t (r = 1, . . . , n) and that no zeros in the denominator of the
expression for ∆AWr (ω, .; t; t) (ω ∈ F (r), r = 0, . . . , n− 1) occur which need to be
compensated by zeros in the numerator (see the proof of Lemma 5.5). Hence the
Bounded Convergence Theorem may be applied at once.
By induction on λ we then obtain from (5.12) and (5.13) that
lim
k→∞
cλ,µ(tk; t) = cλ,µ(t; t), µ < λ.(5.14)
By the residue calculus given in Lemma 5.3, we can reformulate Theorem 2.6 with
respect to the the bilinear form 〈., .〉τ,t for τ ∈ V0. The theorem follows then for
t ∈ VAW \ V
−
AW by taking limits in the reformulated results using Proposition 2.5
and (5.14).
To prove the theorem for t ∈ V −AW , we use again a continuity argument. We
treat here one typical example, the general case is derived similarly. We assume
that t ∈ V −AW with t0 = t
−mq−s for some m ∈ {0, . . . , n − 1}, s ∈ N0 and that
ti 6= t−lq−s
′
for all i ∈ {1, 2, 3}, l ∈ {0, . . . , n − 1} and s′ ∈ N0. Then there exists
an ǫ > 0 such that (τ0, t1, t2, t3) ∈ VAW \ V
−
AW and F (r; τ0, t1, t2, t3; t) = F (r; t; t)
for all r ∈ {1, . . . , n} and all τ0 ∈ R>0 with t0 − τ0 < ǫ. We claim that
lim
τ0↑t0
〈f, g〉τ0,t1,t2,t3,t = 〈f, g〉t,t, ∀f, g ∈ A
W .(5.15)
We use the Bounded Convergence Theorem. In Lemma 5.5 we have seen that zeros
in the denominator of the expression for the weight function ∆AWr (ω, .; τ ; t) can
occur when ω ∈ F (r; τ ; t) and τ ∈ V −AW , and that these zeros can be compensated
by zeros in the numerator. This amounts to replacing factors of the form
(1 ± x)
(1± ux)
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in the weight function by 1 when u = 1. For the application of the Bounded
Convergence Theorem in the limit (5.15), it therefore suffices to note that the
functions
h±(u, x) :=
{
(1±x)
(1±ux) if u 6= 1
1 if u = 1
(5.16)
are bounded on U × T where U ⊂ R>0 is some open set containing 1. Now the
theorem for the specific parameter values t follows by continuity arguments from
(5.15).
For parameters t ∈ VAW with |ti| ≤ 1 the orthogonality measure is completely con-
tinuous (i.e. we have 〈., .〉 = 〈., .〉0) and coincides with Koornwinder’s orthogonality
measure [24]. In particular the orthogonality relations reduce to Koornwinder’s
orthogonality relations (see [24]) and the quadratic norm evaluations reduce to van
Diejen’s quadratic norm evaluations (see [12]) for parameter values t ∈ VAW with
|ti| ≤ 1 for all i.
Theorem 5.7 implies thatDt,t is symmetric with respect to 〈., .〉t,t. The symmetry
of D and the orthogonality of the Askey-Wilson polynomials with respect to 〈., .〉
have been proved by different methods in [34] for deformation parameter t = qk
with k ∈ N. In this case special case we can rewrite the bilinear form 〈., .〉t,qk using
(5.9) and we obtain
〈f, g〉 =
n∑
r=0
2r
(
n
r
)
(2πi)n−r
∑
e1,... ,er
∑
zi∈{ei,... ,eiq
Nei }
i=1,... ,r
∫∫
(zr+1,... ,zn)∈Tn−r
f(z)g(z)δ(z; qk)
r∏
i=1
wd(zi; ei)
n∏
j=r+1
wc(zj)
dzj
zj
(5.17)
for f, g ∈ AW .
Theorem 5.7 for n = 1 reduces to the orthogonality relations and norm evalua-
tions stated in [6, Theorem 2.5].
6. Limit transition to little q-Jacobi polynomials
In this section we consider a limit case of the Askey-Wilson polynomials with
positive partially discrete orthogonality measure (Theorem 5.7) for which the con-
tinuous part of the orthogonality measure disappears while the completely discrete
part of the orthogonality measure blows up to an infinite discrete measure.
We will obtain as limit the family of multivariable little q-Jacobi polynomials
(previously introduced in [32]) which depends (besides on q, t ∈ (0, 1)) on two
parameters. The parameter domain for the little q-Jacobi polynomials is defined as
follows.
Definition 6.1. Let VL be the set of parameters (a, b) for which a ∈
(
0, 1/q
)
and
b ∈ (−∞, 1/q
)
.
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For functions f : C → C and u, v ∈ C, the Jackson q-integral of f over [u, v] is
defined by ∫ v
u
f(x)dqx :=
∫ v
0
f(x)dqx−
∫ u
0
f(x)dqx,(6.1) ∫ v
0
f(x)dqx := (1− q)
∞∑
k=0
f(vqk)vqk,(6.2)
provided that the infinite sums are absolutely convergent. For a point ξ ∈ (C∗)n,
we define the Jackson integral of f over the set
〈ξ〉n := {ξq
ν | ν ∈ P (n)}(6.3)
(here ξqν := (ξ1q
ν1 , . . . , ξnq
νn)), by∫∫
〈ξ〉n
f(z)dqz := (1− q)
n
∑
ν∈P (n)
f(ξqν)
n∏
i=1
ξiq
νi(6.4)
provided that the multisum is absolutely convergent. Note that for special points
ξ = (ξ1, ξ1γ, . . . , ξ1γ
n−1) ∈
(
C∗
)n
, the multisum (6.4) can be expressed as an
iterated Jackson integral by∫∫
〈ξ〉n
f(z)dqz =
∫ ξ1
z1=0
∫ γz1
z2=0
. . .
∫ γzn−1
zn=0
f(z)dqzn . . . dqz1.(6.5)
Let AS
R
be the R-algebra of S-invariant polynomials in the variables z1, . . . , zn.
An R-basis for AS
R
is given by the set of monomials {m˜λ}λ∈Λ, where m˜λ(z) :=∑
µ∈Sλ z
µ. Define a symmetric bilinear form 〈., .〉a,bL,t on A
S
R
for t ∈ (0, 1) and
(a, b) ∈ VL by
〈f, g〉L :=
∫∫
〈ρL〉n
f(z)g(z)∆L(z)dqz, f, g ∈ A
S
R
(6.6)
where ρL,i := t
i−1 and where the weight function ∆L(z) = ∆L(z; a, b; t) is given by
∆L(z) := q−2τ
2(n3)t−(α+1)(
n
2)
(
n∏
i=1
vL(zi)
)
δqJ (z), (a = q
α, t = qτ )(6.7)
with
vL(x; a, b) :=
(
qx; q
)
∞(
qbx; q
)
∞
xα, (a = qα)(6.8)
and with interaction factor δqJ(z; t) given by
δqJ (z; t) :=
∏
1≤i<j≤n
|zi − zj ||zi|
2τ−1
(
qt−1zj/zi; q
)
2τ−1
, (t = qτ ).(6.9)
The function vL is exactly the weight function in the orthogonality measure for
the one-variable little q-Jacobi polynomials [1]. The same bilinear form 〈., .〉L was
considered in [32, section 5], up to the positive constant q−2τ
2(n3)t−(α+1)(
n
2). The
weights ∆L(z) in the bilinear form 〈., .〉L are strict positive for z ∈ 〈ρL〉n and
〈f, g〉L, written out as a multidimensional infinite sum, is absolutely convergent for
all f, g ∈ AS
R
(see [32]).
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Definition 6.2. Let t ∈ (0, 1) and (a, b) ∈ VL. The little q-Jacobi polynomials
{PLλ (.; a, b; t)}λ∈Λ are uniquely defined by the two conditions
(a) PLλ = m˜λ +
∑
µ<λ c
L
λ,µm˜µ for certain constants c
L
λ,µ = c
L
λ,µ(a, b; t) ∈ R;
(b) 〈PLλ , m˜µ〉L = 0 for µ < λ.
The following proposition establishes the link between Askey-Wilson polyno-
mials with positive partially discrete orthogonality measure and the little q-Jacobi
polynomials. We use in the proposition the notation |λ| :=
∑n
i=1 λi for the length
of a partition λ ∈ Λ.
Proposition 6.3. Let t ∈ (0, 1), (a, b) ∈ VL and define for ǫ ∈ R∗
tL(ǫ) :=
(
ǫ−1q
1
2 ,−aq
1
2 , ǫbq
1
2 ,−q
1
2
)
.(6.10)
Then there exists a sequence {ǫk}k∈N0 in R>0 converging to 0 such that
lim
k→∞
(
n∏
i=1
(
−ǫ−1k qt
i−1,−ǫ−1k qat
i−1; q
)
∞
)(
ǫkq
− 12
)|λ|+|µ|
〈mλ,mµ〉tL(ǫk),t
= 2nn!
(
q; q
)−2n
∞
(1− q)−n〈m˜λ, m˜µ〉
a,b
L,t
(6.11)
for all λ, µ ∈ Λ, where 〈., .〉t,t is given by (5.11).
The proof of the proposition will be given in section 8. Note that tL(ǫ) ∈ VAW
for ǫ ∈ R>0 sufficiently small, so 〈., .〉tL(ǫ),t is well defined for ǫ > 0 sufficiently small
by Lemma 5.5.
We will use Proposition 6.3 to prove that the little q-Jacobi polynomials are limit
cases of the Askey-Wilson polynomials and to establish orthogonality relations and
norm evaluations for the little q-Jacobi polynomials with respect to the bilinear
form 〈., .〉L.
We use the following definition of limit transitions between S-invariant Lau-
rent polynomials (cf. [35]). Let f(.;u) (u ∈ R∗) and f be S-invariant Lau-
rent polynomials in n variables z1, . . . , zn, then we write limu→0 f(.;u) = f if
limu→0 f(z;u) = f(z) for all z ∈ (R∗)n. Note that the R-algebra of S-invariant
Laurent polynomials has as R-basis the set of monomials {m˜λ(z)}λ∈Λ˜, where Λ˜ :=
{λ ∈ Zn |λ1 ≥ λ2 ≥ . . . ≥ λn} and m˜λ(z) :=
∑
µ∈Sλ z
µ. If f(.;u) =
∑
λ∈Λ˜ cλ(u)m˜λ
(u ∈ R∗) and f =
∑
λ∈Λ˜ cλm˜λ such that {λ ∈ Λ˜ | cλ(u) 6= 0} is contained in some fi-
nite u-independent subset for |u| sufficiently small, then we have limu→0 f(.;u) = f
iff limu→0 cλ(u) = cλ for all λ ∈ Λ˜. Crucial in the limit from Askey-Wilson polyno-
mials to little q-Jacobi polynomials is a limit from rescaled monomials mλ(z|u) to
m˜λ(z), where the rescaled monomial mλ(z|u) for u ∈ R∗ is the S-invariant Laurent
polynomial given by
mλ(z|u) := u
|λ|mλ(u
−1z), λ ∈ Λ.(6.12)
Here we have used the notation u−1z := (u−1z1, . . . , u
−1zn). In terms of the basis
{m˜µ}µ∈Λ˜, we have mλ(z|u) =
∑
µ∈Λ˜∩Wλ dλ,µ(u)m˜µ(z) for λ ∈ Λ with dλ,µ(u)
homogeneous of degree |λ| − |µ| and dλ,λ(u) ≡ 1. Furthermore we have for λ ∈ Λ
that |µ| ≤ |λ| if µ ∈ Wλ and |λ| = |µ| iff µ ∈ Sλ. Hence we obtain the limit
transitions
lim
u→0
mλ(z|u) = m˜λ(z) (λ ∈ Λ).(6.13)
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We express the quadratic norm of the little q-Jacobi polynomials in terms of func-
tions N+qJ (λ) = N
+
qJ (λ; a, b; t) and N
−
qJ (λ) = N
−
qJ (λ; a, b; t) which are defined by
N+qJ (λ) :=
n∏
i=1
Γq(λi + 1 + (n− i)τ + α+ β)Γq(λi + 1 + (n− i)τ + α)
Γq(2λi + 1 + 2(n− i)τ + α+ β)
.
∏
1≤j<k≤n
(
Γq(λj + λk + 1+ (2n− j − k + 1)τ + α+ β)
Γq(λj + λk + 1 + (2n− j − k)τ + α+ β)
.
Γq(λj − λk + (k − j + 1)τ)
Γq(λj − λk + (k − j)τ)
)
(6.14)
N−qJ (λ) :=
n∏
i=1
Γq(λi + 1 + (n− i)τ)Γq(λi + 1 + (n− i)τ + β)
Γq(2λi + 2 + 2(n− i)τ + α+ β)
.
∏
1≤j<k≤n
(
Γq(λj + λk + 2 + (2n− j − k − 1)τ + α+ β)
Γq(λj + λk + 2 + (2n− j − k)τ + α+ β)
.
Γq(λj − λk + 1 + (k − j − 1)τ)
Γq(λj − λk + 1 + (k − j)τ)
)
,
(6.15)
where a = qα, b = qβ , t = qτ and where
Γq(u) :=
(
q; q
)
u−1
(1− q)u−1
(u 6∈ −N0)(6.16)
is the q-gamma function. For λ ∈ Λ, (a, b) ∈ VL and t ∈ (0, 1) let NL(λ) =
NL(λ; a, b; t) be given by
NL(λ) := q
∑
n
i=1(λi+α+2(n−i)τ)λiN+qJ (λ)N
−
qJ (λ).(6.17)
Note that NL(λ) is well defined and positive. We have now the following theorem.
Theorem 6.4. Let (a, b) ∈ VL and t ∈ (0, 1). There exists a sequence {ǫk}k∈N0 in
R>0 converging to 0 such that
lim
k→∞
(
q−
1
2 ǫk
)|λ|
Pλ
(
q
1
2 ǫ−1k z; tL(ǫk); t
)
= PLλ (z; a, b; t)(6.18)
for all λ ∈ Λ. Furthermore, the polynomials {PLλ }λ∈Λ are orthogonal with respect
to 〈., .〉L and the quadratic norms of the little q-Jacobi polynomials are given by
〈PLλ , P
L
λ 〉L = N
L(λ), λ ∈ Λ.(6.19)
Proof. We write(
q−
1
2 ǫ
)|λ|
Pλ
(
z; tL(ǫ); t) =
∑
µ≤λ
cλ,µ(ǫ)
(
q−
1
2 ǫ
)|µ|
mµ(z),
PLλ (z; a, b; t) =
∑
µ≤λ
cLλ,µm˜µ(z)
(6.20)
for the expansions of the Askey-Wilson polynomial and the little q-Jacobi polyno-
mial in terms of monomials. In particular, we have cλ,λ(ǫ) = c
L
λ,λ = 1. Let {ǫk}k∈N0
be a sequence in R>0 converging to 0 such that (6.11) is satisfied for all λ, µ ∈ Λ.
We will prove that
lim
k→∞
cλ,µ(ǫk) = c
L
λ,µ ∀µ ≤ λ,(6.21)
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then the limit (6.18) follows from (6.13), (6.20) and (6.21). We proceed by induction
on λ. The case λ = 0 is trivial. For λ 6= 0, note that tL(ǫ) ∈ VAW for ǫ > 0
sufficiently small, hence by Theorem 5.7 we can write
(
q−
1
2 ǫ
)|λ|
Pλ
(
q
1
2 z; tL(ǫ); t
)
=
(
q−
1
2 ǫ
)|λ|
mλ(z)−
∑
µ<λ
dλ,µ(ǫ)
(
q−
1
2 ǫ
)|µ|
Pµ
(
z; tL(ǫ); t
)(6.22)
with
dλ,µ(ǫ) :=
(q−
1
2 ǫ)|λ|+|µ|〈mλ, Pµ(.; tL(ǫ); t)〉tL(ǫ),t
(q−
1
2 ǫ)2|µ|〈Pµ(.; tL(ǫ); t), Pµ(.; tL(ǫ); t)〉tL(ǫ),t
for ǫ > 0 sufficiently small. For the little q-Jacobi polynomials we have
PLλ (z; a, b; t) = m˜λ(z)−
∑
µ<λ
dLλ,µP
L
µ (z; a, b; t),(6.23)
with
dLλ,µ =
〈m˜λ, PLµ (.; a, b; t)〉
a,b
L,t
〈PLµ (.; a, b; t), P
L
µ (.; a, b; t)〉
a,b
L,t
.
By the induction hypotheses and Proposition 6.3, we have
lim
k→∞
dλ,µ(ǫk) = d
L
λ,µ ∀µ < λ.(6.24)
So (6.21) follows by the induction hypotheses from (6.20), (6.22), (6.23) and (6.24).
The orthogonality relations and the norm evaluations for the little q-Jacobi po-
lynomials follow now from the orthogonality relations and norm evaluations for the
Askey-Wilson polynomials with partially discrete orthogonality measure (Theorem
5.7), Proposition 6.3, (6.21) and the observation that
lim
ǫ→0
(
n∏
i=1
(
−ǫ−1qti−1,−ǫ−1qati−1; q
)
∞
)
(q−1/2ǫ)2|λ|N (λ; tL(ǫ); t)
= 2nn!
(
q; q
)−2n
∞
(1− q)−nNL(λ; a, b; t).
Full orthogonality of the little q-Jacobi polynomials was proved in [32] by means
of an explicit second order q-difference operator DL which diagonalizes the little q-
Jacobi polynomials. The operator DL and the corresponding eigenvalue equations
can be obtained from (6.18) by taking the limit k →∞ in the equations(
q−1ǫk
)|λ|(
(D − Eλ)Pλ
)
(q
1
2 ǫ−1k z; tL(ǫk); t) = 0 (λ ∈ Λ)(6.25)
where D is given by (2.16) and Eλ is given by (2.19) (see [32, section 3] for the
formal computation of the limits of D and Eλ). In [35] it was shown that the formal
computation of the limits of D and Eλ in [32, section 3] can be used to prove the
limit transition (6.18) for generic t ∈ (0, 1). See also [33] for the special case that
t = qk, k ∈ N.
The constant term identity for the little q-Jacobi polynomials can be rewritten
as follows.
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Corollary 6.5. Let t ∈ (0, 1) and (a, b) ∈ VL. We have
〈1, 1〉a,bL,t =
n∏
j=1
Γq(α+ 1 + (j − 1)τ)Γq(β + 1 + (j − 1)τ)Γq(jτ)
Γq(α+ β + 2 + (n+ j − 2)τ)Γq(τ)
.(6.26)
The constant term identity (6.26) has been studied extensively in recent years. It
was conjectured by Askey [4] for t = qk, k ∈ N and proved in this case independently
by Habsieger [19] and Kadell [21]. For arbitrary t ∈ (0, 1) the first proof appeared
in Aomoto’s paper [3] (see also [22] and [37] for alternative proofs).
7. Limit transition to big q-Jacobi polynomials
In this section, we consider an other limit transition involving the Askey-Wilson
polynomials with positive partially discrete orthogonality measure (Theorem 5.7)
for which the continuous part of the orthogonality measure disappears while the
completely discrete part of the orthogonality measure blows up to an infinite dis-
crete measure. Instead of sending one parameter to infinity, as we did in the previous
section, we will send now two parameters to infinity. We will obtain the four param-
eter family of big q-Jacobi polynomials (previously introduced in [32]) as limit case
of the five parameter family of Askey-Wilson polynomials. The parameter domain
for the big q-Jacobi polynomials VB is defined as follows.
Definition 7.1. Let VB be the set of parameters (a, b, c, d) for which c, d > 0 and
a ∈
(
−c/dq, 1/q
)
, b ∈
(
−d/cq, 1/q
)
or a = cu, b = −du with u ∈ C \ R.
Before we define the orthogonality measure for the big q-Jacobi polynomials we
first need to introduce some more notations. We set
〈η, ξ〉n :=
n⋃
j=0
〈ξ〉j × 〈η〉n−j ⊂ C
n
where η, ξ ∈ (C∗)n, c = (c0, . . . , cn) ∈ (C∗)n+1 and 〈ξ〉n is defined by (6.3). Here
we use the convention that 〈ξ〉n × 〈η〉0 = 〈ξ〉n and 〈ξ〉0 × 〈η〉n = 〈η〉n. Define the
c-weighted Jackson integral of f over the set 〈η, ξ〉n by∫∫
〈η,ξ〉n
f(z)dcqz :=
n∑
j=0
(−1)n−jcj
∫∫
z∈〈ξ〉j
∫∫
w∈〈η〉n−j
f(z, w)dqzdqw
=(1− q)n
n∑
j=0
∑
ν∈P(j)
ν′∈P (n−j)
cjf(ξq
ν , ηqν
′
)
j∏
l=1
ξlq
νl
n−j∏
m=1
(−ηmq
ν′m),
(7.1)
where the j = 0 respectively j = n term in (7.1) should be read as
(−1)nc0
∫∫
w∈〈η〉n
f(w)dqw = (1− q)
n
∑
ν′∈P (n)
c0f(ηq
ν′)
n∏
m=1
(
−ηmq
ν′m
)
respectively
cn
∫∫
z∈〈ξ〉n
f(z)dqz = (1 − q)
n
∑
ν∈P (n)
cnf(ξq
ν)
n∏
l=1
ξlq
νl .
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If η = (η1, η1γ
′, . . . , η1(γ
′)n−1) and ξ = (ξ1, ξ1γ, . . . , ξ1γ
n−1), then the c-weighted
Jackson integral over 〈η, ξ〉n can be rewritten as an iterated Jackson integral by∫∫
〈η,ξ〉n
f(z)dcqz =
n∑
j=0
cj
∫ ξ1
z1=0
∫ γz1
z2=0
. . .
∫ γzj−1
zj=0∫ 0
zj+1=η1
∫ 0
zj+2=γ′zj+1
. . .
∫ 0
zn=γ′zn−1
f(z)dqzn . . . dqz1.
Define a symmetric bilinear form 〈., .〉a,b,c,dB,t on A
S
R
for parameters t ∈ (0, 1) and
(a, b, c, d) ∈ VB by
〈f, g〉B :=
∫∫
〈σB ,ρB〉n
f(z)g(z)∆B(z)d
cB
q z, f, g ∈ A
S
R,(7.2)
with ρB,i := ct
i−1, σB,i := −dti−1 and with weight function
∆B(z) :=
(
n∏
i=1
vB(zi)
)
δqJ (z),(7.3)
where vB is the weight function in the orthogonality measure for the one-variable
big q-Jacobi polynomials [2],
vB(x; a, b, c, d) :=
(
qx/c,−qx/d; q
)
∞(
qax/c,−qbx/d; q
)
∞
(7.4)
and δqJ (z) = δqJ (z; t) is given by (6.9). The weight cB is of the form cB,j := cBdB,j ,
with
dB,j :=
∏
1≤k<m≤n
k≤j
Ψt(−t
n−m−k+1d/c)(7.5)
where Ψt(x) is defined by
Ψt(x) := |x|
2τ−1 θ(tx)
θ(qt−1x)
(7.6)
with θ(x) the Jacobi theta function
θ(x) :=
(
q, x, qx−1; q
)
∞
,(7.7)
and the constant cB is defined by
cB :=
(
q; q
)n
∞
q−2τ
2(n3)d−2τ(
n
2)−nt−(
n
2)∏n
i=1 θ(−t
1−ic/d)
.(7.8)
The positive constant cB is not essential for the definition of 〈., .〉B . We have chosen
to take this constant within the definition of 〈., .〉B because it will simplify formulas
and notations later on. The Jacobi theta function satisfies the functional relation
θ(qkx) = (−x−1)kq−(
k
2)θ(x), k ∈ N0.(7.9)
This implies that Ψt is a quasi constant, i.e. Ψt(qx) = Ψt(x). In particular, the
weight dB (7.5) is independent of a, b and quasi constant in the parameters c, d.
We note that the bilinear form 〈., .〉B is the same as the one defined in [32] up to
the positive constant cB (7.8). This is easily verified using the fact that 〈., .〉B is
defined as bilinear form on the space of symmetric polynomials.
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The weight cB in the definition of 〈., .〉B is needed in order to obtain good
asymptotic behaviour. To be more precise, let j ∈ {1, . . . , n}, λ ∈ P (j − 1),
µ ∈ P (n − j) and set λ(l) := (λ, l) ∈ P (j) for l ≥ λj−1, respectively µ
(m) :=
(µ,m) ∈ P (n− j + 1) for m ≥ µn−j . For j = 1 respectively j = n, this should be
read as λ(l) = l ∈ P (1), respectively µ(m) = m ∈ P (1). Define
z+(l;λ, µ) :=
(
ρBq
λ(l) , σBq
µ
)
∈ 〈ρB〉j × 〈σB〉n−j (l ≥ λj−1),
z−(m;λ, µ) :=
(
ρBq
λ, σBq
µ(m)
)
∈ 〈ρB〉j−1 × 〈σB〉n−j+1 (m ≥ µn−j),
(7.10)
then we have
lim
l→∞
z+(l;λ, µ) = (ρBq
λ, 0, σBq
µ), lim
m→∞
z−(m;λ, µ) = (ρBq
λ, σBq
µ, 0)
(with the obvious conventions when j = 1 respectively j = n). We have now good
asymptotic behaviour in the following sense.
Lemma 7.2. Let (a, b, c, d) ∈ VB and t ∈ (0, 1). Then
lim
l→∞
cB,j∆
B(z+(l;λ, µ)) = lim
m→∞
cB,j−1∆
B(z−(m;λ, µ))(7.11)
for all λ ∈ P (j − 1), µ ∈ P (n − j) and j ∈ {1, . . . , n}. The conditions (7.11) for
λ ∈ P (j − 1), µ ∈ P (n− j) and j ∈ {1, . . . , n} characterize the weight cB uniquely
up to a constant.
Proof. See the proof of [32, Theorem 6.5].
In [32] it was remarked that dB,j = 1 for all j ∈ {1, . . . , n} if t = qk with k ∈ N.
For the weight cB we thus have cB,j = cB for all j if t = q
k with k ∈ N, and cB
can then be rewritten as
cB =
q(
k
2)(
n
2)−k
2(n3)(c+ d)n(
−d/c,−c/d; q
)n
∞
(cd)n+(
n
2)k
(t = qk, k ∈ N).(7.12)
This follows by a straightforward calculation using the relation θ(qx−1) = θ(x),
(7.9) and
n∑
i=1
(i− 1)2 = 2
(
n
3
)
+
(
n
2
)
.(7.13)
It was proved in [32] that the weights ∆B(z) in the bilinear form 〈., .〉B are strict
positive for z ∈ 〈σB , ρB〉n and that 〈f, g〉B, written out as a multidimensional
infinite sum over 〈σB , ρB〉n, is absolutely convergent for all f, g ∈ ASR .
Definition 7.3. Let t ∈ (0, 1) and (a, b, c, d) ∈ VB . The big q-Jacobi polynomials
{PBλ (.; a, b, c, d; t)}λ∈Λ are uniquely defined by the two conditions
(a) PBλ = m˜λ +
∑
µ<λ c
B
λ,µm˜µ for certain constants c
B
λ,µ = c
B
λ,µ(a, b, c, d; t) ∈ R;
(b) 〈PBλ , m˜µ〉B = 0 for µ < λ.
The following proposition is the analogue of Proposition 6.3 for the big q-Jacobi
polynomials.
Proposition 7.4. Let t ∈ (0, 1), (a, b, c, d) ∈ VB and define for ǫ ∈ R∗
tB(ǫ) :=
(
ǫ−1(qc/d)
1
2 ,−ǫ−1(qd/c)
1
2 , ǫa(qd/c)
1
2 ,−ǫb(qc/d)
1
2
)
.(7.14)
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Then there exists a sequence {ǫk}k∈N0 in R>0 converging to 0 such that
lim
k→∞
(
n∏
i=1
(
−ǫ−2k qt
i−1; q
)
∞
)(
ǫk(cd/q)
1
2
)|λ|+|µ|
〈mλ,mµ〉tB(ǫk),t
= 2nn!
(
q; q
)−2n
∞
(1− q)−n〈m˜λ, m˜µ〉
a,b,c,d
B,t
(7.15)
for all λ, µ ∈ Λ, where 〈., .〉t,t is given by (5.11).
The proof will be given in section 9. Note that tB(ǫ) ∈ VAW for ǫ ∈ R>0
sufficiently small, so 〈., .〉tB(ǫ),t is well defined for ǫ > 0 sufficiently small by Lemma
5.5.
We can repeat now the arguments of the previous section to establish full orthog-
onality of the big q-Jacobi polynomials with respect to 〈., .〉B and to calculate their
norms. For λ ∈ Λ, (a, b, c, d) ∈ VB and t ∈ (0, 1) let NB(λ) = NB(λ; a, b, c, d; t) be
given by
NB(λ) := (cd)|λ|q
1
2
∑
n
i=1(λi−1+2(n−i)τ)λiN+qJ (λ; a, b; t)N
−
qJ (λ; a, b; t)
.
n∏
i=1
(
−qλi+1btn−ic/d,−qλi+1atn−id/c; q
)−1
∞
(7.16)
where t = qτ and N+qJ respectively N
−
qJ is given by (6.14) respectively (6.15). Note
that NB(λ) is well defined and positive. We have the following theorem.
Theorem 7.5. Let t ∈ (0, 1) and (a, b, c, d) ∈ VB . There exists a sequence {ǫk}k∈N0
in R>0 converging to 0 such that
lim
k→∞
(
ǫk(cd/q)
1
2
)|λ|
Pλ
(
(q/cd)
1
2 ǫ−1k z; tB(ǫk); t
)
= PBλ (z; a, b, c, d; t)(7.17)
for all λ ∈ Λ. Furthermore, the polynomials {PBλ }λ∈Λ are orthogonal with respect
to 〈., .〉B and the quadratic norms of the big q-Jacobi polynomials are given by
〈PBλ , P
B
λ 〉B = N
B(λ), λ ∈ Λ.(7.18)
Proof. We have the limit
lim
ǫ→0
(
n∏
i=1
(
−ǫ−2qti−1; q
)
∞
)(
(cd/q)
1
2 ǫ
)2|λ|
N (λ; tB(ǫ); t)
= 2nn!
(
q; q
)−2n
∞
(1− q)−nNB(λ; a, b, c, d; t).
The proof is now analogous to the proof of Theorem 6.4.
Full orthogonality of the big q-Jacobi polynomials was proved in [32] by studying an
explicit second order q-difference operator DB which diagonalizes the big q-Jacobi
polynomials. The operator DB and the corresponding eigenvalue equations can be
obtained from (7.17) by taking the limit k →∞ in the equations(
ǫk(cd/q)
1
2
)|λ|(
(D − Eλ)Pλ
)
(ǫ−1k (q/cd)
1
2 z; tB(ǫk); t) = 0 (λ ∈ Λ)(7.19)
where D is given by (2.16) and Eλ is given by (2.19) (see [32, section 3] for the
easy computation). In [35] it was shown that the formal computation of the limits
of D and Eλ in [32, section 3] can be used to prove the limit transition (7.17) for
generic t ∈ (0, 1). See also [33] for the special case that t = qk, k ∈ N.
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It follows from Theorem 7.5 that DB is symmetric with respect to 〈., .〉B. In [32]
the symmetry of DB was established by direct calculations in which the asymptotic
behaviour of the weight function ∆B (see Lemma 7.2) plays a crucial role.
The quadratic norm evaluations of the big q-Jacobi polynomials for the special
case a = b = 0, c = 1 and t = qk with k ∈ N are recently proved by Baker and
Forrester [7, Section 4.3] using Pieri formulas. In order to see that the quadratic
norms of the big q-Jacobi polynomials in this special case are in agreement with
the quadratic norm evaluations [7, (4.3)], one needs to use the evaluation formula
for the Macdonald polynomials [27, (6.11)] together with [22, Proposition 3.2] and
the computation preceding [32, Remark 5.4].
The constant term identity for the big q-Jacobi polynomials can be rewritten as
follows.
Corollary 7.6. Let t ∈ (0, 1) and (a, b, c, d) ∈ VB . We have
〈1, 1〉a,b,c,dB,t =
n∏
j=1
(
Γq(α+ 1 + (j − 1)τ)Γq(β + 1 + (j − 1)τ)Γq(jτ)
Γq(α+ β + 2 + (n+ j − 2)τ)Γq(τ)
.
(
−qα+1+(j−1)τd/c,−qβ+1+(j−1)τ)c/d; q
)−1
∞
)(7.20)
where a = qα, b = qβ and t = qτ .
The q-Selberg integral (7.20) for t = qk, k ∈ N reduces to the following evaluation
formula.
Corollary 7.7. Let t = qk with k ∈ N and (a, b, c, d) ∈ VB . We have∫ c
z1=−d
..
∫ c
zn=−d
∏
1≤i<j≤n
z2ki
(
q1−k
zj
zi
; q
)
2k
n∏
i=1
(
qzi/c,−qzi/d; q
)
∞(
q1+αzi/c,−q1+βzi/d; q
)
∞
dqzi
= qk
2(n3)−(
k
2)(
n
2)
n∏
i=1
(
Γq(α+ 1 + (i− 1)k)Γq(β + 1 + (i− 1)k)Γq(ik + 1)
Γq(α+ β + 2 + (n+ i− 2)k)Γq(k + 1)
.
(
−d/c,−c/d; q
)
∞
(cd)1+(i−1)k(
−qα+1+(i−1)kd/c,−qβ+1+(i−1)kc/d; q
)
∞
(c+ d)
)
where t = qτ , a = qα and b = qβ.
Proof. The bilinear form 〈., .〉B differs from the one considered in [32, section 5] by
the constant cB, where cB for t = q
k (k ∈ N) is given by (7.12). Hence the corollary
follows from Corollary 7.6 and the computation preceding [32, Remark 5.4].
The constant term identity for the big q-Jacobi polynomials has appeared in the
literature before. Corollary 7.7 was conjectured by Askey [4] and proved by Evans
[15]. For arbitrary t ∈ (0, 1) the evaluation (7.20) is equivalent to Tarasov’s and
Varchenko’s summation formula [37, Theorem (E.10)] (where the summation over
j in (E.10) should be taken from 0 to n). The proof of Tarasov and Varchenko is
by computing residues for an A type generalization of Askey-Roy’s q-beta integral.
The equivalence of [37, Theorem (E.10)] with (7.20) can be seen by making the
substitution of variables p = q, x = t, a = −d, b = c, α = −qb/d, β = qa/c and
l = n in [37, (E.10)] and by applying the formula
∆B(σBq
ν′ , ρBq
ν) = ∆B(ρBq
ν , σBq
ν′)
∏
1≤k≤j
1≤m≤n−j
ψt(−t
m−kd/c)
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where ν ∈ P (j) and ν′ ∈ P (n− j) (here ψt is given by (7.6)).
8. Proof of Proposition 6.3.
The proof of Proposition 6.3 involves tedious calculations, for which we will give
the main steps in this section. We freely use the notations of the previous sections.
We fix in this section (a, b) ∈ VL with b 6= 0. The condition b 6= 0 is not essential;
with slight modifications, the proof goes also through when b = 0.
Let ǫ ∈ R>0 and set ρL,j(ǫ) := tL,0(ǫ)tj−1 = ǫ−1q
1
2 tj−1 for j ∈ Z (here tL(ǫ)
given by (6.10)). The parameter tL,1(ǫ) = −aq
1
2 has modulus > 1 for all ǫ if
a ∈
(
q−
1
2 , q−1
)
, so can also contribute to the discrete parts of the symmetric form
〈., .〉tL(ǫ),t (5.11) in the limit (6.11). We therefore write σL,j := tL,1t
j−1 = −aq
1
2 tj−1
for j ∈ Z. Then F (r; tL(ǫ); t) (5.3) for ǫ > 0 sufficiently small is given by
F (r; tL(ǫ); t) =
⋃
l+m=r
D0(l; tL(ǫ); t)×D1(m; tL(ǫ); t) ⊂ C
r
with the set D0(l; tL(ǫ); t) (5.2) for l > 0 given by
D0(l; tL(ǫ); t) ={ρL(ǫ)q
ν | ν ∈ PL(l; ǫ)},
PL(l; ǫ) :={ν ∈ P (l) | |ρL,0(ǫ)q
νl | > 1}
(8.1)
and with the set D1(m; tL(ǫ); t) (5.2) for m > 0 given by
D1(m; tL(ǫ); t) =
{
{σmL } if |σL,m| > 1,
∅ otherwise
(8.2)
where σmL := (σL,1, . . . , σL,m). Note in particular, that D1(m; tL(ǫ); t) is indepen-
dent of ǫ. Using the explicit definition of the symmetric form 〈., .〉 (5.11) as given
in section 4, as well as the definition for mλ(z|u) (6.12), we can write(
n∏
i=1
(
−ǫ−1qti−1,−ǫ−1qati−1; q
)
∞
)(
ǫq−1/2
)|λ|+|µ|
〈mλ,mµ〉tL(ǫ),t
=
∑
r,l,m,ν
∫∫
x∈Tn−r
(
mλmµ
)(
ρLq
ν , ǫq−
1
2σmL , ǫq
− 12x|ǫq−
1
2
)
WLl,m;r(ν, x; ǫ)
dx
x
(8.3)
where the sum is over four tuples (r, l,m, ν) with r ∈ {0, . . . , n}, l,m ∈ N0 with
l+m = r, and ν ∈ P (l) (the sum over ν ∈ P (l) should be ignored when l = 0). The
renormalized weightsWLl,m;r(ν, x; ǫ) are given byW
L
0,0;0(−;x; ǫ) := ∆(x; tL(ǫ); t) for
r = 0, and for r = 1, . . . , n,
WLl,m;r(ν, x; ǫ) =
n∏
i=1
(
−ǫ−1qti−1,−ǫ−1qati−1; q
)
∞
.
2r
(
n− r + 1
)
r
(2πi)n−r
∆AWr
(
ρL(ǫ)q
ν , σmL , x; tL(ǫ); t)
if
(
ρL(ǫ)q
ν , σmL
)
∈ F (r; tL(ǫ); t) and zero otherwise. We split the renormalized
weights in three parts,
WLl,m;r(ν, x; ǫ) =
2r
(
n− r + 1
)
r
(2πi)n−r
∆AWL1,l (ν; ǫ)∆
AWL
2,l,m (ν; ǫ)∆
AWL
3,l,m (ν, x; ǫ)(8.4)
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where ∆AWL1,l , ∆
AWL
2,l,m and ∆
AWL
3,l,m given by
∆AWL1,l (ν; ǫ) :=
(
l∏
i=1
(
−ǫ−1qti−1,−ǫ−1qati−1; q
)
∞
)
∆(d)
(
ρL(ǫ)q
ν ; tL,0(ǫ)
)
if ν ∈ PL(l; ǫ) and zero otherwise,
∆AWL2,l,m (ν; ǫ) :=
m∏
i=1
(
−ǫ−1qtl+i−1,− ǫ−1qatl+i−1; q
)
∞
.∆(d)
(
σmL ; tL,1(ǫ)
)
δc
(
ρL(ǫ)q
ν ;σmL
)
if ν ∈ PL(l; ǫ), D1(m; tL(ǫ); t) 6= ∅ and zero otherwise,
∆AWL3,l,m (ν, x; ǫ) :=
n−r∏
i=1
(
−ǫ−1qtr+i−1,−ǫ−1qatr+i−1; q
)
∞
.∆(x; tL(ǫ); t)δc
(
ρL(ǫ)q
ν ;x)δc(σ
m
L ;x)
if ν ∈ PL(l; ǫ), D1(m; tL(ǫ); t) 6= ∅ and zero otherwise, where r = l+m and ∆ is given
by (2.6), ∆(d) is given by (3.5) and δc is given by (3.12). The formula δc(z;u, v) =
δc(z;u)δc(z; v) is used for obtaining (8.4). We have used for the definitions of ∆
AWL
1,l ,
∆AWL2,l,m and ∆
AWL
3,l,m the obvious conventions when l = 0 or m = 0; for instance,
∆AWL2,0,0 (−; ǫ) = 1, ∆
AWL
2,l,0 (ν; ǫ) := 1
∆AWL2,0,m(−; ǫ) =
m∏
i=1
(
−ǫ−1qti−1,−ǫ−1qati−1; q
)
∞
∆(d)
(
σmL ; tL,1(ǫ); t)
for l,m, ν such that l,m > 0, ν ∈ P (l; ǫ) and D(σmL ; tL,1(ǫ); t) 6= 0.
We will use Lebesgue’s Dominated Convergence Theorem to pull a limit ǫk ↓ 0
in the right hand side of (8.3) through the integration over x ∈ T n−r and through
the infinite sum over ν ∈ P (l) for some sequence {ǫk}k∈N0 in R>0 converging to 0.
Therefore, we need certain estimates for the functions ∆AWL1,l , ∆
AWL
2,l,m and ∆
AWL
3,l,m ,
which we give in the following lemma.
Lemma 8.1. Keep the notations and conventions as above. In particular, let l,m ∈
N0 with l+m ≤ n, and write r := l+m. Then there exists a sequence {ǫk}k∈N0 in
R>0 converging to 0 such that
(i) if l ∈ N, then for all ν ∈ P (l),
lim
k→∞
∆AWL1,l (ν; ǫk) =
(
q; q
)−2l
∞
∆L(ρLq
ν ; a, b; t)
l∏
i=1
ρL,iq
νi ,
and there exists a K ∈ R>0 independent of ν ∈ P (l) such that
sup
k∈N0
|∆AWL1,l (ν; ǫk)| ≤ K∆
L
(
ρLq
ν ; a, b; t)
l∏
i=1
ρL,iq
νi(8.5)
for all ν ∈ P (l).
(ii) if m ∈ N, then limk→∞∆AWL2,l,m (ν; ǫk) = 0 for all ν ∈ P (l) and
sup
(ν,k)∈P (l)×N0
|∆AWL2,l,m (ν; ǫk)| <∞.
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(iii) if r < n, then limk→∞∆
AWL
3,l,m (ν, x; ǫk) = 0 for all x ∈ T
n−r, ν ∈ P (l) and
sup
(ν,x,k)∈P (l)×Tn−r×N0
|∆AWL3,l,m (ν, x; ǫk)| <∞.
Before we prove Lemma 8.1, we complete the proof of Proposition 6.3. As we
have already remarked in section 5, we have that the infinite sum
(1− q)−n〈1, 1〉a,bL,t =
∑
ν∈P (n)
∆L(ρLq
ν ; a, b; t)
n∏
i=1
ρL,iq
νi(8.6)
is absolutely convergent (cf. [32, proof of Proposition 6.1]) and we have
sup
ν,ǫ,x
|mλ
(
ρLq
ν , ǫq−
1
2σmL , ǫq
− 12 x|ǫq−
1
2
)
| <∞ (λ ∈ Λ),
where the supremum is taken over triples (ν, ǫ, x) with ν ∈ PL(l; ǫ), ǫ ∈ R>0 and
x ∈ T n−r. By Lebesgue’s Dominated Convergence Theorem, (6.13), (8.3), (8.4)
and Lemma 8.1 we thus obtain
lim
k→∞
(
n∏
i=1
(
−ǫ−1k qt
i−1,−ǫ−1k qat
i−1; q
)
∞
)(
ǫkq
− 12
)|λ|+|µ|
〈mλ,mµ〉t
L
(ǫk),t
=
∑
r,l,m,ν
∫∫
x∈Tn−r
lim
k→∞
(
mλmµ
)(
ρLq
ν , ǫkq
− 12 σmL , ǫkq
− 12 x|ǫkq
− 12
)
WLl,m;r(ν, x; ǫk)
dx
x
= 2nn!
(
q; q
)−2n
∞
∑
ν∈P (n)
(
m˜λm˜µ
)
(ρLq
ν)∆L(ρLq
ν ; a, b; t)
n∏
i=1
ρL,iq
νi
= 2nn!(1− q)−n
(
q; q
)−2n
∞
〈m˜λ, m˜µ〉
a,b
L,t
for some sequence {ǫk}k∈N0 in R>0 converging to 0, where the sum in the second
line is over four tuples (r, l,m, ν) with r ∈ {0, . . . , n}, l,m ∈ N0 with l +m = r,
and ν ∈ P (l). So for the proof of Proposition 6.3, it suffices to prove Lemma 8.1.
We use the following elementary lemma.
Lemma 8.2. [36, Lemma 3.1] For given ǫ0 ∈ R>0, we set ǫk := ǫ0qk.
(a) Let c ∈ C. For ǫ0 ∈ R>0 with |c|ǫ0 6∈ {q−l}l∈N0 there exist positive constants
K± > 0 which only depend on ǫ0 and |c|, such that K− ≤ |
(
cǫk; q
)
∞
| ≤ K+ for all
k ∈ N0. Furthermore, we have limk→∞
(
cǫk; q
)
∞
= 1.
(b) Let a, b ∈ C∗, and set
f{l,m}(ǫ; a, b) :=
(
ǫ−1aq1−m; q
)
m(
ǫ−1bq1−m−l; q
)
m
, (l,m ∈ N0).(8.7)
Let ǫ0 ∈ R>0 such that ǫ
−1
0 |b| 6∈ {q
k}k∈N0 . Then there exists a positive constant
K > 0 which depends only on ǫ0, |a| and |b|, such that |f{l,m}(ǫk; a, b)| ≤ K|q
la/b|m
for all k, l,m ∈ N0. Furthermore, we have limk→∞ f{l,m}(ǫk; a, b) = (q
la/b)m.
(c) Let ui, vj ∈ C
∗ for i ∈ {1, . . . , r}, j ∈ {1, . . . , s} and assume that r < s, or
that r = s and |u1 . . . ur| < |v1 . . . vr|. Set
g(ǫ) :=
(
ǫ−1u1, . . . , ǫ
−1ur; q
)
∞(
ǫ−1v1, . . . , ǫ−1vs; q
)
∞
.(8.8)
ON BC TYPE BASIC HYPERGEOMETRIC ORTHOGONAL POLYNOMIALS 39
Let ǫ0 ∈ R>0 such that ǫ
−1
0 |vj | /∈ {q
l}l∈Z for j ∈ {1, . . . , s}. Then there ex-
ist a positive constant K > 0 which depends only on ǫ0, |ui| and |vj |, such that
supk∈N0 |g(ǫk)| ≤ K. Furthermore, we have limk→∞ g(ǫk) = 0.
The proofs of (b) and (c) are based on the formula (4.3) for q-shifted factorials.
See [36, Lemma 3.1] for details.
We proceed with the proof of Lemma 8.1. We use the notation ǫk := ǫ0q
k for
given ǫ0 ∈ R>0.
(i) By (3.5) one has
∆AWL1,l (ν; ǫ) = δd(ρL(ǫ)q
ν)
.
l∏
i=1
((
−ǫ−1qti−1,−ǫ−1qati−1; q
)
∞
wd(ρL,i(ǫ)q
νi ; ρL,i(ǫ)q
νi−1 )
)(8.9)
with δd given by (3.7) and wd given by (3.9). By (3.7) and (6.10), we have
δd(ρL(ǫ)q
ν) = F1(ν)G1(ν; ǫ)(8.10)
with
F1(ν) :=
∏
1≤i<j≤l
(
tj−iqνj−νi ; q
)
τ(
ti−jqνi−1−νj ; q
)
νi−νi−1
,
G1(ν; ǫ) :=
∏
1≤i<j≤l
(
ǫ2t2−i−jq−νi−νj−1; q
)
τ(
ǫ−2ti+j−2qνi−1+νj+1; q
)
νi−νi−1
,
(8.11)
for ν ∈ P (l), where ν0 = 0 and t = qτ . By applying (4.3) to the q-shifted factorials
in the denominator of F1 and using the formula
l∑
i=1
(i− 1)(l − i) =
(
l
3
)
,(8.12)
we obtain
F1(ν) =δqJ (ρLq
ν)q−2τ
2(l3)
l∏
j=1
(
tj−1qνj+1; q
)
∞(
qνj−νj−1+1; q
)
∞
t−2(l−j)νj
.
∏
1≤i<j≤l
(
−qνj−νi+1tj−i
)νi−νi−1
q(
νi−νi−1
2 ),
(8.13)
where δqJ (6.9) is the interaction factor for the weight function of the little q-Jacobi
polynomials. On the other hand, we have for i = 1, . . . , l by (3.9),(
−ǫ−1qti−1,−ǫ−1qati−1; q
)
∞
wd(ρL,i(ǫ)q
νi ; ρL,i(ǫ)q
νi−1) = I1,i(ν)J1,i(ν; ǫ)(8.14)
with
I1,i(ν) :=
(
ti−1qνi−1+1ab
)νi−1−νi(
q, qbti−1qνi ; q
)
∞
(
q; q
)
νi−νi−1
= vL(ρL,iq
νi)
a(1−i)τ−νi
(
ti−1qνi−1+1ab
)νi−1−νi(
q, ti−1qνi+1; q
)
∞
(
q; q
)
νi−νi−1
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(here vL (6.8) is the one-variable weight function of the little q-Jacobi polynomials)
and with J1,i(ν; ǫ) given by
J1,i(ν; ǫ) :=
(
ǫ2t2−2iq−2νi−1−1; q
)
∞(
ǫ2bt1−iq−νi−1 ,−ǫt1−iq−νi−1 ,−ǫat1−iq−νi−1 ; q
)
∞
.
(
ǫ−2q1+2νi−1t2i−2; q
)
νi−νi−1
(
−ǫ−1ti−1q; q
)
νi−1
(
−ǫ−1ati−1q; q
)
νi(
ǫ−2b−1ti−1qνi−1+1,−ǫ−1a−1ti−1qνi−1+1; q
)
νi−νi−1
.
(
1− ǫ−2q1+2νit2i−2
)(
1− ǫ−2q1+2νi−1t2i−2
) .
So we have by (8.9), (8.10), (8.13) and (8.14), ∆AWL1,l (ν; ǫ) = M1(ν)N1(ν; ǫ) for
ǫ ∈ R>0 and ν ∈ PL(l; ǫ) with
M1(ν) :=F1(ν)
l∏
i=1
I1,i(ν)
=∆L(ρLq
ν)
(
q; q
)−2l
∞
t(
l
2)
l∏
i=1
(
t−2(l−i)a−1
)νi(
ti−1qνi−1+1ab
)νi−1−νi
.
∏
1≤i<j≤l
(
−qνj−νi+1tj−i
)νi−νi−1
q(
νi−νi−1
2 ),
(8.15)
(∆L given by (6.7)) and with
N1(ν; ǫ) := G1(ν; ǫ)
l∏
i=1
J1,i(ν; ǫ).
Now replace the factor
(
−ǫ−1ati−1q; q
)
νi
in J1,i(ν; ǫ) by(
−ǫ−1ati−1qνi−1+1; q
)
νi−νi−1
(
−ǫ−1ati−1q; q
)
νi−1
for i ∈ {1, . . . , l}, then N1(ν; ǫ) can explicitly be given by
N1(ν; ǫ) = N
1
1 (ν; ǫ)N
2
1 (ν; ǫ)N
3
1 (ν; ǫ)(8.16)
with
N11 (ν; ǫ) :=
l∏
i=1
(
ǫ2t2−2iq−2νi−1−1; q
)
∞(
ǫ2bt1−iq−νi−1 ,−ǫt1−iq−νi−1 ,−ǫat1−iq−νi−1 ; q
)
∞
.
∏
1≤i<j≤l
(
ǫ2t2−i−jq−νi−νj−1; q
)
τ
(8.17)
if ν ∈ PL(l; ǫ) and zero otherwise,
N21 (ν; ǫ) :=
l∏
i=1
( (
ǫ−2q1+2νi−1t2i−2,−ǫ−1ati−1q1+νi−1 ; q
)
νi−νi−1(
ǫ−2b−1ti−1q1+νi−1 ,−ǫ−1a−1ti−1q1+νi−1 ; q
)
νi−νi−1
.
(ǫ−2q1+2νit2i−2; q
)
1
(ǫ−2q1+2νi−1t2i−2; q
)
1
)(8.18)
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if ν ∈ PL(l; ǫ) and zero otherwise, and
N31 (ν; ǫ) =
∏l
i=1
(
−ǫ−1ti−1q,−ǫ−1ati−1q; q
)
νi−1∏
1≤i<j≤l
(
ǫ−2ti+j−2qνi−1+νj+1; q
)
νi−νi−1
(8.19)
if ν ∈ PL(l; ǫ) and zero otherwise. For the factor N11 we have for generic ǫ0 > 0,
lim
k→∞
N11 (ν; ǫk) = 1 (ν ∈ P (l))(8.20)
by Lemma 8.2(a). For the factor N21 we can use Lemma 8.2(b) to calculate the
limit. We obtain for generic ǫ0 > 0,
lim
k→∞
N21 (ν; ǫk) =
l∏
i=1
(
qνi−1+2ti−1a2b
)νi−νi−1
(8.21)
for all ν ∈ P (l). As an example, let us calculate explicitly the limit of a factor of
N21 , using Lemma 8.2(b). Consider the factor
N i,21 (ν; ǫ) :=
(
ǫ−2q1+2νi−1t2i−2; q
)
νi−νi−1(
ǫ−2q1+νi−1b−1ti−1; q
)
νi−νi−1
(8.22)
of N21 (ν; ǫ) for some i ∈ {1, . . . , l}. Then for generic ǫ0 > 0, we obtain by Lemma
8.2(b),
lim
k→∞
N i,21 (ν; ǫk) = lim
k→∞
N i,21 (ν; ǫk+νl)
= lim
k→∞
N i,21 (ν; q
νlǫk)
= lim
k→∞
f{νi−1,νi−νi−1}
(
ǫ2νl−νi−νi−1+2k; ǫ
−1
0 t
2i−2, ǫ−10 b
−1ti−1
)
=
(
qνi−1ti−1b
)νi−νi−1
.
(8.23)
Similarly, one deals with the other factors of N21 and one obtains (8.21). Finally,
we have for generic ǫ0 > 0,
lim
k→∞
N31 (ν; ǫk) =
l∏
i=1
(
at2(i−1)qνi−1+1
)νi−1
.
∏
1≤i<j≤l
(
−ti+j−2qνi−1+νj+1
)νi−1−νi
q−(
νi−νi−1
2 )
(8.24)
since
l∑
i=1
νi−1 =
∑
1≤i<j≤l
(νi − νi−1) (ν ∈ P (l)).(8.25)
We thus obtain for generic ǫ0 > 0 by (8.16), (8.20), (8.21) and (8.24),
lim
k→∞
N1(ν; ǫk) =
l∏
i=1
t(i−1)(νi+νi−1)qνi−1νi−νi−1+2νia2νi−νi−1bνi−νi−1
.
∏
1≤i<j≤l
(
−ti+j−2qνi−1+νj+1
)νi−1−νi
q−(
νi−νi−1
2 )
(8.26)
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for all ν ∈ P (l). By (8.15) and (8.26) we obtain for generic ǫ0 > 0,
lim
k→∞
∆AWL1,l (ν; ǫk) =M1(ν) lim
k→∞
N1(ν; ǫk)
=
(
q; q
)−2l
∞
∆L(ρLq
ν)t(
l
2)q|ν|
=
(
q; q
)−2l
∞
∆L(ρLq
ν)
l∏
i=1
ρL,iq
νi
for all ν ∈ P (l), where ∆L is given by (6.7) and |ν| := ν1 + · · ·+ νl for ν ∈ P (l).
To prove the estimate (8.5), we use the estimates of Lemma 8.2 (a) and (b) for
(factors of) N1. For N
1
1 , we use Lemma 8.2(a) and the condition that N
1
1 (ν; ǫ) = 0
if ν 6∈ PL(l; ǫ) to prove that supν,k |N
1
1 (ν; ǫk)| < ∞ for generic ǫ0 > q
1
2 . Indeed,
since ν ∈ PL(l; ǫ) implies ǫ < q
1
2+νl , we have for ǫ0 > q
1
2 ,
sup
(ν,k)∈P (l)×N0
|N11 (ν; ǫk)| = sup
(ν,k)∈P (l)×N0
|N11 (ν; ǫkq
νl)| <∞(8.27)
by (8.17) and Lemma 8.2(a).
For N21 (ν; ǫ) we want to establish the estimate
sup
k∈N0
|N21 (ν; ǫk)| ≤ K
2
1
l∏
i=1
(
qνi−1+2ti−1a2|b|
)νi−νi−1
(8.28)
for generic ǫ0 > q
1
2 withK21 > 0 independent of ν ∈ P (l), in view of the limit (8.21).
This can be done with the help of Lemma 8.2(b). As an example, we consider the
factor N i,21 (ν; ǫ) (8.22). In view of the limit (8.23), we want to prove the estimate
sup
k∈N0
|N i,21 (ν; ǫk)| ≤ K
i,2
1
(
qνi−1ti−1|b|
)νi−νi−1
for generic ǫ0 > q
1
2 with Ki,21 > 0 independent of ν ∈ P (l). This follows for generic
ǫ0 > q
1
2 , using the fact that N i,21 (ν; ǫ) = 0 if ν /∈ PL(l; ǫ), by the estimates
sup
k∈N0
|N i,21 (ν; ǫk)| = sup
k∈N0
|N i,21 (ν; q
νlǫk)|
= sup
k∈N0
|f{νi−1,νi−νi−1}
(
ǫ2νl−νi−νi−1+2k; ǫ
−1
0 t
2i−2, ǫ−10 b
−1ti−1
)
|
≤ sup
k∈N0
|f{νi−1,νi−νi−1}
(
ǫk; ǫ
−1
0 t
2i−2, ǫ−10 b
−1ti−1
)
|
≤ Ki,21
(
qνi−1ti−1|b|
)νi−νi−1
with Ki,21 independent of ν by Lemma 8.2(b). Similarly, one deals with the other
factors.
For N31 , we want to prove that
sup
k∈N0
|N31 (ν; ǫk)| ≤K
3
1
l∏
i=1
(
at2(i−1)qνi−1+1
)νi−1
.
∏
1≤i<j≤l
(
ti+j−2qνi−1+νj+1
)νi−1−νi
q−(
νi−νi−1
2 )
(8.29)
for generic ǫ0 > q
1
2 with K31 > 0 independent of ν ∈ P (l), in view of the limit
(8.24). This follows by straightforward estimates, using (4.3) and the fact that
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N31 (ν; ǫ) = 0 if ν 6∈ PL(l; ǫ). Hence by (8.16), (8.27), (8.28) and (8.29) we have the
estimate
sup
k∈N0
|N1(ν; ǫk)| ≤K1
l∏
i=1
t(i−1)(νi+νi−1)qνi−1νi−νi−1+2νia2νi−νi−1 |b|νi−νi−1
.
∏
1≤i<j≤l
(
ti+j−2qνi−1+νj+1
)νi−1−νi
q−(
νi−νi−1
2 )
(8.30)
for generic ǫ0 > q
1
2 , with K1 > 0 independent of ν ∈ P (l), so in particular,
sup
k∈N0
|∆AWL1,l (ν; ǫk)| = |M1(ν)| sup
k∈N0
|N1(ν; ǫk)| ≤ K∆
L(ρLq
ν)
l∏
i=1
ρL,iq
νi
with K > 0 independent of ν ∈ P (l). This completes the proof of (i).
For (ii), note that δc(ρL(ǫ);σ
m
L ) (δc given by (3.12)) can be rewritten as
δc(ρL(ǫ)q
ν ;σmL ) =
∏
1≤i≤l
1≤j≤m
(
−ǫaq−νitj−i,−ǫa−1q−1−νit2−i−j ; q
)
τ
.
m∏
j=1
(
−ǫ−1aqtj−1,−ǫ−1a−1t1−j ; q
)
∞(
−ǫ−1aqtl+j−1,−ǫ−1a−1tl−j+1; q
)
∞
.
∏
0≤i≤l−1
1≤j≤m
(
−ǫ−1aq1+νitl+j−1,−ǫ−1a−1qνitl−j+1; q
)
νi+1−νi(
−ǫ−1aq1+νiti+j−1,−ǫ−1a−1qνiti−j+1; q
)
νi+1−νi
(8.31)
where ν0 = 0 and t = q
τ . By the explicit expression for ∆(d) (3.5) and for the
parameters tL(ǫ) (6.10) we then obtain
∆AWL2,l,m (ν; ǫ) = N
1
2N
2
2 (ν; ǫ)N
3
2 (ǫ)N
4
2 (ν; ǫ)(8.32)
with
N12 :=
m∏
i=1
(
a−2q−1t2(1−i); q
)
∞(
q, aqti−1, a−1t1−i; q
)
∞
∏
1≤i<j≤m
(
tj−i, a−2t2−i−jq−1; q
)
τ
,
N22 (ν; ǫ) :=
m∏
j=1
∏l
i=1
(
−ǫaq−νitj−i,−ǫa−1q−1−νit2−i−j ; q
)
τ(
−ǫa−1bt1−j ,−ǫabqtj−1; q
)
∞
if ν ∈ PL(l; ǫ) and zero otherwise,
N32 (ǫ) :=
m∏
j=1
(
−ǫ−1tl+j−1q; q
)
∞(
−ǫ−1tl−j+1a−1; q
)
∞
,
N42 (ν; ǫ) :=
∏
0≤i≤l−1
1≤j≤m
(
−ǫ−1aq1+νitl+j−1,−ǫ−1a−1qνitl−j+1; q
)
νi+1−νi(
−ǫ−1aq1+νiti+j−1,−ǫ−1a−1qνiti−j+1; q
)
νi+1−νi
if ν ∈ PL(l; ǫ) and zero otherwise. We have for generic ǫ0 > q
1
2 ,
lim
k→∞
N22 (ν; ǫk) = 1, sup
(ν,k)∈P (l)×N0
|N22 (ν; ǫk)| <∞
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by Lemma 8.2(a) and by the fact that N22 (ν; ǫ) = 0 if ν 6∈ PL(l; ǫ),
lim
k→∞
N32 (ǫk) = 0, sup
k∈N0
|N32 (ǫk)| <∞
by Lemma 8.2(c) since 0 < a < 1/q, and
lim
k→∞
N42 (ν; ǫk) = t
2m|ν|, sup
k∈N0
|N42 (ν; ǫk)| ≤ K
4
2 t
2m|ν| ≤ K42
with K42 > 0 independent of ν ∈ P (l) by Lemma 8.2(b) and by the fact that
N42 (ν; ǫ) = 0 if ν 6∈ PL(l; ǫ). This completes the proof of (ii). Remains to prove
(iii). We can use the explicit formulas for the weight function ∆ (2.6), (2.7), (2.8)
and for δc (3.12) as well as the definition of tL(ǫ) (6.10) to give an explicit expression
for ∆AWL3,l,m (ν, x; ǫ). This explicit expression can be written as
∆AWL3,l,m (ν, x; ǫ) = N
1
3 (x)N
2
3 (ν, x; ǫ)N
3
3 (x; ǫ)N
4
3 (ν, x; ǫ)
with
N13 (x) := δ(x; t)δc(σ
m
L ;x)
n−r∏
i=1
(
x2i , x
−2
i ; q
)
∞(
−q
1
2xi,−q
1
2x−1i ,−q
1
2 axi,−q
1
2 ax−1i ; q
)
∞
,(8.33)
if D1(m; tL(ǫ); t) 6= 0 or m = 0 and zero otherwise, where δ is given by (2.8),
N23 (ν, x; ǫ) :=
n−r∏
j=1
∏l
i=1
(
ǫq−
1
2−νit1−ixj , ǫq
− 12−νit1−ix−1j ; q
)
τ(
ǫbq
1
2xj , ǫbq
1
2x−1j ; q
)
∞
(t = qτ )(8.34)
if ν ∈ PL(l; ǫ) and zero otherwise,
N33 (x; ǫ) :=
n−r∏
i=1
(
−ǫ−1qtr+i−1,−ǫ−1qatr+i−1, ǫ−1q
1
2xi, ǫ
−1q
1
2x−1i ; q
)
∞(
ǫ−1q
1
2xi, ǫ−1q
1
2x−1i , ǫ
−1q
1
2 tlxi, ǫ−1q
1
2 tlx−1i ; q
)
∞
(8.35)
and
N43 (ν, x; ǫ) :=
∏
0≤i≤l−1
1≤j≤n−r
(
ǫ−1q
1
2+νitlxj , ǫ
−1q
1
2+νitlx−1j ; q
)
νi+1−νi(
ǫ−1q
1
2+νitixj , ǫ−1q
1
2+νitix−1j ; q
)
νi+1−νi
(8.36)
if ν ∈ PL(l; ǫ) and zero otherwise, where ν0 = 0. We can proceed now as in the
proof of (ii). Note that N13 is bounded on T
n−r. For N23 it follows from Lemma
8.2 (a) that limk→∞N
2
3 (ν, x; ǫk) = 1 for all ν ∈ P (l), x ∈ T
n−r and that
sup
(ν,x,k)∈P (l)×Tn−r×N0
|N23 (ν, x; ǫk)| <∞
for generic ǫ0 > q
1
2 . By Lemma 8.2(c) and the fact that 0 < a < 1/q, we have for
generic ǫ0 > 0 that limk→∞N
3
3 (x; ǫk) = 0 for all x ∈ T
n−r and
sup
(x,k)∈Tn−r×N0
|N33 (x; ǫk)| <∞.
Finally, we can use Lemma 8.2(b) to prove that limk→∞N
4
3 (ν, x; ǫk) = t
2(n−r)|ν|
for all ν ∈ P (l), x ∈ T n−r and that
sup
(ν,x,k)∈P (l)×Tn−r×N0
|N43 (ν, x; ǫk)| <∞
for generic ǫ0 > q
1
2 . This completes the proof of (iii).
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9. Proof of Proposition 7.4.
We first give a new expression for the weight cB appearing in the definition of
〈., .〉B.
Lemma 9.1. The weight cB ∈
(
C∗
)n+1
can be rewritten as
cB,j =
(
q; q
)n
∞
j∏
i=1
θ(−ti+j−nc/d)
θ(−t1−id/c)θ(−tic/d)
n−j∏
i=1
1
θ(−t1−ic/d)
.q−2τ
2
(
(n−j)(j2)+(
j
3)+(
n−j
3 )
)
t−(
j
2)−(
n−j
2 )
.c−2τ
(
j(n−j)+(j2)
)
−jd−2τ(
n−j
2 )+j−n
(9.1)
for j = 0, 1, . . . , n.
Proof. For j = 0, (9.1) follows from (7.8) since cB,j = cBdB,j with dB,0 = 1. For
j ∈ {1, . . . , n}, write c˜B,j for the right hand side of (9.1), then by the explicit
expression (7.5) for dB,j it remains to prove that
c˜B,j
c˜B,j−1
=
n∏
m=j+1
Ψt(−t
n−m−j+1d/c)
for j ∈ {1, . . . , n}, with Ψt given by (7.6). This follows by a direct calculation.
The proof of Proposition 7.4 is similar to the proof of Proposition 6.3. Again, we
indicate the main steps in the computation. We freely use the notations of previous
sections. We fix in this section (a, b, c, d) ∈ VB with a, b 6= 0. The conditions a, b 6= 0
are not essential; with slight modifications, the proof goes also through when a = 0
or b = 0.
For ǫ ∈ R>0 we set ρB,j(ǫ) := tB,0(ǫ)t
j−1 = (qc/d)
1
2 ǫ−1tj−1 and σB,j(ǫ) :=
tB,1(ǫ)t
j−1 = −(qd/c)
1
2 ǫ−1tj−1 for j ∈ Z, where tB(ǫ) is given by (7.14). Then we
have for ǫ > 0 sufficiently small,
F (r; tB(ǫ); t) =
⋃
l+m=r
l,m∈N0
D0(l; tB(ǫ); t)×D1(m; tB(ǫ); t) ⊂ C
r
where F (r) is given by (5.3) and
D0(l; tB(ǫ); t) = {ρB(ǫ)q
ν | ν ∈ P
(0)
B (l; ǫ)},
P
(0)
B (l; ǫ) := {ν ∈ P (l) | |ρB,l(ǫ)q
νl | > 1},
(9.2)
if l > 0, respectively
D1(m; tB(ǫ); t) = {σB(ǫ)q
ν | ν ∈ P
(1)
B (m; ǫ)},
P
(1)
B (m; ǫ) := {ν ∈ P (m) | |σB,m(ǫ)q
νm | > 1}
(9.3)
if m > 0. We write
(
n∏
i=1
(
−ǫ−2qti−1; q
)
∞
)(
(cd/q)
1
2 ǫ
)|λ|+|µ|
〈mλ,mµ〉tB(ǫ),t
=
∑
r,l,m,ν,ν′
∫∫
x∈Tn−r
(
mλmµ
)(
ρBq
ν , σBq
ν′ , (cd/q)
1
2 ǫx|(cd/q)
1
2 ǫ
)
WBl,m;r(ν, ν
′, x; ǫ)
dx
x
(9.4)
46 J.V. STOKMAN
where ρB,i := ct
i−1, σB,i := −dti−1 and mλ(z|u) is given by (6.12), and the sum
is over five tuples (r, l,m, ν, ν′) with r ∈ {0, . . . , n}, l,m ∈ N0 with l + m = r,
ν ∈ P (l), ν′ ∈ P (m), and with the renormalized weight WBl,m;r(ν, ν
′, x; ǫ) given by
WBl,m;r(ν, ν
′, x; ǫ) :=
2r
(
n− r + 1
)
r
(2πi)n−r
∆AWB1,l,m (ν, ν
′; ǫ)∆AWB2,l,m (ν, ν
′, x; ǫ)(9.5)
when r = l +m, with
∆AWB1,l,m (ν, ν
′; ǫ) :=
(
r∏
i=1
(
−ǫ−2qti−1; q
)
∞
)
δc
(
ρB(ǫ)q
ν ;σB(ǫ)q
ν′
)
.∆(d)
(
ρB(ǫ)q
ν ; tB,0(ǫ)
)
∆(d)
(
σB(ǫ)q
ν′ ; tB,1(ǫ)
)(9.6)
if ν ∈ P
(0)
B (l; ǫ), ν
′ ∈ P
(1)
B (m; ǫ) and zero otherwise,
∆AWB2,l,m (ν, ν
′, x; ǫ) :=
n−r∏
i=1
(
−ǫ−2qtr+i−1; q
)
∞
.∆(x; tB(ǫ); t)δc
(
ρB(ǫ)q
ν ;x)δc(σB
(
ǫ)qν
′
;x
)(9.7)
if ν ∈ P
(0)
B (l; ǫ), ν
′ ∈ P
(1)
B (m; ǫ) and zero otherwise, with δc given by (3.12). We
use the obvious conventions when l = 0, m = 0 or r = n (compare with the
little q-Jacobi case in section 8). In particular, we have ∆AWB2,l,n−l(ν, ν
′; ǫ) = 1 for
ν ∈ P
(0)
B (l; ǫ), ν
′ ∈ P
(1)
B (n− l; ǫ) and l ∈ {0, . . . , n}.
We will use Lebesgue’s Dominated Convergence Theorem to pull a limit ǫk ↓ 0
in the right hand side of (9.4) through the integration over x ∈ T n−r and through
the infinite sums over ν ∈ P (l) and ν′ ∈ P (m) for some sequence {ǫk}k∈N0 in R>0
converging to 0. We use the following lemma.
Lemma 9.2. Keep the notations and conventions as above. Let l,m ∈ N0 with
l+m ∈ {0, . . . , n} and write r := l+m. Then there exists a sequence {ǫk}k∈N0 in
R>0 converging to 0 such that
(i) for all ν ∈ P (l), ν′ ∈ P (m) we have
lim
k→∞
∆AWB1,l,m (ν, ν
′; ǫk) =
(
q; q
)−2r
∞
cB,l∆
B(ρBq
ν , σBq
ν′)
l∏
i=1
ρB,iq
νi
m∏
j=1
|σB,j |q
ν′j ,
and there exists a K ∈ R>0 independent of ν ∈ P (l) and ν′ ∈ P (m) such that
sup
k∈N0
|∆AWB1,l,m (ν, ν
′; ǫk)| ≤ KcB,l∆
B(ρBq
ν , σBq
ν′)
l∏
i=1
ρB,iq
νi
m∏
j=1
|σB,j |q
ν′j .
for all ν ∈ P (l) and all ν′ ∈ P (m), where ∆B(z) = ∆B(z; a, b, c, d; t) is given by
(7.3).
(ii) if r < n, then limk→∞∆
AWB
2,l,m (ν, ν
′, x; ǫk) = 0 for all ν ∈ P (l), ν′ ∈ P (m),
x ∈ T n−r and
sup
(k,ν,ν′,x)∈N0×P (l)×P (m)×Tn−r
|∆AWB2,l,m (ν, ν
′, x; ǫk)| <∞.
ON BC TYPE BASIC HYPERGEOMETRIC ORTHOGONAL POLYNOMIALS 47
Before we prove Lemma 9.2, we complete the proof of Proposition 7.4. As we
have already remarked before, we have that the infinite sum
(1− q)−n〈1, 1〉B =
∑
(ν,ν′,l)
cB,l∆
B(ρBq
ν , σBq
ν′)
l∏
i=1
ρB,iq
νi
n−l∏
j=1
|σB,j |q
ν′j(9.8)
is absolutely convergent, where the sum is taken over the three tuples (ν, ν′, l) with
ν ∈ P (l) and ν′ ∈ P (n− l) and l ∈ {0, . . . , n}. Since
sup
ν,ν′,x,ǫ
|mλ
(
ρBq
ν , σBq
ν′ , (cd/q)
1
2 ǫx|(cd/q)
1
2 ǫ
)
| <∞,
where the supremum is taken over the four tuples (ν, ν′, x, ǫ) with ν ∈ P
(0)
B (l; ǫ),
ν′ ∈ P
(1)
B (m; ǫ), x ∈ T
n−r (r = l+m) and ǫ > 0, we obtain by Lebesgue’s Dominated
Convergence Theorem, (6.13), (9.4), (9.8) and Lemma 9.2
lim
k→∞
(
n∏
i=1
(
−ǫ−2k qt
i−1; q
)
∞
)(
(cd/q)
1
2 ǫk
)|λ|+|µ|
〈mλ,mµ〉t
B
(ǫk),t
=
2nn!(
q; q
)2n
∞
n∑
l=0
∑
ν∈P(l)
ν′∈P (n−l)
cB,l
(
m˜λm˜µ∆
B
)
(ρBq
ν , σBq
ν′)
l∏
i=1
ρB,iq
νi
n−l∏
j=1
|σB,j |q
ν′j
= 2nn!(1− q)−n
(
q; q
)−2n
∞
〈m˜λ, m˜µ〉
a,b,c,d
B,t ,
for some sequence {ǫk}k∈N0 in R>0 converging to 0. So for the proof of Proposition
7.4, it suffices to prove Lemma 9.2.
Proof of Lemma 9.2.
Using the explicit expressions for ∆(d) (3.5), δc (3.12) and tB(ǫ) (7.14), we can write
∆AWB1,l,m (ν, ν
′; ǫ) := U0(ν, ν
′; l,m)U+(ǫ; ν, ν
′; l,m)U−(ǫ; ν, ν
′; l,m)(9.9)
with U0, U+ respectively U− the factor of ∆
AW
1,l,m consisting of products of q-shifted
factorials of the form (e; q
)
s
,
(
ǫ2e; q
)
s
respectively
(
ǫ−2e; q
)
s
(s ∈ N0 ∪ {∞}). By a
straightforward computation, the factors U0, U+ and U− can be explicitly given by
U0(ν, ν
′; l,m) :=Ψ0(ν, l; a, b, c, d)Ψ0(ν
′,m; b, a, d, c)
.
∏
1≤i≤l
1≤j≤m
(
−ti−jqνi−ν
′
j c/d,−tj−iqν
′
j−νid/c; q
)
τ
(9.10)
if (ν, ν′) ∈ P0(l; ǫ)× P1(m; ǫ), and zero otherwise, with t = qτ and with
Ψ0(ν, l; a,b, c, d) := F1(ν)
.
l∏
i=1
1(
q,−t1−iq−νi−1d/c, ati−1qνi−1+1,−bti−1qνi−1+1c/d; q
)
∞
.
l∏
i=1
(
ati−1qνi−1+1,−bti−1qνi−1+1c/d; q
)
νi−νi−1(
q,−ti−1qνi−1+1c/d; q
)
νi−νi−1
(
abti−1qνi−1+1
)νi−νi−1
(9.11)
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where ν0 = 0 and F1(ν) is given by (8.11), and
U+(ǫ; ν, ν
′; l,m) :=Ψ+(ǫ; ν, l; a, b, c, d)Ψ+(ǫ; ν
′,m; b, a, d, c)
.
∏
1≤i≤l
1≤j≤m
(
−ǫ2t2−i−jq−1−νi−ν
′
j ; q
)
τ
(9.12)
if (ν, ν′) ∈ P
(0)
B (l; ǫ)× P
(1)
B (m; ǫ) and zero otherwise, with
Ψ+(ǫ; ν, l; a, b, c, d) :=
l∏
i=1
(
ǫ2t2(1−i)q−2νi−1−1d/c; q
)
∞(
ǫ2at1−iq−νi−1d/c,−ǫ2bt1−iq−νi−1 ; q
)
∞
.
∏
1≤i<j≤l
(
ǫ2t2−i−jq−νi−νj−1d/c; q
)
τ
(9.13)
and
U−(ǫ; ν,ν
′; l,m) := Ψ−(ǫ; ν, l; a, b, c, d)Ψ−(ǫ; ν
′,m; b, a, d, c)
.

 m∏
j=1
(
−ǫ−2qtl+j−1; q
)
∞(
−ǫ−2qtj−1; q
)
∞

 ∏
1≤i≤l
1≤j≤m
(
−ǫ−2ti+j−2qνi+ν
′
j+1; q
)
τ
(9.14)
if (ν, ν′) ∈ P
(0)
B (l; ǫ)× P
(1)
B (m; ǫ) and zero otherwise, with
Ψ−(ǫ; ν, l; a,b, c, d) :=
l∏
i=1
(
ǫ−2t2(i−1)q2νi+1c/d; q
)
1(
ǫ−2t2(i−1)q2νi−1+1c/d; q
)
1
.
l∏
i=1
(
ǫ−2t2(i−1)q2νi−1+1c/d,−ǫ−2ti−1qνi−1+1; q
)
νi−νi−1(
ǫ−2a−1ti−1qνi−1+1c/d,−ǫ−2b−1ti−1qνi−1+1; q
)
νi−νi−1
.
∏l
i=1
(
−ǫ−2qti−1; q
)
νi−1∏
1≤i<j≤l
(
ǫ−2ti+j−2qνi−1+νj+1c/d; q
)
νi−νi−1
.
(9.15)
For given ǫ0 ∈ R∗, we write ǫk := ǫ0qk. Then for generic ǫ0 > 0 we have
lim
k→∞
U+(ǫk; ν, ν
′; l,m) = 1(9.16)
for all (ν, ν′) ∈ P (l) × P (m) by Lemma 8.2(a). By (8.25), we have for generic
ǫ0 > 0
lim
k→∞
∏l
i=1
(
−ǫ−2k qt
i−1; q
)
νi−1∏
1≤i<j≤l
(
ǫ−2k t
i+j−2qνi−1+νj+1c/d; q
)
νi−νi−1
=
l∏
i=1
q(
νi−1+1
2 )t(i−1)νi−1
∏
1≤i<j≤l
(
−ti+j−2qνi−1+νj+1c/d
)νi−1−νi
q−(
νi−νi−1
2 )
(9.17)
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for the factor of Ψ− in the third line of (9.15). The factor of U− in the second line
of (9.14) can be rewritten as
 m∏
j=1
(
−ǫ−2qtl+j−1; q
)
∞(
−ǫ−2qtj−1; q
)
∞

 ∏
1≤i≤l
1≤j≤m
(
−ǫ−2ti+j−2qνi+ν
′
j+1; q
)
τ
=
∏
1≤i≤l
1≤j≤m
(
−ǫ−2qti+j−1; q
)
νi+ν′j(
−ǫ−2qti+j−2; q
)
νi+ν′j
.
(9.18)
It follows then from (9.14), (9.15), (9.17), (9.18) and Lemma 8.2(b) that for generic
ǫ0 > 0,
lim
k→∞
U−(ǫk; ν, ν
′; l,m) = tm|ν|+l|ν
′|Ψ∞− (ν, l; a, b, c, d)Ψ
∞
− (ν
′,m; b, a, d, c)(9.19)
with
Ψ∞− (ν, l; a, b, c, d) :=
l∏
i=1
(
ti−1qνi−1+2ab
)νi−νi−1
q(
νi−1+1
2 )t(i−1)νi−1
.
∏
1≤i<j≤l
(
−ti+j−2qνi−1+νj+1c/d
)νi−1−νi
q−(
νi−νi−1
2 ).
(9.20)
We will rewrite now U0 in the form
U0(ν, ν
′;l,m) =
(
q; q
)−r
∞
l∏
i=1
θ(−ti−mc/d)
θ(−t1−id/c)θ(−tic/d)
m∏
j=1
1
θ(−t1−jc/d)
.C0(ν, ν
′; l,m)∆B(ρBq
ν , σBq
ν′ ; a, b, c, d; t)
(9.21)
and we determine the factor C0(ν, ν
′; l,m) explicitly. Using (7.9) and the formula
θ(x) = θ(qx−1) for the Jacobi theta function θ(x) (7.7), we can rewrite the factor
Ψ0(ν, l; a, b, c, d) (9.11) as
Ψ0(ν,l; a, b, c, d) = F1(ν)
.
l∏
i=1
vB(ρB,iq
νi ; a, b, c, d)(ti−1c/d)νi−1q(
νi−1+1
2 )
θ(−t1−id/c)
(
qνi+1ti−1; q
)
∞
(
q; q
)
νi−νi−1
(abti−1qνi−1+1)νi−νi−1
(9.22)
where vB (7.4) is the one-variable weight function for the big q-Jacobi polynomials.
Since vB(−dx; a, b, c, d) = vB(dx; b, a, d, c), we obtain from (9.22)
Ψ0(ν
′,m; b, a, d, c) = F1(ν
′)
.
m∏
j=1
vB(σB,jq
ν′j ; a, b, c, d)(tj−1d/c)ν
′
j−1q(
ν′
j−1+1
2
)
θ(−t1−jc/d)
(
qν
′
j
+1tj−1; q
)
∞
(
q; q
)
ν′
j
−ν′
j−1
(abtj−1qν
′
j−1+1)ν
′
j
−ν′
j−1
.
(9.23)
The factor F1(ν) (8.11) of Ψ0(ν, l; a, b, c, d) can be rewritten as
F1(ν) =δqJ (ρBq
ν)q−2τ
2(l3)c−l(l−1)τ
l∏
i=1
(
ti−1q1+νi ; q
)
∞(
q1+νi−νi−1 ; q
)
∞
t−2(l−i)νi
.
∏
1≤i<j≤l
(
−qνj−νi+1tj−i
)νi−νi−1
q(
νi−νi−1
2 )
(9.24)
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for ν ∈ P (l) where δqJ is given by (6.9) and t = qτ . This follows from (8.13) since
δqJ(ρBq
ν) = cl(l−1)τ δqJ (ρLq
ν) for ν ∈ P (l) (here ρL,i = ti−1). Similarly, we have
for the factor F1(ν
′) of Ψ0(ν
′,m; b, a, d, c),
F1(ν
′) =δqJ(σBq
ν′)q−2τ
2(m3 )d−m(m−1)τ
m∏
j=1
(
tj−1q1+ν
′
j ; q
)
∞(
q1+ν
′
j
−ν′
j−1 ; q
)
∞
t−2(m−j)ν
′
j
.
∏
1≤i<j≤m
(
−qν
′
j−ν
′
i+1tj−i
)ν′i−ν′i−1q(ν′i−ν′i−12 ),(9.25)
since δqJ (σBq
ν′) = dm(m−1)τ δqJ (ρLq
ν′) for ν′ ∈ P (m).
Finally, we set for z = (z1, . . . , zr) with r := l +m,
δ˜lqJ (z) :=
∏
1≤i≤l
l+1≤j≤r
|zi − zj ||zi|
2τ−1
(
qt−1zj/zi; q
)
2τ−1
,
then the factor of U0 in the second line of (9.10) can be rewritten as∏
1≤i≤l
1≤j≤m
(
−ti−jqνi−ν
′
jc/d,−tj−iqν
′
j−νid/c; q
)
τ
= δ˜lqJ (ρBq
ν , σBq
ν′)tm|ν|−l|ν
′|
l∏
i=1
θ(−ti−mc/d)
θ(−tic/d)
(
cti−1qνi
)2mτ
(9.26)
for ν ∈ P (l) and ν′ ∈ P (m), since we have for i ∈ {1, . . . , l}, j ∈ {1, . . . ,m} that(
−ti−jqνi−ν
′
j c/d,−tj−iqν
′
j−νid/c; q
)
τ
=
θ(−ti−jc/d)
(
−tj−i−1q1+ν
′
j−νid/c; q
)
∞
θ(−ti−j+1c/d)
(
−tj−i+1qν
′
j
−νid/c; q
)
∞
(
1 + tj−iqν
′
j−νid/c
)
tνi−ν
′
j
(9.27)
(formula (9.27) follows from a straightforward computation using (4.3), (7.9) and
θ(x) = θ(qx−1)). Since we have
δqJ (ρBq
ν , σBq
ν′) = δqJ (ρBq
ν)δqJ (σBq
ν′)δ˜lqJ (ρBq
ν , σBq
ν′)
for ν ∈ P (l) and ν′ ∈ P (m), we obtain from (7.3), (9.10), (9.22), (9.23), (9.24),
(9.25) and (9.26) that (9.21) holds with
C0(ν, ν
′; l,m) =t−m|ν|−l|ν
′|c−2lmτq−2m(
l
2)τ
2
.Cˆ0(ν, l; a, b, c, d)Cˆ0(ν
′,m; b, a, d, c)
(9.28)
where
Cˆ0(ν, l; a, b, c, d) := q
−2τ2(l3)c−2(
l
2)τ
.
l∏
i=1
(
ti−1c/d
)νi−1
q(
νi−1+1
2 )t−2(l−i)νi
(
abti−1qνi−1+1
)νi−1−νi
.
∏
1≤i<j≤l
(
−qνj−νi+1tj−i
)νi−νi−1
q(
νi−νi−1
2 ).
(9.29)
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We have by Lemma 9.1 (with n in the right hand side of (9.1) equal to r = l +m
in this situation) by (9.9), (9.16), (9.19), (9.21) and (9.28) that for generic ǫ0 > 0,
lim
k→∞
∆AWB1,l,m (ν, ν
′;ǫk) = U0(ν, ν
′; l,m) lim
k→∞
U−(ǫk; ν, ν
′; l,m)
=
(
q; q
)−2r
∞
cB,l∆
B(ρBq
ν , σBq
ν′ ; a, b, c, d; t)
.E(ν, l; a, b, c, d)E(ν′,m; b, a, d, c)
(9.30)
for ν ∈ P (l) and ν′ ∈ P (m), with
E(ν, l; a, b, c, d) := q2τ
2(l3)t(
l
2)c2(
l
2)τ+lCˆ0(ν, l; a, b, c, d)Ψ
∞
− (ν, l; a, b, c, d).(9.31)
By (9.20) and (9.29), we obtain
E(ν, l; a, b, c, d) = clt(
l
2)q|ν| =
l∏
i=1
ρB,iq
νi , ν ∈ P (l).
In particular we have E(ν′,m; b, a, d, c) =
∏m
j=1 |σB,j |q
ν′j for ν′ ∈ P (m), hence by
(9.30)
lim
k→∞
∆AWB1,l,m (ν, ν
′; ǫk) =
(
q; q
)−2r
∞
cB,l∆
B(ρBq
ν , σBq
ν′)
l∏
i=1
ρB,iq
νi
m∏
j=1
|σB,j |q
ν′j
for all ν ∈ P (l), ν′ ∈ P (m). To complete the proof of Lemma 9.2(i), it suffices to
prove that for generic ǫ0 > max
(
(qc/d)
1
2 , (qd/c)
1
2
)
,
sup
k∈N0
|∆AWB1,l,m (ν, ν
′; ǫk)| ≤ KcB,l∆
B(ρBq
ν , σBq
ν′ ; a, b, c, d; t)
l∏
i=1
ρB,iq
νi
m∏
i=1
|σB,j |q
ν′j
for all ν ∈ P (l) and all ν′ ∈ P (m), with K > 0 independent of ν and ν′. This
can be proved by similar arguments as in the little q-Jacobi case (see proof of
Lemma 8.1(i)). In particular, the estimates for almost all factors of ∆AWB1,l,m can be
obtained from one of the three estimates of Lemma 8.2. Only for the factor in the
third line of the expression of Ψ− (9.15) one needs a seperate argument to establish
the desired estimate. We may assume that this factor is zero unless ν ∈ P
(0)
B (l; ǫ)
and ν′ ∈ P
(1)
B (m; ǫ). Since we have the limit (9.17), we would like to establish the
estimate
sup
{k∈N0|ν∈P
(0)
B
(l;ǫk) and ν′∈P (1)B (m;ǫk)}
∣∣∣∣∣∣
∏l
i=1
(
−ǫ−2k qt
i−1; q
)
νi−1∏
1≤i<j≤l
(
ǫ−2k t
i+j−2qνj+νi−1+1c/d; q
)
νi−νi−1
∣∣∣∣∣∣
≤ K ′
l∏
i=1
q(
νi−1+1
2 )t(i−1)νi−1
∏
1≤i<j≤l
(
ti+j−2qνi−1+νj+1c/d
)νi−1−νi
q−(
νi−νi−1
2 )
for some K ′ > 0 independent of ν ∈ P (l) and ν′ ∈ P (m), for generic ǫ0 >
max
(
(qc/d)
1
2 , (qd/c)
1
2
)
. This can be done similarly as we have done for the fac-
tor N31 (8.19) in the little q-Jacobi case.
The proof of Lemma 9.2(ii) is similar to the proof of Lemma 8.1(iii).
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