Abstract: In the article we describe methods for detection and analysis of surface and volumetric representations of 3D objects. We focused on applications in medical diagnostics and protection of monuments. Our research concerns the problems of automation of mesh data processing. The processing stages include: combining models from partial surfaces in different scans (particularly from different scanning devices); a hierarchical representation of surface data using progressive meshes.
Introduction
The recent research work of Computer Vision Systems Group at IITiS PAN focused on developing methods for acquisition, detection and analysis of surface and volumetric representations of 3D objects.
The first application of these methods is connected with 3D digitalization of historical monuments done under a research project: Machine vision techniques for collecting, processing and sharing of spatial objects with multimodal hierarchical representation for the digitization of cultural heritage (N N516 1862 33, 2007 -2009 ). The aim of the project is the development of techniques for collecting, processing and dissemination of data about objects of cultural heritage and the implementation of suitable software tools.
These tools enable the complete synthesis of the spatial model including partial or total automation of mesh data processing. The processing stages include:
• combining models from partial surfaces in different scans (particularly from different scanning devices);
• a hierarchical representation of surface data using progressive meshes [1] , which reflects the human perception of shapes and spatial relationships among objects;
• methods for mesh segmentation and searching for fragments or features;
• the reconstruction of meshes where measurement data is incomplete so as to ensure a full covering of the object.
To manage the data processing tasks the ME3d system for mesh data handling was developed. The system has a modular architecture which facilitates the implementation and testing of new methods. The developed technologies can be used to assist humans in the process of obtaining, processing and presenting virtual exhibits. It also supports the virtual reconstruction of damaged or broken objects. Additionally, the selected items from the collection of the Museum in Gliwice were digitized and placed in a multimedia database.
The second application -computer assisted orthodontic diagnosis and therapy planning involves correct acquisition, calibration and analysis of medical images of facial skeleton. The performed implementations support variety of diagnostic methods, starting with traditional cephalometric analysis, through longitudinal quantitative estimation of the deformation of the bones and soft tissues. As the extension of these studies the new methods were introduced and implemented including the morphometric analysis, statistical measurement of deformation. The description includes also the usage of the new techniques of imaging like: pairs of cephalograms (front and side view), computed tomography, laser scanning of dental models, 3D scanning of soft tissue (facial area). The ultimate goal of our studies is a fusion of all the information gained from these imaging techniques to patient -specific and deformable geometric model of the head.
Applications in Protection of Monuments
The first step is the acquisition of measurement data in the form of meshes covered with a texture. Such data represents architectural details, museum objects and items of cultural heritage. Emphasis is placed on the usage of devices (3D scanners) that are supplied in Laboratory for Exploration of Virtual 3D Environments (LEP3D). We also compared the accuracy of scanners as well as the accuracy of data fusion from multiple measurement devices. Collection of measurement data consisted of exhibits from the Museum in Gliwice (Fig. 1) . The implementation of progressive meshes realized the concept of a hierarchical representation which reflects the human perception of shapes and spatial relationships. This representation is availiable as a collection of partial information from multiple imaging sensors and is enabled for reading at different levels-of-detail. The effort of such approach is effective segmentation, integration, searching for characteristic details, as well as scalable and selective presentation which preserves high performance.
The comparative studies of data representations were made for a sample group of objects using scanners: FARO Laser Scan Arm and Konica-Minolta VI-9i. The conclusion from the study is the confirmation of the hypothesis about the benefits of using the both of these scanners for better data coverage of objects.
ME3d system for representation and processing of 3D surface was developed. Its functionality comprises methods for (1) reading and writing 3D mesh objects, (2) 3D transformation of objects, (3) interactive selection of verticse or faces, (4) displaying and processing the textures, (5) managing the dynamic modules. There are also several dynamic modules implemented. They provide operations on meshes such as: 2D and 3D triangulation, mesh partitioning, copying the selected parts and the progressive method of surface representation including the technique of dynamic clarification of this representation depending on the given level-of-detail.
Shape similarity measure was implemented. The concept is based on histograms of euclidian distance between points D2 and the measure of distance in histograms EMD (Earth Mover's Distance). The tests were performed using the Princeton Shape Benchmark.
The analysis of error propagation was performed while the 3D reconstruction due to the imprecise point indication in the stereo pair. In this purpose the estimation of Jacobian SVD was used as suggested by Papadopoulo and Lourakisa. The analysis of sensitivity for both the camera calibration and 3D reconstruction was taken into consideration.
Model Representations Mesh representation
A mesh is the basic representation of 3 dimensional graphical objects. We focused on triangle meshes where each face is build of 3 vertices. The basis of the representation is a set of point coordinates (x, y, z). The orientation of faces as well as storing order of vertices is very important. Therefore the normal vectors for faces and the ordered vertices are also used to define the mesh properties.
The mesh geometry can be denoted by a tuple (K, V ) [2] , where K is a simplicial complex specifying the connectivity of the mesh simplices (the adjacency of the vertices, edges, and faces), and V = {v 1 , . . . , v m } is the set of vertex positions defining the shape of the mesh in R 3 . More precisely, we construct a parametric domain |K| ⊂ R m by identifying each vertex of K with a canonical basis vector of R m , and define the mesh as the image φ v (|K|) where φ v : R m → R 3 is a linear map.
Besides the geometric positions and topology of its vertices, the mesh structure has another appearance attributes used to render its surface. These attributes can be associated with faces of the mesh. A common attribute of this type is the material identifier which determines the shader function used in rendering a face of the mesh. Many attributes are often associated with a mesh, including diffuse colour (r, g, b), normal (n x , n y , n z ) and texture coordinates (u, v). These attributes specify the local parameters of shader functions defined on the mesh faces. They are associated with vertices of the mesh.
We can further express a mesh as a tuple M = (K, V, D, S), where V specifies its geometry, D is the set of discrete attributes d f associated with the faces f = {j, k, l} ∈ K, and S is the set of scalar attributes s(v, f ) associated with the corners (v, f ) of K.
As many vertices may be connected in one corner with the same attributes, the intermediate representation called wedge was introduced to save the memory [3] . Each vertex of the mesh is partitioned into a set of one or more wedges, and each wedge contains one or more face corners. Finally we can define the mesh structure that contains an array of vertices, an array of wedges, and an array of faces, where faces refer to wedges, and wedges refer to vertices. Face contains indices to vertices, additionally this structure contains array of face neighbours (fnei) in which indices of tree adjacent faces are stored; this information is necessary to build a progressive mesh. There is nothing said in original papers about order of vertices and indexes of adjacent faces in Face structure. In our implementation the counter is stored clockwise and additionally first adjacent face is at first position as first vertex, so if we cross first edge we find the first neighbour, if we cross second we find the second, etc.
In many places of this chapter we use the word edges. The edge is a connected pair of vertices or, in other words, it is a pair of adjacent vertices. There is no additional list of edges, but the first vertex and the face to which this edge belongs are defined instead. Using wedge we can access vertex, even if the adjacent face does not exist we can define edge. Definition of edges is necessary to simplify meshes, to create progressive meshes as well as to determine which edge (or vertex) could be collapsed.
Manifold surfaces
Surfaces are often assumed to be manifolds. A manifold [4] is a surface, all of whose points have a neighbourhood which is topologically equivalent to a disk. A manifold with boundary is a surface all of whose points have a neighbourhood which is topologically equivalent to either a disk or a half-disk. A polygonal surface is a manifold (with boundary) if every edge has exactly two incident faces (except edges on the boundary which must have exactly one), and the neighbourhood of every vertex consists of a closed loop of faces (or a single fan of faces on the boundary).
Many surfaces encountered in practice tend to be manifolds, and many surface-based algorithms require a manifold input. It is possible to apply such algorithms to nonmanifold surfaces by cutting the surface into manifold components and subsequently stitching them back together. However, it can be advantageous for simplification to explicitly allow non-manifold surfaces.
Progressive Mesh Representation
The possible solution for achieving the better performance in the model rendering is to replace the complex objects with their counterparts, containing far fewer triangles. Despite the lower level of detail the overall shape is retained, and due to its large distance it becomes impossible to perceive any difference. These models are usually created by hand and there are only a few, representing pre-defined levels of decimation.
Progressive meshes do not have such restrictions, the user specifies only the minimum acceptable level-of-detail, but it still has a smooth transition to any other level between the original and the most sparse mesh, through the execution of elementary operations. In order to achieve this effect it is necessary to extend the way to represent the mesh. Such approach was proposed by Hugues Hoppe [5] . Original mesh, denoted as M , is decimated. In the case of progressive meshes the only operation used is removal of the edge. Each execution of a single reduction operation is associated with storing the structures containing the information about the changes introduced into the mesh topology. The edge removal, also called the ecol, is the completely revertable operation. With the apropriate parameters it is possible to add to the mesh previously removed edge, exactly at the point where it originally was -this operation is called the vertex split: The complete sequence of ecol modifications transforms the original mesh into the decimated bone structure called the base mesh and denoted as M 0 . The formula below shows the original mesh decimation mechanism:
In order to return from base mesh to the original, one must perform certain number of refinement operations. It should be noted that the progressive mesh representation is lossless, so the last mesh M n is identical to the original one.
We call (M 0 , vsplit 0 , ..., vsplit n−1 ) a progressive mesh (PM) representation of M . Corresponding opposite operations ecol n and vsplit n are stored in one structure, because they have the same parameters and differ only in the nature of operation.
View-Dependent Progressive Representation
The purpose for building view-dependent progressive mesh is to make possible the reconstruction allow the creation of a model with different levels-of-detail, but in various parts of its surface. The process is different in progressive meshes, where the level-ofdetails was the same for the whole object. All designed solutions are the extension of mechanism for progressive meshes which allows the dynamic adjustment of the certain parts of the model. The intended final result is such a manipulation of the displayed mesh so that from the observer's point of view it's impossible to identify the difference between observed fragment and its counterpart in the original mesh. Hugues Hoppe [5] , in his solution based on his own idea of progressive meshes introduces some changes to the operation of the edge removal (see Fig. 2b ).
In the case of progressive mesh, parameters that were sufficient to precisely locate the modified area were vertices: v l , v r , v t , v s . However, in the case of view-dependent extension, the required vertices are only: v u , v t , v s , but there are additional triangles needed:
During refinement operations vertex v s is replaced by its descendants: v t , v u lying between neighboring triangles f n0 and f n1 , and then face f l is inserted. Moreover, by analogy between f n2 and f n3 , face f r is added.
Stages of 3D Mesh Model Processing
The method of 3D mesh model processing consists of several stages. First of all the source data is obtained in form of range images (grids) for directional observations. Then the triangulation process is performed and the source data is converted into the mesh representation. After that the mesh regularization and registration is done. The registration process means placing the partial measurement grids into one common coordinate system. This process can be repeated several times with different criteria, until accurate surface matching is achieved. The example of large object registration is shown in Fig. 3 .
After the registration the partial grids for directional observations are merged into one mesh. The following stage is the final mesh processing. Here the following procedures take place: filling the surface holes, smoothing and remeshing the mesh, closing the mesh and making it a manifold, covering the mesh with NURB surfaces and exporting into CAD format. At the end the final decoration of the model surface and the rendering is performed. The model surface can be covered with texture coming from photographs or artifically painted using a special software. 
Me3d Framework
Me3D application was designed to process the mesh structures. The application is built in Visual Studio style. It consists of main window and many dockable windowspanels (see Fig. 4 ).
Using the application it is possible to view and process 3D objects stored in several file formats: stl, obj, ply, vrml. Native xml-like formats (me3d and me3db) are also defined to store the mesh and point data (also for progressive representation). Separate 2D views can be also caught and saved to bitmap files. The opened objects are listed in Project panel. It is also possible to store the appropriate scene settings (rotation, shift, zoom). There are several operations that can be performed on object. First of all we can pick the object and then interactively select its parts (faces, vertices, etc.) using Picking panel. We can stretch object in every direction (axis x,y,z), move, and rotate around arbitrary axis (x,y,z) using Apply Transform panel. The most interesting here is rotating the object around any arbitrary line using Rotate About Given Line panel. The program makes it possible to display objects in three modes, as: vertices, edges or triangular faces. Program can work in two modes: Normal or Edit mode. In the first mode we can view object form any direction, in the second one we are able only to zoom object and select its parts. UnDo and ReDo operations are available in Edit menu. Next we can also set the visibility of the additional useful objects: axes, boundary boxes and the grid. It is also possible to reset the view.
In
If the mesh becomes invisible it also becomes inactive. But the meshes can be also inactive and visible.
Object properties panel informs us whether the object is visible or not, and the same with active property. The number of faces and vertices in the mesh is displayed. We can find also the size of the object. Below the properties window there is a view manager where we can save same interesting views and retrieve them later.
There are two panels defining basic object transformations: translation, rotation, scale and also rotation around the given axis. There are three methods of the rotation around line, they require alternatively : (1) setting two points lying on the line, (2) setting one point and a vector, (3) setting two planes that are not parallel and the line of their intersection. Of course in each case we give the angle of rotation in degrees.
The progressive mesh can be obtained and processed using Build PMesh panel. There are some steps to be fulfilled. First of all we define the size of the desired base mesh M 0 using edit box Desired Base Mesh Size. We choose the method of cost function calculation. There are three methods implemented: (1) the shortest edge, (2) the smallest area and (3) the quadric distance (which gives the best results). After that the dialog group Progressive Mesh LOD Control will become active and we can manipulate the complexity of the resultant progressive mesh. It can be done in two ways: using buttons Ecoll and Vsplit we change the structure by one step or using track bar.
When we enter Select Faces mode, we can see the selection in Picking panel. There is only one box there: Picking Both Sides. Using this box we set if we want to select all faces in the selected area or only the visible faces. In the tree of the panel we see identifiers of selected faces. We can also see the selected faces marked in different colour in the working area.
It is also possible to display textures of meshes and convert them into face colors of the mesh.
Registration of Meshes -Implementation
Registration is the process of transforming the measurement data obtained from different observation systems into one global reference system (Fig. 5) . Numerical methods of registration are based on searching for common areas meshes for parts from separated observations. Effective operation of these methods depends on the quality and distance of the overlaping areas for the various observations. Some of the methods are concentrated od an automatic finding of characteristic points on the surface and then the similarity search among subsets of these points. The searching of similarity is realized by minimizing of mean distance between two sets of points. For a correct determination of transformation parameters between two sets of points it is necessary to match at least three non-collinear points. The effectiveness of registration is usually dependent on the quality of data and on the conditions of the acquisition process. An interesting solution is to use the registration process in both the range and color images. In the article [6] a method to create a description of parts of the mesh was proposed. The basis for description of partial mesh parameters is the local value of the Gaussian curvature calculated from quadric coefficients fitted into certain environments the top of the grid. Histogram curvature values in the surrounding of selected vertices. Such element is treated as a parametric signature, and the comparison with the Bhattacharyya or Kullback-Leibrer measures are performed to specify a similarity between two mesh pieces. The calculated value of similarity can then be used to determine the suitability of points in the two grids.
The implemented module for registration is a plugin to the application ME3D. The method uses SVD transform to compare two meshes. An assumption for the registered meshes is is to have the overlapping areas of the surface mesh. SVD transform is calculated from the selected pairs of points. The function is called recursively adopting the criterion of success as the smallest average squared distance between pairs of points. The initial selection of pairs is corrected and the scope of the search for better points is limited by a given distance.
Merging the Directional Observations
Merging is a process that combines many registered scans into one surface model. Two techniques of merging can be distinguished 1 : surface and volumetric. Surface merging procedure reconstructs the model from partial surfaces joining them in the smoothest transition area (if such can be found). Volumetric merging procedure takes into account all the surfaces and the final result is an average of all partial surfaces. The quality of merging directly depends on the reliability of the processing prior to registration. The merging may be also wrong if the surfaces in some parts that should be common do not overlap because of incorrect registration or because of artifacts found during the scanning process.
Vizualization of Virtual Objects
We developed a set of tools for stereographic presentation of virtual objects. Before the implementation we recognized and tested a variety of stereographic presentation solutions, ranging from paintings anaglyph through active and passive stereo projection technology until the usage of specialized 3D LCD screens that do not require the use of glasses. We tested the software environments for stereo projections such as Aviso, EON, Panda, Orge, Blender, etc. In most cases we took advantage of hardware acceleration of image rendering using OpenGL library on workstations with nVidia Quaddro graphic card.
The material appearance of the model can be also checked using rapid prototyping devices such as Dimension Elite 3D printer which works in our laboratory. The model needs a special preparation to be printed. First of all the closed manifold structure is required. Secondly, the model is to be continous in a given scale up to the resolution of the printing head. Parts that are smaller than the thickness of a single layer 2 will simply be ommited in the printing process.
We use CatalystEX software, which is the dedicated tool for Dimension printers, for preparing the prototypes. This software makes it possible to set an appropriate scale, printing density, orientation of the model (Fig. 6a) and, finally, it initiates the printing simulation (Fig. 6b, c) and sends the structure to printer. The Dimension printer uses two kinds od material: model material and support material. The model material shapes the target object, and the support material fills she spaces where it is neccessary to build a support structure as a basis for furhter modeling. After the prototyping process the material object is obtained (Fig. 6d) with support structures which can be easily removed or rinsed in alkaline solution. The final shape of the prototype is shown in Fig. 6e .
Applications of Computer Vision in Orthodontics
The application of Computer Vision algorithms to support Orthodontic diagnosis and the usage of its techniques in therapy planning have long tradition in the research [9] . These works were carried out in the cooperation of Department of Orthodontics Silesian Academy of Medicine and started from simple systems for the analysis of planar cepphalograms. The longitudinal studies concentrate on the development of bone structures [3] . The current research aims at creating the specific model of the human head. From medical point of view our goals are as follows:
• diagnosis which incorporates both the measurements of shape in the relation to standards and long term observations of shape change,
• treatment planning including the analysis of possible way of intervention and the predicted result of the operation.
The main issues of computer assisted orthodontic diagnosis are correct acquisition, calibration and analysis of a variety of medical imagery of the patient head and face. The development of technology brings new possibilities for the diagnosis which was unavailable some years ago when the cephalograms (X-ray films of patients' head) and photographs were the only imagery data. Nowadays the shape of patient's head can be recorded using CT scans, and his face and dental models can be scanned by non-invasive three dimensional scanning. Technological progress, however, should be followed by the development of methods taking advantage of the new devices to facilitate the diagnosis and therapy planning.
Cephalogram Analysis
The main idea of traditional analysis of cephalograms was building, on the basis of x-ray film, a kind of grid which joined together the selected landmarks. Distances between landmarks and appropriate angles between the defined lines are measured and compared with statistics. The drawback of the analysis is connected with the underlying properties of X-ray imaging. Cephalogram in mathematical sense is a projection. Therefore the enlargement of a particular part of the object depends on its distance from the detector. The other inconvenience is that cephalograms are summation images. This superposition of shadows for particular parts of the head makes it difficult to reliably distinguish sides of the object. It had been proved that for simple diagnostic cases a 2D analysis is sufficient. But the cases of serious malformations like hemifacial microsomia, temporo-mandibular joint ankylosis need the more detailed 3D analysis.
The first extension of the traditional methods is applying the idea of 3D cephalogram, which uses a pair of bi-orthogonal cephalograms to construct a grid of 3D landmarks (see Fig. 7a ). The method requires X-ray images taken from two positions (frontal and lateral views) and also the knowledge about geometrical dependencies between them. This solution, however, needs special software for landmarks localization (see Fig. 7b ) and new statistics as well. The reconstructed landmarks have 3D coordinates and this way the projection distortions are eliminated.
In the cases when the patient movement between taking both cephalograms cannot be accurately measured the usage of additional device -stereotactic frame should be considered (Fig. 7) [7] .
Projections of eight points per frame yields the fundamental matrix and this simplifies localization of another landmarks and makes it possible to reconstruct their 3d coordinates.
CT Analysis
Another way of creating such a 3D grid is localization of the landmarks in the 3D mesh surface which can be obtained from a CT examination. This examination however is invasive and not necessary for each patient, therefore only patients with considerable medical indications can be exposed to radiation, which is closely connected with CT scanning. The greatest advantage of CT scanning is possibility to distinguish different tissues of the head (bones, soft tissues, teeth), and to establish relations between them. From technical point of view, data from CT require additional processing like segmentation, isosurface construction, gantry correction (Fig. 9a) [8] and finally the acquisition of landmarks (Fig. 9b) .
While the single CT-examination can be a basis for creating a patient specific model of a head, the hypothetical regular series of CT-examination could yield a model of development. Radiation is a cause of strong limitations of applications of CT-scanning and therefore only for the most serious cases the series of two examinations are available.
Surface Scanning
In case of partial lack of data, other ways of gaining the information should be used. New, noninvasive techniques like 3D laser scanners are able to digitize the information, available so far only in CT examination. Since 2003 we have used a Konica Minolta VI9i laser scanner, and since 2008 the 3dMD face scanner. We are able to perform scanning of different objects, but for orthodontic purposes the most important is scanning of the dental models and human faces (Fig. 10) . The main disadvantage of this techniques is that the scanner can only scan those surfaces which are visible from a given viewpoint. In order to acquire entire relevant surfaces of the head the unit has to be moved around the patient or the scanned object (Fig. 10b) . The scans should be merged together after being brought into register (transform into common coordinate system).
An additional equipment for Konica-Minolta scanner -a rotary table -facilitates the scanning of small objects (Fig. 10c) . Using the instruments we developed the technique for digitization of dental models. Each, the upper and the lower model are first scanned separately, and then in occlusion, which is ensured using a wafer. From the partial scans, after some registration and merging procedures the digital model with occlusion is obtained. Such models can be used both for analysis and documentation purposes.
To perform full 3D head scanning the Minolta Vivid VI-9i scanner has to be moved around the patient sitting on a special chair with a headrest that preserves breathingrelated movements and assures unchanged head position during the examination.
To make full usage of both scanning strategies it would be useful to combine the scans of faces and digital dental models (Fig. 11 ). Both scans, however, do not have common areas. In such situation the only way to register them together is adding additional surfaces which can be scanned with both images. The additional surfaces come from the reference object which is the equivalent of the traditional facial arch. The arch can be scanned both with faces and dental models. The resulting structure is a new quality in orthodontic imaging. It is possible to obtain the information, so far available only in CT, namely the relationships between facial features, teeth and occlusal plane. The great advantage of the method is that it uses no radiation. Being non invasive it can be repeated freely to continuously monitor changes. The example of application for this method of orthodontic diagnosis is illustrated in [9] . The ultimate goal of all these studies is a fusion of all these imaging techniques to create patient specific, deformable geometric model of the head (Fig. 12) . The model consists of three layers namely the skin, the bones of the skull and teeth, together with the landmarks localized on each layer. In case of CT data the relationship between the layers is automatically given. The localization of landmarks must be indicated by the user.
Another important issue is joining the information yielded by different imaging modalities and registration of different images to the model. The problem that occures here is variability in position especially for soft tissues. Surfaces of the greatest importance must be identified in each image and then used for the regional registration. To register CT images with the X-ray films the specially designed X-ray simulator is used. Assuming the knowledge about the conditions of real imaging the patient position the examination is found.
The landmarks of the model are still the basis for diagnosis as in case of cephalometric analysis aimed at a quantitative estimation of the deformation within the bone and soft tissue. This analysis helps us plan treatments, as well as long-term tracking of the development of bone structures and then observe the results of the taken therapy. New methods were also introduced and implemented as the extension of these studies. The methods include the morphometric analysis and statistical measures of deformation.
The expected model incorporates both the face and cranium morphology and development (growth and pathology as well) and is the basis for predicting future appearance of a patient.
The developed diagnostic model of the head may be further processed and used when planning surgical interventions in the facial skeleton. Equipment stored in the lab allows the preparation and carrying out virtual operations and training of specialists using a virtual environment, eg. a glove-pad CyberGlove with feedback. It is also possible a verification of the planned surgical intervention on physical prototype models obtained using the Elite Dimension 3D printer (Fig. 13) . 
Conclusions
The article presents two significantly different applications of computer vision techniques. Both of them were realized using the same equipment in LEP3D. Both used the same basic algorithm for the acquisition, and preliminary processing of meshes yielded by 3D laser scanning. However, different aims of both applications enforce the separate approaches to the problem.
In the approach of monument protection a great diversity of objects is encountered. Different scanning devices and techniques are used depending on the size and physical properities of the objects. The particular images of the surface have to be merged together in order to create a water-tight computer model of the monument. Such model can be prototyped using 3D printer or visialized in 3D. Additionally, the presentation limits the volume of data to be fluently transmited, so that the hierarchical representation of surface models in form of progressive meshes was introduced.
In the described medical applications the diagnosed object is of only one type, i.e. a head of the patient, but its shape can be changed in time due to growth, pathologies or surgical interventions. Therefore, the most important for building a patient-specific model is registration of information from different imaging modalities. This requires specialized techniques of registration such as regional registration, registration without common part, or 2D/3D registration (virtual x-rays). The replacing of the CT data with the 3D scans of face and dental models significantly reduce the harmful radiation. It should be emphasized that on the contrary to the virtual museum, in medical applications the accuracy is more important then the completeness of the model, and the reconstruction of lacking surfaces cannot be used to such extent.
Zastosowania wizji komputerowej w medycynie i ochronie zabytków
Streszczenie W artykule przedstawiono wybór metod analizy przestrzennej wizji komputerowej w aspekcie ich zastosowań w diagnostyce medycznej oraz ochronie zabytków. Tematyka ta stanowi motyw przewodni prac Zespołu Komputerowych Systemów Wizyjnych IITiS PAN. Prace teoretyczne Zespołu koncentrują się obecnie na rozwijaniu metod wykrywania i analizy cech powierzchniowych oraz wolumetrycznych na podstawie danych przestrzennych pochodzących z multimodalnych czujników obrazowania, takich jak skanery laserowe 3D, kamery stereoskopowe, sprzężone pary zdjęć RTG, czy obrazowanie tomograficzne.
Część prowadzonych prac dotyczy przestrzennej digitalizacji 3D zabytków. Ich celem jest opracowanie technik gromadzenia, przetwarzania i udostępniania danych o obiektach dziedzictwa kultury tak, aby powstał zbiór narzędzi programowych służą-cych do realizacji idei wirtualnego muzeum. Takie narzędzia wspomagają syntezę kompletnego modelu przestrzennego umożliwiając częściową lub całkowitą automatyzację poszczególnych etapów przetwarzania: łączenie cząstkowych modeli powierzchniowych otrzymanych podczas poszczególnych skanów (w szczególności wykonanych różnymi urządzeniami); hierarchiczna reprezentacja danych, wykorzystująca siatki progresywne, będąca odzwierciedleniem ludzkiego sposobu postrzegania kształtów i relacji przestrzennych; metody do segmentacji i wyszukiwania fragmentów charakterystycznych; rekonstrukcję brakujących obszarów dla danych pomiarowych nie zapewniających pełnego pokrycia obiektu. W ramach prac praktycznych przeprowadzono skanowanie i obróbkę wybranych eksponatów udostępnionych przez Muzeum w Gliwicach. W trakcie prac zaimplementowano system ME3d, który umożliwia realizację wielu zadań związanych z przetwarzaniem danych 3D; modularna architektura ułatwia jego rozbudowę i adaptację. Opracowane technologie mogą posłużyć do wspomagania człowieka m.in. w automatyzacji procesu skanowania i przetwarzania danych muzealnych, a także w wirtualnych rekonstrukcjach uszkodzonych lub rozdzielonych eksponatów.
W dziedzinie zastosowań ortodontycznych prowadzone prace badawcze związane są z budową indywidualnego modelu pacjenta na podstawie danych z różnych obrazowań medycznych. Przeprowadzono kompleksową diagnostykę oraz analizę deformacji w obrębie twarzowej części czaszki przy użyciu różnorodnych form obrazowania medycznego: począwszy od par cefalogramów (przednich i bocznych), poprzez tomografię komputerową, analizę zdigitalizowanych modeli zębowych, aż po obrazowanie 3D powierzchni tkanek miękkich za pomocą skanera 3D. W szczególności analizowano niedokładności odwzorowania podczas rekonstrukcji trójwymiarowych powierzchni wykonywanych na podstawie obrazowania z tomografii komputerowej przy użyciu nachylenia gantry. Zaimplementowano i porównano dokładności metod pomiaru morfometrii zestawiając je z danymi pomiarowymi otrzymanymi w systemach medycznych zainstalowanych na stacjach graficznych obsługujących tomografię komputerową. Wskazano zalecane modyfikacje dla takich aplikacji, które ułatwiałyby pomiar morfometrii twarzowej części czaszki dla celów diagnostyki ortodontycznej. Prowadzono też prace nad systemem komputerowej analizy wzrostu twarzoczaszki. W badaniach tych wykorzystano możliwości nieinwazyjnego skanera do twarzy 3dMD.
Zastosowanie technik wizji komputerowej w zakresie wspomagania diagnostyki ortodontycznej oraz planowania zabiegów chirurgicznych obejmuje zagadnienia związane z prawidłową akwizycją, kalibracją, rejestracją oraz analizą medycznych obrazów obszaru twarzowej części czaszki i głowy. Zaimplementowano procedury wspierające różnorodne metody diagnostyczne od tradycyjnej analizy cefalogramów począwszy, poprzez analizę wzrostu czyli długoterminową analizę deformacji w obrębie twarzowej części czaszki. Oprócz metod wykorzystywanych w diagnostyce ortodontycznej zaimplementowano także nowsze metody morfometrii i statystycznej analizy deformacji. Celem prac badawczych było także poszerzenie diagnostyki poprzez wykorzystanie informacji trójwymiarowej uzyskiwanej poprzez: rekonstrukcję współrzęd-nych punktów charakterystycznych na podstawie sprzężonych par cefalogramów (przed-nich i bocznych); rekonstrukcję powierzchni na podstawie przekrojów otrzymywanych w tomografii komputerowej, skanowanie trójwymiarowe powierzchni twarzy (Konica Minolta, 3dMD), skanowanie trójwymiarowe gipsowych modeli zębowych.
Ostatecznym celem tych prac było połączenie całej dostępnej informacji obrazowej w postaci indywidualnego modelu pacjenta. Połączenie danych uzyskanych poprzez skanowanie tkanek miękkich twarzy oraz zdigitalizowanych modeli zębowych pozwoliło uzupełnić informacje, których brak spowodowany był ograniczeniami stawianymi tomografii komputerowej ze względu na jej inwazyjność. Trwają prace nad metodami wizualizacji przestrzennej oraz interakcyjnymi systemami planowania zabiegów medycznych z wykorzystaniem zarówno przestrzennych modeli wirtualnych, jak również modeli materialnych uzyskanych za pomocą drukarki 3D.
