The long term tracking of sparse local features in an image is important for many applications including camera calibration for stereo applications, camera or global motion estimation and people surveillance. The majority of existing tracking frameworks are based on some kind of prediction/correction idea e.g. KLT and Particle Filters. However, given a careful selection of interest points throughout the sequence, the problem of tracking can be solved with the Viterbi algorithm. This work introduces a novel approach to interest point selection for tracking using the Mean Shift algorithm over short time windows. The resulting points are then articulated within a Viterbi algorithm for creating very long term tracking data. The tracks are shown to be more accurate than traditional KLT implementations and also do not suffer from accumulation of error with time.
INTRODUCTION
The tracking of local regions involves matching them in adjacent images throughout a sequence. It is widely accepted that the ideal is to generate long contiguous tracks. Such tracking data can then be used for camera calibration, surveillance, 1 and sparse to fine motion estimation or segmentation. 2 Most point tracking systems are two step: first selecting interest points and then tracking the image material around those points through the sequence. The popular KLT tracker, 3 and various Particle trackers 4 follow this idea. However, given that it is possible to locate interest points in all the frames of the sequence, it is sensible to constrain a tracker to match only that image material around those detected interest points. Unfortunately, Mikolajczyk 5 reports that matching local descriptors is unreliable in terms of recall vs precision, since they are only invariant to a few classes of image transformations (affine for example) encountered in practice. However that experiment was conducted using direct SIFT 6 descriptor matching without any constraints about motion or local image appearance information. In this paper we propose a strategy for selecting interest points more suitable for tracking, and we design a more appropriate feature vector using a colour quantisation step. The idea is first to process the existing interest points to generate a set of 3-frame long seed tracks of high confidence, using a low cost process. The tracking problem is then to extend these seeds using the available interest points. That is best solved with the Viterbi algorithm. 7 This idea enables long term tracking and also is less prone to accumulation of tracking error with time. We discuss track seed selection first, then present the feature vector design and finally construct the elements of the Viterbi tracker.
SELECTING SEED TRACKS
We adopt the use of the SIFT interest point detector 6 for identifying interest points in each frame of an image sequence. It is advantageous in any tracker to be able to select points which are known to be trackable, before attempting to generate long term tracking data. This is not attainable in practice, but what is achievable is to generate a set of short, high confidence tracks before proceeding to long term tracking. To do this we make the interesting observation that by tightly clustering SIFT descriptors (using a fast approximation to the Mean Shift (MS) algorithm 8 ) associated with the SIFT interest points over 3 frames, each cluster automatically provides a seed path. The idea here is that by using a small kernel bandwidth (0.3), the SIFT descriptors that are clustered together are so close in the feature space that they can potentially arise from the same point in each of the three frames. In addition, points in the cluster should come from different frames, and be separated by less than D pels hence enforcing a maximum motion constraint. After MS clustering therefore, those clusters containing exactly 3 points and where the points in the cluster are separated by less than D=50 pels in the image plane, are selected as a seed track. In figure 1 (right) a simplified view of the 128-dimensional SIFT descriptor space is shown to illustrate the idea. ) and their corresponding circular neighbourhoods. Note that only a few regions are shown at selected scales for clarity of illustration. Right: Simplified 2-dimensional illustration of the clustering of the descriptor space for the image subsequence (n, n + 1, n + 2). The size of the clusters are determined by the Mean Shift kernel bandwidth (radius of circle). Accepted clusters (1, 3, 8, 9) contain only a single descriptor from all three images n, n + 1, and n + 2.
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Frame window Local Region Figure 2 . Example of a trellis for local region tracking. Each node (circle) represents a feature vector p α β for a local region, where β is the image at which the region was detected, and α is the track index. Three overlapping frame windows are shown (n, n + 1, n + 2),(n + 2, n + 3, n + 4), and (n + 4, n + 5, n + 6).
Seed tracks are generated initially using frame windows of 3 frames with an overlap of 1 frame. Hence the first two frame windows have image indexes of (1, 2, 3), and (3, 4, 5) . Where the end of one 3 frame path coincides with the start of the next 3 frame path, the paths are collated into a new longer seed path. This is performed over the entire sequence resulting in seed paths of arbitrary lengths. The next step is to extend the paths using more region information as well as motion constraints. The appearance information is presented below.
THE FEATURE VECTOR AND TRACKING PRELIMINARIES
In order to describe the local region appearance, a feature vector p = (x s g c) is associated with each interest point. The vector contains the position of the point x = (x, y) T , scale and dominant orientation from the SIFT descriptor, s = (σ o) T , the 128 point SIFT descriptor itself g and an adaptively quantised colour vector c (discussed later).
The ith track, P i n , that starts in frame n is now considered to be a sequence of matched feature vectors p i n . Figure 2 shows this situation for the seed tracks from the previous step. The track P 
Colour Feature
Colour information should be collected from a region around the interest point. The size of this region should relate somehow to the influence that local image material has on the location of the interest point. The region should be circular (with radius r) since the detector is based on circularly symmetric gaussians, but depending on the scale the size of the region of interest will change. This relationship is approximately r ≈ 11.4811σ + 2.5419, where σ is the scale of the local region, obtained from the SIFT interest point detector. With this approximation of r, a pixel at site (u, v) is defined to be in the neighbourhood of an interest point at (x, y)
Figure 1 (left) shows example local regions and their corresponding neighbourhoods. The colour feature vector c is a normalized histogram of quantized colours in this neighbourhood, using the YUV colour space. The quantization scheme is non-linear and is discussed next. Note that spatiograms suggested by Birchfield 9 could be used as a simplified alternative for creating this vector.
Colour Space Quantization
Figure 1 (left) shows that the neighbourhoods of the local regions overlap substantially and the union of these regions does not cover the whole image. Therefore some colours are more essential than others in representing these regions. By assuming that the colour profile of a local neighbourhood only changes slightly when tracked over a frame window, due to noise and photometric effects, it is sensible to express the region colour using only the colour in the union of all these local regions. Colours outside these regions are irrelevant. Furthermore, assuming that the colour content does not change wildly over a shot, a compact colour representation derived from the first few frames of the sequence would be sufficient to describe colour content over the subsequent frames. This compact represention is achieved by adaptive colour space quantisation.
Colour space quantization is a well researched topic. [10] [11] [12] There are two steps: palette design, in which a reduced number of palette colours is chosen, and pixel mapping in which each colour pixel is assigned to one of the colours in the palette. In this work we first create palettes for all local neighbourhoods, and then combine them to obtain a global palette, that is used to generate the colour feature vector c. The first 3-frame window is used for quantisation and the resulting quantised colour space is used for the whole sequence.
Local palettes are created by modelling the spatiotemporal volume associated with each 3-frame path P i 1 as a GMM (Gaussian Mixture Model). Because the neighbourhoods associated with each vector in P i 1 is variable, a fixed number of pixel samples (5043) are drawn randomly from these regions and that set is used for modelling. This allows a balance in computational load for GMM parameter estimation. The p.d.f. of the colour samples c i generated from P i 1 is therefore as follows.
Where θ 1, 2, . . . , G, and K g is the number local palettes in each cluster. This MS step in effect shows which of the local palettes are similar. Hence each of these clusters can be represented by a single Gaussian with parameters (μ g , R g ) estimated as follows.
These G models now form the global palette. A global palette colour g is then defined as having parameters
Consider that a pixel site (x, y) has an observed colour vector ξ. An ML estimate for the quantised colour g to be assigned to that site is generated by choosing g to maximize the log energy e g (ξ) as follows.
Using all the global palette colours can produce very sparse colour vectors c, since only a few of these colours occur in each local region. To further quantise this space, colours that are not used often from this palette can be discarded, and the retained colour space is used for the final quantised global palette. To do this, each spatiotemporal region associated with a path P i 1 votes for a single colour g i . That colour g i is the colour that best models the entire patch region, i.e. g i minimises the sum of e g (ξ) over the whole patch. After all the paths are processed in this way, all colours which have no votes are discarded. For the example sequences in figure 3 , the number of global palette colours are 598,212,235, and 139 respectively.
Tracking
It is now required to extend the seed paths into long term tracks using the feature vectors associated with each interest point. An adaptation of the Viterbi algorithm 7 proposed by Pitie 16 is used here. Figure 2 shows an example of a typical initial Viterbi trellis at this stage. The states in the Viterbi algorithm at each frame are all the feature vectors of the detected interest points which include those that are already associated with paths. Note that, it is required to extend the tracks both forward and backward temporally. This bi-directional temporal extension is achieved by first extending all tracks forward in time, and then reversing the Viterbi trellis and extend the tracks forward again. The discussion that follows is therefore applicable to both directions.
The Viterbi algorithm solves the problem of finding the best paths (in a minimum energy sense) connecting the states in the trellis i.e. solving our point tracking problem. The energy associated with each state (or point) in each frame depends both on the feature vector itself as well as an energy associated with the transition between states in consecutive frames. This framework is well understood and more information can be found here. 7 The essential requirement however is to define a transition energy between the last state of the track p 
Motion smoothness
When estimating future state spatial locations, it is assumed that tracks in very close proximity to each other change their speeds at the same rate. Hence some spatial smoothness constraint is important. For a track P is a displacement magnitude gain matrix, and η ∼ N (0, R i ). The displacement gain matrix and noise covariance are estimated by using the known seed paths up to the current frame.
A candidate A j is generated for each path P j n : j = 1, 2, . . . , J that exist over the images τ − 2, τ − 1, τ, where J is number of such paths. A weighted least square estimate is used that incorporates path information from neighbouring paths as follows.
Where
, and k = 1, 2, . . . , J. A constant spatial variance σ s = 50 is used.
Every track is now associated with a particular A i m by choosing that A j from amongst the candidate set that minimises the prediction error defined as follows.
The covariance matrix of those prediction errors is used as an estimate for R i . Hence the motion smoothness constraint can be written as
We are more confident of our motion energy term when a track is moving at a constant speed. Therefore, the motion constraint energy weighting λ in (4) 
Appearance constraint
The energy associated with the feature vector itself is an appearance energy that enforces the constraint that the appearance of the region in the next frame should be similar to the appearance of the regions along the previous frames in a path. By modelling the scale, SIFT descriptor and colour distributions of the region as a gaussian with variance R O and mean μ 0 , the appearance energy is therefore as follows.
Where the parameters R O and mean μ 0 are measured using the values of the feature vector along the path in the three previous frames, and
T T , is the scale, SIFT descriptor, and colour vectors for the candidate state p v τ +1 . The off-diagonal elements of the M × M covariance matrix R O are set to zero, assuming independence amongst the rows of Q.
PERFORMANCE EVALUATION
The performance of Viterbi tracker is compared to a standard KLT tracker implementation 17 derived from the work of. 18, 19 For the KLT tracker, the maximum number of features to track must be specified. Therefore, we use the total number of tracks in the first frame of the Viterbi tracker to specify the maximum number of track for the KLT tracker. So both trackers start with the same number of tracked features. Only the tracks from the first frame of each sequence are used for analysis since they potentially exist over the entire sequence. Comparing these tracks can reveal how tracking errors are propagated through time.
One natural sequence and three synthetic sequences of known affine transformations are used for testing and the start frame of each are shown in figure 3 .
Two criteria are used to assess tracking performance in the synthetic sequences. The synthetic sequences are generated using known affine transformations zoom, rotation and translation. Then the spatial positions of the tracks x i n , reported by both trackers are used to calculate a least squares estimate for the affine transformation parameters. The error in estimation provides one measure of the usefulness of the tracks. The second criterion used is to compare the actual expected spatial position of the tracks at the nth frame given their starting position Table 1 . The overall parameter estimation and end point percentage errors for all three synthetic sequence.
The parameters used for the synthetic sequences (zoom z n , rotational θ n , and translational t n ) vary with time and are shown below.
Where z min = 0.4 is the minimum zoom level, d max = (50 0) T is the maximum translation, Δt = 40ms, and ω = 0.6283rad/s. Each sequence exhibits just one effect i.e. zoom for the clock, rotation for the house and translation for the dock. The corresponding least squares estimates areẑ n ,θ n ,t n and are derived in the usual manner using all the estimated feature point locations in a frame.
The percentage errors in the estimation of the zoom, rotation, and translation parameters at the nth frame are defined as Figure 4 shows performance for both trackers using the synthetic sequences. The left column plots the percentage error in estimating the global motion parameters for both trackers. In red is the KLT while in black is the tracker presented here. The right column shows the corresponding percentage end point error for each tracker. An overall summary of the performance of the trackers for all three sequences in shown in table 1. These results show that the Viterbi tracker produces much more accurate tracks in general. Lower end point errors are achieved, with relatively small standard deviation across the image. This indicates that the Viterbi tracks are more dependable locally. Considering the rotational sequence (house), the standard deviation of the end point error for the KLT tracker increases with time. This indicates that there is significant track drift for this tracker when the sequence undergoes rotational transformation. The zoom sequence is the most challenging to track because of the significant loss of local features due to scale change with time. In the experiment the clock sequence was zoomed from 100% to 40% and back to 100%. For this sequence, the KLT tracker had a mean end point error of 1.92% with a std (standard deviation) of 0.82%. The corresponding error for the Viterbi tracker was 1.38% with a std of 0.08%. This is a substantial improvement. In addition, the average length of tracks for each sequence shown in figure 3 using the KLT was 10, 68, 251, and 95 respectively while for the Viterbi tracker it was 9, 33, 132, and 179. Even though the KLT tracker maintains much longer tracks for the zoom (clock) and rotation (house) sequences, the parameter and end point errors are relatively large compared to the Viterbi tracker. In the case of the zoom sequence, where there are rapid local image deformations, the average track lengths are expected to be shorter. produces more tracks in these areas, but it is obvious that some of them are incorrect. In case of the tomb, the KLT tracker made errors probably because some of the edges are almost in the direction of motion, introducing an aperture effect. For the pavement, the KLT tracker selected some very poor features to track and eventually lost them on the smooth surface. Birchfield 20 identified that repetitive textures can cause individual features to be distracted by similar nearby patterns in a standard KLT tracker. This phenomenon is observed in the grass area for the KLT tracker but not for the Viterbi tracker. The Viterbi tracker produces more tracks for the grass since more interest points can be found this highly textured region. Where there are very strong corner feature like the tree area, the performance of both trackers is roughly the same.
Results and Discussion

CONCLUSION
A new algorithm has been presented for tracking feature points over time. It is deterministic and exploits the use of a novel feature selection process based on temporal pre-selection and colour quantisation. The performance is more reliable than. 17 It is encouraging that the system presented does not suffer from the drift issues as much as the prediction/correction process of the KLT. We expect this is due to the use of candidate tracking points instead of continuous tracking. Future work will consider what aspects of this process bring to the tracking problem. By changing the feature point detector to a Harris corner detector for instance, we would be able to assess the impact of the detector with respect to the KLT. It is important to recognise that the Viterbi process itself is little more than a KLT with a restriction to search at candidate points only. Thus the advantages of this process only express when the candidates are unique and considerably fewer than the corners that might be used in the KLT. In the results shown here there were on average 1747 feature per frame in the KLT as compared to 1574 in our system. We shall explore these issues in future work.
