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Пусть A — замкнутый оператор в банаховом пространстве E с плотной в E обла-
стью определения D(A). На интервале (0, 1] рассмотрим дифференциальное уравнение
Мальмстена
u′′(t) +
k
t
u′(t) +
l
t2
u(t) = tmAu(t), k, l,m ∈ R. (1)
Будем искать решение u(t) ∈ C2([0, 1], E) ∩ C((0, 1], D(A)) уравнения (1), удовлетворя-
ющее нелокальному интегральному условию
lim
t→1
Iβσ,ν u(t) = u1, (2)
где β > 0, Iβσ,ν — оператор Эрдейи-Кобера, определяемый равенством (см. [1], с. 246)
Iβσ,ν u(t) =
σ
Γ(β) tσ(β+ν)
t∫
0
sσν+σ−1(tσ − sσ)β−1u(s) ds.
Задача (1), (2) с нелокальным условием (2), вообще говоря, не является корректной. В
настоящей работе устанавливаются условия, налагаемые на оператор A и элемент u1 ∈ E,
обеспечивающие её однозначную разрешимость.
Среди публикаций, посвящённых исследованию разрешимости нелокальных задач с
интегральным условием для абстрактных дифференциальных уравнений первого поряд-
ка отметим работы [2] и [3]. Критерий единственности решения установлен в [4]. Что
касается нелокальной задачи (1), (2), то она рассматривается впервые.
Наряду с уравнением Мальмстена (1), при k > 0 рассмотрим уравнение Эйлера-
Пуассона-Дарбу (частный случай уравнения Мальмстена при l = m = 0)
u′′(t) +
k
t
u′(t) = Au(t), t ∈ (0, 1]. (3)
Как следует из результатов работ [5, 6], корректная постановка начальных условий
для уравнения Эйлера-Пуассона-Дарбу (3) состоит в задании в точке t = 0 начального
значения
u(0) = u0 ∈ D(A), (4)
и условия
u′(0) = 0, (5)
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которое не ставится (снимается) при k ≥ 1, что характерно для ряда уравнений с особен-
ностью в коэффициентах при t = 0.
В работах [5, 6] приводятся также и условия на оператор A, обеспечивающие коррект-
ную разрешимость задачи (3) – (5). Множество операторов A, с которыми задача (3) –
(5) равномерно корректна, обозначим через Gk.
В частности, если оператор A ограничен, то A ∈ Gk и решение задачи (3) – (5) имеет
вид
u(t) = Yk(t)u0 = Γ
(
k + 1
2
) ∞∑
j=0
(t/2)2jAju0
j! Γ ((k + 1)/2 + j)
= 0F1
(
k + 1
2
;
t2
4
A
)
u0, u0 ∈ E, (6)
где Γ(·) — гамма-функция, pFq(·) — обобщённая гипергеометрическая функция.
В случае неограниченного оператора A ∈ Gk при u0 ∈ D(A) решение задачи (3) – (5)
имеет вид (см. [5, 6])
u(t) = Yk(t)u0 =
2(k−1)/2Γ((k + 1)/2)
ipi t(k−1)/2
σ+i∞∫
σ−i∞
λ(3−k)/2I(k−1)/2(tλ)R(λ2)u0 dλ, σ > ω, (7)
где Iν(·) — модифицированная функция Бесселя, λ2 при Reλ > ω ≥ 0 принадлежит
резольвентному множеству ρ(A) оператора A, а R(λ2) = (λ2I − A)−1 — его резольвента.
В формулах (6), (7) через Yk(t) обозначена операторная функция Бесселя (ОФБ) —
разрешающий оператор задачи (3) – (5).
В работе [7] было показано, что ОФБ Yk(t) может быть использована для построения
решений весовых задач Коши для абстрактного уравнения Мальмстена (1) (классическое
уравнения Мальмстена рассмотрено в [8], с. 113) и доказана следующая теорема.
Теорема 1. Пусть µ =
√
(k − 1)2 − 4l/(m + 2) ≥ 0, u0 ∈ D(A) и оператор A ∈ G2µ+1.
Тогда функция
u(t) = t(1−k+µ(m+2))/2Y2µ+1(τ)u0, τ =
2t(m+2)/2
m+ 2
(8)
является единственным решением уравнения Мальмстена (1), удовлетворяющим на-
чальному условию
lim
t→0
t(k−1−ν(m+2))/2u(t) = u0. (9)
Следует заметить, что при сделанных в теореме 1 предположениях, для рассматрива-
емого дифференциального уравнения (1), также как и для уравнения Эйлера-Пуассона-
Дарбу (3) в случае k ≥ 1, второе начальное условие при t = 0 не ставится.
Исследования, касающиеся разрешимости задачи (1), (2) состоят в нахождении на-
чального элемента u0 в условии (9) по нелокальному условию (2), при этом важную роль
будет играть целая функция
χ(k, l,m, β, σ, ν;λ) =
∞∑
j=0
Γ(µ+ 1)Γ (ν + 1 + ((m+ 2)(µ+ 2j) + 1− k)/(2σ)) (λ/(m+ 2)2)2j
j! Γ (µ+ 1 + j) Γ (β + ν + 1 + ((m+ 2)(µ+ 2j) + 1− k)/(2σ)) ,
которая называется характеристической функцией нелокального условия (2) и которую в
дальнейшем будем обозначать χ($;λ), где $ = (k, l,m, β, σ, ν).
Теорема 2. Пусть β > 0, µ ≥ 0, σ > 0, 2σ(ν + 1) + µ(m + 2) + 1 − k > 0, A —
ограниченный оператор и u1 ∈ E. Для того, чтобы задача (1), (2) имела единственное
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решение, необходимо и достаточно, чтобы на спектре σ(A) оператора A выполнялось
условие
χ($;λ) 6= 0, λ ∈ σ(A). (10)
Доказательство. Для нахождения входящего в равенство (9) начального элемента u0
к определяемой равенствами (8) и (6) функции u(t) применим оператор Эрдейи-Кобера
Iβσ,ν . После элементарных преобразований получим
Iβσ,ν u(t) = I
β
σ,ν t
(1−k+µ(m+2))/2Y2µ+1(τ)u0 =
(
τ =
2t(m+2)/2
m+ 2
)
=
σ
Γ(β) tσ(β+ν)
t∫
0
sσν+σ−1+(1−k+µ(m+2))/2(tσ − sσ)β−1Y2µ+1
(
2s(m+2)/2
m+ 2
)
u0 ds =
=
σ Γ(µ+ 1)
Γ(β) tσ(β+ν)
∞∑
j=0
(Au0/(m+ 2)
2)
j
j! Γ (µ+ 1 + j)
t∫
0
sσν+σ−1+(1−k+µ(m+2))/2(tσ − sσ)β−1 ds.
Вычисляя последний интеграл, в силу условия (2), приходим к уравнению
∞∑
j=0
Γ(µ+ 1)Γ (ν + 1 + ((m+ 2)(µ+ 2j) + 1− k)/(2σ)) (Au0/(m+ 2)2)j
j! Γ (µ+ 1 + j) Γ (β + ν + 1 + ((m+ 2)(µ+ 2j) + 1− k)/(2σ)) = u1. (11)
Пусть Ω — открытое множество комплексной плоскости, содержащее спектр σ(A) огра-
ниченного оператора A, и граница которого ∂Ω состоит из конечного числа спрямляемых
жордановых кривых, ориентированных в положительном направлении. Тогда, записывая
для оператора, стоящего в левой части (11), представление через резольвенту, перепишем
уравнение (11) в виде
Bu0 ≡
∫
∂Ω
χ($;λ)R(λ)u0 dλ = u1. (12)
Следовательно, необходимым и достаточным условием однозначной разрешимости за-
дачи (1), (2) с ограниченным оператором A является разрешимость уравнения (12), т.е.
отсутствие в спектре σ(B) оператора B точки λ = 0. Равенство (12) означает, что опе-
ратор B является аналитической функцией оператора A, B = χ($;A). По теореме об
отображении спектра ограниченного оператора σ(B) = χ($;σ(A)). Таким образом, значе-
ние λ = 0 не является точкой спектра оператора B только тогда, когда на спектре σ(A)
не обращается в нуль функция χ($;λ) или, что тоже самое, выполнено условие (10).
При выполнении условия (10) начальный элемент u0 = B−1u1, а решение задачи (1),
(2) с ограниченным оператором A определяется равенствами (8) и (6). Теорема доказана.
В случае, когда параметры σ и ν подобраны специальным образом, а именно: σ =
m+ 2, ν = µ/2 + (k − 1)/(2m+ 4) и z = 2√λ/(m+ 2), то
χ($;λ) =
Γ(µ+ 1)
Γ(β + µ+ 1)
0F1
(
β + µ+ 1;
z2
4
)
= Γ (µ+ 1)
(
2
z
)β+µ
Iβ+µ (z) ,
где Iβ+µ (z) — модифицированная функция Бесселя, и справедливо утверждение.
Теорема 3. Пусть µ ≥ 0, σ = m + 2, ν = µ/2 + (k − 1)/(2m + 4), A — ограниченный
оператор, u1 ∈ E. Для того, чтобы нелокальная задача (1), (2) при указанных значе-
ниях параметров имела единственное решение, необходимо и достаточно, чтобы на
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спектре σ(A) оператора A выполнялось условие
Iβ+µ
(
2
√
λ
m+ 2
)
6= 0, λ ∈ σ(A). (13)
Если выполнены условия теоремы 3 и, кроме того, k ≥ 1, l = m = 0, то нелокаль-
ная задача (1), (2) для уравнение Мальмстена превращается в нелокальную задачу для
уравнения Эйлера-Пуассона-Дарбу, которая исследована в [9], а соответствующая харак-
теристическая функция в этом случае имеет вид
χ($;λ) = Γ
(
k + 1
2
)(
2√
λ
)(k−1)/2+β
I(k−1)/2+β
(√
λ
)
.
Поэтому распределение и асимптотика нулей λj = λj ((k − 1)/2 + β), j = 1, 2, ... функ-
ции χ($;λ) известны (см. [8], гл. 15), а именно, все нули простые, отрицательные и
lim
j→∞
λj
j2
= −pi2. (14)
Из доказанной теоремы 2 следует, что расположение нулей функции χ($;λ) опре-
деляет однозначную разрешимость задачи (1), (2) с ограниченным оператором A. Для
уравнения (1) с неограниченным оператором A условие вида (10) уже не будет достаточ-
ным условием однозначной разрешимости, хотя расположение нулей также играет важную
роль.
Установим далее необходимое условие единственности решения обратной задачи (1),
(2) с неограниченным оператором A.
Теорема 4. Пусть µ ≥ 0, A — линейный замкнутый оператор в E. Предположим,
что нелокальная задача (1), (2) имеет решение u(t). Для того, чтобы это решение
было единственным, необходимо, чтобы ни один нуль λj, j = 1, 2, ... целой функции
χ($;λ) не являлся собственным значением оператора A.
Доказательство. Предположим, что некоторый нуль λ0 из счётного множества нулей
функции χ($;λ) является собственным значением оператора A с собственным вектором
h0 6= 0. Непосредственная проверка показывает, что функция
ϑ(t;λ0) = t
(1−k+µ(m+2))/2Y2µ+1(τ) = t(1−k+µ(m+2))/20F1
(
µ+ 1;
λ0τ
2
4
)
, τ =
2t(m+2)/2
m+ 2
является решением скалярной задачи
ϑ′′(t;λ0) +
k
t
ϑ′(t;λ0) +
l
t2
ϑ(t;λ0) = λ0t
mϑ(t;λ0), t ∈ (0, 1],
lim
t→1
Iβσ,ν ϑ(t;λ0) = 0.
Отметим лишь, что имеет место именно нулевое нелокальное условие, поскольку λ0 —
нуль функции χ($;λ). Поэтому функция u(t) = ϑ(t;λ0)h0 является ненулевым решением
однородной (u1 = 0) нелокальной задачи (1), (2). Тем самым решение задачи (1), (2) будет
заведомо неединственным, если оно будет существовать. Теорема доказана.
Переходим теперь к достаточному условию однозначной разрешимости задачи (1), (2) с
неограниченным оператором A. Также как и при доказательстве теоремы 2, нам предстоит
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найти начальный элемент u0 из уравнения
lim
t→1
Iβσ,ν t
(1−k+µ(m+2))/2Y2µ+1(τ)u0 = u1, τ =
2t(m+2)/2
m+ 2
, (15)
где ОФБ Y2µ+1(τ) определяется равенством (7).
После элементарных преобразований левую часть уравнения (15) представим в виде
lim
t→1
Iβσ,ν t
(1−k+µ(m+2))/2Y2µ+1(τ)u0 =
σ
Γ(β)
1∫
0
sσν+σ−1(1− sσ)β−1 ×
× 2
µ Γ(µ+ 1)
ipi sµ
σ+i∞∫
σ−i∞
λ1−µIµ(ξλ)R(λ2)u0 dλds =
(
ξ =
2s(m+2)/2
m+ 2
)
=
σ (m+ 2)µ Γ(µ+ 1)
ipi Γ(β)
σ+i∞∫
σ−i∞
λ1−µR(λ2)u0 ×
×
1∫
0
sσν+σ−k/2−1/2(1− sσ)β−1
∞∑
j=0
(
λsm/2+1/(m+ 2)2
)2j+µ
j! Γ (µ+ 1 + j)
dsdλ =
=
1
ipi
σ+i∞∫
σ−i∞
λR(λ2)u0
∞∑
j=0
Γ(µ+ 1)Γ (ν + 1 + ((m+ 2)(µ+ 2j) + 1− k)/(2σ)) (λ/(m+ 2))2j
j!Γ (µ+ 1 + j) Γ (β + ν + 1 + ((m+ 2)(µ+ 2j) + 1− k)/(2σ)) dλ =
=
1
ipi
σ+i∞∫
σ−i∞
χ
(
$;λ2
)
λR(λ2)u0 dλ. (16)
Учитывая представление (16), уравнение (15) перепишем в виде
Bu0 ≡ 1
ipi
σ+i∞∫
σ−i∞
χ
(
$;λ2
)
λR(λ2)u0 dλ = u1. (17)
Таким образом, однозначная разрешимость задачи (1), (2) сводится к задаче о су-
ществовании у ограниченного оператора B : D(A) → E, заданного соотношением (17) и
продолженного по непрерывности на E, обратного оператора, определённого на некотором
подмножестве из D(A).
Как уже отмечалось ранее, при доказательстве достаточного условия однозначной раз-
решимости задачи (1), (2) с неограниченным оператором A важную роль играют распре-
деление и асимптотика нулей функции χ($;λ), поэтому мы рассмотрим частный случай,
когда распределение и асимптотика нулей функции χ($;λ) известны.
Условие 1. Пусть µ ≥ 0, σ = m + 2, ν = µ/2 + (k − 1)/(2m + 4), а каждый нуль
λj, j = 1, 2, ... функции
χ($;λ) = Γ (µ+ 1)
(
m+ 2√
λ
)β+µ
Iβ+µ
(
2
√
λ
m+ 2
)
(18)
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принадлежит резольвентному множеству ρ(A) оператора A и существует такое d > 0, что
sup
j=1,2,...
‖R(λj)‖ ≤ d.
Будем считать условие 1 выполненным. Поскольку каждый нуль λj, j = 1, 2, ... опре-
деляемой равенством (18) функции χ($;λ) принадлежит ρ(A), то он принадлежит ρ(A)
вместе с круговой окрестностью Ωj радиуса 1/d, границу которой, проходимую по часо-
вой стрелке, обозначим γj. Пусть Υ0 — контур на комплексной плоскости, состоящий из
проходимой снизу вверх прямой Re z = σ0 > ω, Υ20 — парабола, образ Υ0 при отображении
w = z2 (z ∈ Υ0, w ∈ Υ20), Ξ = Υ20
⋃
j=1,2,...
γj.
Возьмём λ0 ∈ ρ(A), Re λ0 > σ > σ0 и выберем n ∈ N так, чтобы
n > max{(k + 2β + 2µ+ 3)/4, (β + µ+ 5/2)/2}. (19)
Введём в рассмотрение ограниченный оператор
Hv =
1
2pii
∫
Ξ
R (z) v dz
χ($; z)(z − λ0)n , H : E → E. (20)
Покажем, что интеграл в (20) при выполнении условия 1 абсолютно сходится. Дей-
ствительно, в силу выбора контура Υ20, неравенства (см. [5, 6])
‖λ1−k/2R(λ2)‖ ≤ M
(Re λ− ω)k/2+1
, Re λ > ω
и асимптотического поведения модифицированной функции Бесселя
Iν(λ) =
eλ√
2piλ
(
1 +O(λ−1)
)
, λ→∞, |arg λ| < pi/2
интеграл∫
Υ20
R (z) dz
χ($; z) (z − λ0)n =
2
(m+ 2)β+µ Γ(µ+ 1)
∫
Υ0
λ(k+1)/2+β+µ λ1−k/2R (λ2) dλ√
λ Iβ+µ(2λ/(m+ 2)) (λ2 − λ0)n
абсолютно сходится, поскольку, как следует из (19), 2n > (k + 1)/2 + β + µ+ 1.
Рассмотрим теперь интеграл по
⋃
j=1,2,...
γj. Имеем
1
2pii
∫
⋃
j=1,2,...
γj
R (z) dz
χ($; z) (z − λ0)n = −
∞∑
j=1
R (λj)
χ′($;λj) (λj − λ0)n =
= −(m+ 2)
1−β−µ
Γ(µ+ 1)
∞∑
j=1
λ
(β+µ)/2+3/4
j R (λj)
λ
1/4
j Iβ+µ+1
(
2
√
λj/(m+ 2)
)
(λj − λ0)n
,
и абсолютная сходимость полученного ряда вытекает из условия 1, асимптотического
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поведения модифицированной функции Бесселя и асимптотики (14) нулей модифициро-
ванной функции Бесселя, поскольку, как следует из (19), 2n > β + µ+ 5/2.
Теорема 5. Пусть выполнено условие 1 и A ∈ G2µ+1. Если u1 ∈ D(An+1), где число
n ∈ N выбрано так, чтобы выполнялось неравенство (19), то задача (1), (2) имеет
единственное решение.
Доказательство. Как уже было отмечено, существование единственного решения за-
дачи (1), (2) сводится к существованию обратного у ограниченного оператора B, опре-
деляемого равенствами (17) и (18). Покажем, что оператор B имеет обратный оператор
B−1 : D (An)→ E.
Пусть v ∈ D (A), σ0 < σ < Re ξ. Тогда, подставляя определяемый равенством (17)
оператор B в (20) и применяя тождество Гильберта
R(z)R(ξ2) =
R(z)−R(ξ2)
ξ2 − z ,
получим равенство
HBv =
1
2pii
∫
Ξ
R (z)
χ($; z)(z − λ0)n
1
ipi
σ+i∞∫
σ−i∞
χ
(
$; ξ2
)
ξR(ξ2)v dξdz =
= − 1
2pi2
∫
Ξ
σ+i∞∫
σ−i∞
(
ξ χ ($; ξ2) R (z) v
χ ($; z) (z − λ0)n (ξ2 − z) −
ξ χ ($; ξ2) R (ξ2) v
χ ($; z) (z − λ0)n (ξ2 − z)
)
dξdz. (21)
Интеграл в (21) абсолютно сходится. Изменяя порядок интегрирования, будем иметь
HBv = − 1
2pi2
∫
Ξ
σ+i∞∫
σ−i∞
ξ χ ($; ξ2) R (z) v dξdz
χ ($; z) (z − λ0)n (ξ2 − z) +
+
1
2pi2
σ+i∞∫
σ−i∞
ξ χ
(
$; ξ2
)
R
(
ξ2
)
v
∫
Ξ
dz
χ ($; z) (z − λ0)n (ξ2 − z) dξ. (22)
Если контур интегрирования Υ20 замкнуть влево, не пересекая
⋃
j=1,2,...
γj, то внутренний
интеграл во втором слагаемом (22) обратится в нуль в силу выбора контура Ξ и теоремы
Коши для многосвязной области. А для вычисления интегралов в первом слагаемом (22),
используем интегральную формулу Коши. Таким образом, справедливо равенство
HBv = − 1
2pi2
∫
Ξ
∫
Υ
ξ χ ($; ξ2) R (z) v dξdz
χ ($; z) (z − λ0)n (ξ2 − z) =
= − 1
4pi2
∫
Ξ
∫
Υ2
χ ($;λ) R(z)v dλdz
χ ($; z) (z − λ0)n (λ− z) =
1
2pii
∫
Ξ
R(z)v dz
(z − λ0)n =
1
2pii
∫
Υ20
R(z)v dz
(z − λ0)n =
=
−1
(n− 1)!R
(n−1)(λ0)v = (−1)nRn(λ0)v.
Коммутирующие операторы H, B, Rn(λ0) ограничены и область определения D(A)
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плотна в E, поэтому равенство HBv = (−1)nRn(λ0)v справедливо и для v ∈ E, и при
этом HB : E → D (An). Отсюда следует, что оператор B−1v = (−1)n(λ0I − A)nHv при
v ∈ D (An) является обратным по отношению к B, B−1 : D (An)→ E. Действительно,
BB−1v = (−1)nB(λ0I−A)nHv = (−1)nBH(λ0I−A)nv = Rn(λ0)(λ0I−A)nv = v, v ∈ D (An) ,
B−1Bv = (−1)n(λ0I − A)nHBv = (λ0I − A)nRn(λ0)v = v, v ∈ E.
Возвращаясь к задаче (1), (2), определим принадлежащий D(A) начальный элемент
u0 = (−1)n(λ0I−A)nHu1, где u1 ∈ D (An+1), оператор H задан равенством (20), λ0 ∈ ρ(A),
Re λ0 > σ0 > ω. Тогда единственное решение u(t) задачи (1), (2) имеет вид
u(t) = t(1−k+µ(m+2))/2Y2µ+1(τ)u0, τ =
2t(m+2)/2
m+ 2
,
где ОФБ Y2µ+1(τ) определена равенством (7). Теорема доказана.
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Abstract. The conditions concerning the unique solvability of nonlocal problems for
Malmsten abstract differential equation were found. The non-local conditions contain either
Erdeyi-Kober operator.
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