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Abstract
It is proved that every continuous function on the real line can be approximated uniformly (in
the sense of a specific norm) by superpositions of analytic functions, which are solutions of a sin-
gle universal differential equation. Every superposition is some function belonging to C∞(R). This
improves a former result of the author, from which the superpositions are known to be continuous.
 2004 Elsevier Inc. All rights reserved.
1. Introduction and statement of the result
In 1981, L.A. Rubel [16] proved the following theorem on the solutions of a specific
algebraic differential equation.
Theorem A (L.A. Rubel [16]). There exists a nontrivial fourth-order algebraic differential
equation (ADE) such that any real continuous function defined on the real line can be
uniformly approximated by the C∞(R)-solutions of this ADE. One such specific ADE is
P(y ′, y ′′, y ′′′, y ′′′′) = 0,
where P denotes the polynomial
P(x1, x2, x3, x4) := 3x41x2x24 − 4x41x23x4 + 6x31x22x3x4 + 24x21x42x4 − 12x31x2x33
− 29x21x32x23 + 12x72 .
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Much work has been done by several mathematicians and by the author to improve or to
generalize Rubel’s result; the reader will find a survey by the bibliography of this paper
[1–12,17]. One question (proposed by L.A. Rubel himself) is whether there exists a uni-
versal ADE having real analytic solutions within the neighborhood of arbitrary continuous
functions on the real line. This problem is still unsolved. In [1] M. Boshernitzan has proved
the truth of Rubel’s conjecture for continuous functions given on compact intervals.
Theorem B (M. Boshernitzan [1]). There exists a nontrivial sixth-order ADE of the form
Q
(
y ′, y ′′, . . . , y(6)
)= 0,
such that for any compact interval I any real function f can be uniformly approximated
by the real-analytic solutions of this ADE on I . Here Q denotes an effectively computable
polynomial with six variables and integer coefficients.
In [12] it is shown that the superpositions of a countable number of analytic functions
on the real line approximate uniformly any given continuous function on R, such that
all the terms of the continuous superpositions satisfy the same universal ADE. This is
proved by using Theorem B and a result from [10], where the continuous functions f are
restricted by a strong condition: the limits limx→−∞ f (x) and limx→+∞ f (x) must both
exist! Moreover, another specific norm of continuous functions is used: Let ω ∈ C(R) →
R>0 denote a bounded continuous weight function taking positive values everywhere, such
that
∞∫
−∞
ω(x) dx = 1 (1.1)
holds. Then, by
‖g‖ω :=
∞∫
−∞
ω(x)|g|dx (g ∈ C(R)), (1.2)
a norm for continuous functions g on the real line is given. The following result holds [12]:
Theorem C (C. Elsner [12]). There exists a nontrivial algebraic differential equation of
the form
R
(
y ′, y ′′, . . . , y(7)
)= 0,
where R denotes an effectively computable polynomial in seven variables with integer
coefficients, having the following property.
Let f ∈ C(R) → R be some continuous function defined on the real line, and let ε be
some arbitrary positive number. Then a continuous superposition H ∈ C(R) of analytic
functions Hn ∈ Cω(R) exists, say
H(x) =
∑
Hn(x) (x ∈ R),
−∞<n<∞
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differential equation.
The goal of this paper is to improve Theorem C in the following sense: there is a
universal ADE of order (at most) 7 such that the superpositions of its solutions used to
approximate the continuous functions are infinitely often differentiable everywhere. So we
shall prove:
Theorem 1. There exists a nontrivial autonomous algebraic differential equation P = 0 of
order at most 7, where P denotes an effectively computable polynomial in at most eight
variables, having the following property.
Let f ∈ C(R) → R be some continuous function defined on the real line and let ε be
some arbitrary positive number. Then a superposition H ∈ C∞(R) of analytic functions
Hr ∈ Cω(R) exists, say
H(x) =
∑
−∞<r<∞
Hr(x) (x ∈ R),
such that ‖f − H‖ω < ε holds, and every analytic function Hr solves the above universal
differential equation. Moreover, every analytic function Hr on R is an entire function on C.
In the next section some lemmas from [1] are quoted which we shall need for the proof
of Theorem 1.
2. An auxiliary result due to M. Boshernitzan and L.A. Rubel
Lemma 1. Let u, v be two real analytic functions defined on open subsets of R. Assume
that u and v satisfy some nontrivial autonomous ADEs, P1 and P2, of orders r1 and r2, re-
spectively. Then there exists a nontrivial autonomous ADE Q of order r1 +r2, depending
only on P1 and P2, such that the function u(x) · v(x) satisfies the ADE Q.
The lemma also holds for the functions u(x) ± v(x), u(x)/v(x), u(v(x)) (on their do-
mains), but we do not need this. Assuming weaker conditions (u,v ∈ C∞ on an open subset
of R), M. Boshernitzan and L.A. Rubel have proved these results in the appendix of [2]
(see Theorem 2.2). But in case of Lemma 1, where u and v are analytic, a simpler proof
can be found in [14] and [15].
We shall also need a universal ADE solved by the polynomials axn:
Lemma 2. Let a be a real number, and let n 0 be some integer. Then the polynomial axn
satisfies the ADE
yy ′y ′′′ − 2yy ′′2 + y ′2y ′′ = 0.
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Lemma 3. Let
g := gm,n(x) := e−(2x−2n−1)2m (n,m ∈ Z, m 1) (3.1)
where m and n denote integer parameters. There is an autonomous ADE of order four with
absolute integer coefficients (not depending on n and m) which is satisfied by g.
Proof. One easily checks that
g′ = −4m(2x − 2n − 1)2m−1g (3.2)
holds. Differentiating a second time, one gets
g′′ = −8m(2m− 1)(2x − 2n − 1)2m−2g − 4m(2x − 2n − 1)2m−1g′.
We multiply this identity by 2x − 2n− 1. Then one may substitute (3.2) into both terms on
the right side. This yields the equation
(2x − 2n − 1)g′′ = 2(2m− 1)g′ + (2x − 2n − 1) · g
′2
g
,
or
(2x − 2n − 1)g′′g − (2x − 2n − 1)g′2 − 2(2m− 1)g′g = 0. (3.3)
The coefficients of that ADE still depend on n, m, and x . In order to eliminate them, we
first differentiate the ADE from (3.3). After some straightforward computations one has
(4m − 4)g′′g + 4mg′2 = (2x − 2n − 1) · (g′′′g − g′′g′). (3.4)
The next step will lead to an autonomous ADE: We solve (3.3) for 2x − 2n − 1 and sub-
stitute it for the corresponding term on the right side of (3.4). After that we multiply the
identity by g′′g − g′2. Then we get
(2m − 2)(g′′2g2 − g′′g′2g)+ 2m(g′′g′2g − g′4)= (2m − 1)(g′′′g′g2 − g′′g′2g).
For the sake of brevity put
G1 := g′′2g2 − g′′g′2g,
G2 := g′′g′2g − g′4,
G3 := g′′g′2g − g′′′g′g2.

 (3.5)
Using this notation, the above ADE simplifies to
(2m − 2)G1 + 2mG2 + (2m− 1)G3 = 0. (3.6)
Differentiating for a last time, we have
(2m − 2)G1′ + 2mG2′ + (2m − 1)G3′ = 0. (3.7)
From (3.6) one gets
2m = G3 + 2G1 ,
G1 +G2 + G3
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tary operations, we finally obtain the equation
(G1 − G2)G3′ + (2G1 + G3)G2′ − (2G2 + G3)G1′ = 0,
from which the assertion of the lemma follows with regard to the abbreviations given in
(3.5). 
For any real polynomial P(t) = ∑r ar tr we denote by h(P ) the height of the poly-
nomial P , i.e. h(P ) := maxr |ar |. For any two real polynomials P1 and P2 the inequality
h(P1 + P2) h(P1) + h(P2) holds.
Lemma 4. Let
G(t) := e−t2m (m ∈ Z, m 1).
Then, for every integer k  1, there is an integer polynomial Pk(2m−1) of degree
k(2m− 1) satisfying
dkG
dtk
= Pk(2m−1)(t) · e−t2m. (3.8)
The coefficients of Pk(2m−1) depend on k and m. Moreover, we have
h(Pk(2m−1)) k!(2m)k (k  1). (3.9)
Proof. Both, the identity from (3.8) and the inequality from (3.9), are proved by induction.
First, note that P0(t) ≡ 1 holds, and it can be easily seen that (3.8) follows from
P(k+1)(2m−1)(t) := d
dt
Pk(2m−1)(t) − 2mt2m−1 · Pk(2m−1)(t) (k  0).
Obviously, (3.9) holds for k = 1, since one has P2m−1(t) = −2mt2m−1. Using the above
recurrence formula and the induction hypothesis, one obtains
h(P(k+1)(2m−1)) k(2m− 1) · h(Pk(2m−1)) + 2m · h(Pk(2m−1))

(
k(2m− 1) + 2m) · k!(2m)k < 2m(k + 1) · k!(2m)k
= (k + 1)!(2m)k+1,
which finally proves the lemma. 
In what follows we consider a continuous function f ∈ C(R) → R and two real num-
bers δn, εn with 0 < δn, εn < 1. In Section 4 below δn and εn will be specified for any
integer n. Moreover, let
In :=
[
n − δn
2
;n + 1 + δn
2
]
.
By the Weierstrass approximation theorem one can find some real polynomial
Yn(x) :=
N∑
an,νx
ν (3.10)ν=0
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The degree N of Yn(x) depends on n. Moreover, we write yn,ν to denote the analytic
function
yn,ν(x) := an,ν · xν · gm,n(x) (n ∈ Z, 0 ν N), (3.12)
where m depends on f , εn, n and will be specified later. The most important estimates
used for the proof of Theorem 1 are given by the following two lemmas.
Lemma 5. Let f ∈ C(R) → R be a continuous function, and let ε > 0. Then, for every
integer n, there is some integer m1 depending at most on ε, n, and f , such that the in-
equalities∣∣yn,ν(x)∣∣ εn8(1 + N) (x /∈ In, mm1, 0 ν N), (3.13)∣∣y(k)n,ν(x)∣∣ εn8(1 + N)
(
k  1, |x − n| 2k, mm1, 0 ν N
) (3.14)
hold.
In our applications of the lemma we shall make use of the fact that |x − n| 2 implies
that x /∈ In.
Proof. We additionally introduce the function
pn,ν(x) := an,ν · xν (n ∈ Z, 0 ν N).
Moreover, let t := 2x − 2n − 1. From x /∈ In we know that
|t| = |2x − 2n − 1| 1 + δn. (3.15)
Since pn,ν(x) are polynomials, one can find some closed interval [An,Bn] which covers
In such that
e−t2 · ∣∣pn,ν(x)∣∣< εn8(1 + N)
(
x /∈ [An,Bn], 0 ν N
)
. (3.16)
Particularly, (3.16) holds when e−t2 on the left side is replaced by e−t2m for any positive
integer m. Moreover, the number
M1 := max
x∈[An,Bn]
0νN
∣∣pn,ν(x)∣∣
exists. M1 depends on f , ε, n, and [An,Bn], but it does not depend on m. Therefore one
can find some positive integer m2 = m2(f, ε, n) satisfying
M1 · e−(1+δn)2m < εn8(1 + N) (mm2).
Then it follows from (3.15) that
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(
x ∈ [An,Bn] \ In, mm2, 0 ν N
)
. (3.17)
(3.12), (3.16) and (3.17) prove the first inequality stated in the lemma for any integer
m1 m2.
In order to prove the second inequality, we first fix a positive integer k and some ar-
bitrary real number x . Then we apply Leibniz’s rule to express the kth derivative of the
function y(k)n,ν(x):
y(k)n,ν(x) =
(
gm,n(x) · pn,ν(x)
)(k) = k∑
κ=0
(
k
κ
)
· p(k−κ)n,ν (x) · g(κ)m,n(x).
Using standard arguments, (3.8), and the inequality from (3.9) with t = 2x−2n−1, |t| > 1,
we get
∣∣y(k)n,ν(x)∣∣
k∑
κ=0
(
k
κ
)
· ∣∣p(k−κ)n,ν (x)∣∣ · ∣∣g(κ)m,n(x)∣∣
=
k∑
κ=0
(
k
κ
)
· ∣∣p(k−κ)n,ν (x)∣∣ · 2κ · ∣∣Pκ(2m−1)(t)∣∣ · e−t2m

k∑
κ=0
(
k
κ
)
· ∣∣p(k−κ)n,ν (x)∣∣ · 2k · (k(2m− 1) + 1) · k! · (2m)k · |t|k(2m−1) · e−t2m

k∑
κ=0
2 · 8k · (k + 1)! · mk+1 · |t|2km · e−t2m · ∣∣p(k−κ)n,ν (x)∣∣. (3.18)
Here we have used the inequalities k(2m − 1) + 1 2m(k + 1), κ  k, and |t| > 1. Next
we expand the polynomial pn,ν(x) at n + 1/2:
pn,ν(x) = an,ν · xν =
ν∑
µ=0
An,ν,µ · 2µ ·
(
x − n − 1
2
)µ
=
ν∑
µ=0
An,ν,µ · tµ =: Tn,ν(t) (0 ν N).
This identity allows to express explicitly the derivatives of pn,ν(x) in terms of t :
dk−κ
dxk−κ
pn,ν(x) = 2k−κ · d
k−κ
dtk−κ
Tn,ν(t)
= 2k−κ ·
ν∑
µ=0
An,ν,µ · µ(µ − 1) · · · (µ − k + κ + 1) · tµ−k+κ .
Let h(Tn,ν) := max0µν |An,ν,µ| denote the height of the polynomial Tn,ν . Using µ 
ν N , 0 κ  k, and |t| > 1, we get
∣∣p(k−κ)n,ν (x)∣∣ 2k ·
ν∑
h(Tn,ν) · N ! · |t|N  2k · h(Tn,ν) · (N + 1)! · |t|N .
µ=0
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= {2 · (N + 1)! · h(Tn,ν) · |t|N · e−t2m/2} · {16k · (k + 2)! · mk+1 · |t|2km · e−t2m/2}.
(3.19)
We first treat the term from the left-hand brackets {.}. By |t| > 1 we have |t|N  t2N . Put
K(t) := t2N · e−t2m/2 (t ∈ R).
This function satisfies K(−t) = K(t), such that it is an even function relative to x = n +
1/2 with t = 2x − 2n − 1. Therefore it suffices to restrict the investigation of K(t) on real
numbers t  1 + δn; the arguments for t −1 − δn are essentially the same. By δn > 0 it
is clear that some integer m3 > 0 exists satisfying
2N < (1 + δn)2m (mm3). (3.20)
m3 depends on n and δn. Particularly, one has
2N
m
< t2m (mm3).
Therefore we get by straightforward computation
dK
dt
= t2N−1 · e−t2m/2 · (2N − m · t2m)< 0.
Assuming mm3 and t  1+ δn with δn < 1, it follows that K(t)K(1+ δn). Therefore
one has
2 · (N + 1)! · h(Tn,ν) · |t|N · e−t2m/2
 2 · (N + 1)! · h(Tn,ν) · (1 + δn)2N · e−(1+δn)2m/2
 2 · (N + 1)! · max
0νN
h(Tn,ν) · (1 + δn)2N · e−(1+δn)2m/2
 εn
8(1 + N)
(
mm4, |t| 1 + δn
)
.
For this final estimate we assume that m4 is some sufficiently large positive integer satis-
fying m4 m3. Using this result we simplify the right side from (3.19) by∣∣y(k)n,ν(x)∣∣ εn8(1 + N) ·
{
16k · (k + 2)! · mk+1 · t2km · e−t2m/2}(
mm4, |t| 1 + δn
)
. (3.21)
It remains to show that the term within the brackets {.} does not exceed 1. For this purpose
we first replace the parameter N from the function K(t) by km and then investigate K(t)
for t >
√
3k. One easily checks that
dK
dt
= mt2km−1 · e−t2m/2 · (2k − t2m)< mt2km−1 · e−t2m/2 · (2k − 3k) < 0.
Since K is an even function with respect to t = 0, we know that
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(
t2  t1 >
√
3k or t2  t1 < −
√
3k
)
. (3.22)
In what follows we shall prove the inequality
16k · (k + 2)! · mk+1 · t2km · e−t2m/2 < 1 (m 9, k  1, t := 2k). (3.23)
For this purpose it is useful to distinguish two cases.
Case 1. m k. Since k4/k < 5 holds for all positive integers k, we have for m 6:
4m > 1350 270k4/k  2701/k · k4/k.
It follows step-by-step that
4km > 270k4 = 10(3k)3k  10(k + 2)3k  10(k + 2)3m,
5(k + 2)3m − 22km−1 < 0.
We now estimate each of the four terms from (1 + 1 + 1 + 2)(k + 2)3m in a different way
using the inequalities m > log 16 > 1, m > logm, k + 2 > k + 1 > k, k + 2 > log(k + 2) >
log 2:
k log 16 + (k + 2) log(k + 2) + (k + 1) logm + 2k2m log 2 − 22km−1 < 0, (3.24)
or
16k · (k + 2)k+2 · mk+1 · 22k2m · e−22km−1 < 1.
The second term on the left side exceeds (k + 2)!, such that we finally have
16k · (k + 2)! · mk+1 · t2km · e−t2m/2 < 1 (m 6, k  1, t = 2k). (3.25)
Case 2. m > k. For m  9 and k  1 one has 4km  4m > 10(m+ 2)4, which is the
same as 5(m + 2)4 < 22km−1. The four terms from (1 + 1 + 1 + 2)(m + 2)4 are treated
analogously as the four terms in case 1 applying the inequality m + 2 > max{m,m + 1,
log(m + 2), logm, log 16, log 2}:
m log 16 + (m + 2) log(m + 2) + (m + 1) logm + 2m3 log 2 − 22km−1 < 0.
Using the hypothesis k < m, we diminish the left side as follows:
k log 16 + (k + 2) log(k + 2) + (k + 1) logm + 2k2m log 2 − 22km−1 < 0.
This inequality also occurs in (3.24), from which the desired result in (3.25) follows im-
mediately.
It turns out that (3.23) is proved. Since 2k > √3k holds for any positive integer k,
we also conclude from (3.22) that the inequality in (3.23) even holds for all real numbers t
satisfying |t| 2k . This means that (3.14) follows from (3.21) and (3.23), provided that the
condition |x − n| 2k from (3.14) is strong enough to guarantee |t| 2k and |t| 1 + δn.
But this follows from |x − n|  2k > 2k−1 + 1/2, which gives |2x − 2n| − 1  2k . This
implies that |t| = |2x−2n−1| 2k  2 1+δn. Putting m1 := max{9,m2,m4}, we have
proved the lemma. 
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Jn :=
[
n + δn
2
;n+ 1 − δn
2
]
.
For x ∈ Jn we then have |t| = |2x − 2n − 1| 1 − δn. Put
M2 := 1 + max
nxn+1
{∣∣f (x)∣∣}. (3.26)
The number M2 exists since f is a continuous function on the real line. Therefore some
integer m5 m1 exists depending on f and n such that
1 − εn
16M2
< e−(1−δn)
2m
< 1 (mm5) (3.27)
holds.
Lemma 6. For every integer n the function Yn(x) from (3.10) satisfies∣∣f (x)− Yn(x) · gm,n(x)∣∣< εn8 (x ∈ Jn) (3.28)
for all integers mm5.
Proof. Let x ∈ Jn. By |t| 1 − δn and (3.27), the identity
e−t2m = 1 + α
holds for some negative real number α with
|α| < εn
16M2
.
Moreover, we estimate |Yn(x)| on Jn by (3.11):
max
x∈Jn
{∣∣Yn(x)∣∣} max
nxn+1
{∣∣Yn(x)∣∣} εn16 + maxnxn+1
{∣∣f (x)∣∣}< M2.
Thus one gets, applying the inequality from (3.11) for a second time,∣∣f (x)− Yn(x) · gm,n(x)∣∣= ∣∣f (x) − e−t2m · Yn(x)∣∣= ∣∣f (x) − (1 + α)Yn(x)∣∣

∣∣f (x)− Yn(x)∣∣+ |α| · ∣∣Yn(x)∣∣< εn16 + εn16M2 · M2 =
εn
8
(x ∈ Jn),
which gives the desired result. 
4. Conclusion
Proof of Theorem 1. At the beginning of this final section we define the real numbers δn
and εn for every integer n. First, let 0 < ε < 1, and
εn := ε (n ∈ Z). (4.1)3 · 2|n|
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max
{ n+δn/2∫
n−δn/2
ω(x) · (1 + 2∣∣f (x)∣∣)dx;
n+1+δn/2∫
n+1−δn/2
ω(x) · (1 + 2∣∣f (x)∣∣)dx
}
<
εn
8
(n ∈ Z) (4.2)
does exist for (n ∈ Z). We now collect together all the occurring functions yn,ν(x) from
(3.12) in the following way. First let
(Hr : r = 0,1,2, . . .) := (H0,H1,H2, . . .)
:= (y0,0, y0,1, y0,2, . . . , y0,N(0);y1,0, . . . , y1,N(1);y2,0, . . .). (4.3)
Similarly, all the functions yn,ν corresponding to negative integers n are counted by
(Hr : r = −1,−2, . . .) := (H−1,H−2,H−3, . . .)
:= (y−1,0, y−1,1, y−1,2, . . . , y−1,N(−1);y−2,0, . . . , y−2,N(−2);y−3,0, . . .). (4.4)
By these enumerations two mappings µi :Z → Z (i = 1,2) are defined such that the iden-
tity
Hr(x) = yµ1(r),µ2(r)(x)
holds for all integers r . Put
H(x) :=
∑
−∞<r<∞
Hr(x) :=
( ∞∑
r=0
+
−∞∑
r=−1
)
Hr(x) (x ∈ R). (4.5)
For every r the function Hr(x) is analytic on the real line, since gm,n(x) and pn,ν(x) are
analytic functions for all integers m 1, n ∈ Z, and 0  ν N(n). For all integers n the
parameter m (depending on n) may take the value of m5 from (3.27). First, we show that
the two series of
∑
r H
(k)
r (x) corresponding to (4.5) converge absolutely for every real
number x and for every integer k  0. Then we may interchange the terms in
∑
r H
(k)
r (x)
arbitrarily. For the proof we define an interval Ln,k := [n − 2k+1;n + 2k+1] for n ∈ Z and
k  0. Applying the specific enumeration of functions from (4.3) and (4.4), we get∑
−∞<r<∞
x∈Lµ1(r),k
∣∣H(k)r (x)∣∣+ ∑
r=0,1,...
x /∈Lµ1(r),k
∣∣H(k)r (x)∣∣+ ∑
r=−1,−2,...
x /∈Lµ1(r),k
∣∣H(k)r (x)∣∣
=
∑
−∞<r<∞
x∈Lµ1(r),k
∣∣H(k)r (x)∣∣+ ∑
r=0,1,...
x /∈Lµ1(r),k
∣∣y(k)µ1(r),µ2(r)(x)∣∣+ ∑
r=−1,−2,...
x /∈Lµ1(r),k
∣∣y(k)µ1(r),µ2(r)(x)∣∣
=
∑
−∞<r<∞
x∈L
∣∣H(k)r (x)∣∣+ ∑
n=0,1,...
x /∈L
N∑
ν=0
∣∣y(k)n,ν(x)∣∣+ ∑
n=−1,−2,...
x /∈L
N∑
ν=0
∣∣y(k)n,ν(x)∣∣
µ1(r),k n,k n,k
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∑
−∞<r<∞
x∈Lµ1(r),k
∣∣H(k)r (x)∣∣+ ∑
n=0,1,...
x /∈Ln,k
N∑
ν=0
εn
8(1 + N) +
∑
n=−1,−2,...
x /∈Ln,k
N∑
ν=0
εn
8(1 + N)

∑
−∞<r<∞
x∈Lµ1(r),k
∣∣H(k)r (x)∣∣+ ∑
−∞<n<∞
εn
8
< ∞.
Additionally, we have applied (4.1) and Lemma 5, particularly (3.13) for k = 0 is ap-
plicable since x /∈ Ln,0 implies that |x − n| 2 holds. So we have x /∈ In. Moreover, the
sum restricted by the condition x ∈ Lµ1(r),k is a finite one.
Since the series
∑
(ar + br) converges absolutely when each of the series ∑ar , ∑br
has this property, we have proved that the series
∑
−∞<r<∞
H(k)r (x) = H(k)0 (x) +
∞∑
r=1
{
H(k)r (x)+ H(k)−r (x)
}
converges absolutely, particularly the terms can be changed arbitrarily. In order to prove
H ∈ C∞(R), we apply a well-known result on infinite series of functions:
Let fn :C(1)([a, b]) → R (n = 0,1,2, . . .) denote a family of functions such that∑
n fn(x) converges for at least one point x = x0 ∈ [a, b]. Additionally it is assumed
that the series
∑
n f
′
n converges uniformly on [a, b]. Then the series
∑
n fn con-
verges uniformly on [a, b] to some function f :C(1)([a, b]) → R. Furthermore, one
has f ′ =∑n f ′n.
Now, let [a, b] with a < b denote an arbitrary interval. First we show that the series∑
r H
′
r (x) converges uniformly on [a, b]. We have
∑
−∞<r<∞
H ′r (x) =
∑
−∞<r<∞
Lµ1(r),1∩[a,b]	=∅
H ′r (x)+
∑
0<r<∞
Lµ1(−r),1∩[a,b]=∅
H ′−r (x)
+
∑
0r<∞
Lµ1(r),1∩[a,b]=∅
H ′r (x) (a  x  b).
The first sum on the right side is a finite one. By Lemma 5 (where k > 0 is assumed) we
know that∣∣H ′r (x)∣∣ εµ1(r)8(1 + N(µ1(r)))
holds for the terms of the second and third sum with an upper bound not depending on x .
The series∑ εµ1(r)
8(1 + N(µ1(r))) =
∑ εn
8
= ε
8−∞<r<∞ −∞<n<∞
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∑
H ′±r (x)
both converge uniformly on [a, b]. It turns out that H is some differentiable function on an
arbitrary interval [a, b], and therefore on R. Moreover, we have
H ′(x) =
∑
−∞<r<∞
H ′r (x) (x ∈ R).
Repeating the arguments for all subsequent derivatives of H ′r (x) by applying the above
criterion and Lemma 5, we finally prove that H ∈ C∞(R).
Next we shall answer the question how the function H approximates f on R. In solving
this problem we shall need a basic identity which follows from the enumerations in (4.3),
(4.4) and from (3.10), (3.12):
H(x) =
∑
−∞<r<∞
Hr(x) =
∑
−∞<r<∞
yµ1(r),µ2(r)(x) =
∑
−∞<n<∞
N∑
ν=0
yn,ν(x)
=
∑
−∞<n<∞
Yn(x) · gm,n(x).
For the sake of brevity it is useful to introduce the notation Zn(x) := Yn(x) · gm,n(x).
Although the function Zn(x) depends on m, this fact is insignificant to the subsequent
arguments. Furthermore, we shall make use of the following estimate: For x /∈ In and
m = m5 m1 we apply (3.10), (3.12) and (3.13) from Lemma 5 to prove that
∣∣Zn(x)∣∣ N∑
ν=0
∣∣an,ν · xν · gm,n(x)∣∣= N∑
ν=0
∣∣yn,ν(x)∣∣ εn8 (x /∈ In). (4.6)
We now have
‖f − H‖ω =
∞∫
−∞
ω(x) · ∣∣f (x) − H(x)∣∣dx
=
∑
−∞<n<∞
n+1∫
n
ω(x) ·
∣∣∣∣f (x) − ∑
−∞<k<∞
Zk(x)
∣∣∣∣dx

∑
−∞<n<∞
n+1∫
n
ω(x) ·
(∣∣f (x)− Zn(x)∣∣+ ∣∣Zn−1(x)∣∣+ ∣∣Zn+1(x)∣∣
+
∑
−∞<k<∞
k 	=n−1,n,n+1
∣∣Zk(x)∣∣
)
dx. (4.7)
In order to estimate the integral in (4.7), the following inequality, which follows from (3.1)
and (3.11), will play an important role:∣∣Zk(x)∣∣ ∣∣Yk(x)∣∣ 1 + ∣∣f (x)∣∣ (k − 1 x  k + 2). (4.8)
One gets
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−∞<n<∞
n+1∫
n
ω(x) · ∣∣f (x) − Zn(x)∣∣dx
=
∑
−∞<n<∞
{ n+δn/2∫
n
+
n+1−δn/2∫
n+δn/2
+
n+1∫
n+1−δn/2
}
ω(x) · ∣∣f (x) − Zn(x)∣∣dx

∑
−∞<n<∞
n+δn/2∫
n
ω(x) · (1 + 2∣∣f (x)∣∣)dx
+
∑
−∞<n<∞
n+1−δn/2∫
n+δn/2
ω(x) · ∣∣f (x) − Zn(x)∣∣dx + · · ·
+
∑
−∞<n<∞
n+1∫
n+1−δn/2
ω(x) · (1 + 2∣∣f (x)∣∣)dx
(
by (4.8) with k = n)

∑
−∞<n<∞
εn
8
+
∑
−∞<n<∞
n+1−δn/2∫
n+δn/2
ω(x) · εn
8
dx +
∑
−∞<n<∞
εn
8
(
by (3.28) and (4.2))
 ε
4
+
∑
−∞<n<∞
εn
8
·
∞∫
−∞
ω(x) dx = ε
4
+ ε
8
= 3ε
8
(
by (1.1)), (4.9)
∑
−∞<n<∞
n+1∫
n
ω(x) · ∣∣Zn−1(x)∣∣dx
=
∑
−∞<n<∞
{ n+δn−1/2∫
n
+
n+1∫
n+δn−1/2
}
ω(x) · ∣∣Zn−1(x)∣∣dx

∑
−∞<n<∞
n+δn−1/2∫
n
ω(x) · (1 + ∣∣f (x)∣∣)dx + ∑
−∞<n<∞
n+1∫
n+δn−1/2
ω(x) · εn−1
8
dx
(
by (4.8), (4.6))

∑
−∞<n<∞
εn−1
8
+ ε
8
= ε
8
+ ε
8
= ε
4
. (4.10)
By similar arguments one proves, applying (4.6) and (4.8), that
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−∞<n<∞
n+1∫
n
ω(x) · ∣∣Zn+1(x)∣∣dx  ε4 (4.11)
holds. It remains to treat the integral on the infinite series in (4.7). Here it suffices to apply
(4.6), since by k 	= n − 1, n,n + 1 and n x  n + 1, one knows that x /∈ Ik .
∑
−∞<n<∞
n+1∫
n
ω(x) ·
( ∑
−∞<k<∞
k 	=n−1,n,n+1
∣∣Zk(x)∣∣
)
dx

∑
−∞<n<∞
n+1∫
n
ω(x) ·
( ∑
−∞<k<∞
k 	=n−1,n,n+1
εk
8
)
dx <
ε
8
·
∞∫
−∞
ω(x) dx = ε
8
. (4.12)
Collecting together the results from (4.9)–(4.12), we estimate the right side of (4.7) by
‖f − H‖ω < 3ε8 +
ε
4
+ ε
4
+ ε
8
= ε.
In order to finish the proof of Theorem 1, we still have to guarantee the existence of a
specific autonomous ADE of order at most 7 solved by every function Hr . But this follows
from Lemma 1, Lemma 2, and Lemma 3. 
Naturally, the question arises whether H(x) in Theorem 1 is an analytic function on
the real line. One may attack this problem by Proposition 1.2.10 in [13], but whatever the
conditions on f are to adapt the proof of Theorem 1 to this situation—the derivatives of
the weight functions gm,n(x) take too large values at several points.
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