One of the main challenges of paleomagnetic research is to obtain high-resolution geomagnetic field intensity reconstructions. For the last millennia, these reconstructions are mostly based on archeomagnetic data. However, the quality of the intensity data available in the databases is very variable, and the high scatter observed in the records clearly suggests that some of them might not be reliable. In this work we investigate how the geomagnetic field intensity reconstructions and, hence, our present knowledge of the geomagnetic field in the past, are affected by the quality of the data selected for modeling the Earth's magnetic field. For this purpose we rank the European archeointensity data in four quality categories following widely accepted paleomagnetic criteria based on the methodology used during the laboratory treatment of the samples and on the number of specimens retained to calculate the mean intensities. Four geomagnetic field regional models have been implemented by applying the revised spherical cap harmonic analysis to these four groups of input data. Geomagnetic field models strongly depend on the used data set. The model built using all the available data (without any preselection) appears to be the less accurate, indicating some internal inconsistencies of the data set. In addition, some features of this model are clearly dominated by the less reliable archeointensity data, suggesting that such features might not reflect real variations of the past geomagnetic field. On the contrary, the regional model built on selected high-quality intensity data shows a very consistent intensity pattern at the European scale, confirming that the main intensity changes observed in Europe in the recent history of the geomagnetic field occurred at the continental scale.
Introduction
The paleomagnetic studies provide information about the evolution of the ancient geomagnetic field intensity. This is a crucial topic to understand the geometry of the Earth's magnetic field and, consequently, to improve our knowledge of the geodynamo process. Moreover, robust reconstructions of geomagnetic dipole moment at decadal and centennial times scales are needed to address strongly debated questions as the possible link between geomagnetic field secular variation and Earth's climate [e.g., Bard and Delaygue, 2008; Courtillot et al., 2007; Gallet et al., 2005; Genevey et al., 2013; Wollin et al., 1978] . In addition, detailed dipole moment estimations are necessary for reconstructing the past solar activity based on radionuclide production rates [e.g., Muscheler et al., 2007; Usoskin, 2013] . Finally, variations in geomagnetic field intensity can potentially be used to provide chronological constraints of baked archeological material, volcanic rocks, and Quaternary sediments [e.g., Gallet et al., 2009; Pav on-Carrasco et al., 2011; Roberts et al., 2013] .
Direct instrumental measurements of the direction of the ancient field are available for the last four centuries from shipboard and navigational records [e.g., Jackson et al., 2000; Jonkers et al., 2003] . Prior to the first direct measurements made by Gauss in 1832 AD, the estimation of past geomagnetic field intensity requires the paleomagnetic analysis of rocks and baked archeological material [Thellier and Thellier, 1959] . During the last decades, numerous spot records of the ancient geomagnetic field intensity have been obtained Donadini et al., 2009, and references therein] . As argued in different studies [e.g., Chauvin et al., 2000; Bowles et al., 2002; Genevey et al., 2008; G omez-Paccard et al., 2008] , the scatter of the PUBLICATIONS paleointensity data is very puzzling and clearly indicates that some of the data available in the databases might not be reliable. During the last years, in an effort to obtain a high-resolution description of past geomagnetic field intensity changes at regional scale, different authors applied different criteria to estimate the reliability of available archeointensity data De Marco et al., 2008; Genevey et al., 2009; G omez-Paccard et al., 2008; Herv e et al., 2013; Tema et al., 2012] . In some of these studies the authors even considered some of the data as unreliable intensity estimations and rejected them for interpretation of past geomagnetic field variations [G omez-Paccard et al., , 2012a Genevey et al., 2009 Genevey et al., , 2013 Herv e et al., 2013] . This is, perhaps, an extreme point of view, but it underlines the need to develop robust paleomagnetic criteria for evaluating the reliability of the intensity estimations contained in the databases before using them for modeling the past variation of the geomagnetic field.
During the last years, extensive efforts led to the development of different regional and global geomagnetic field models [e.g., Korte et al., 2009 Pav on-Carrasco et al., 2009 , 2010 , 2014 Licht et al., 2013] . Obviously, their ability to recover past geomagnetic field intensity changes at decadal and millennial scales strongly depends not only on the abundance of paleomagnetic data in a particular region and time interval or on the type of data used for modeling (only archeomagnetic data or both archeo and sedimentary records), but also on the fidelity of the paleointensity data used for their construction. The need for a greater number of high-quality archeointensity data and for the establishment of selection criteria to assess the reliability of archeointensities is also highlighted by the inconsistencies observed between different global geomagnetic field models [Jackson et al., 2000; Korte and Constable, 2005; Gubbins et al., 2006; Finlay, 2008; Suttie et al., 2011] . Up to now, and certainly due to the low number of available intensity data, the geomagnetic field models have been constructed using all the available paleointensity data without any preselection of them. Generally, different filters based on intensity measurement and age uncertainties are applied to detect and reject outliers by comparison of the individual mean intensity values and/or their uncertainties with the model results [see Donadini et al., 2009] . However, these filters do not depend on the quality of the laboratory protocol, and, hence, geomagnetic field model predictions might be affected by some unreliable data.
Given the increasing interest of geomagnetic field reconstructions, we present an attempt to investigate how the rejection or acceptance of the less reliable intensity data affect geomagnetic field models, and, therefore, our present knowledge of past geomagnetic field intensity changes. For this purpose, we use the most reliable records of geomagnetic field strength (archeomagnetic data) from the best covered region (Europe, North Africa, and the Near East) and the best covered time interval (the last three millennia). We provide four different geomagnetic field intensity reconstructions obtained from different selections of the archeointensity data ranked in four quality categories by means of widely accepted paleomagnetic criteria.
It is worth noting that an additional source of errors is the age uncertainties. Dates are assigned to archeological materials through a variety of chronological methods (archeological information, radiocarbon dating, thermoluminescence, or even archeomagnetic dating). Here we revised the entire databases GEOMA-GIA50v2 [Donadini et al., 2006; Korhonen et al., 2008] and ArcheoInt and included recent data carefully checked. We rely on the revision given by Genevey et al. [2008] , who calibrated all ArcheoInt data, but we excluded the sites dated only by archeomagnetism.
To model the data, we use the revised spherical cap harmonic analysis technique in two dimensions (R-SCHA2D) [Th ebault, 2008] in space and the classical penalized cubic b-splines in time. We present the different geomagnetic features depicted by the different models, followed by an attempt to decipher if such features are robust or are the result of some inconsistent data contained in the databases. Our overall aim is to underline the crucial role of obtaining and selecting high-quality paleointensities for improving our present understanding of geomagnetic field intensity changes at decadal and centennial time scales.
The European Archeointensity Database for the Last Three Millennia

Absolute Field Intensity Measurements
Since the pioneering work conducted by Emile Thellier [Thellier, 1938; Thellier and Thellier, 1959] , numerous paleomagnetic studies performed on material carrying a thermoremanent magnetization (TRM) provided local snapshots of the ancient geomagnetic field. Paleointensity estimations are based on the assumption that the magnetization of a volcanic rock or baked sample is linear to the geomagnetic field strength Geochemistry, Geophysics, Geosystems present at the moment of their last cooling from high temperatures [Thellier, 1938; N eel, 1955; Thellier and Thellier, 1959] . This linearity assumption appears to be reasonably well founded for ideal assemblages of single domain grains. However, many problems can occur when experiments are performed on natural assemblages [Dunlop, 2011] . The most common problems, which led to unsuccessful experiments, are thermally unstable ferromagnetic phases, the presence of coarse (multidomain) grains, and secondary remanent magnetizations. In order to detect these quite common problems and to check the ability of the specimens to reliable record the ancient geomagnetic field, several different approaches have been used (see Genevey et al. [2008] for a detailed review). Up to now, it is generally accepted that the most reliable methods for intensity determination are those based in the original or derived Thellier and Thellier method [Thellier and Thellier, 1959] including pTRM (partial thermoremanent magnetization) checks. Those methods are based on the comparison between natural remanent magnetization (NRM) lost and partial thermoremanent magnetization gained in a known laboratory field. The pTRM checks are crucial to detect possible alteration of the magnetic mineralogy of the samples during heating and, thus, are a very valuable way to detect failure of the intensity experiments.
Moreover, it is now accepted that the anisotropy of the TRM is a very important effect that need to be corrected at specimen level (as it can be highly variable from specimen to specimen) for obtaining accurate estimations of paleointensity Genevey et al., 2008] . Indeed, many archeomagnetic materials can exhibit an anisotropy effect that, if not corrected, can result in significant errors upon paleointensity estimates. This effect can be particularly important for ceramic fragments, tiles, and for some other archeological baked artifacts (e.g., pipes) and reach, in some cases, very high correction factors of more than 70% of the determined field strength Genevey et al., 2008; G omez-Paccard et al., 2012a] .
However, for baked clays from archeological kilns, ovens, hearths, bricks, and burnt soils, this effect is generally lower than 5% [G omez-Paccard et al., 2006 Kovacheva et al., 2009b; Herv e et al., 2013] . Different approaches to correct intensity estimations for the TRM anisotropy have been proposed in the literature (see Genevey et al. [2008] for a review of the different protocols used). One of the most successful approaches is to calculate the TRM anisotropy tensor from the acquisition of a TRM in six different directions, in sample coordinates, X, 2X, Y, 2Y, Z, 2Z; and later correct all the NRM and TRM measurements using the obtained tensor [Veitch et al., 1984; Chauvin et al., 2000] . In some studies, the approach followed to avoid the TRM anisotropy effect is to apply the TRM in the same direction than the NRM during the laboratory treatment . In some cases the correction of the TRM anisotropy effect is performed using the Anhysteretic Remanent Magnetization (ARM), the Isothermal Remanent Magnetization (IRM), or the tensors of Anisotropy of Magnetic Susceptibility (AMS). However, it has been demonstrated that these tensors are often not similar to the TRM anisotropy tensor [e.g., Chauvin et al., 2000] . The anisotropy effect can be underestimated if the ARM, IRM, and more especially AMS tensors are used to correct archeointensities instead of the TRM tensor Kovacheva et al., 2009b] .
Another important consideration in archeointensity studies is the cooling rate dependence of TRM acquisition. This effect is predicted by N eel's theory [N eel, 1955; McClelland-Brown, 1984] for single domain grain assemblages and has been experimentally observed for both volcanic and archeological material [e.g., Chauvin et al., 2000; Leonhardt et al., 2006 ]. This effect is due to the fact that the cooling time of the samples in the laboratory is typically lower (1-1.5 h) than the original cooling of the samples: from several hours to days (months) depending on the size of the archeological (volcanic) structures. When not corrected, it can result in an overestimation of the paleointensity. Experimental studies indicate, however, that this correction is usually lower than 10% .
Taking into account the diversity of the analyzed materials and laboratory protocols applied, it is irrefutable that all the intensity data cannot be considered as equally reliable. The problem now is how to estimate (and ideally to quantify) the reliability of absolute intensities in a proper way using well-defined and objective paleomagnetic criteria.
In this context, the new archeointensity databases recently developed [Donadini et al., 2006; Genevey et al., 2008; Korhonen et al., 2008] constitute a very powerful tool to make a forward step through the integration of the diversity and complexity of paleointensity data in geomagnetic field studies via the selection and/or ranking of the archeointensity data. These databases include not only mean intensities but also crucial metadata for evaluating their quality.
Ranking the Reliability of the European Archeointensity Data for the Last Three Millennia
In order to investigate the influence of the data quality on geomagnetic field reconstructions and, hence, on our present knowledge of geomagnetic field intensity changes, we used the archeointensity database from Europe and neighboring areas for the last three millennia (the period and region best covered in terms of archeomagnetic data). We selected archeomagnetic data located between 15 W and 50 E and 30 N and 60 N ( Figure 1 ). This includes data from the ArcheoInt compilation Geochemistry, Geophysics, Geosystems Although the definition of criteria for classifying archeointensities in different quality categories is not a simple task, we believe that it is already possible to define objective paleomagnetic criteria generally accepted by the overall paleomagnetic community. As noted by Tauxe [2009] , it is safe to say that the more stability checks performed (and passed), the greater confidence in the results, and the more specimens and samples measured and retained to calculate mean intensities, the more confidence we can have in the final result. This later point is crucial to derive the reliability of the different archeointensity data as the standard deviation of the mean is often about 10% . Therefore, two main criteria have been used to rank the European archeointensities: the intensity protocol used in the laboratory to infer the archeointensities at specimen level and the number of archeointensities used to estimate the mean. As the number of independent samples retained to calculate mean intensities is often missing in the databases due to the different definitions of a site in archeomagnetic studies , we have decided to use the number of specimens retained to compute the mean in order to rank the archeointensity data selected.
Taking into account the previous discussion, we classify the data in four quality categories (A, B, C, and D) according to these two basic criteria:
Category A (the most reliable data). Category A includes mean archeointensities derived from at least five specimens and obtained from the laboratory protocols considered as the most reliable by the paleomagnetic community. This includes the original or derived Thellier and Thellier method including pTRM checks and anisotropy correction via determination of the TRM anisotropy tensor, whatever the material analyzed is. The archeointensities determined by the Triaxe method also belong to this category, as the laboratory TRM is parallel to the NRM [Le Goff and Gallet, 2004] . Slag-derived data for which nonlinear TRM acquisition have been monitored and corrected when necessary are included in category A if five or more specimens were used to derive the final means [Shaar et al., 2010 [Shaar et al., , 2011 . Only 222 archeointensity data have been obtained using these high-standard protocols. Most of them are located in Western Europe and correspond to the last millennium (see Figures 1a and 1e ).
Category B. Category B includes mean archeointensities derived from at least four specimens and obtained by the original or derived Thellier and Thellier method with pTRM checks without TRM anisotropy correction but obtained from few anisotropic objects (as kilns, hearths, burnt soils, and bricks). The data contained in this category are also highly reliable as the TRM anisotropy effect in such materials is generally lower than 5% [Kovacheva et al., 2009b] . Data corresponding to the intensity protocol described in category A but derived from four specimens are included in category B. This category includes 154 archeointensities ( Figures 1b and 1e ).
Category C. This category includes data obtained by the original or derived Thellier and Thellier method with pTRM checks but without TRM anisotropy corrections and obtained from generally highly anisotropic objects (pottery fragments, tiles, or small baked archaeological artifacts). Data obtained with protocols described in category A and B but derived from three specimens are included in category C. Shaar et al. [2010] indicate that the nonlinear TRM acquisition must be monitored and controlled during paleointensity experiments of slag materials. We therefore consider that slag-derived data without this control can be considered as less reliable than data included in A and B categories and we include them in category C [Gram-Jensen et al., 2000; Ben-Yosef et al., 2008 , 2009 ]. This category includes 236 archeointensities ( Figures  1c and 1e ).
Category D (the less reliable data). Category D includes all the other intensity data obtained from other intensity protocols (e.g., Games method for adobe bricks [Games, 1977] , microwave-based method, Shaw-based methods [Shaw, 1974] , see Genevey et al. [2008] for a complete overview), or data derived from (only) one or two specimens. The paleomagnetic community generally accepts that these paleointensity methods are less well constrained than the Thellier-derived methods for which the physical theory of TRM acquisition is well established [N eel, 1955; Thellier and Thellier, 1959] . Data obtained from Thellier-derived methods not including pTRM checks or based in less than three specimens are also included in this category. Moreover, the dispersion of the intensity data obtained from these methods is clearly higher than for data corresponding to A, B, and C categories G omez-Paccard et al., 2008] 1d and 1e ). This very high proportion enhances the need to investigate the impact of low-quality archeointensity estimations on geomagnetic field intensity reconstructions.
It should be noted that cooling rate corrections have not been considered in order to classify the data in different categories. This effect is generally lower than 10% and it is very difficult to properly estimate the original real cooling time of the samples from an archeological point of view and, therefore, the final value of the cooling rate effect applied to the samples can be biased. Finally, we notice that in this study we do not include any criteria related to the age estimations of the sites. We certainly agree that the precision and reliability of the dates ascribed for each site are fundamental, but the evaluation of quality of the datings remains a very difficult task that is out of the scope of this work. Instead of a ranking criterion related to dating methodologies and precision, age uncertainties are considered during the modeling process.
The previously described categories (from A to D) constitute a powerful tool to rank the available data in different quality groups. Four geomagnetic field models have been calculated accordingly with these groups. The model A includes data from category A (222 data). The model B includes categories A and B (376 data). The model C includes categories A, B, and C (612 data), and the model D includes all available data (1636 data). In next sections we present the modeling approach used and the results obtained for the different models.
Modeling Approach
In order to model the archeointensity data at continental scale, we have applied the revised spherical cap harmonic analysis technique (R-SCHA2D) [Th ebault, 2008] in space and the penalized cubic b-splines in time. The revised version of the classical SCHA [Haines, 1985] technique is a mathematically complete solution that turns to be equivalent to global spherical harmonics when the series expansion is infinite [Th ebault et al., 2004 [Th ebault et al., , 2006 Th ebault, 2008] . This method provides not only the temporal evolution of the paleofield, but also its spatial behavior which cannot be analyzed when using the classical paleosecular variation curves (PSVC).
The intensity of the geomagnetic field cannot be expressed as a linear combination of the coefficients of the potential geomagnetic field. To solve this nonlinear problem, we have used the Taylor series applied to the intensity data as follows:
where F is the intensity data for a location r ! and epoch t, m ! is the vector containing the Spherical Cap Harmonic (SCH) coefficients, and @Fðt; r ! Þ @m is the Frechet derivative vector for the intensity component. The subindex 0 corresponds to an initial geomagnetic field model, denoted by the vector m ! 0 , and fixed as a constant axial dipole field.
To obtain the best estimation of the SCH coefficients, we have applied the regularized least square inversion to equation (1)
where dm ! 5m ! 2m ! 0 is the vector of the SCH coefficients,Â is the matrix of parameters which depends on the spatial and temporal functions in terms of SCH and cubic b-splines, andÂ 0 is the transpose ofÂ. The data error covariance matrix,Ĉ e , is the inverse matrix of weights and c ! is the vector of input data.
TheŴ andÛ matrices are the spatial and temporal regularization matrices, respectively, with damping parameters a and s. These two matrices and the corresponding damping parameters control the tradeoff between the data misfit and the model roughness. Higher values of a and s increase the smoothness of the geomagnetic field components in terms of spatial and temporal wavelengths, also in areas well covered by data. Smaller values provide a better fit to the data, but the model complexity increases. In the same way, the maximum spatial expansion of the R-SCHA2D potential field (see supporting information, section S1), the size of the spherical cap, and the temporal position of the cubic splines effect Geochemistry, Geophysics, Geosystems
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to the spatial and temporal resolution of the model. For these reasons, different tests must be carried out to set the most appropriate values of all these parameters.
Supporting information, section S1, of this paper includes additional information about the R-SCHA2D approach and the different tests performed to define the most appropriate values of the above mentioned parameters. The maximum spatial expansions in the Haines potentials of R-SCHA2D (see equation (1) in the section S1 of the supporting information), K int and K ext , was set to 2, and the maximum spatial expansion for the Mehler potential, M, was 1. In a spherical cap of 26 , this corresponds to an approximately 8 in the global spherical harmonic analysis. The spatial parameter a was 5.0Á10 21 mT 22 . In time, the knot points were fixed every 50 years, from 1000 BC to 1900 AD and the temporal parameter s was 1 yr 4 mT 22 .
The archeointensity data were weighted in equation (2) according to the reciprocal of the variance of the intensity uncertainty. The error in modeling has been estimated by applying a bootstrap method taking into account both measurement and age uncertainties [e.g., Korte et al., 2009] . The uncertainties of the model coefficients are given by the standard deviation of 5000 sets of individual model coefficients. A detailed description about the bootstrap method applied to the input data is also given in section S1 of the supporting information.
Results
In order to analyze the consistency and coherence of the four archeointensity data sets described in section 2 (see also Figure 1 ), we have applied the approach described above to generate four regional models of the intensity element of the geomagnetic field. The obtained models, named A, B, C, and D according to the data classification, have been compared with the input data at three representative locations: Paris (France, 48.9 N, 2.3 E) for Western Europe, Thessaloniki (Greece, 40.6 N, 23.0 E) for Eastern Europe, and Mari (modern Tell Hariri, Syria, 34.5 N 40.8 E) for the Near East. For each location and to illustrate the comparison, we have relocated the intensity data within a circular area of 1000 km of radius using the virtual axial dipole moment (VADM). The three locations and 1000 km radius regions are plotted in Figure 1 (green stars and circles, respectively). The total number of archeointensity data used to implement each model and the number of data located within the 1000 km radius regions are given in Table 1 . To quantify the fit of different developed models to the input data, we have used the normalized root mean square error (n-rms) given by [see Korte and Constable, 2003] n2rms5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
where N is the total number of input data, x i andx i are the input and output data, respectively, and e i is the intensity uncertainty (the standard error of the intensity data).
The first model, model D ( Figure  2) , was implemented considering all the available data (the 1636 data plotted in Figure 1d ). The obtained n-rms has a value of 8.4. This value is higher than the expected n-rms for a wellconstrained model for which the n-rms should be close to 1. The combination of two effects can explain the high n-rms obtained: (a) the high dispersion of the intensity data contained in category D, and (b) the underestimation of the uncertainties of the intensity data as pointed out by Donadini et al. [2009] . The degree of dispersion can be quantified by the mean and the standard deviation of the residual data [Korte and Constable, 2003] because they take into account how the input data differ from the model predictions. The n-rms and mean/standard deviation of the residuals for the model D are given in Table 1 . For this model the residuals present a mean value of 0.0 mT with a standard deviation of 8.6 mT. This standard deviation is higher than the average archeointensity uncertainty (3.7 mT, given also in Table 1 ) characterizing the high dispersion presented in the data from category D (Figure 2) . A direct consequence of this high dispersion is the appearance of short nonreal temporal variations in the intensity synthetic PSVCs given by the model D. The dispersion is higher in Eastern Europe and in the Near East than in Western Europe, certainly due to the lower number of category D data in this last region (see the number of data for each region in Table 1 ).
The second model, model C (Figure 3) , was constructed using data from categories A, B, and C. From the model D to the model C, the number of archeointensity data sharply decreases (62.6% from 1636 to 612). The high reduction of data is more significant in Eastern Europe (region of Thessaloniki) where only 79 data are available for constructing the model (see Table 1 ). This model presents a final n-rms of 2.7 with mean residuals of 20.1 mT and a standard deviation of 7.5 mT. The reduction of the n-rms indicates that the model C is better constrained than the model D. This is also corroborated by the lower standard deviation of residuals obtained (see Table 1 ). The better agreement between the selected data (as indicated by the standard deviation) suggests a more accurate model (in comparison with the model D) and, therefore, better constrained synthetic PSVCs (Figure 3) . However, the standard deviation is still higher than the average archeointensity uncertainty (Table 1, column 7) and the n-rms remains high.
The third model, model B, was developed using a total of 376 input data from categories A and B. This represents $23% of the initial number of data. The model does not present important differences with the model C in Western and Eastern Europe (Figures 4a and 4b) . However, the Near East suffers the biggest reduction of data, from 236 in the model C to 91 in this case (see Figures 3c and 4c) . The n-rms is 2.5 and the residuals have values of 20.2 mT and 6.5 mT of mean and standard deviation, respectively.
The last model, model A, was developed using only data from category A (222 data, $13.6% of the total data set). The statistical parameters present an n-rms of 1.8 and a mean residual of 20.3 mT, with a standard deviation of 4.6 mT. From the model B to the model A, the number of data from Eastern Europe and the Near East decreases dramatically ( Figure 5 and Table 1 ). However, for Western Europe (Figure 5a ) the difference is only 21 data. For the model A, the n-rms tends to 1 and the standard deviation is closer to the average archeointensity uncertainty (3.6 mT).
Discussion
Robustness of the Models
To identify the most accurate model, the study of the robustness of the different models given by the n-rms and the residuals has been completed by the analysis of the SCH coefficient errors. As the basis functions involved in the R-SCHA2D technique are not orthogonal [see Th ebault, 2008] , the error of the SCH coefficients cannot be estimated from the diagonal of the covariance matrixĈ e . However, the bootstrap method provides the standard deviations of the SCH coefficients that quantify the quality of the model fitting. Figure 6a shows the accumulative error (sum of standard deviations) for all the coefficients as a function of time, and Figure 6b shows the time-average error for each SCH coefficient. The time-average values of the accumulative error clearly decrease from the model D to the model A, with values of 2.7, 1.9, 1.8, and 1.3 mT, respectively (see Table 1 ). This points out the higher internal consistency of the database when only data from category A are considered. In contrast, the higher value obtained when the whole database is used suggests internal inconsistencies of the overall European paleointensity database.
The accumulative error of the SCH coefficients along with the n-rms and the standard deviation of the residuals indicate a better agreement between the data from category A and, consequently, the model fitting (the model A). On the contrary, the same statistical parameters indicate that model D, developed with all the available paleointensity data, presents the worst fitting (see also section 4). Therefore, our results suggest that mean paleointensities computed with one or two specimens per site or obtained with Thellier derived without no pTRM checks or with non Thellier-derived protocols (data from category D) should not be used for modeling the past geomagnetic field intensity variations.
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Discrepancies Between Model Predictions
According to the results given in the previous section, the model A seems to show the best fitting. However, this model is based on a small data set that is hardly dominated by the data from the western area of the spherical cap ($75% of the A data are located in western longitudes of 20 E (Figure 1a) ). The model B presents lower levels of confidence according to the statistical parameters (see Table 1 ), but it is developed using a data set that shows a better spatial and temporal distribution into the spherical cap (Figure 1b) . To investigate the discrepancies produced by the use of different data sets, we have compared the synthetic curves generated by the four models at three different locations: Paris, Thessaloniki, and Mari. The results are plotted in Figure 7 along with the difference between the model B, C, and D predictions and the synthetic PSVC of the model A. As the differences between models are higher for the first millennium BC, we discuss separately the two millennia AD and the first millennium BC.
The Last Two Millennia
In Western Europe, the models A, B, and C give similar PSVCs (Figure 7a ). This similarity can be explained by the high percentage of data from category A in comparison with data from categories B and C. These three models predict two clear intensity maxima at 600 AD and 850 AD, after a wide minimum around 400-500 AD, and since 850 AD a decreasing trend of the intensity (with plateau values or small maxima at 1100, 1350, and 1600 AD) up to 1900 AD. The model D shows a slightly higher temporal variability, with a higher number of relative maxima and minima, and presents differences with the model A (and B) around 65 to 10 mT (that is 5-10% of the present day intensity of the field at Paris).
In Eastern Europe (Figure 7b ), the predictions given by the models A, B, and C are consistent in the general trend, although the time locations of the maxima and minima differ slightly as well as their values. The two characteristic maxima around 650 AD and 900 AD, similar to those observed in Western Europe, are only well recorded after rejecting the data of category D. In this region a pronounced minimum is observed at 300 AD in models A and C which is slightly shifted in the model B. Around 1300 and 1600 AD the models B and C suggest maxima of higher amplitude than expected from the model A. Predictions of model D present differences with the model A (and B) reaching values of 610 mT.
For the Near East (Figure 7c ) there is an important decay of input data from model C to model A (see Table  1 , column 5). Models A, B, and C also show the two maxima around 650 and 900 AD and a sharp minimum around 400 AD (less pronounced in the model C). A maxima around 1350 AD and 1600 AD of high amplitude is suggested by the models B and C (attenuated in the model A), and contradictory predictions are obtained for the first years AD between the model A and the models B/C. The model D presents a higher variability in comparison with the Western and Eastern Europe results.
The First Millennium BC
All the models predict at Paris, Thessaloniki, and Mari a common minimum of intensity around 800 BC (more accentuated in the models B and C; see Figure 7 ). This feature is controlled by data coming from the Near East region between 1000 and 750 BC (see Figures 3c and 4c ). New high-quality data are clearly needed to confirm this minimum which is essentially constrained by a Georgian data set [Burlatskaya and Chelidze, 1987] . It is important to notice that this feature is associated to very high secular variation rates ($20 mT/century).
The discrepancies between predictions given by the models C/D and those given by the models A/B increase significantly and reach values up to 615-20 mT at the three selected locations. This is certainly due to the small amount of data included in category A (see Figures 1 and 5) . In Western Europe, an intensity maximum around 700 BC is observed in the four synthetic PSVCs, followed by a decaying trend (with a probably second-order maximum around 400 BC and a minimum around 200 BC) observed in models A, B, and C. The model D is the only one that predicts intensities higher than 85 mT at 750 and 500 BC. Important differences are also observed in Eastern Europe between the different models predictions ( Figure  7b) . The maximum around 500 BC suggested by the model D disappears in the other PSVCs that show a clear maximum around 650 BC which agrees pretty well with the maximum at 700 BC observed in Western Europe (Figure 7a ). The models A, B, and C suggest also a second maximum around 250 BC, followed by a relative minimum around 100 BC. For all regions and for the whole time interval, the model D predictions present a higher temporal variability than the models A and B. This seems to be an artifact related to the high dispersion and inconsistencies on the global database. Finally, we observed that when the whole data are used (model D), different patterns of the intensity geomagnetic variations are observed in Western Europe, Eastern Europe, and the Near East. However, the regional model obtained from a selection of high-quality intensity data (models A and B) predicts a more consistent pattern at the continental scale. For the last century, the IGRF11 model [Finlay et al., 2010] also shows a consistent pattern of intensity variations at continental scale modulated by the westward drift (see Figure S3 ). Consequently, anomalous secular variations of the geomagnetic field intensity can be obtained by using a paleointensity database without any quality filter.
Comparison With Other European Intensity PSVCs
We have compared the predictions of the model A with local PSVCs recently published. Figure 8a [Genevey et al., 2013] . All these PSVCs were calculated from selected high-quality intensity data. It is interesting to see how all the curves present, in general, a good agreement with the curves of the model A, but some differences are also observed. These differences can be explained by the different approaches followed to obtain the PSVCs. The curve provided by Herv e et al. [2013] used sliding overlapping windows of 160 years shifted every 50 year. For this reason, the curve is more smoothed than the model A prediction (Figure 8a) . The curve of G omez-Paccard et al.
[2012a] was calculated by the Bayesian approach [Lanos, 2004] . As noted by G omez-Paccard et al.
[2012a] the Bayesian curve is clearly very smoothed, probably due to the low number of data available between 500 and 1000 AD. Finally, the Genevey et al. [2013] curve for the last 1000 year (that gathers 50% of data in Western Europe) was developed applying an iteratively reweighted least squares algorithm combined with a bootstrap approach [Th ebault and Gallet, 2010] . For its construction, the authors used temporal knot points every 70 year. This Figure 8 . Comparison between the intensity curve (given by the error band at 95% of confidence) of the model A and already published regional intensity PSVCs in (a) Paris and (b) Thessaloniki. The red dots correspond to the intensity data of category A from sites within 1000 km from the selected locations.
Geochemistry, Geophysics, Geosystems 10.1002/2014GC005311 curve fits pretty well with the model A predictions showing clearly the three proposed relative maxima for the last millennium at 1100 AD, 1350 AD, and around 1600 AD.
For Eastern Europe (Figure 8b) , the PSVC at Thessaloniki of the model A has been compared with the curve of G omez-Paccard et al.
[2012a] covering the temporal interval from 200 AD to 1400 AD, and the curve for the Balkan region of Tema and Kondopoulou [2011] which cover the last eight millennia. The curve proposed by G omez-Paccard et al.
[2012a] was obtained from 42 selected data (Thellier and Thellier-derived data including pTRM checks) from Bulgaria, Greece, and Italy and by Bayesian modeling. The Bayesian and the model A curves present a well agreement and show the occurrence of two intensity maxima around 650 and 950 AD. However, the Balkan curve [Tema and Kondopoulou, 2011] presents smoother intensity changes and higher confidence limits. This can be explained by the approach used for constructing this curve. The authors used a 200 year overlapping sliding windows method shifted every 100 year applied to all intensity data located in a circular area of 700 km around Thessaloniki without any preselection of them [Tema and Kondopoulou, 2011] . Instead of a selection criterion based on the quality of the data, the authors applied the typical filters used commonly in geomagnetic field modeling, i.e., all the data with standard deviation r F (intensity uncertainty) 3 times the mean r F [see Donadini et al., 2009] , or data with age uncertainties greater than 300 year were rejected. As a consequence of the kind of data used, the Balkan curve is more similar to the predictions of the model D (see Figure 2b ) than that of the model A.
Conclusions
In this work, we rank the European archeointensity data in four quality categories based on the paleointensity technic used and on the number of samples retained to compute the mean values per site. We demonstrate that the regional geomagnetic field model obtained from all the available data (without any selection) is the less accurate. Moreover it shows significant discrepancies with the predictions given by the model performed with high-quality data. These differences highlight the necessity of establishing a preselection of high-quality data in order to obtain a robust description of the geomagnetic field in the past.
On the other hand, new high-quality archeointensity data are crucial to obtain a detailed reconstruction of the evolution of the geomagnetic field strength during the last millennia. Data are especially welcome for the first millennium BC to investigate the suspected intensity minimum at 800 BC that is only supported by data coming from Caucasus [Burlatskaya and Chelidze, 1987] . If this intensity low is confirmed, it would imply a very high secular variation rate ($20 mT/century). In the same way, intensity maximum around 700 BC should be also confirmed, since it is based on few data coming from the Near Eastern region only. Finally, we would like also point out the need of high-quality data from the so-called European ''Dark-ages'' (between 500 AD and 1000 AD) to better constrain the double oscillation of the intensity field observed at the European scale [G omez-Paccard et al., 2012a] .
