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Abstract 
In this paper, an efficient saliency analysis method based on entropy theory and wavelet analysis is proposed, which can be used 
for car detection in traffic video. In our method, the wavelet theory is used to detect the global saliency parts on a single frame in 
the video. The entropy theory is applied to choose the best saliency map among three color channels. Besides, the use of velocity 
information can enhance the objects close to observers, which is consistent with humans’ visual habit. Experimental results show 
that our method can achieve excellent results in terms of receiver operating characteristic (ROC) curve, the area under the curve 
(AUC) score, linear correlation coefficient (CC) score, and normalized scanpath saliency (NSS) score, as compared to other 
state-of-the-art methods.  
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1. Introduction 
Car detection is an important task in intelligent transportation systems. When we introduce saliency analysis to 
car detection, the detection performance can be greatly improved. 
Saliency analysis arose from Itti’s center-surround method (Itti 1998) and many methods came out in recent years. 
Goferman (1998) uses priors that visual forms may possess one or several centers. Murray (2011) uses wavelet 
theory to simulate human’s center-surround mechanism and determines the parameters with Gaussian mixture model. 
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Zhang et.al (2008) divides saliency perception into bottom-up saliency and top-down saliency with a Bayesian 
framework. Yang (2012) encodes image patches and learning the saliency mechanism by conditional random field. 
Borji (2012) learns a mapping from low-level visual features and top-down factors to eye fixations with Regression, 
SVM (support vector machine) and AdaBoost classifiers. Elenoora et.al (2012) encodes images features on multiple 
scales and trains the obtained feature vectors with SVM to predict saliency regions. 
All these saliency analysis models might as well be divided to top-down and bottom-up method. The top-down 
method is based on specific tasks. The bottom-up method emphasizes on the performance of humans’ visual system 
under free viewing condition. 
In this paper, a fast and efficient bottom-up method mimicking human’s behavior is put forward, which uses 
wavelet coefficients to reflect the level of uncommonness. Moreover, to accord with humans’ visual habit, which 
puts more attention to mobile objects nearer to them, velocity information is employed in our method. 
In the experiment, our method is compared to the Saliency by Induction Mechanisms (AIM) method (Bruce 
2009), non-parametric low-level vision model (NPLL) (Murray 2011), and Low-level Features (LLF) method 
(Imamoglu 2013). The experimental results show that our method outperform them in receiver operating 
characteristic (ROC) curve, the area under the curve (AUC) score, linear correlation coefficient (CC) score,  
normalized scanpath saliency (NSS) score, and visual appearance. 
2. Algorithms 
A natural image can be divided into uncommon parts and common parts (usually the background). An example is 











Fig. 1. A natural image can be divided into salient parts and non-salient parts 
Based on this point of view on saliency analysis, approaches based on wavelet theory have been proposed. 
Different from other saliency models based on wavelet, our method only need the coefficients in the wavelet domain. 
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Fig. 2. (a) The original image; (b) The ground-truth image; (c) The horizontal wavelet coefficients image of the a color channel 
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As shown in Fig. 2, the horizontal wavelet coefficients can tentatively mark the salient parts. The local salient 
parts (e.g. the road) have smaller coefficients, while the global salient regions (the cars) have larger coefficients. The 


























                                      
        
                                                        





Fig. 3. The flowchart of our proposed method 
2.1. Step A. Color channels transformation and processing in the wavelet domain 
Before processed in the wavelet domain, a RGB image is transformed to the CIE Lab color space (the rgb to CIE 
Lab converter in Matlab is employed in our experiments) and three channel images {Ic}c=L,a,b are obtained. An 
example is shown in Fig. 4. 
From Fig. 4, it can be seen that the saliency part stands out in the converted image in (e) and (f) and they are 
more obvious than the original images (Figs. 4(a) - 4(c)) do. 
In every channel, the image is transformed to wavelet domain and three wavelet coefficients plane (the horizontal 
direction, vertical direction, and diagonal direction) are obtained. To remove non-salient parts from the image, an 
enhancement process E as in Ma (2013) is employed. Let {SCc}c=L,a,b, be the enhanced result, i.e. 
 
)( cc IESC        (1) 
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(a)                                              (b)                                                           (c) 
 
                              (d)                                             (e)                                                          (f) 
Fig. 4. (a) r channel; (b) g channel; (c) b channel; (d) L channel; (e) a channel; (f) b channel 
2.2. Step B.  Color channel selection by entropy theory  
In step B, three saliency maps, denoted as SCL, SCa, and SCb, are obtained. The saliency map can be considered 
as a probability map because the saliency is denoted by magnitude in the saliency map and the salient parts usually 
aggregate in several regions. Namely, the histogram of the saliency maps includes several peaks. Thus, the saliency 
content is inversely proportional to the entropy value. The selection of the color channel c is based on the following 
equation: 
 
)}({minarg cce SCHC                                                              (2) 
 
where ¦  ni ii ppxH 1 log)( is the entropy value of the variable x,  pi is the probability of the different values of 
variable x, and n is the number of possible values for variable x. Similar to Li (2013), a low-pass Gaussian kernel is 
firstly introduced to smooth the original images, and then the entropy is calculated. Thus, the new entropy value, 
which is called 2-D entropy, is calculated as follows:  
 
)*()(2 xGEHxH D                                                              (3) 
 
where GE is a low-pass Gaussian kernel with a scale parameter sc, which is the ratio of the kernel standard deviation 
to the size of the image. The parameter sc is related to the saliency parts concerned. In our algorithm, sc is set to be 
0.02, similar to Li (2013). An example is shown in Fig. 5, and it can be seen that 2-D entropy strategy can choose 
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(a)                                                 (b)                                               (c) 
  (d)                                                             (e)                                                                    (f) 
Fig. 5. (a) The original image; (b) The ground-truth image; (c) Saliency map after color channel selection; (d) Saliency map in 
L channel; (e) Saliency map in a channel; (f) Saliency map in b channel 
2.3. Step C. Velocity prior 
To further improve the performance, a velocity prior is employed in our algorithm. As there are several cars 
nearer to the observers and with higher velocity in an image, which should attract much more attention than other 
cars. Therefore, a velocity function Gv is applied to the salient parts detected in the former steps so as to add the 
velocity prior, which accords with humans’ visual habit. According to the information of two adjacent frames, the 
gradient images gx, gy, and gt are obtained. gx and gy are the two gradient images in x direction and y direction. gt is 
the gradient image in time direction. In fact, gx, gy, and gt indicate the velocity of the mobile object in three 










u                                                         (4) 
 
Let S be the result after velocity prior, so we have 
 
vGSS u '                                                                         (5) 
 
3. Experimental Results  
Our proposed algorithm is evaluated based on 100 traffic images randomly chosen from 15085 images of high 
complexity, and the ground-truth images are given according to pixel segmentation masks with values 0 and 255. 
Those pixels in the masks with a value of 255 present saliency parts in the original image. Based on this dataset, our 
algorithm is compared to the three state-of-the-art algorithms in this area, i.e. the AIM algorithm, NPLL algorithm, 
and LLF algorithm. 
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The ROC curve, AUC score, CC score, NSS score, and time cost (second) are used to measure the relative 
performances of the different algorithms. Fig. 6 shows the ROC curve of the four methods, and Table 1 tabulates the 
AUC score, CC score, NSS score, and time cost on the 100 images for the different algorithms. The algorithm which 
achieves the best performance for each case is in bold. It can be seen that our algorithm outperforms all the other 
algorithms in terms of the AUC score, CC score, NSS score, and time efficiency. 
 
Table 1. AUC score, CC score, NSS score, and time cost of our method and other three methods. 
Measurement Ours AIM NPLL LLF 
AUC score 0.9660 0.7869 0.8361 0.7059 
CC score 0.6274 0.2495 0.3444 0.2452 
NSS score 2.3493 0.9475 1.2475 0.7059 
Time (second) 42.79 1926.75 294.21 684.56 
 
The visual results of the different methods based on the database are shown in Fig. 7. It can be seen that the 
NPLL algorithm often detects superabundant salient regions when there are many non-salient regions in the 
intermediate frequency. The AIM algorithm and LLF algorithm detect many local salient regions because too much 
detailed variation information in the spatial domain or wavelet domain is extracted. Due to these reasons, our 
algorithm can always obtain the best performance on the testing dataset. Besides, these saliency maps can help the 

















         
 
 


























































4. Conclusion  
In this paper, a fast and efficient saliency analysis scheme is proposed for traffic analysis, such as car detection. 
















(a˅           (b)                         (c)                      (d)                     (e)    (f) 
Fig. 7.  Visual performances of different methods: (a) Original image; (b) ground-true images; (c) our 
algorithm; (d) the AIM algorithm; (e) the NPLL algorithm; (f) the LLF algorithm 
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channel conversion, wavelet decomposition, 2-D entropy selection, and velocity prior, the saliency map which 
present the uncommon parts can be obtained. The 2-D entropy selection strategy is applied in our algorithm, which 
can obtain the best saliency map in three color channels. Experimental results have shown that our proposed 
algorithm can achieve a prominent improvement in terms of the AUC score, CC score, NSS score, time cost, and 
visual quality. 
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