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Razvoj hijerarhijske strukture upravljanja mobilnim robotom za 
praćenje ljudi na bazi robusne stereo robotske vizije  
Rezime: Predmet istraživanja disertacije odnosi se na razvoj i primenu 
hijerarhijske strukture upravljanja u kojoj se na višem nivou 
upravljanja izvršavaju algoritmi koji primenom stohastičkih metoda u 
robotskoj viziji detektuju ljude, estimiraju njihovu poziciju, prate ih i 
prepoznaju njihovo ponašanje, u cilju izvršavanja zadataka u kojima se 
robot ponaša kao čovekov saradnik. 
U ovoj tezi su ponuđena neka rešenja koja predstavljaju korak napred 
ka rešavanju problema s kojima se sreće sistem robotske vizije koji 
treba da obezbedi pouzdane ulaze u upravljački modul mobilnog 
robota-pratioca čoveka. Razvijen je robusan modul vizije, za praćenje 
ljudi koji može biti primenjen u različitim aplikacijama u kojima je 
potrebno da robot radi zajedno sa čovekom i koji može da se primeni 
na različite tipove mobilnih robota. Posebna pažnja u disertaciji je 
posvećena je integraciji, testiranju i eksperimentalnoj verifikacija 
stohastičkih algoritma za praćenje ljudi, kao što su Kalmanovi i 
Partikle filteri, kao i uporedna analiza algoritama za rešavanje 
problema robotskog praćenja ljudi. 
Deo istraživanja predstavljen u ovoj tezi se oslanja na zajednički 
naučni rad, koje su izveli istraživači sa Mašinskog fakulteta 
Univerziteta u Nišu i istraživači sa Instituta za automatiku (IAT) 
Univerziteta u Bremenu. Modul stereo vizije za detekciju ljudi razvijen 
na Institutu za automatiku Univerziteta u Bremenu (IAT), korišćen je u 
testiranju modula praćenja koji je razvijen u ovoj tezi. Pored ovog 
sistema detekcije korišćeni su, takođe i sistemi za detekciju ljudi koji 
koriste 3D  senzore, kao što je Asus Xtion PRO LIVE 3D senzor. 
Fokus teze je na razvoju simulacionog okruženja i njegovog 
upravljačkog sistema, kao i razvoj modula za praćenje, estimaciju i 
prepoznavanje ponašanja čoveka, koje predstavlja podršku razvoju i 
primeni stvarnog (eng. real-world) upravljačkog sistema. Razvijeno 
simulacino okruženje može lako biti korišćeno i za druge mobilne 
robote uz odgovarajuće modifikacije. Razvijeni algoritmi su evaluirani 
na Mašinskom fakultetu u Nišu, u okviru ove doktorske disertacije, 
gde je implementirano napredno hijerarhijsko upravljanje mobilnim 
robotom DaNI, firme National Instruments, korišćenjem 3D senzora 
ASUS Xtion PRO LIVE koji u eksperimentalnom laboratorijskom 
scenariju predstavlja senzor robotske vizije za modul prepoznavanja i 
praćenja ljudi. Takođe, na IAT-u, implementiran je modul vizije koji 
se sastoji od dva sub-modula, modula stereo vizije za detekciju čoveka 
i modula praćenja zasnovanim na Kalmanovom filteru razvijenom u 
okviru ove doktorske teze. 
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1. UVOD
Sposobnost praćenja čoveka mobilnim robotom je jedna od esecijalnih karakteristika modernih 
uslužnih robotskih sistema, od kojih se očekuje da rade sa ljudima i dele radni prostor s njima. Ovi 
roboti moraju biti u stanju da detektuju poziciju čoveka u prostoru i prate ga. Ovakva sposobnost 
nudi mogućnost primene robota u različitim aplikacijama kao što su bezbednosni roboti koji 
detektuju i prate provalnike, roboti koji ostvaruju interakciju sa čovekom i servisni roboti koji prate 
osobu pružajući kontinualnu asistenciju,kao što je na primer asistencija starih osoba u obavljanju 
svakodnevnih delatnosti. Praćenje ljudi je poseban izazov za postizanje pune autonomije robota. 
Mobilni roboti koji prate čoveka su opremljeni odgovarajućim senzorima koji obezbeđuju ulaznu 
informaciju za sistem upravljanja robotom.  U velikom broju slučajeva, kamera kao senzor vizije je 
osnovni senzor za dobijanje informacije o objektima nad kojima je potrebno izvršiti određeni 
zadatak u robotskim sistemima. Tako se sistem robotske vizije u poslednje vreme javlja kao 
esencijalni sastavni deo robotskih sistema i predstavlja osnovni izvor informacija na osnovu koga 
robotski sistem vrši percepciju okoline. Praćenje ljudi sistemom robotske vizije je problem 
detekcije osobe iz jedne u drugu sliku u nizu slika. Da bi se izgradio sistem robotske vizije koji je 
robustan u odnosu na različite spoljašnje uticaje kao što su promena osvetljenja, promena ugla 
snimanja i prisustvo mnogo različitih objekata u sceni, potrebno je izvršiti predikciju pozicije 
čoveka koji se prati mobilnim robotom. Robot kontinualno procenjuje poziciju i brzinu čoveka u 
lokalnom robotskom kordinatnom sistemu da bi adekvatno upravljao svojim kretanjem. 
Za robote koji pružaju podršku osobama u izvršavanju raznih zadataka kao što su roboti koji 
pomažu osobama sa invaliditetom, roboti-pratioci starijih ljudi ili mobilni roboti koji asistiraju 
ljudima u inspekciji kontaminiranih/opasnih okruženja, ključni uslov za generisanje adekvatnog 
ulaza u upravljački sistem, pored detekcije i praćenja ljudi, je prepoznavanje i predikcija ponašanja 
ljudi. Da bi izvršili ove zadatke roboti moraju da poseduju sposobnosti slične kognitivnim 
sposobnostima ljudi za rezonovanje, zaključivanje, planiranje. Izvršavanje ovih kognitivnih akcija 
podrazumeva intezivno izvršavanje matematičkih algoritama što zbog svoje sporosti mora da bude 
na visokom nivou strukture upravljanja (eng. high-level control)  u odnosu na takozvano 
upravljanje mobilnom platformom na srednjem (eng. medium-level control) i niskom nivou (eng. 
low-level control) koje se izvršava u realnom vremenu. 
Praćenje ljudskog tela i pokreta kao i njihova analiza dobila je značajnu pažnju u kompjuterskoj 
viziji u protekloj deceniji.Ovo je uglavnom motivisano željom razumevanja ljudskih gestova i poza 
za izgradnju nove generacije korisničkog interfejsa. Međutim, iako je mnogo toga urađeno 
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prethodnih godina, veliki broj problema je i dalje nerešen. Ti problemi se prvenstveno odnose na 
nedovoljnu robustnost sistema vizije u odnosu na brojne spoljašnje poremećaje kao što su 
promenljivo osvetljenje u sceni koja se snima i „zagađenost“ slike kamere različitim šumovima. 
1.1. PREGLED DOSADAŠNJIH ISTRAŽIVANJA 
U protekloj deceniji urađeno je dosta u oblasti detekcije i praćenja ljudi sa ciljem postizanja 
autonomije mobilnih robota korišćenjem različitih senzora u cilju prikupljanja informacija o 
okruženju i robotskoj reakciji na promene u neposrednoj okolini.Kompjuterska vizija predstavlja 
jedan od najpopularnijih senzora percepcije u cilju postizanja autonomnosti mobilnih sistema. 
Razvoj upravljačkih struktura za upravljanje mobilnim robotima u cilju praćenja na bazi vizije 
predstavlja aktivnu oblast istraživanja.  
Da bi postigli bolje performanse praćenja čovaka u radu [1] sistem stereo vizije je korišćen u 
kombinaciji sa laserom za merenje udaljenosti (eng. Laser Range Finder (LRF)). Takođe neki od 
istraživača su razvijali metode koje uključuju odelo sa senzorima [2] pored korišćenja sistema vizije 
na robotu, međutim primena ovakve  metoda je neadekvatna u većini aplikacija, zbog potrebe da 
čovek nosi specijalno odelo. 
Poslednjih decenija urađeno je dosta u oblasti detekcije i praćenja ekstrahovanjem različitih 
karakteristika sa slike  (eng. image features) kao i primenom različitih metoda klasifikacije. 
[3],[4],[5],[6],[7]. 
Stereo kamera je veoma popularna u detekciji i praćenju pokretnih objekata, zato što se stereo 
vizijom dobija informacija o dubini scene.U svojoj tezi Leu [8] je razvio pouzdane algoritme za 
detekciju i praćenje ljudi u realnom vremenu zasnovanih na stereo viziji u zatvorenom prostru (eng. 
indoor) kao i u otvorenom (eng. outdoor). Beymer i Konolige [9] su razvili metod za konstantno 
praćenje ljudi detektujući osobu koristeći podatke o udaljenosti čoveka od stacionarne stereo 
kamere. 
Zadnjih godina razvijeni si algoritmi za detekciju ljudi i praćenje zasnovanih na viziji koji 
omogućavaju on-line upotrebu 3D senzora sa stuktuiranom svetlošću kao što su Microsoft Kinect 
[10] i Asus Xtion PRO LIVE [11].  Ove kamere daju informaciju o dubini scene zajedno sa slikom 
scene u boji.  
Bibloteke otvorenog koda (eng. open-source libraries) kao što je OpenNI [12] koriste dodatne 
informacije koje pružaju ove kamere da bi se omogućila on-line detekcija i praćenje čoveka.  
Upravljanje neholonomskim mobilnim robotima na bazi vizije je rađeno u [13],[14], dok je u [15] 
prezentovana studija vizualne navigacije mobilnih robota u zatvorenom i otvorenom okruženju. 
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U oblasti kompjuterske vizije, praćenje pokretnog objekta mobilnim robotom je relativno težak 
problem [69]. Upotreba fazi logike je veoma česta kod upravljanja mobilnih robota [70], kao i 
neuro-fazi pristup koji koristi tehnike mašinskog učenja za podešavanje parametara funkcija 
pripadnosti [71][72]. Takođe, korišćene su i veštačke potencijalne funkcije [73], kao i histogrami 
vektorskih polja [74] za navigaciju mobilnim robotom. Darrell i drugi [75] integrišu informacije o 
dubini (eng. depth information), segmentaciju po bojama (eng.color segmentation) i detekciju lica 
(eng. face detection) za praćenje određene osobe. Feyerer i Zell [76] predlažu  algoritam za praćenje 
koji je zasnovan na stereo viziji i na podacima dobijenih laserom. Generalno, vizaualno praćenje 
možemo podeliti prema različitim kriterijumima. Jedan od kriterijuma može biti broj praćenih 
objekata/osoba (jedan objekat/osoba, više objekata/osoba, grupa objekata/osoba), zatim sama 
karakteristika osobe koju pratimo, npr. možemo da pratimo telo osobe, ili samo pojedine delove tela 
npr.njeno lice, zatim ruke, noge itd. Zatim možemo koristiti stacionarnu ili pokretnu kameru.Često 
se podela praćenja zasnovanom na viziji vrši i prema metodama koje se koriste: praćenje na osnovu 
modela (eng. model-based tracking), praćenje na osnovu regiona (eng.region-based tracking), 
praćenje na osnovu aktivne konture (eng. active contour-based tracking) i praćenje na osnovu 
karakteristika (eng.feature-based tracking) [77]. 
Veliki broj metoda praćenja za određivanje lokacije čoveka može se podeliti i na determinističke i 
probalističke metode praćenja.Od determinističkih metoda u vizualnom praćenju najčešće se koristi 
MeanShift [78][79]. MeanShift pretpostavlja da je ponašanje mete nepromenljivo u toku kretanja. 
Kada stereo vizija ne daje rezulate usled poremećaja u sistemu, često ovaj metod daje loše rezultate. 
Probalističke metode zapraćenje ljudi su zasnovane na bazi Bajesovih filtera, kao što su Kalmanov 
filter[80][81][82][83] i Sekvincijalni Monte Karlo estimator poznat kao Partikle filter [84][85] koji 
je mnogo robustniji i samim tim pogodniji za primenu u realnom slučaju. 
U radu [19] modifikovani Kalmanov filter se koristi da bi smanjili tzv. region od interesa (region u 
kome je najveća verovatnoća pojavljivanja detektovanog čoveka) u cilju smanjivanja vremena 
potrebnog za segmentaciju, jer se ne segmentira cela slika , nego samo region od interesa. U radu 
[116]  korisiti se standarni Kalmanov filter za praćenje na osnovu informacija dobijenih laserom. 
Kim i drugi [117] su dizajnirali estimator stanja u na osnovu Kalmanovog filtera da bi izbegli 
nepouzadane podatke dobijene kamerom. Da bi upravljali mobilnim robotom u cilju praćenja 
pokretnog objekta, pri čemu se robot kreće  najkraćom putanjom, estimirane su  linearna i ugaona 
brzina pokretnog objekta. 
Satake i Miura [3] koriste prošireni Kalmanov filter za praćenje čoveka mobilnim robotom u 
dinamičnom okruženju. Robot u svakom trenutku procenjuje poziciju i brzinu čoveka u robotskom 




Choi i Kim [77] koriste Partikle filter za praćenje 3D pozicije elepsoidnog modela glave čoveka, 
koji je efikasan pri velikim rotacijama i translacijama. Schulz i drugi [118] su predstavili robot, 
opremljen sa dva lasera, jedan za scenu ispred robota, a drugi za scenu iza robota. Na osnovu 
kombinacije Partikle filtera i probalističkog filtera sa podacima povezanim zajedničkom 
verovatnoćom (eng.Joint probabilistic data-association filter ) ovaj robot je u mogućnosti da prati 
više osoba.Bellotto i Hu [119] su predstavili efikasno rešenje za praćenje i indetifikovanje ljudi 
mobilnim robotom kositeci multisenzorsku fuziju podataka. Sistem koristi laserski uređaj za 
detekciju nogu čoveka i PTZ ( eng. pan–tilt–zoom camera ) kameru za nalaženje lica osoba, a zatim 
se ovi podaci šalju u sekvencijalni nederivacijski Kalmanov filter (eng. sequential Unscented 
Kalman filter) u cilju praćenja više osoba u realnom vremenu. U radu [120] Bellotto i Hu su takođe 
dali i poređenje Kalmanovog, nederivacijskog Kalmanovog i Partikle filtera, za praćenje više osoba 
korišćenjem fuzije različitih senzora. 
Za robote koji pružaju podršku osobama u izvršavanju raznih zadataka, ključni uslov je generisanje 
adekvatnog ulaza u upravljački sistem. Praćenje ljudi sistemom robotske vizije je problem praćenja 
kretanja osobe iz jedne u drugu sliku u nizu slika (frejmova) i veoma često se pokretni objekti na 
segmentiranoj slici ograničavaju graničnim pravougaonim okvirom, a centar pravougaonika se 
predstavlja kao centar mase objekta koji pratimo [23][86]. Za izgradnju sistema za praćenje, 
zasnovanim na viziji, koji je robusan u odnosu na promenu osvetljenja, promenu ugla snimanja i 
prisustvo mnogo različitih objekata u sceni, moramo da odgovorimo na veoma važan problem: 
predviđanje lokacije osobe koja se prati na sledećem frejmu. Izbor najboljeg filtera za korišćenje 
zavisi od više faktora, među kojima su najznačajniji: linearnost/nelinearnost sistema, verovatnoća 
distribucije, neizvesnosti i poslednje, ali ne i najmanje značajno – kompjuterska efikasnost, budući 
da robot kontinuirano procenjuje poziciju i brzinu čoveka u lokalnom robotskom koordinatnom 
sistemu kako bi adekvatno upravljao svojim kretanjem.  
1.2. GLAVNI DOPRINOSI OVE TEZE 
 
U ovoj tezi su ponuđena neka rešenja koja predstavljaju korak napred ka rešavanju problema s 
kojima se sreće sistem robotske vizije koji treba da obezbedi pouzdane ulaze u upravljački modul 
mobilnog robota-pratioca čoveka. Deo istraživanja predstavljen u ovoj tezi se oslanja na zajednički 
naučni rad, koje su izveli istraživači sa Mašinskog fakulteta Univerziteta u Nišu i istraživači sa 
Instituta za automatiku (IAT) Univerziteta u Bremenu u okviru dva bilateralna projekta, “Novi 
pristup detekciji i praćenju ljudi u robotici” i “Robusno prepoznavanje pokreta u cilju dostizanja 
sinergije čoveka i robota”. Modul stereo vizije za detekciju ljudi [16],[17],[18], razvijen na Institutu 




razvijen u ovoj tezi. Pored ovog sistema detekcije korišćeni su, takođe i sistemi za detekciju ljudi 
koji koriste 3D  senzore, kao što su Microsoft Kinect i Asus Xtion. 
 
Osnovni ciljevi i doprinosi u ovoj tezi su: 
- Razvoj robusnog modula vizije, koji je esecijalan modul kod sistema upravljanja mobilnim 
robotom za praćenje ljudi u različitim aplikacijama u kojima je potrebno da robot radi zajedno sa 
čovekom i koji može da se primeni na različite tipove mobilnih robota. 
- Integracija, testiranje i eksperimentalna verifikacija stohastičkih algoritma za praćenje ljudi na 
osnovu Bajesovih filtera, kao što su Kalmanovi i Partikle filteri, kao i uporedna analiza algoritama 
za rešavanje problema robotskog praćenja ljudi. 
- Razvoj modula za prepoznavanje ponašanja čoveka. 
- Razvoj hijerarhijske strukture upravljanja koja na visokom novou vrši praćenje i prepoznavanje 
ponašanja čoveka i generisanje ulaza za niže nivoe upravljanja u cilju izvršavanja zadataka u 
kojima se robot ponaša kao čovekov saradnik. 
- Razvoj upravljačkih algoritama srednjeg i nižeg nivoa za upravljanje mobilnim robotom na 
osnovu informacija dobijenih sa visokog hijerarhijskog nivoa upravljanja. 
- Razvoj simulacionog okruženja koje predstavlja podršku razvoju i primeni stvarnog (eng. real-
world) upravljačkog sistema. 
- Razvijeno simulacino okruženje može lako biti korišćeno i za druge mobilne robote uz 
odgovarajuće modifikacije. 
- Razvijeni algoritmi su evaluirani na Mašinskom fakultetu u Nišu, u okviru ove doktorske 
disertacije, gde je implementirano napredno hijerarhijsko upravljanje mobilnim robotom DaNI, 
firme National Instruments, korišćenjem 3D senzora ASUS Xtion PRO LIVE koji u 
eksperimentalnom laboratorijskom scenariju predstavlja senzor robotske vizije za modul 
prepoznavanja i praćenja ljudi. 
- Takođe, na IAT-u, implementiran je modul vizije koji se sastoji od dva sub-modula, modula stereo 
vizije za detekciju čoveka i modula praćenja zasnovanim na Kalmanovom filteru razvijenom u 
okviru ove doktorske teze. [19] 
1.3. OPIS SISTEMA 
 
Sistem robotske vizije razvijen, implementiran i evaluiran u okviru ove  teze treba da obezbedi 
ulaze za upravljanje mobilnim robotom koji treba da radi sa čovekom i pomaže mu prilikom 
obavljanja različitih zadataka tako što će ga pratiti i služiti za odlaganje određenih predmeta na 




sposoban da detektuje i prati ljude u slikama dobijenim robotskom vizijom i da rezultate praćenja 
koristi za upravljanje mobilnim robotom tako da robot prati čoveka u radnom scenariju održavajući 
konstantno rastojanje od čoveka. Takođe, robot treba da ima mogućnost da “predvidi” nameru 
čoveka da priđe robotu i da u tom slučaju stane i dopusti čoveku da odloži predmet na mobilnu 
robotsku platformu. 
Blok dijagram predloženog robotskog sistema za praćenje čoveka zasnovanog na robotskoj viziji je 
prikazan na slici 1.1. 
 
 
Slika 1.1: Blok šema robotskog sistema za praćenje čoveka 
 
Budući da senzor robotske vizije daje podatke o poziciji čoveka u odnosu na koordinatni sistem 
kamere{C}, a upravljanje mobilnim robotom se vrši na osnovu pozicije čoveka u robotskom 
koordinatnom sistemu {R}, potrebno je izvršitikonverziju pozicije čoveka iz koordinatnog sistema 
kamere u koordinatni sistem robota. Odnos između koordinatnog sistema kamere  i koordinatnog 
sistema robota dat je jednačinom (1.1). Osnovna ideja je da se ovi koordinatni sistemu mogu 
povezati jednostavnim koordinatnim  transformacijama, kao što su rotacija (R) i translacija (T). 






Slika 1.2: Osnovna ideja translacije i rotacije 
 
Uglovi α,β,δ predstavljaju rotacije osa koordinatnog sistema kamere oko osa  x,y,z u robotskom 

















































U našem sistemu koji je prikazan na slici 1.3, kamera se nalazi na samom robotu i orijentisana je 




Slika 1.3: Veza između koordinatnog sistema kamere{C} i koordinatnog sistema robota{R} 
 
Takođe je pretpostavljeno da su translacija Tx i Ty jednake nuli, dok translacija duž ose ZR isnosi Tz 
=0.4 m. (Vrednost translacije Tz=0.4 se odnosi na robotsku platformu sa DaNI robotom i Asus 
Xtion PRO LIVE 3D senzorom, dok za mobilni robotski sistem IAT-ea sa stereo kamerom Tz je oko 




























1.4. ORGANIZACIJA TEZE 
 
Nakon uvoda i pregleda literature datog u ovom poglavlju, u poglavlju 2 dat je detaljan opis sistema 
za detekciju čoveka zasnovanog na stereo viziji. Modeliranje i simulacija mobilnog robota sa 
diferencijalnim pogonom su predstavljeniu poglavlju 3. Hijerarhijaska upravljačka struktura, kao i 
detaljna analiza upravljačkih algoritama srednjeg i niskog nivoa upravljanja, kao i simulacioni 
rezulati testiranja ovih upravljačkih algoritama su predstavljeni u poglavlju 4. U poglavlju 5, dat je 
opis Bajesovih filtera za praćenje čoveka na osnovu informacija dobijenih senzorom robotske 
vizije, dok su u poglavlju 6 dati eksperimentalni rezultati praćenja čoveka na osnovu informacija 
dobijenih stereo vizijom i Asus Xtion PRO LIVE 3D senzorom robotske vizije. Poglavlje 7 je 
posvećeno razvoju klasifikatora za prepoznavanje ponašanja čoveka i modulu za odlučivanje na 
visokom hijerarhijskom nivou upravljanja, kao i opisu korišćene realne mobilne platforme i 































2. DETEKCIJA ČOVEKA ZASNOVANA NA STEREO VIZIJI 
 
Blok dijagram sistema za detekciju ljudi na bazi stereo vizije koji je predstavljen u radu [19], a koji 
zajedno sa modulom praćenja razvijenim u ovoj tezi čini predloženi modul robotske vizije je 
prikazan na slici 2.1. Individualni moduli sistema za detekciju su objšnjeni u sledećoj sekciji.  
 
 
Slika 2.1: Blok dijagram sistema za detekciji ljudi zasnovanog na stereo viziji 
2.1. AKVIZICIJA SLIKA 
 
Algoritmi za prepoznavanje ljudi, koji su zasnovani na viziji podrazumevaju procesiranje slika koje 
su snimljene digitalnom kamerom [8]. Tokom akvizicije slike svetlost ulazi kroz objektiv kamere i 
fokusira se na senzor slike.Vreme ekspozicije utiče na osvetljenost slike, jer duže vreme ekspozicije 
omogućava da više svetla padne na senzor, što čini sliku svetlijom. Ostali važni parametri akvizicije 




Sistem stereo kamere sadrži dve pojedinačne kamere koje su postavljene tako da su njihove optičke 
ose uglavnom paralelene kao što se može videti na slici 2.2. Ukoliko ose kamera nisu paralelne, 
onda se nakon akvizicije slike vrsi tzv. rektifikacija tako da se slike tretiraju kao da su dobijene 
paralelnim kamerama [23]. 
Slika 2.2: Sistem stereo kamere sastavljen od leve i desne kamere; stereo slike sa koordinatnim 
sistemom slika i koordinatnih sistema kamera [20] 
 
Za svaku pojedinačnu kameru može se definisati koordinatni sistem slike (u,v), kao i koordinatni 
sistem same kamere (x,y,z). Ova dva koordinatna sistema grupišu parametre kamere u dve grupe 
parametara: unutrašnji (eng. intrinsic) (žižna daljina f, bazna linija (eng. base line) i centar kamere c 
(eng. principal point) i spoljašnji (eng. extrinsic) (rotacija i translacija kamera) [20]. 
Ovi parametri kamere određuju način na koji se tačka iz trodimenzionalnog (3D) prostora  
projektuje na ravan slike. 
Prilikom procesa akvizicije svaka tačka iz 3D prostora koja ’leži’ u vidnom polju stereo kamere, 
projektuje se na ravni slika obe pojedinačne kamere. 3D lokacija tačke koje ispunjava ovaj uslov 
može se povratiti (rekonstruirati) ako je poznat lokacija projekcija u obema slikama, zajedno sa 








2.2. IZRAČUNAVANJE MAPE DISPARITETA 
 
Stereo vid bazira se na pronalaženju podudarnosti između korespodentnih tačaka na slici leve i 
desne kamere. Ukoliko su optičke ose ovih dveju kamera paralelene, tzv. epipolarne linije biće 
paralele po horizontali, čime se pojednostavljuje proces nalaženja korespodentnih tačaka [21]. 
Uz poznati razmak između  kamera, tj. baznu liniju (eng.baseline), moguće je izračunati  koordinate  
tačaka  u 3D  prostoru. U cilju izracunavanja mape dispariteta, uobičajno je da se slika leve stereo 
kamere smatra referentnom dok je desna slika korespodentna slika. 
Izračunavanje mape dispariteta je zasnovano na rešavanju problema korespodencije i izračunanju 
razlika u koordinatama korespodentnih tačaka u stereo slikama [22]. 
Za tačku u prostoru sa koordinatama P(xc,yc,zc), korespodentne tačke u levoj i desnoj slici su   pL(uL, 
vL) i pR(uR, vR). Na osnovu koordinata korespodentnih tačaka disparitet je: 
 
𝑑𝑑𝑠𝑠 = 𝑢𝑢𝐿𝐿 − 𝑢𝑢𝑅𝑅  (2.1) 
𝑑𝑑𝑠𝑠 : vrednost dispariteta. 
uL, uR: koordinate korespodentnih tačaka u levoj i desnoj slici respektivno. 
 
Na slici 2.2 je prikazan par stereo slika i mapa dispariteta dobijena na osnovu tih slika. 
 
 
Slika 2.3: Stereo par i mapa dispariteta [23] 
 
Mapa dispariteta je siva slika (eng. gray-scale), u kojoj tamniji pikseli pripadaju udaljenijim 
objektima, dok svetliji pikseli ogovaraju objektima  koji su bliži kameri. Koordinate piksela na 
mapi dispariteta korespodentne su koordinatama na levoj stero slici, budući da se obično uzima leva 
stero slika kao referentna prilikom pravljenja mape dispariteta. 
Kada sračunamo mapu dispariteta, na osnovu sličnih trouglova (triangulacijom) može se odrediti 

















2.3. SEGMENTACIJA MAPE DISPARITETA 
 
Svrha segmentacije je da pojednostavi mapu dispariteta, podeli je u podregione ili setove piksela 
kako bi sadržaj bio razumljiviji i jednostavniji za dalju računarsku analizu [8]. Segmentacija se vrši 
tako što se grupišu pikseli koji imaju istu ili veoma blisku vrednost i predpostavlja se da pripadaju 
istom objektu [19]. Naime, susedni pikseli u mapi dipariteta koji pripadaju jednom objektu, imaju 
sličnu vrednost dispariteta, dok na ivicama objekta, razlika u vrednostima dispariteta objekta i 
pozadine je velika. Ovi prelazi u vrednostima dispariteta su korišćeni za proces segmentacije u 
metodu datom u [24]. 
 
 
Slika 2.4: a) Leva stereo slika čoveka koji hoda ispred robota, b) Mapa dispariteta, c) Segmentirana 
mapa dispariteta [19] 
U scenariju, koji se razmatra u ovoj tezi, tj.  scenariju kada mobilni robot prati čoveka, rezultati 
primene metoda segmentacije prikazani su na slici 2.4. 
Različito obojeni regioni na slici 2.4.c) reprezentuju segmentirane objekte koji se nalaze na 
različitim odstojanjima od stereo kamere koja se nalazi na mobilnom robotu.  Kao što se može 
videti na slici, pod je uklonjena iz segmentirane slike (predstavljeno crnom bojom), kako bi se 
izbeglo spajanje poda sa drugim objektima, uključujući i čoveka, koji stoji na tlu. Uklanjanje ravni 
poda je urađeno detektovanjem regiona u donjim delovima mape dispariteta, čije su vrednosti 
dispariteta postepeno menjaju, tj. čiji se gradijent u vertikalnom pravcu postepeno menja. Za razliku 
od  piksela u ravni podloge, pikseli u mapi dispariteta koji pripadaju regionima objekata 




2.4. KLASIFIKACIJA OBJEKATA NA OSNOVU KARAKTERISTIKA 
 
Posle izvršene segmentacije mape dispariteta, izračunavaju se različite karakteristike koje opisuje 
segmentirane regione. Izabrene karakteristike su definisane tako da se omogući jasna razlika 
između ljudi i ostalih objekata u robotskom okruženju. Karakteristike koje se koriste mogu se 
podeliti u dve grupe: 2D i 3D karakteristike.  
 
2.4.1. 2D karakteristike 
 
Da bi se opisali oblici svakog segmentiranog regiona, koriste se takozvani invarijantni Hu-ovi 
momenti [25], kao dokazano efikasni deskriptori oblika. Oni se sračunavaju uz pomoć piksela 








gde je 𝜇𝜇𝑝𝑝𝑝𝑝  centralni moment definisan kao: 
 
(2.8) 
𝑢𝑢�𝐶𝐶  i ?̅?𝑣𝐶𝐶  : predstavljaju koordinate centra mase segmentiranog objekta u koordinatnom sistemu slike, 
koji predstavljaju srednje vrednosti u i v koordinata svih piksela iz segmentiranog regiona.  
I(u,v) : predstavlja nivo intenziteta tačke na slici  (vrednost piksela)sa koordinatama u i v.  
U slučaju segmentirane slike,I(u,v) je 1 za svaki segmentirani piksel  koji pripada objektu od 
interesa i 0 za svaki piksel koji pripada pozadini (nesegmentiran piksel). 
2.4.2. 3D karakteristike 
 
Da bi se efikasno razlikovao čoveka od drugih predmeta u okruženju, Hu-ovi momenti, kao 


























































































karakteristikama, kao što su stvarna (3D) visina i širina objekta. Za izračunavanje ovih dveju 
karakteristika, potrebno je prvo da se granični okvir svakog segmeniranog objekta definiše kao 
najmanji pravougaonik koji sadrži segmentiran region na 2D segmentiranoj mapi dispariteta. Zatim 
se identifikuju gornji levi (LU) i donji desni ugao (RB) svakog graničnog okvira i njihove 
koordinate u segmentiranoj mapi disperiteta(uLU,vLU) i (uRB,vRB) . Da bi se izračunale stvarna 3D 








f : žižna daljina kamere (u pikselima) 
b: bazna linija, tj, rastojanje između centara stereo kamere (eng. baseline) 
ds: vrednost disperiteta (vrednost piksela) odgovarajuće tačke u mapi disperiteta .   
Sa izračunatim 3D koordinatama tačaka koje odgovaraju tačkama na uglovima graničnog okvira 





Ove karakteristike se koriste u sistemu, koji se razmatra u ovoj tezi, za klasifikaciju objekta da bi 
smo odredili da li je segmeniran objekat je čovek ili ne [23].  
 
2.4.3.  Klasifikacija objekata i detekcija čoveka 
 
Problem klasifikacije se javlja kada je potrebno da objekat dodelimo unapred definisanoj grupi ili 
klasi na osnovu karakteristika koje opisuju taj objekat. Tradicionalne statističke metode 
klasifikacije kao što je diskriminantna analiza su zasnovane na Bajesovoj teoriji odlučivanja.Kod 
ovih metoda, polazni model verovatnoće se predpostavlja tako da izračunava posteriornu 
verovatnoću na osnovu koje se donosi odluka. Efikasnost ovih metoda u velikoj meri zavisi od 
raznih pretpostavki ili uslova pod kojim se razvijaju modeli, što je jedno od glavnih ograničenja 
ovih metoda. Da bi uspešno primenili ove modele, moramo prethodno dobro poznavati 















































Zadnjih godina, neuronske mreže su se pojavile kao važan alat kod klasifikacije objekata i 
obećavajuća alternativa konvencionalnim metodama klasifikacije. Prednost neuronskih mreža leži u 
sledećem: neuronske mreže su samoadptivni metodi i mogu da se prilagode podacima bez ikakve 
eksplicitne specifikacije funkcionalne ili distributivne forme za osnovne modele. Druga prednost 
neuronskih mreža je u tome da su univerzalni funkcionalni aproksimatori koji mogu aproksimirati 
bilo koju funkciju sa proizvoljnom tačnošću [27]. Takođe, neuronske mreže su nelinerani modeli, 
što ih čini fleksibilnim u modelovanju kompleksnih modela. 
Za klasifikaciju objekta u prikazanom sistemu detekcije razvijenom na IAT korišćenaje neuronska 
mreža sa povratnom propagacijom (eng.Backpropagation Neural Network) sa jednim skrivenim 
slojem [27].  
Za obuku kalsifikatora, tj. podešavanje parametra neuronske mreže, korišćeno je 577 setova 
podataka za karakteristike (H1,H2,H3,h,w), koje su dobijene iz segmentirane mape dispariteta, a 423 
novih setova podataka je korišćeno za validaciju i testiranje.  
Jednom kada je čovek uspešno klasifikovan, može se odediti njegova 3D poziciju u odnosu na 
koordinatni sistem leve stereo kamere na osnovu 3D koordinata centra mase segmetiranog regiona (















Rezultati klasifikacije su se pokazali veoma dobrim, sa tačnoću od 97%. Do pogrešne klasifikacije 
je dolazilo u slučajevima kada objekti iz okoline zaklanjaju čoveka ili kada prilikom segmentiranja 
čovek bude u kontaktu sa objektima iz okoline.   
Sve ovo ukazuje na potrebu za integrisanje modula kojim će se predvideti/estimirati položaj čoveka 
i na taj način obezbediti adekvatne ulaze u modul za upravljanje mobilnim robotom, čak i u slučaju 
neuspeha sistema za detekciju čoveka. 







3. MODELIRANJE I SIMULACIJA MOBILNOG ROBOTA SA 
DIFERENCIJALNIM POGONOM 
 
Mobilni roboti imaju mogućnost da se „kreću“ u svom okruženju i nisu fizički fiksirani za jednu 
lokaciju. Mobilni roboti se mogu podeliti na holonomske i neholonomske. U slučaju diferencijalnog 
pogona mobilnog robota, koji spada u neholonomske mobilne robote, ovo znači da robot može da 
se kreće samo u nekim pravcima(napred i nazad), ali ne u svim (levo ili desno) [39]. Ova teza 
razmatra samo neholonomske mobilne robote sa diferencijalnim pogonom. Za projektovanje, 
razvoj, modifikaciju i upravljanje mobilnog robotskog sistema potrebno je razumevanje tog sistema 
kao i odgovarajući prikaz istog, to jest neophodan je takozvani „model“ sistema. Model predstavlja 
idealizaciju stvarnog sistema. Za modeliranje  komponenata robotskog sistema potrebno je koristiti 
analogne procedure. Na ovakav način modeli komponenata se adekvatno integrišu kako bi se dobio 
celokupan model [39]. Modeliranje platforme diferencijalnog pogona mobilnog robota sastoji se iz 
kinematskog i dinamičkog modeliranja. Kinematsko modeliranje se bavi geometrijskim vezama u 
sistemu kao i matematikom kretanja zanemarujući sile koje deluju na sistem. Za razliku od 
kinematskog, dinamičko modeliranje proučava kretanja kod kojih su sile i energija uključeni u 
model sistema [39]. Svaki deo modeliranja razmatranog robotskog sistema je zasebno objašnjen u 
ovom poglavlju, na sličan način kao i u radu [39]. Dobijeni  precizni model je onda korišćen za 
simulaciju kretanja mobilnog robotakorišćenjem Matlab/Simulink softvera. Razvijeni simulacioni 
model je  zatim korišćen za testiranje predložene hijerarhijske strukture upravljanja, kao što ce biti 
pokazano u poglavlju 4. 
Prvi korak kod mehaničkog modeliranja je definisanje odgovarajućih koordinatnih sistema za 
odgovarajuću mobilnu platformu [39]. Osnovna funkcija koordinatnih sistema je da se prikaže 
pozicija robota. Sledeća dva koordinatna sistema se koriste za modeliranje i kontrolu mobilnog 
robota: 
• Globalni (referentni) sistem: {𝑋𝑋𝐺𝐺 ,𝑌𝑌𝐺𝐺}- globalni (referentni) koordinatni sistem.  
• Robotski sistem: {𝑋𝑋𝑅𝑅 ,𝑌𝑌𝑅𝑅}- koordinatni sistem zakačen za robota. 





Slika 3.1: Globalni i robotski koordinatni sistem 
 
Uvođenje ovih koordinatnih sistema pomaže kod kinematskog modeliranja robota o čemu će biti 
reči u sledećem odeljku. Neophodno je objasniti mapiranje između ova dva sistema. Pozicija bilo 
koje tačke na robotu u globalnom i robotskom sistemu može biti definisana na sledeći način: 
 
𝒒𝒒𝐺𝐺 = [𝑥𝑥𝐺𝐺 𝑦𝑦𝐺𝐺 𝜃𝜃𝐺𝐺]𝑇𝑇  (3.1) 
𝒒𝒒𝑅𝑅 = [𝑥𝑥𝑅𝑅 𝑦𝑦𝑅𝑅 𝜃𝜃𝑅𝑅]𝑇𝑇  (3.2) 
 
gde su xG, yG i θG kooridinate i ugao rotacije neke tačke na robotu u globalnom koordinatnom 
sistemu, a xR, zR i θR koordinate i ugao rotacije te iste tačke u robotskom koordinatnom sistemu.  
Mapiranje ova dva sistema se vrši pomoću standardne ortogonalne rotacione transformacije: 
 










pri čemu je ugao rotacije robota u globalnom koordinatnom sistemu označen bez subskripta G, 
𝜃𝜃 = 𝜃𝜃𝐺𝐺 . 
Korišćenjem jednačina iznad stvara se veza između brzine robota u lokalnom i brzine robota u  
globalnom sistemu što je jako bitno u kinematici robota. 
3.1. KINEMATSKO MODELIRANJE MOBILNOG ROBOTA SA 
DIFERENCIJALNIM POGONOM 
 
Cilj kinematskog modeliranja robota je izračunavanje brzine robota u globalnom sistemu kao 
funkciju brzine točkova i geometrijskih parametara robota (konfiguracija koordinata)[39]. Drugim 
rečima treba sračunati brzinu robota ?̇?𝒒𝐺𝐺 = [?̇?𝑥𝐺𝐺?̇?𝑦𝐺𝐺?̇?𝜃𝐺𝐺]𝑇𝑇  , kao funkciju brzine točkova ?̇?𝜑𝑅𝑅i?̇?𝜑𝐿𝐿i 
geometrijskih parametara robota ili kao vezu između kontrolnih parametara (?̇?𝜑𝑅𝑅  i?̇?𝜑𝐿𝐿) i ponašanja 
sistema u prostoru stanje.Kinematika robota obično ima dve glavne analize, jedna je direktna  
kinematika, a druga je inverzna kinematika: 





� = 𝑓𝑓(?̇?𝜑𝑅𝑅 , ?̇?𝜑𝐿𝐿 ,𝑔𝑔𝑔𝑔𝑐𝑐𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑠𝑠𝑔𝑔𝑠𝑠𝑔𝑔𝑠𝑠𝑝𝑝𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑠𝑠) 
 
(3.5) 
• Inverzna kinematika: 
�?̇?𝜑𝑅𝑅?̇?𝜑𝐿𝐿
� = 𝑓𝑓�?̇?𝑥𝐺𝐺 , ?̇?𝑦𝐺𝐺 , ?̇?𝜃𝐺𝐺� (3.6) 
 
U daljem tekstu brzinu i položaj robota u globalnom koordinatnom sistemu označavaćemo bez 

















3.1.1 Model direktne kinematike 
 
Pretpostavimo da imamo diferencijalni pogon mobilnog robota koji ima dva točka sa radijusom 𝑔𝑔 
postavljenina udaljenosti 𝑔𝑔𝑐𝑐od centra robota kao na Slici 3.2: 
 
Slika 3.2: Model diferencijalnog pogona mobilnog robota 
 
Dalje u ovoj tezi koristise sledeće oznake: 
I: Presek ose simetrije sa osom pogonskih točkova 
C: Centar mase platforme 
d: Rastojanje između centra mase i ose točka u pravcu x-ose 
rc: Rastojanje točka od ose simetrije robota u pravcu y-ose (lateralna osa) 
𝑔𝑔:  Radijus točkova 
?̇?𝜑𝑅𝑅: Brzina rotacije desnog točka 




v: Translatorna brzina platforme u lokalnom sistemu 
ω: Brzina rotacije platforme u lokalnom i globalnom sistemu 
 






� = 𝑓𝑓(?̇?𝜑𝑅𝑅 , ?̇?𝜑𝐿𝐿 , rc , 𝑔𝑔,𝜃𝜃) (3.7) 
Brzina točkova u koordinatnom sistemu robota je 𝑔𝑔?̇?𝜑, prema tome translatorna brzina robota 
jednaka je srednjoj brzini: 




A ugaona brzina je jednaka: 
𝜔𝜔 = 𝜔𝜔𝑅𝑅 = ?̇?𝜃 =
𝑔𝑔
2𝑔𝑔𝑐𝑐
(?̇?𝜑𝑅𝑅 − ?̇?𝜑𝐿𝐿) (3.9) 











Inverzna rotaciona matrica jednaka je: 
𝑹𝑹(𝜃𝜃)−1 = �













































Jednačina iznad je opšta jednačina direktne kinematike diferencijalnog pogonskog mobilnog robota. 
Još jedna alternativna forma kinematskog modela može se doboti predstavljanjem brzina robota u 














Budući da je translatorna brzina u robotskom koordinatnom sistemu jednaka 𝑣𝑣 = 𝑔𝑔 𝜔𝜔𝑅𝑅+𝜔𝜔𝐿𝐿
2
, a  
ugaona brzina 𝜔𝜔 = 𝑔𝑔
2𝑔𝑔𝑐𝑐

























3.1.2. Neholonomsko ograničenje kretanja robota 
 
Sledeće pretpostavke vezane za kretanje točkova razmatranog mobilnog robota predstavljaju 
kinematska ograničenja robota [28]: 
• Kretanje po horizontalnoj površini 
• Tačka dodira između točkova i zemlje 
• Točkovi su nepromenljivi 
• Čisto kotrljanje što znači da postoji trenutni centar nulte brzine prilikom tačke dodira 
između točkova i zemlje 
• Nema proklizavanja 
• Nema trenja prilikom rotacije oko tačke dodira 
• Ose upravljanja su ortogonalne u odnosu na površinu 
• Točkovi su povezani preko šasije 
Imajući u vidu gore navedene pretpostavke o kretanju točkova, robot ima posebno ograničenje koje 
se zove neholonomsko ograničenje. Neholonomsko ograničenje je ograničenje na tela koja imaju 
brzinu.U slučaju diferencijalnog pogona mobilnog robota, ovo znači da točkovi robota mogu da se 
kreće samo u nekim pravcima (napred i nazad), ali ne u svim (levo ili desno) kao što je prikazano 






Slika 3.3: Neholonomsko ograničenje kretanja robota 
 
Postojanje ovakvih ograničenja u sistemu izazvaće pojedine poteškoće u planiranju kretanja i 
kontroli ovakvih sistema o čemu će biti reči u jednom od narednih odeljaka u ovom radu. Jednačina 
neholonomskog ograničenja diferencijalnog pogona mobilnog robota prikazanog na Slici 3.1 dobija 
se  iz sledećih predpostavki [28][29]: 
 
• Ograničenje gde nema bočnog klizanja: 
 
Ovo znači da se točkovi robota mogu kretati samo napred nazad ali ne mogu se kretati levo i 
desno. U robotskom koordinatnom sistemu, ovaj uslov znači da je brzina centra ose 
simetrije robota I u pravcu (lateralne ) bočne oseYR  jednaka nuli 
?̇?𝑦𝐼𝐼𝑅𝑅 = 0 (3.16) 
Koristeći ortogonalnu rotacionu matricu 𝑅𝑅(𝜃𝜃), brzina centra robota u pravcu yr ose u robotskom 
koordninatnom sistemu biće: 
?̇?𝑦𝐼𝐼𝑅𝑅 = −?̇?𝑥 sin𝜃𝜃 + ?̇?𝑦𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 
 
(3.17) 
Odavde dobijamo jednačinu ograničenja bočnog klizanja:  
 
−?̇?𝑥 sin 𝜃𝜃 + ?̇?𝑦𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 = 0 (3.18) 
 
Ovo ograničenje znači da brzina centralne tačke robota ima pravac ose simetrije kao i da je kretanje 
ortogonalne ravni jednako nuli. 
 





Ovo ograničenje prikazuje točkove koji ne proklizavaju.  
Koristeći ortogonalnu rotacionu matricu 𝑹𝑹(𝜃𝜃), brzina centra robota u pravcu XR u robotskom  
koordninatnom sistemu biće: 
 


















Odavde dobijamo  jednačine  ograničenja ćistog kotrljanja : 
 
?̇?𝑥𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 + ?̇?𝑦𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 + 𝑔𝑔𝑐𝑐?̇?𝜃 = 𝑔𝑔?̇?𝜑𝑅𝑅 (3.21) 
?̇?𝑥𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 + ?̇?𝑦𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 − 𝑔𝑔𝑐𝑐?̇?𝜃 = 𝑔𝑔?̇?𝜑𝐿𝐿 (3.22) 
 
Ova tri jednačine ograničenja (3.19), (3.21) (3.22) se mogu predstaviti u matričnoj formi na sledeći 
način: 
�?̇?𝜑𝑅𝑅?̇?𝜑𝐿𝐿










� = 𝑨𝑨(𝑝𝑝)?̇?𝒒 = 0 (3.24) 
 
Ovakav izraz za neholonomsko ograničenjeje koristan kada hoćemo da uzmemo u obzir ograničenja 










3.2. DINAMIČKO MODELIRANJE MOBILNOG ROBOTA SA 
DIFERENCIJALNIM POGONOM 
 
Za dinamičko modeliranje robota s diferencijalnim pogonom, najčešće se koristi Langražeov metod 
[31-36] ili pak Nutonov-Ojlerov pristup [37-39]. Takođe, pojedini istraživači preporučuju Kanov 
metod kao varijabilni pristup modelovanja mobilnog robota sa diferencijalinim pogonom [40].  
Kod Njutnovog metoda, uzimaju se u obzir i sile koje deluju na sistem i sile ograničenja.  Sile koje 
deluju na sistem su pogoneske sile aktuatora , dok sile ograničenja prestavljaju sile trenja između 
točkova robota i podloge. Međutim, u sistemu sa povezanim elemetima, komponente mogu 
međusobno delovati jedne na druge preko zupčanika, opruga i frikcionih elementa [39]. Prema 
tome, moramo da uzmemo u obzir sve ove sile.  Jasno je da se ovim metodom da imamo poteškoće, 
jer često ove sile nisu lako merljive. 
Langražeov pristup je snažan i svestran metod za formulisanje jednačina kretanja za holonomske 
sisteme. Međutim, kod neholonomskih sistema, uobičajno se uvode jednačne ograničenja u 
dinamičke jednačine pomoću Langražeovih multiplikatora. Ovi multiplikatori nisu konstantni i 
uglavnom su u funkciji svih generalizovanih koordinata kao i vremena. Oni predstavljaju skup 
nepoznatih čije vrednosti mogu biti dobijene kao deo rešenja. U cilju smanjenja kompleksnosti 
izračunavanja, dodatni metodi su predloženi da uklone prisustvo ovih multiplikatora iz dinamičkih 
jednačina datog sistema [41]. 
Definisanje jednačine kretanja, odnosno dinamike robota, ima suštinski značaj u analizi, dizajnu i 
kontroli robota. U globalu dinamičko modeliranje se može definisati kao proučavanje kretanja 
sistema gde se modeliraju sile, a mogu se uključiti i energija kao i brzine koje su u vezi sa 
kretanjem. Osnovna razlika između dinamičkog i kinematskog modeliranja jeste u tome da kod 
kinematskog modeliranja proučavamo kretanje ne uzimajući u obzir sile koje utiču na kretanje, 
odnosno bavimo se samo geometrijskim vezama koje upravljaju sistemom. 
Pretpostavimo da sistem mobilnih robota ima n-dimenzionalnu konfiguraciju prostora D sa 
koordinatama(𝑝𝑝1,𝑝𝑝2, … , 𝑝𝑝𝑠𝑠) podložan m ograničenjima može biti predstavljen pomoću sledeće 
uopštene jednačine dinamike: 
 
𝑴𝑴(𝑝𝑝)?̈?𝒒 + 𝑪𝑪(𝑝𝑝, ?̇?𝑝)?̇?𝒒 + 𝑭𝑭(?̇?𝑝) + 𝑮𝑮(𝑝𝑝) + 𝝉𝝉𝒅𝒅 = 𝑩𝑩(𝑝𝑝)𝝉𝝉 − 𝑨𝑨𝑇𝑇(𝑝𝑝)𝝀𝝀 (3.25) 
gde su: 
𝑴𝑴(𝑝𝑝) - simetrično pozitivna definisana matrica 
𝑪𝑪(𝑝𝑝, ?̇?𝑝) - centripetalna i Koriolisova matrica 
𝑭𝑭(?̇?𝑝) - matrica površinskog trenja 




𝝉𝝉𝒅𝒅 - označene, ograničene nepoznate smetnje uključujući i nestrukturiranu, nemodeliranu dinamiku 
𝑩𝑩(𝑝𝑝) - ulazna transformaciona matrica 
𝝉𝝉 - ulazni vektor 
𝑨𝑨𝑇𝑇(𝑝𝑝) - matrica povezana sa oganičenjima 
𝝀𝝀 - vektor ograničenja snage 
U narednom odeljku biće predstavljen Lagranžov metod za izražavanje dinamike ovog robota. Ovaj 
metod je pogodan za formulisanje i implementiranje 
 
3.2.1. Lagranžeov metod dinamike 
 
Analitička dinamika je metod u dinamici koji tretira sistem kao celinu koja se bavi skalarnim 
veličinama kao što su kinetička i potencijalna energija sistema. Lagranže je predložio metod koji 
pruža snažan i prilagodljiv način za formulisanje jednačina kretanja za svaki dinamički sistem. 
Lagranžeove jednačine su diferencijalne jednačine u kojima se uzima u obzir energija sistema kao i 
rad koji se izvršava u datom trenutku vremena. Izvedena jednačina iz Lagranžeove jednačine za 
holonomske sisteme zahteva da generalizovane koordinate budu nezavisne. Međutim, za 
neholonomske sisteme mora postojati veći broj generalizovanih koordinata od broja stepena 
slobode zbog ograničenja kretanja sistema [30]. 










= 𝑭𝑭𝑠𝑠 − 𝑨𝑨𝑇𝑇(𝑝𝑝)𝝀𝝀𝒋𝒋𝑠𝑠 = 1,2, …𝑠𝑠 (3.26) 
gde su: 
𝑝𝑝1, 𝑝𝑝2, … 𝑝𝑝𝑠𝑠generalizovane koordinate. 
ℒ = 𝐸𝐸𝑔𝑔 − 𝐸𝐸𝑝𝑝 jeLagranže što predstavlja razliku kinetičke i potencijalne energije sistema. 
𝝀𝝀𝒋𝒋 je Lagranžeov umnožilac koji povezuje ograničenja sa silom ograničenja. 
𝑨𝑨𝑇𝑇  je matrica ograničenja 
𝑭𝑭𝑠𝑠su generelizovane sile sistema. 
Prvi korak u pronalaženju jednačine dinamike je da se sračunaju kinetička i potencijalna energija 
sistema. Potencijalna energija sistema jednaka je nuli zato što je kretanje ograničeno samo na 





Slika 3.4: Brzina centra robota 
 
Kako bismo našli brzine u tačkama I i C koristimo sledeće jednačine: 
 
𝑥𝑥𝐶𝐶 = 𝑥𝑥 + 𝑑𝑑𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 (3.27) 
𝑦𝑦𝐶𝐶 = 𝑦𝑦 + 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 (3.28) 
Odatle sledi: 
?̇?𝑥𝐶𝐶 = ?̇?𝑥 − 𝑑𝑑?̇?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 (3.29) 
?̇?𝑦𝐶𝐶 = ?̇?𝑦 + 𝑑𝑑?̇?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 (3.30) 
Brzina centra mase robota C je: 
 
𝑣𝑣𝐶𝐶 = ?̇?𝑥𝑠𝑠 + ?̇?𝑦𝑔𝑔 − 𝑑𝑑?̇?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃𝑠𝑠 + 𝑑𝑑?̇?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃𝑔𝑔 (3.31) 





Pri složenom  kretanju krutog  tela ukupna  kinetička  energija je  suma kinetičkih   energija 
translatornog   kretanja centra   mase i rotacionog kretanja tela. 














𝑔𝑔 ��?̇?𝑥 − 𝑑𝑑?̇?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃�
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Iz teoreme paralelne ose (Štajnerove teoreme) možemo da izvedemo sledeće: 
𝐼𝐼𝐶𝐶 + 𝑔𝑔𝑑𝑑2 = 𝐼𝐼𝐼𝐼 = 𝐼𝐼 (3.36) 










𝐼𝐼?̇?𝜃2 + 𝑔𝑔?̇?𝑥𝑑𝑑?̇?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 + 𝑔𝑔?̇?𝑦𝑑𝑑?̇?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 (3.37) 











𝐼𝐼?̇?𝜃2 −𝑔𝑔?̇?𝑥𝑑𝑑?̇?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 + 𝑔𝑔?̇?𝑦𝑑𝑑?̇?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 (3.38) 
Generalizovane koordinate koje se koriste u Lagranžeovoj formuli su predstavljene na sledeći 
način: 
𝒒𝒒 = [𝑥𝑥, 𝑦𝑦,𝜃𝜃]𝑇𝑇  (3.39) 
?̇?𝒒 = �?̇?𝑥, ?̇?𝑦, ?̇?𝜃�
𝑇𝑇
 (3.40) 
Korak po korak pristup za pronalaženje jednačina dinamike koristeći gore predstavljene koordinate 
kao i Lagranže može se predstaviti kao [30][39]: 
𝜕𝜕ℒ
𝜕𝜕?̇?𝑥






= 𝑔𝑔?̇?𝑦 + 𝑔𝑔𝑑𝑑?̇?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 (3.42) 
𝜕𝜕ℒ
𝜕𝜕?̇?𝜃
= 𝐼𝐼?̇?𝜃 − 𝑔𝑔?̇?𝑥𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 + 𝑔𝑔?̇?𝑦𝑑𝑑𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 (3.43) 



















� = 𝐼𝐼?̈?𝜃 − 𝑔𝑔𝑑𝑑?̈?𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 − 𝑔𝑔𝑑𝑑?̇?𝑥?̇?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 + 𝑔𝑔𝑑𝑑?̈?𝑦𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 − 𝑔𝑔?̇?𝑦𝑑𝑑?̇?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 (3.46) 
Ostala izvođenja potrebna za Lagranžeove jednačine su: 
𝜕𝜕ℒ
𝜕𝜕𝑥𝑥
= 0 (3.47) 
𝜕𝜕ℒ
𝜕𝜕𝑦𝑦
= 0 (3.48) 
𝜕𝜕ℒ
𝜕𝜕𝜃𝜃
= −𝑔𝑔?̇?𝑥𝑑𝑑?̇?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 − 𝑔𝑔?̇?𝑦𝑑𝑑?̇?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 (3.49) 
Ako se jednačine iznad zamene u u Lagranžeovu jednačinu dobija se: 
𝑔𝑔?̈?𝑥 −𝑔𝑔𝑑𝑑?̈?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 − 𝑔𝑔𝑑𝑑?̇?𝜃2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 = 𝐹𝐹𝑥𝑥 + 𝐶𝐶𝑥𝑥  (3.50) 
𝑔𝑔?̈?𝑦 + 𝑔𝑔𝑑𝑑?̈?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 − 𝑔𝑔𝑑𝑑?̇?𝜃2𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 = 𝐹𝐹𝑦𝑦 + 𝐶𝐶𝑦𝑦  (3.51) 
𝐼𝐼?̈?𝜃 − 𝑔𝑔𝑑𝑑?̈?𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 − 𝑔𝑔𝑑𝑑?̇?𝑥?̇?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 + 𝑔𝑔𝑑𝑑?̈?𝑦𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 − 𝑔𝑔?̇?𝑦𝑑𝑑?̇?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 + 𝑔𝑔?̇?𝑥𝑑𝑑?̇?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃
+ 𝑔𝑔?̇?𝑦𝑑𝑑?̇?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 = M + 𝐶𝐶𝜃𝜃  
(3.52) 
Nakon uprošćavanja jednačina iznad dobijamo: 
𝑔𝑔?̈?𝑥 −𝑔𝑔𝑑𝑑?̈?𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 − 𝑔𝑔𝑑𝑑?̇?𝜃2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 = 𝐹𝐹𝑥𝑥 + 𝐶𝐶𝑥𝑥  (3.53) 
𝑔𝑔?̈?𝑦 + 𝑔𝑔𝑑𝑑?̈?𝜃𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 − 𝑔𝑔𝑑𝑑?̇?𝜃2𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 = 𝐹𝐹𝑦𝑦 + 𝐶𝐶𝑦𝑦  (3.54) 
𝐼𝐼?̈?𝜃 − 𝑔𝑔𝑑𝑑?̈?𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 + 𝑔𝑔𝑑𝑑?̈?𝑦𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 = M + 𝐶𝐶𝜃𝜃  (3.55) 
gde je: 
𝐹𝐹𝑥𝑥  pogonska sila u pravcu x-ose. 
𝐹𝐹𝑦𝑦  pogonska sila u pravcu y-ose. 




𝐶𝐶𝑋𝑋 ,𝐶𝐶𝑌𝑌 ,𝐶𝐶𝜃𝜃  su sile ograničenja u pravcu x ,y i 𝜃𝜃 ose. 
 
Ako se jednačine iznad predstave pomoću matrice dobija se: 
 
Sile u x, y i 𝜃𝜃 pravcu mogu da se povežu sa pogonskim obrtnim momentom sile točkova na osnovu 
dijagrama sila prikazanog na Slici 3.5: 
 























−𝑔𝑔𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 𝑔𝑔𝑑𝑑𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 𝐼𝐼𝐶𝐶 + 𝑔𝑔𝑑𝑑2

























(𝜏𝜏𝑅𝑅 + 𝜏𝜏𝐿𝐿) (3.60) 
M = (𝐹𝐹𝑅𝑅 − 𝐹𝐹𝐿𝐿)𝑔𝑔𝑐𝑐 =
𝑔𝑔𝑐𝑐
𝑔𝑔
(𝜏𝜏𝑅𝑅 − 𝜏𝜏𝐿𝐿) (3.61) 





















































−𝑔𝑔𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 𝑔𝑔𝑑𝑑𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 𝐼𝐼𝐶𝐶 + 2𝑔𝑔𝑑𝑑2

















Ako se uporedi jednačina iznad sa opštom jednačinom dinamike robota (3.25), dobijaju se sledeći 











𝑭𝑭(?̇?𝑝) = 0  uzima se da je nula u ovoj jednačini 
𝑮𝑮(𝑝𝑝) = 0  kretanje je ograničeno na zemlju 





















3.2.1.1.     Redukovan  dinamički model 
 
Navedeni sistem može da se transformiše tako da više odgovara za svrhe kontrole i simulacije, 
eliminacijom parametara ograničavanja iz jednačine. Ovo se postiže pomoću dve matrice prikazane 
ispod: 








Iz  jednačine direktne kinematike vidi se da je S (q) matrica modifikovana matrica direktne  









� �𝑣𝑣𝜔𝜔� (3.66) 
Vrlo jednostavno se može dokazati da S (q) matrica ima sledeću vezu sa A(q)matricom: 
𝑺𝑺𝑇𝑇(𝑝𝑝)𝑨𝑨𝑇𝑇(𝑝𝑝) = 0 (3.67) 
Jednačina iznad je korisna za eliminaciju parametre ograničenja iz glavne jednačine dinamike kao 
što će se videti u narednom koraku. Diferenciranjem jednačine (3.67) dobijamo: 
?̈?𝒒 = ?̇?𝑺(𝑝𝑝)𝒖𝒖(𝑔𝑔) + 𝑺𝑺(𝑝𝑝)?̇?𝒖(𝑔𝑔) (3.68) 
Zamenom jednačine iznad u (3.25) dobićemo sledeću jednačinu: 
𝑴𝑴(𝑝𝑝)�?̇?𝑺(𝑝𝑝)𝒖𝒖(𝑔𝑔) + 𝑺𝑺(𝑝𝑝)?̇?𝒖(𝑔𝑔)� + 𝑪𝑪(𝑝𝑝, ?̇?𝑝)[𝑺𝑺(𝑝𝑝)𝒖𝒖(𝑔𝑔)] + 𝑭𝑭(?̇?𝑝) + 𝑮𝑮(𝑝𝑝) + 𝝉𝝉𝒅𝒅
= 𝑩𝑩(𝑝𝑝)𝝉𝝉 − 𝑨𝑨𝑇𝑇(𝑝𝑝)𝝀𝝀 
(3.69) 
𝑴𝑴(𝑝𝑝)?̇?𝑺(𝑝𝑝)𝒖𝒖(𝑔𝑔) + 𝑴𝑴(𝑝𝑝)𝑺𝑺(𝑝𝑝)?̇?𝒖(𝑔𝑔) + 𝑪𝑪(𝑝𝑝, ?̇?𝑝)𝑺𝑺(𝑝𝑝)𝒖𝒖(𝑔𝑔) + 𝑭𝑭(?̇?𝑝) + 𝑮𝑮(𝑝𝑝) + 𝝉𝝉𝒅𝒅
= 𝑩𝑩(𝑝𝑝)𝝉𝝉 − 𝑨𝑨𝑇𝑇(𝑝𝑝)𝝀𝝀 
(3.70) 
Sledeći korak u eliminisanju matrice ograničenja 𝑨𝑨𝑇𝑇(𝑝𝑝)𝝀𝝀 je da se jednačina (3.70) pomnoži sa 




[𝑺𝑺𝑇𝑇(𝑝𝑝)𝑴𝑴(𝑝𝑝)𝑺𝑺(𝑝𝑝)]?̇?𝒖(𝑔𝑔) + [𝑺𝑺𝑇𝑇(𝑝𝑝)𝑴𝑴(𝑝𝑝)?̇?𝑺(𝑝𝑝)+𝑺𝑺𝑇𝑇(𝑝𝑝)𝑪𝑪(𝑝𝑝, ?̇?𝑝)𝑺𝑺(𝑝𝑝)]𝒖𝒖(𝑔𝑔)
+ 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑭𝑭(?̇?𝑝) + 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑮𝑮(𝑝𝑝) + 𝑺𝑺𝑇𝑇(𝑝𝑝)𝝉𝝉𝒅𝒅
= 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑩𝑩(𝑝𝑝)𝝉𝝉 − 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑨𝑨𝑇𝑇(𝑝𝑝)𝝀𝝀 
(3.71) 
Kao što može da se vidi u jednačini iznad, 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑨𝑨𝑇𝑇(𝑝𝑝) je jednako nuli na osnovu jednačine (3.67). 
Tako smo eliminisali parametre ograničenja i jednačina dinamike sada izgleda ovako: 
[𝑺𝑺𝑇𝑇(𝑝𝑝)𝑴𝑴(𝑝𝑝)𝑺𝑺(𝑝𝑝)]?̇?𝒖(𝑔𝑔) + [𝑺𝑺𝑇𝑇(𝑝𝑝)𝑴𝑴(𝑝𝑝)?̇?𝑺(𝑝𝑝) + 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑪𝑪(𝑝𝑝, ?̇?𝑝)𝑺𝑺(𝑝𝑝)]𝒖𝒖(𝑔𝑔)
+ 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑭𝑭(?̇?𝑝) + 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑮𝑮(𝑝𝑝) + 𝑺𝑺𝑇𝑇(𝑝𝑝)𝝉𝝉𝒅𝒅 = 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑩𝑩(𝑝𝑝)𝝉𝝉 
(3.72) 
Koristeći odgovarajuće definicije, jednačinu iznad možemo predstaviti na sledeći način: 
𝑴𝑴� (𝑝𝑝)?̇?𝒖(𝑔𝑔) + 𝑪𝑪�𝑔𝑔 (𝑝𝑝, ?̇?𝑝)𝒖𝒖(𝑔𝑔) + 𝑭𝑭�(?̇?𝑝) + 𝑮𝑮�(𝑝𝑝) + 𝝉𝝉�𝒅𝒅 = 𝑩𝑩�(𝑝𝑝)𝝉𝝉 (3.73) 
𝑺𝑺𝑇𝑇(𝑝𝑝)𝑴𝑴(𝑝𝑝)𝑺𝑺(𝑝𝑝) = 𝑴𝑴� (𝑝𝑝) (3.74) 
𝑺𝑺𝑇𝑇(𝑝𝑝)𝑴𝑴(𝑝𝑝)?̇?𝑺(𝑝𝑝)+𝑺𝑺𝑇𝑇(𝑝𝑝)𝑪𝑪(𝑝𝑝, ?̇?𝑝)𝑺𝑺(𝑝𝑝) = 𝑪𝑪�(𝑝𝑝, ?̇?𝑝) (3.75) 
𝑺𝑺𝑇𝑇(𝑝𝑝)𝑭𝑭(?̇?𝑝) = 𝑭𝑭�(?̇?𝑝) = 0 (3.76) 
𝑺𝑺𝑇𝑇(𝑝𝑝)𝑮𝑮(𝑝𝑝) = 𝑮𝑮�(𝑝𝑝) = 0 (3.77) 
𝑺𝑺𝑇𝑇(𝑝𝑝)𝝉𝝉𝒅𝒅 = 𝝉𝝉�𝒅𝒅 (3.78) 
𝑺𝑺𝑇𝑇(𝑝𝑝)𝑩𝑩(𝑝𝑝) = 𝑩𝑩�(𝑝𝑝) (3.79) 
𝑺𝑺𝑇𝑇(𝑝𝑝)𝑨𝑨𝑇𝑇(𝑝𝑝)𝝀𝝀 = 0 (3.80) 
Nova matrica mase 𝑴𝑴� (𝑝𝑝) postaje: 
 
𝑴𝑴� (𝑝𝑝) = 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑴𝑴(𝑝𝑝)𝑺𝑺(𝑝𝑝)





















Nova matrica 𝑪𝑪�(𝑝𝑝, ?̇?𝑝) postaje 
 
𝑪𝑪�(𝑝𝑝, ?̇?𝑝) = 𝑺𝑺𝑇𝑇(𝑝𝑝)𝑴𝑴(𝑝𝑝)?̇?𝑺(𝑝𝑝)+𝑺𝑺𝑇𝑇(𝑝𝑝)𝑪𝑪𝑔𝑔𝑇𝑇(𝑝𝑝, ?̇?𝑝)𝑺𝑺(𝑝𝑝) =





























= � 0 0𝑔𝑔𝑑𝑑?̇?𝜃 0� + �
0 −𝑔𝑔𝑑𝑑?̇?𝜃
0 0





Nova matrica 𝑩𝑩�(𝑝𝑝) postaje: 












Sada se jednačina3.61 može napisati kao: 

















Pogonski momenti točkova su u korelaciji sa pogonskim obrtnim momentom  i linearnom 















3.2.3. Njutn-Ojlerov metod dinamike 
 
Prvi i jedan od najvažnijih koraka u Njutnovom dinamičkom modeliranju je crtanje dijagrama sila 
sistema i analiza sila koje deluju na sistem [30]. Dijagram sila diferencijalnog pogona mobilnog 





Slika 3.6: Dijagram sila robota kod Njutnovog dinamičkog modeliranja 
 
Sledeće oznake se nalaze na slici i koriste se kod Njutnovog dinamičkog modeliranja: 
(𝑣𝑣𝑢𝑢 , 𝑣𝑣𝑤𝑤): Predstavlja brzinu vozila u lokalnom sistemu. 𝑣𝑣𝑢𝑢  je longitudinalna brzina, a 𝑣𝑣𝑤𝑤  je lateralna 
brzina. 
(𝑔𝑔𝑢𝑢 ,𝑔𝑔𝑤𝑤): Predstavlja ubrzanje centra mase vozila. 
(𝐹𝐹𝑢𝑢𝑙𝑙 ,𝐹𝐹𝑢𝑢𝑔𝑔 ): Predstavlja longitudinalne sile koje deluju na vozilo od strane točkova. 
(𝐹𝐹𝑤𝑤𝑙𝑙 ,𝐹𝐹𝑤𝑤𝑔𝑔 ):Predstavlja bočne sile koje deluju na vozilo od strane točkova. 
Kao što se može videti na dijagramu sila iznad, jedine sile koje deluju na robot su sile aktuatora 
koje deluju na točkove robota. Počinjemo izvođenje predstavljanjem pozicije robota pomoću 
polarnih koordinata. Ako pretpostavimo da je robot čvrsto telo, njegova pozicija može biti 
predstavljena pomoću ugla i radijusa: 
?̂?𝑔 = 𝑔𝑔𝑔𝑔𝑠𝑠𝜃𝜃  (3.86) 
Diferenciranjem vektora pozicije prikazanog iznad dobijaju se brzina i ubrzanje robota: 
 




?̈̂?𝑔 = ?̈?𝑔𝑔𝑔𝑠𝑠𝜃𝜃 + 2?̇?𝑔?̇?𝜃𝑔𝑔𝑠𝑠𝜃𝜃 𝑠𝑠 − 𝑔𝑔?̇?𝜃2𝑔𝑔𝑠𝑠𝜃𝜃 + 𝑔𝑔?̈?𝜃𝑔𝑔𝑠𝑠𝜃𝜃 𝑠𝑠 (3.88) 
 
Nakon uprošćavanja i ubacivanja izraza za brzinu i ubrzanje u radijalni i tangencijalni oblik dobija 
se: 
?̇̂?𝑔 = [?̇?𝑔]𝑔𝑔𝑠𝑠𝜃𝜃 + [𝑔𝑔?̇?𝜃]𝑔𝑔𝑠𝑠(𝜃𝜃+
𝜋𝜋
2) (3.89) 
?̈̂?𝑔 = �?̈?𝑔 − 𝑔𝑔?̇?𝜃2�𝑔𝑔𝑠𝑠𝜃𝜃 + [2?̇?𝑔?̇?𝜃 + 𝑔𝑔?̈?𝜃]𝑔𝑔𝑠𝑠(𝜃𝜃+
𝜋𝜋
2) (3.90) 
Izrazi za radijalnu i tangencijalnu  brzinu i ubrzanje mogu se predstaviti na sledeći način: 
𝑣𝑣𝑢𝑢 = ?̇?𝑔 (3.91) 
𝑣𝑣𝑤𝑤 = 𝑔𝑔?̇?𝜃 (3.92) 
𝑔𝑔𝑢𝑢 = ?̈?𝑔 − 𝑔𝑔?̇?𝜃2 (3.93) 
𝑔𝑔𝑤𝑤 = 2?̇?𝑔?̇?𝜃 + 𝑔𝑔?̈?𝜃 (3.94) 
Na osnovu ovih četiri jednačina iznad, mogu se izvesti odgovarajuće veze između radijalne i 
tangencijalne brzine i ubrzanja robota: 
𝑔𝑔𝑢𝑢 = ?̇?𝑣𝑢𝑢 − 𝑣𝑣𝑤𝑤?̇?𝜃 (3.95) 
𝑔𝑔𝑤𝑤 = ?̇?𝑣𝑤𝑤 − 𝑣𝑣𝑢𝑢?̇?𝜃 (3.96) 
Sledeći korak je pisanje Drugog Njutnovog zakona kretanja u robotskom koordinatnom sistemu  u 
nalaženje veza između sila, obrtnog momenta i ubrzanja. Kod mobilnog robota s diferencijalnim 
pogonom postoje dva tipa kretanja : translacija u  radijalnom (u)  i tangencijalnom (w) pravcu i 
rotacija oko vertikalne ose u cetru mase robota. 
�𝐹𝐹𝑢𝑢 = 𝑔𝑔𝑔𝑔𝑢𝑢  
𝑔𝑔𝑔𝑔𝑢𝑢 = 𝐹𝐹𝑢𝑢𝑙𝑙 + 𝐹𝐹𝑢𝑢𝑔𝑔  (3.97) 
�𝐹𝐹𝑤𝑤 = 𝑔𝑔𝑔𝑔𝑤𝑤  
𝑔𝑔𝑔𝑔𝑤𝑤 = 𝐹𝐹𝑤𝑤𝑙𝑙 − 𝐹𝐹𝑤𝑤𝑔𝑔  (3.98) 
�𝑀𝑀𝐶𝐶 = 𝐼𝐼𝐶𝐶?̈?𝜃 
𝐼𝐼𝐶𝐶?̈?𝜃 = (𝐹𝐹𝑤𝑤𝑔𝑔 − 𝐹𝐹𝑤𝑤𝑙𝑙 )𝑑𝑑 + �𝐹𝐹𝑢𝑢𝑔𝑔 − 𝐹𝐹𝑢𝑢𝑙𝑙�𝑔𝑔𝑐𝑐  (3.99) 
 
Zamenom izraza za ubrzanje iz jednačina (3.95) i (3.96) u jednačinama (3.97) i (3.98) dobija se: 
 


















Prve dve jednačine iznad pokazuju ubrzanje robota u zavisnosti od sila koje deluju kao i brzine.  
Jednačine (3.100), (3.101) i (3.102) su osnovne jednačine dinamike diferencijalnog pogona 
mobilnog robota izvedene iz Njutnovog metoda dinamike. 
Ograničenje  klizanja u pravcu longitude (čisto kotrljanje) iograničenje bočnog-lateralnog klizanja 
(nema klizanja) stvara nezavisnost između longitudinalne, lateralne i ugaone brzine i uprošćava 
jednačine dinamike. 
Usled ograničenja bočnog klizanja, lateralna brzina centralne tačke I u robotskom koordinatom 
sistemu  je jednaka nuli, što je definisano jednačinom: 
−?̇?𝑥 sin𝜃𝜃 + ?̇?𝑦𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 = 0 





� = �cos 𝜃𝜃 −sin𝜃𝜃sin 𝜃𝜃 cos 𝜃𝜃 � �
𝑣𝑣𝑢𝑢
𝑣𝑣𝑤𝑤� (3.103) 
gde je : 
?̇?𝑥𝐶𝐶 = 𝑣𝑣𝑢𝑢 cos 𝜃𝜃 − 𝑣𝑣𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 (3.104) 
?̇?𝑦𝐶𝐶 = 𝑣𝑣𝑢𝑢 sin𝜃𝜃 + 𝑣𝑣𝑤𝑤𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 (3.105) 
 
Takođe korišćenjem jednačina (3.29) i (3.30) može se izračunati brzina centralne tačke I u 
inercijalnom koordinatnom sistemu.  
Ubacivanjem jednačina (3.29) i (3.30) u jednačine (3.104) i (3.105) dobija se: 
 
?̇?𝑥 = 𝑣𝑣𝑢𝑢 cos 𝜃𝜃 − 𝑣𝑣𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 + 𝑑𝑑?̇?𝜃 sin𝜃𝜃 (3.106) 
?̇?𝑦 = 𝑣𝑣𝑢𝑢 sin 𝜃𝜃 + 𝑣𝑣𝑤𝑤𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 − 𝑑𝑑?̇?𝜃 cos 𝜃𝜃 (3.107) 
 Kada se  ove jednačine pomnože sa− sin𝜃𝜃 i cos 𝜃𝜃 , a zatim saberu dobija se: 
−?̇?𝑥 sin 𝜃𝜃 + ?̇?𝑦𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 = 𝑣𝑣𝑤𝑤 − 𝑑𝑑?̇?𝜃 (3.108) 
Odavde  je lateralna brzina centralne tačke  
𝑣𝑣𝑤𝑤 = 𝑑𝑑?̇?𝜃 (3.109) 
A lateralno ubrzanje centralne tačke je: 
?̇?𝑣𝑤𝑤 = 𝑑𝑑?̈?𝜃 (3.110) 








𝑔𝑔�𝑑𝑑?̈?𝜃 + 𝑣𝑣𝑢𝑢?̇?𝜃� = 𝐹𝐹𝑤𝑤𝑙𝑙 + 𝐹𝐹𝑤𝑤𝑔𝑔  (3.112) 
Kombinacijom jednačina (3.109) i (3.101) dobijamo: 












Ove dve jednačine iznad su jednačine dinamike robota uzimajući u obzir neholonomska 
ograničenja. Ove jednačine mogu jednostavno da se transformišu u formu matrice koristeći iste 
zapise i matrice kao kod Lagranžeovog metoda. 








𝑔𝑔𝑑𝑑2 + 𝐼𝐼𝐶𝐶 = 𝐼𝐼 
Matrica formirana od ovih dveju jednačina je predstavljena pomoću sledeće jednačine: 

















Kao što se može videti iz jednačine iznad, iz oba metoda može se dobiti ista jednačina dinamike 
mobilnog robota. Koristeći jednačine (3.110) i (3.112) kao i jednačina direktne kinematike (3.8) i 
(3.9) možemo jednostavno napisati opšte jednačine dinamike u zavisnosti od obrtnog momenta 
aktuatora, rotacione brzine točkova i geometrijskih parametara. Diferenciranjem jednačina direktne 









































Iz jednačina (3.112) i (3.96) dobija se: 
𝐹𝐹𝑢𝑢𝑔𝑔 − 𝐹𝐹𝑢𝑢𝑙𝑙 =
𝑔𝑔𝐼𝐼
2𝑔𝑔𝑐𝑐2










𝐹𝐹𝑢𝑢𝑔𝑔 + 𝐹𝐹𝑢𝑢𝑙𝑙 =
𝑔𝑔𝑔𝑔
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� ?̈?𝜑𝐿𝐿 − �
𝑔𝑔𝑑𝑑𝑔𝑔2
4𝑔𝑔𝑐𝑐2
� ?̇?𝜑𝐿𝐿2 + �
𝑔𝑔𝑑𝑑𝑔𝑔2
4𝑔𝑔𝑐𝑐














� ?̈?𝜑𝑅𝑅 − �
𝑔𝑔𝑑𝑑𝑔𝑔2
4𝑔𝑔𝑐𝑐2
� ?̇?𝜑𝑅𝑅2 + �
𝑔𝑔𝑑𝑑𝑔𝑔2
4𝑔𝑔𝑐𝑐2
� ?̇?𝜑𝑅𝑅?̇?𝜑𝐿𝐿 (3.125) 
 





































































Prema tome, jednačine dinamike možemo zapisati na sledeći način: 
 
𝜏𝜏𝑅𝑅 = 𝐴𝐴?̈?𝜑𝑅𝑅 + 𝐵𝐵?̈?𝜑𝐿𝐿 − 𝐶𝐶?̇?𝜑𝐿𝐿2 + 𝐶𝐶?̇?𝜑𝑅𝑅?̇?𝜑𝐿𝐿 (3.131) 
𝜏𝜏𝐿𝐿 = 𝐴𝐴?̈?𝜑𝐿𝐿 + 𝐵𝐵?̈?𝜑𝑅𝑅 − 𝐶𝐶?̇?𝜑𝑅𝑅2 + 𝐶𝐶?̇?𝜑𝑅𝑅?̇?𝜑𝐿𝐿 (3.132) 
 
Jednačine (3.131) i (3.132) su jednačine dinamike koje povezuju obrtne momente, rotacionu brzinu 
točkova i rotaciono ubrzanje. Za simulaciju i i razvoj kontrolera mogu se koristiti ili jednačine 
(3.131) i (3.132)  ili (3.117)  iz Njutnovog metoda ili jednačina (3.84) iz Lagranžeovog metoda. Za 
potrebe ove teze korišćena je (3.84) za simulaciju sistema koji će biti opisan u sledećem odeljku. 
Isti metod dinamičkog modeliranja je korišćen u referencama [30] [39]. 
3.4. SIMULACIJA SISTEMA 
 
U cilju testiranja razvijenog  upravljanja mobilnim robotom pre testiranja na realnom robotu, u ovoj 
tezi je razvijen simulacioni model. 
Strukturna šema mehaničkog modela mobilnog robota koja uključuje modele kinematike i dinamike 
je prikazana na Slici 3.7. Na slici 3.8 je prikazan simulacioni model kojim simuliramo mehanički 
model bez uključivanja efekata aktuatora. Jednostavno povežemo različite obrtne momente kao 
izlaze desnog i levog aktuatora točka za mehanički model i analiziramo kretanje robota pod 
uticajem ovih obrtnih momenata.  
 
Slika 3.7: Strukturna šema dinamičkog i kinematskog modela 
 
Jednačine (3.81) do (3.84) za dinamički model i jednačina (3.66) za kinematski model su 
implementirane u formi funkcija da bi simulirale mehanički model robota kao što je prikazano na 
slici iznad. Dinamički model i kinematski model funkcija su uključene u dodatku A. 
Nakon izgradnje modela treba definisati parametre robota i uraditi neke testove za proveru 







Slika 3.8: Simulacioni model dinamike i kinematike mobilnog robota 
 






m 3.6 (KG) Težina robota  
rc 0.2025 (m) Rastojanje između pogonskog točka i ose simetrije 
d 0.05 (m) 
Rastojanje između centra mase i ose pogonskog 
točka 
r 0.05 (m) Poluprečnik točka 
Ic 0.09 (KG*m2) Masa momenta inercije oko centra mase 
 
Navedeni parametri se mogu uzeti iz liste podataka o DaNI robotu, koji je razvijen od strane 
National Instruments-a,[113]. Dimenzije robota su  405mm × 368mm× 150 mm. 







Četiri moguća slučaja za ulazne signale su: 
- ulazni pogonski momenti τR i τL su jednaki ali suprotnog znaka- robot će se okretati oko 
svoje ose. 
- ulazni pogonski momenti τR i τLsu jednaki i istog znaka- robot će se kretati pravolinijski. 
- ulazni pogonski moment τRje manji od ulaznog pogonskog moment τL istog znaka- robot će 
se kretati udesno. 
- ulazni pogonski moment τR je je manji od ulaznog pogonskog moment τL istog znaka- robot 
će se kretati ulevo. 
 
Simulirano kretanje robota kao posledica prvog slučaja je prikazano na Slici 3.9.  
 
Slika 3.9: Kretanje robota kao posledica istih pogonski momenata τR i τL ali suprotnog znaka 
 
Kao što se može videti, robot će pri kretanju  napravitineku vrstu kruga oko centralne tačke kada 
obrtni momentia motora imaju jednake suprotne znakove. Robot bi trebalo da rotira oko svoje ose  
kao posledica takvog ulaza. Razlog zbog koga pravi “krug“ i rotira oko centralne tačke je 
odstupanje centra mase od centra rotacije.  






Slika 3.10: Kretanje robota kao posledicaistih pogonski momenata τR i τL koji su i istog znaka 
 
Treći test za proveru modela je dodeljivanje istih znakova ali nejednakih ulaznih obrtnih momenata 
robotu i posmatranje kretanje robota. Na slikama 3.11 i 3.12 prikazano je kretanje robota kao 
odgovor na isti znak ali nejednakih ulaznih obrtnih momenata. 
 
Slika 3.11: Kretanje robota u slučaju ulaznih pogonskih momenata istog znaka, ali τR veći od 





Slika 3.12: Kretanje robota  za slučaj ulaznog pogonskog momenta τR istog znaka sa τL, ali manjeg 
od ulaznog pogonskog momenta τL -  robot se kreće udesno. 
 
Gledajući slike iznad može se videti  da rezultati simulacije odgovaraju kretanju diferencijalnog 
pogona mobilnog robota i da se  izvedeni model može koristiti za razvoj upravljanje o čemu će biti 























4. PROJEKTOVANJE KONTROLERA ZA PRAĆENJE ČOVEKA 
 
U ovom poglavlju razmatra se problem dizajniranja kontrolera za neholonomske mobilne robote u 
cilju praćenja čoveka na osnovu vizuelne informacije. 
Praćenje pokretnih objekata, uključujući i čoveka je važan proces u različitim aplikacijama 
kompijuterske vizije i robotike. Praćenje pokretnog objekta je jedan od najznačajnijih zadataka za 
autonomne mobilne robote.  Definiše se kao sposobnost robota da podesi svoju poziciju i 
orijentaciju prema kretanju pokretnog objekta u cilju smanjenja greške praćenja. U predhodnim 
godinama razvijene su različite šeme upravljanja za navigaciju i praćenje mobilnim robotom. 
Metod veštačkog potencijalnog polja za praćenje pokretne mete je uveden u upotrebu 1986. godine 
od strane Khaitb-a [43]. Kod ovog metoda robot je predstavljen  kao  čestica  u modifikovanom 
prostoru q koja se kreće pod uticajem veštačkog potencijala nastalog pod  uticajem  vrednosti  
pozicije mete qgoal  i   udaljenosti  od  objekata koje predstavljaju prepreku kretanju robota. 
Nedostatak ove tehnike je što robot često ostane “zarobljen” na nekom od lokalnih minimuma [44]. 
Zadnjih godina veliki napor je uložen u razvoj inteligentnih zakona upravljanja. Metode veštačke 
inteligencije se mogu primeniti za različite probleme sa kojima se srećemo kod mobilne robotike 
[45]. Ove metode se često koriste zbog svoje jednostavnosti, jer su zasnovane na ljudskom 
rezonovanju i heurističkom znanju i ne zahtevaju matematički model. Razvijeno je nekoliko 
kontrolera zasnovanih na fazi logici [46][47], neuronskim mrežama [39,48] kao i na genetskim 
algoritmima [45][49].  Glavni nedostatak ovih tehnika je nedostatak preciznog modela i zbog toga 
što su računarski zahtevne. 
Pored navedenih tehnika u upotrebi su i tehnike nelinearnog upravljanja mobilnim robotom kao što 
su upravljanje po kliznom režimu (eng. Sliding mode cotrol) [50][51] i nelinearni konroleri 
zasnovani na metodama Ljapunova [52][53]. 
Upravljanje neholonomskim mobilnim robotom možemo podeliti takođe i na sledeća dva metoda 
upravljanja: upravljanje na osnovu kinematskog modela i upravljanje na osnovu dinamičkog 
modela mobilnog robota. U ranijim istraživanjima, veliki broj istraživača je bio fokusiran samo na 
kinematsko upravljanje mobilnim robotom. Međutim, zadnjih godina veliki broj istraživanja je 
rađen na razvoju aplikacija na osnovu dinamičkog upravljanja [54].  
 
Kinematski beksteping kontroler (eng. Kinematic backstepping controller) za upravljanje 
neholonomskim mobilnim robotom koji zanemaruje dinamiku vozila i koji koristi Ljapunove 




ovom polju. Izračunavanje željene linearne i ugaone brzine 𝑣𝑣𝑐𝑐 = (𝑣𝑣,𝑤𝑤) se vrši na osnovu 
upravljačkog zakona predloženog u [55]. 
Kontroleri zasnovani na dinamičkom modelu mogu se svrstati u četiri grupe, u zavisnosti od toga 
kako se tretira dinamika sistema [56]: adaptivni kontroleri, robusni kontroleri, robusni adaptivni 
kontroleri i kontroleri sa linearizovanom povratnom spregom . 
Adaptivni kontroleri su adaptivne ekstenzije kinematskim beksteping kontrolerima koji mogu da se 
izbore sa nepoznatim parametrima [32],[57],[58]. 
Robusni kontroleri su dizajnirani da se izbore sa neodređenim parametrima i poremećajima u 
sistemu [59],[60]. 
Robusni adaptivni kontroleri imaju i robusne i adaptivne karakteristike i najčešće koriste 
kombinaciju inteligentnih kontrolera i nelinearno upravljanje [56].  
Upravljanje na osnovu linearizovane povratne sprege je prikazano u [61]. Takođe sve je više 
metoda koje obuhvataju i pozicioni kontroler i upravljanje brzinama točkova [62]. 
4.1.  RAZVOJ HIJERARHIJSKE STRUKTURE UPRAVLJANJA MOBILNIM 
ROBOTOM SA DIFERENCIJALNIM POGONOM ZA PRAĆENJE LJUDI 
 
Kao što je već, u uvodu, napomenuto za robote koji pružaju podršku osobama u izvršavanju raznih 
zadataka, kao što su roboti koji pomažu osobama sa invaliditetom, roboti-pratioci starijih ljudi ili 
mobilni roboti koji asistiraju ljudima u inspekciji kontaminiranih/opasnih okruženja, ključni uslov 
za generisanje adekvatnog ulaza u upravljački sistem, pored detekcije i praćenja ljudi, je 
prepoznavanje i predikcija ponašanja ljudi, kao i modul odlučivanja koji na osnovu ponašanja 
čoveka donosi odluku o upravljanju mobilnim robotom.  
U hijerahijskoj strukturi upravljanja (Slika 4.1) razvijenoj u ovoj tezi moduli za detekciju, praćenje i 
predikciju i prepoznavanje ponašanja čoveka kao i modul odlučivanja su na visokom nivou 
strukture upravljanja (eng. high-level control). Visoki nivo upravljanja je na slici 4.1 označen 
crevenom bojom. Upravljanje pozicijom i orijentacijom mobilnog robota se svrstava u srednji nivo 
upravljanja (eng. medium-level) i označeno je plavom bojom na pomenutoj slici. Upravljački 
sistem niskog nivoa (eng. low-level control), na slici 4.1 je označen zelenom bojom i sastoji se od 
multivarijabilnog PD kontrolera koji je odgovoran za konvertovanje brzina na izlazu pozicionog 
kontrolera u obrtni moment točkova robota. Ovaj kontroler je  potreban da bi se osiguralo praćenje 
ulazne referentne brzine od strane robota. Senzor vizije i mobilni robot (koji je se može opisati 
kinematskim i dinamičkim jednačinama) su označeni narandžastom bojom i odvojeni od ostatka 
sistema zbog njihove interakcije sa okolinom. Naime senzor vizije pruža informacije o prostoru koji 




testiranje modula niskog i srednjeg nivoa sistema upravljanja. Upravljački nivo visokog nivoa je 




Slika 4.1 Hijerarhijska struktura upravljanja mobilnim robotom 
4.2. UPRAVLJAČKI SISTEM NISKOG NIVOA –KONTROLER BRZINE 
 
Upravljački sistem niskog nivoa sastoji se od multivarijabilnog PD kontrolera koji je odgovoran za 
konvertovanje brzina na izlazu pozicionog kontrolera u obrtni moment točkova robota. Obrtni 













































Strukturna šema ovakve upravljačke strukture je prikazana na slici 4.2. 
 
Slika 4.2. Kontroler brzine 
 
Ideja je da se vrši upravljanje s povratnom spregom na osnovu dinamičkog modela robotskog 
sistema. Dinamički model robotskog sistema koji je opisan jednačinom (3.82) ima dva ulaza (𝜏𝜏𝑅𝑅 , 
𝜏𝜏𝐿𝐿) i dva izlaza (𝑣𝑣,𝜔𝜔 ). 
Kvalitet upravljanja sa povratnom spregom testira se preko praćenja zadatih linearnih i ugaonih 
brzina robota. Rezultati simulacije prikazani su na slikama 4.3, 4.4 i 4.5, i može se videti da 
predloženi kontroler brzine uspešno prati zadate brzine.  Parametri kontrolera su optimizovani uz 
pomoć optimizacije rojevima čestica (eng.Particle Swarm Optimization ), koja je detaljnije 
objašnjena u poglavlju 4.4.  
Vrednosti parametara kontrolera su sledeće: Kpv=218, Kdv=45, Kpw=181, Kdw=28.  
 






Slika 4.4. Sinusni odziv linearne i ugaone brzine (eng. Sine response) 
 
 







4.3. UPRAVLJAČKI SISTEM SREDNJEG  NIVOA 
 
Upravljački sistem srednjeg nivoa je projektovan tako da pokreće robota s njegove trenutne pozicije 
𝒒𝒒 = [𝑥𝑥 𝑦𝑦 𝜃𝜃]𝑇𝑇 prema željenoj poziciji 𝒒𝒒𝑔𝑔 = [𝑥𝑥𝑔𝑔 𝑦𝑦𝑔𝑔 𝜃𝜃𝑔𝑔]
𝑇𝑇. Cilj je naći upravljački signal uc=[vc 
wc] tako da robot prati čoveka, tj. da dostigne željenu poziciju u konačnom vremenskom intervalu.  
Na isti način pozicije robota i čoveka kog treba pratiti mobilnim robotom se mogu predstaviti u 
polarnom koordinatnom sistemu (Slika 4.8), pri čemu rastojanje između robota i čoveka, d mora 
biti veće od nule (d>0).  
 
Slika 4.6.Mobilni robot prati čoveka 
 
Pozicija robota i čoveka u globalnom koordinatnom sistemu i rastojanje d između njih, mogu se 
povezati sledećim jednačinama: 
𝑑𝑑 cos𝛼𝛼 = 𝑥𝑥𝑔𝑔 − 𝑥𝑥 
𝑑𝑑 sin𝛼𝛼 = 𝑦𝑦𝑔𝑔 − 𝑦𝑦 
(4.3) 
dok odnos između pravca kretanja robota i čoveka , definišemo preko sledećih promenljivih: 
𝜑𝜑 = 𝛼𝛼 − 𝜃𝜃 (4.4) 





?̇?𝑑 cos𝛼𝛼 − 𝑑𝑑?̇?𝛼 sin𝛼𝛼 = −𝑣𝑣 cos 𝜃𝜃 (4.5) 
?̇?𝑑 sin𝛼𝛼 + 𝑑𝑑?̇?𝛼 cos𝛼𝛼 = −𝑣𝑣 sin𝜃𝜃 (4.6) 
?̇?𝜑 = ?̇?𝛼 − 𝑤𝑤 (4.7) 
Ukoliko se jednačina (4.5) pomnoži sa cos𝛼𝛼, a jednačinu (4.6) sin𝛼𝛼 sa  dobija se: 
?̇?𝑑 cos2 𝛼𝛼 − 𝑑𝑑?̇?𝛼 sin𝛼𝛼 cos𝛼𝛼 = −𝑣𝑣 cos 𝜃𝜃 cos𝛼𝛼 
?̇?𝑑 sin2 𝛼𝛼 + 𝑑𝑑?̇?𝛼 cos𝛼𝛼 sin𝛼𝛼 = −𝑣𝑣 sin𝜃𝜃 sin𝛼𝛼 
 
i na osnovu adicionih formula dobija se: 
?̇?𝑑 = −𝑣𝑣𝑐𝑐𝑐𝑐𝑠𝑠𝜑𝜑 (4.8) 
Takođe, ukoliko se jednačina (4.5) pomnoži sa − sin𝛼𝛼, a jednačinu (4.8) sa cos𝛼𝛼 sa  dobija se: 
 
−?̇?𝑑 cos𝛼𝛼 sin𝛼𝛼 + 𝑑𝑑?̇?𝛼 sin2 𝛼𝛼 = 𝑣𝑣 cos 𝜃𝜃 sin𝛼𝛼 
?̇?𝑑 sin𝛼𝛼 cos𝛼𝛼 + 𝑑𝑑?̇?𝛼 cos2 𝛼𝛼 = −𝑣𝑣 sin𝜃𝜃 cos𝛼𝛼 
što je dalje 
?̇?𝛼 = 𝑣𝑣 sin 𝜑𝜑
𝑑𝑑
  ,𝑑𝑑 ≠ 0 (4.9) 
Na osnovu (4.7) i (4.9) sledi  
?̇?𝜑 = −𝑤𝑤 + 𝑣𝑣 sin 𝜑𝜑
𝑑𝑑
, 𝑑𝑑 ≠ 0 (4.10) 
Kinematski model je sada predstavljen novim promenljivima stanja 𝑑𝑑,𝜑𝜑 i 𝛼𝛼 . 
Originalni problem praćenja postaje problem regulacije sistema opisanog jednačinama (4.8),(4.9) i 
(4.10). 




𝐾𝐾𝑝𝑝 sin𝜑𝜑 cos𝜑𝜑 + 𝐾𝐾𝑔𝑔𝜑𝜑
� 
𝐾𝐾 = �𝐾𝐾𝑝𝑝 ,𝐾𝐾𝑔𝑔� 
(4.11) 
Strukturna šema ovakve kontrolne strukture je prikazana na slici 4.7. 
 




4.3.1. Ljapunovljeve analize stabilnosti 
 
Jedan od najčešće korišćenih metoda za analizu asimtotskog ponašanja zasnovan je na Ljapunovoj 
teoriji stabilnosti. 
Jednostavna pozitivno definisana kvadratna forma Ljapunovljeve funkcije je: 
 







gde parametri V1,V2 predstavljaju polovinu kvadratne norme greške rastojanja d i greške orijentacije 
𝜑𝜑  nastalih kao rezultat rastojanja robota između njegove trenutne i željene pozicije definisanih u 
globalnom koordinatnom sistemu. 
Prema tome izvod predložene Ljapunovljeve funkcije je: 
 
?̇?𝑉 = ?̇?𝑉1 + ?̇?𝑉2 = 𝑑𝑑?̇?𝑑 + 𝜑𝜑?̇?𝜑 (4.13) 
 
Korišćenjem kinematskih jednačina (4.8) i (4.10), dobija se: 
 





Zamenom vi 𝜔𝜔 sa 𝑣𝑣(𝑑𝑑,𝜑𝜑) i 𝜔𝜔(𝑑𝑑,𝜑𝜑) dobija se: 
 
?̇?𝑉 = 𝑑𝑑(−𝐾𝐾𝑝𝑝𝑑𝑑 cos2 𝜑𝜑) + 𝜑𝜑(−𝐾𝐾𝑝𝑝 sin𝜑𝜑 cos𝜑𝜑 − 𝐾𝐾𝑔𝑔𝜑𝜑 +
𝐾𝐾𝑝𝑝𝑑𝑑 cos𝜑𝜑 sin𝜑𝜑
𝑑𝑑
) ≤ 0 
(4.15) 
 
U jednačini (4.13) prvi član je  
?̇?𝑉1 = −𝐾𝐾𝑝𝑝𝑑𝑑2 cos2 𝜑𝜑 ≤ 0, za 𝐾𝐾𝑝𝑝 > 0 (4.16) 
 
Kako  je V1  funkcija pozitivno  definitna i ?̇?𝑉1negativno definitna funkcija ,  tada  po  
Ljapunovljevoj teoremi trivijalno rešenje sistema je asimtotski stabilno. 
Slično za drugi član je: 
?̇?𝑉2 = 𝜑𝜑(−𝐾𝐾𝑝𝑝 sin𝜑𝜑 cos𝜑𝜑 − 𝐾𝐾𝑔𝑔𝜑𝜑 +
𝐾𝐾𝑝𝑝𝑑𝑑 cos𝜑𝜑 sin𝜑𝜑
𝑑𝑑
) ≤ 0 
(4.17) 





Takođe V2 je funkcija pozitivno  definitna i ?̇?𝑉2negativno definitna funkcija, i sledi da je trivjalno 
rešenje sistema je asimtotski stabilno. 
Konačno je: 
?̇?𝑉 = ?̇?𝑉1 + ?̇?𝑉2 = −𝐾𝐾𝑝𝑝𝑑𝑑2 cos2 𝜑𝜑 − 𝐾𝐾𝑔𝑔𝜑𝜑2 ≤ 0 (4.19) 
 
Primenom Barbalet'ove Leme [63], sledi da ?̇?𝑉 konvergira ka nuli kako  vreme raste. Ovo implicira 
da vektor [𝑑𝑑,𝜑𝜑,𝛼𝛼] konvergira ka [0,0,𝛼𝛼]. 
Prema tome može se zaključiti da upravljačke veličine  
 
𝑣𝑣𝑐𝑐 = 𝐾𝐾𝑝𝑝𝑑𝑑 cos𝜑𝜑 
𝜔𝜔𝑐𝑐 = 𝐾𝐾𝑝𝑝 sin𝜑𝜑 cos𝜑𝜑 + 𝐾𝐾𝑔𝑔𝜑𝜑 
(4.20) 
čine kretanje robota glatkim i stabilnim. 
 
4.3.2 Simulacija pozicionog kontrolera 
 
Da bi se testirao pozicioni kontroler, prvo je potrebno simulirali kretanje čoveka. Šema generatora 
željene putanje prikazana na slici 4.9 generiše željenu putanju kretanja čoveka. Putanja je 
predstavljena kao funkcija vremena: 
 
𝑥𝑥𝑔𝑔(𝑔𝑔) = 𝑓𝑓(𝑔𝑔), 𝑦𝑦𝑔𝑔(𝑔𝑔) = 𝑔𝑔(𝑔𝑔) (4.21) 
 
Brzina čoveka vt(t) se izračunava kao prvi izvod jednačine (4.21).  
U cilju testiranja performansi upravljačke strukture nekoliko različitih tipova putanja je simulirano, 
pri čemu se čovek kreće konstantnom brzinom oko 1 m/s. Takođe je testiran i slučaj kad se čovek 
kreće promenljivom brzinom. 
 





Transformacija se vrši na osnovu greške praćenja u globalnom i robotskom koordinatnom sistemu 
kao što je prikazano na slici 4.9. 
 
Slika 4.9.  Greške pozicije i orijentacije čoveka u odnosu na robot  u globalnom i robotskom 
koordinatnom sistemu. 
 
Greška pozicije u centru koordinatnog sistema povezanog sa mobilnom platformom ili lokalnim 




𝑔𝑔𝑦𝑦𝑅𝑅 � = �
𝑥𝑥𝐻𝐻𝑅𝑅
𝑦𝑦𝐻𝐻𝑅𝑅







𝑦𝑦𝑔𝑔 − 𝑦𝑦� 
 
(4.22) 
Gde je 𝑥𝑥𝐻𝐻𝑅𝑅  i 𝑦𝑦𝐻𝐻𝑅𝑅  pozicija čoveka u robotskom koordinatnom sistemu,tj. pozicija u kojoj treba da 




Sada se greška rastojanja čoveka od robota i greška orijentacije mogu stračunati u robotskom 
koordinatnom sistemu, i predstavljaju ulaze u pozicioni kontroler. Sistem predstavljen u ovoj tezi u 
realnom slučaju sa senzora vizije dobija podatke o poziciji čoveka u koordinatnom sistemu kamere 
𝑍𝑍𝐻𝐻𝐶𝐶 , 𝑋𝑋𝐻𝐻𝐶𝐶 , i nakon transformacije koordinata na osnovu jednačine (1.7) dobijamo koordinate 
položaja čoveka u robotskom koordinatnom sistemu tj. 𝑥𝑥𝐻𝐻𝑅𝑅 , 𝑦𝑦𝐻𝐻𝑅𝑅 . Međutim, za testiranje 
performansi pozicionog kontrolera, dovoljno je bilo simulirati kretanje čoveka u globalnom 
koordinatnom sistemu, zatim izvršiti tranformaciju koordinata čoveka iz globalnog u robotski 
koorinatni sistem na osnovu jednačine (4.22). 
 









Matlab Simulink model koršćen za simulaciju pozicionog kontrolera je prikazan na Slici 4.10: 
 
 
Slika 4.10. Strukturna šema za simulaciju i testiranje pozicionog kontrolera 
 
Korišćenjem strukturne šeme sa Slike 4.10 i šeme generatora putanje čoveka, može se testirati 
pozicioni kontroler sa različitim referentnim putanjama i različitim inicijalnim pozicijama za 
robota.  
U razmatranom robotskom sistemu željeno je još da robot prati čoveka na rastojanju od 1.5 m, i 
prema tome robot više ne treba da dotigne čoveka, već neku tačku koja se nalazi na rastojanju od 
1.5 od čoveka. Stoga se greška pozicije, umanjuje za 1.5 m sračunava kao:  
 





Da bi se lakše testirale performanse predložene upravljačke šeme, kontroler se testira za slučaj kada 
je cilj upravljanja da je rastojanje između robota i čoveka jednako nuli - jednačina (4.24). Takođe 
prikazano je i ponašanje kada je cilj upravljanja da je rastojanje između robota i čoveka jednako 1.5 
m - jednačina (4.25). U oba slučaja zeljena  greška orijentacije je jednaka nuli 𝜑𝜑 = 0. Maksimalna 
brzina koju može da dostigne robot je v=1.5 m/s. 
 
4.3.2.1. Testiranje upravljačke šeme za konstantu brzinu čoveka i željeno rastojanje d=0 m 
 
Parametri nelinearnog kontrolera iznose Kp=1.5 i Ka=2.5. 
 
Referentna putanja čoveka : kvadrat 
Jednačina putanje: Šema generatora data u Dodatku A. 
Inicijalna pozicija robota:  (-0.5, 2, 1800). 
Inicijalna pozicija čoveka:𝑥𝑥𝑔𝑔(0) = 0, 𝑦𝑦𝑔𝑔(0) = 0. 
Željeno rastojanje između robota i čoveka: d=0 m. 
 





Slika 4.12. Linerno odstupanje robota u x i y pravcu u toku vremena-putanja u obliku kvadrata, d=0 
m 
 
Slika 4.13. Greška praćenja željenog rastojanja i ugaona greška praćenja (ulazi u pozicioni 










Referentna putanja čoveka : krug 
Jednačina putanje:𝑥𝑥𝑔𝑔 = 1 + cos 𝑔𝑔, 𝑦𝑦𝑔𝑔 = 1 + sin 𝑔𝑔.. 
Inicijalna pozicija robota: (1, 1,00). 
Inicijalna pozicija čoveka:𝑥𝑥𝑔𝑔(0) = 2, 𝑦𝑦𝑔𝑔(0) = 1. 





Slika 4.15. Putanje čoveka i robota-putanja u obliku kruga, d=0 m 
 
 
Slika 4.16. Linerno odstupanje robota u x i y pravcu u toku vremena - putanja u obliku kruga,      






Slika 4.17. Greška praćenja željenog rastojanja i ugaona greška praćenja-putanja u obliku kruga 
(ulazi u pozicioni kontroler), d=0 m   
 







Referentna putanja čoveka : prava 
Jednačina putanje:𝑥𝑥𝑔𝑔 = 0.5 ∙ 𝑔𝑔,𝑦𝑦𝑔𝑔 = 2 ∙ 𝑥𝑥 − 3 .. 
Inicijalna pozicija robota: (2, -1, 1800). 
Inicijalna pozicija čoveka:𝑥𝑥𝑔𝑔(0) = 0, 𝑦𝑦𝑔𝑔(0) = −3. 
Željeno rastojanje između robota i čoveka: d=0 m. 
  
Slika 4.19. Putanje čoveka i robota-putanja u obliku prave linije, d=0 m 
 






Slika 4.21. Greška praćenja željenog rastojanja i ugaona greška praćenja-putanja u obliku prave 
linije (ulazi u pozicioni kontroler), d=0 m   
 
 
Slika 4.22. Pogonska linearna v i ugaona brzina 𝜔𝜔 robota tokom vremena-putanja u obliku prave 







4.3.2.2. Testiranje upravljačke šeme za konstantu brzinu čoveka i željeno rastojanje d=1.5m 
 
Referentna putanja čoveka : kvadrat 
Jednačina putanje:Šema generatora data u Dodatku A. 
Inicijalna pozicija robota: (0.5,-0.5,1800). 
Inicijalna pozicija čoveka:𝑥𝑥𝑔𝑔(0) = 0, 𝑦𝑦𝑔𝑔(0) = 0. 
Željeno rastojanje između robota i čoveka: d=1.5 m. 
 
 
Slika 4.23. Putanje čoveka i robota -putanja u obliku kvadrata, d=1.5 m 
 
Kao što se može videti sa slike 4.23, u početnom trenutku robot se nalazi blizu čoveka. Cilj 
upravljanja je da robot prati čoveka održavajući konstantu udaljenost od 1.5 m.  Zbog toga robot se 
prvo udaljava od čoveka sve dok se ne dostigne rastojanje od 1.5 m, a zatim kreće da ga prati. Na 
slici 4.23, su označene i povezane strelicom odgovarajuće pozcije čoveka i robota za određene 





Slika 4.24. Linerno odstupanje robota u x i y pravcu u toku vremena-putanja u obliku kvadrata, 
d=1.5 m. 
 
Slika 4.25. Greška praćenja željenog rastojanja i ugaona greška praćenja(ulazi u pozicioni 











Referentna putanja čoveka : prava 
Jednačina putanje:𝑥𝑥𝑔𝑔 = 0.5 ∙ 𝑔𝑔,𝑦𝑦𝑔𝑔 = 2 ∙ 𝑥𝑥 − 3 .. 
Inicijalna pozicija robota: (1.5, 1.5, 1800). 
Inicijalna pozicija čoveka:𝑥𝑥𝑔𝑔(0) = 0, 𝑦𝑦𝑔𝑔(0) = −3. 





Slika 4.27. Putanja čoveka i robota-putanja u obliku prave linije, d=1.5 m 
 
U početnom trenutku robot je udaljen od čoveka više od 1.5 m, i robot teži da mu se približi. 
Budući da je smer kretanja čoveka ka robota u trenutku kada je greška praćenja negativna , robot će 
početi da se udaljava, održavajući konstantnu udaljenost od 1.5 m. Kada greška praćenja postane 
ponovo pozitivna robot kreće da sledi čoveka. Na slici 4.27 su označene i povezane strelicom 
odgovarajuće pozcije čoveka i robota za određene trenutke u toku kretanja. 
 
 






Slika 4.29. Greška praćenja željenog rastojanja i ugaona greška praćenja-putanja u obliku prave 
linije (ulazi u pozicioni kontroler), d=1.5 m   
 
Slika 4.30. Pogonska linearna v i ugaona brzina 𝜔𝜔 robota tokom vremena-putanja u obliku prave 








4.3.2.3.Testiranje upravljačke šeme za promenljivu brzinu čoveka i željeno rastojanje d=0 
 
Takođe je testiran kontroler i za slučaj kada je brzina kretanja čoveka promenljiva. 
 
Referentna putanja čoveka: putanja oblika ∞(simbol za beskonačno) 
Jednačina putanje:𝑥𝑥𝑔𝑔 = 2 ∙ 𝑐𝑐𝑐𝑐𝑠𝑠(0.5 ∙ 𝑔𝑔);𝑦𝑦𝑔𝑔 = 𝑠𝑠𝑠𝑠𝑠𝑠(0.5 ∙ 𝑔𝑔) ∙ 𝑥𝑥; 
Inicijalna pozicija robota: (0.5, 0, 00). 
Inicijalna pozicija čoveka: 𝑥𝑥𝑔𝑔(0) = 2, 𝑦𝑦𝑔𝑔(0) = 0. 
Željeno rastojanje između robota i čoveka: d=0 m. 
 
Slika 4.31. Brzina kretanja čoveka (putanja oblika ∞) 
 
 





Slika 4.33. Linerno odstupanje robota u x i y pravcu u toku vremena-putanja u obliku ∞, d=0 m.  
 
Slika 4.34. Greška praćenja željenog rastojanja i ugaona greška praćenja (ulazi u pozicioni 






Slika 4.35. Pogonska linearna v i ugaona brzina 𝜔𝜔 robota tokom vremena-putanja putanja u obliku 
∞, d=0 m. 
 
Na osnovu prikazanih rezultata može se zaključiti da je greška praćenja približna nuli ( svega pola 
centimetra) i da će robot pratiti čoveka bez obzira na oblik referentne putanje i početne pozicije 
robota u odnosu na referentnu putanju. Uzimajući u obzir i same dimenzije robota, može se 
zaključiti da predložena upravljačka šema može da omogući uspešno praćenje čoveka od strane 
robota. 
4.4. OPTIMIZACIJA PARAMETARA MULTIVARIJABILNOG PD 
KONTROLERA ROJEVIMA ČESTICA 
 
Optimizacija rojem čestica (Particle Swarm Optimisation, PSO) je stohastički algoritam koji se   
bazira na populaciji rešenja i jedan je od najmlađih u kategoriji meta-heurističkih optimizacija. 
Predstavljen je prvi put 1995. godine od strane Kennedy-ja i Eberhart-a [64]. Algoritam je 
inspirisan socijalnim ponašanjem jata ptica koje lete u potrazi za hranom. Osnovu algoritma čini 
populacija koja se sastoji od niza jedinki (n čestica) koje lete kroz višedimenzionalni prostor koji 
pretražuju i pri tome svoj položaj menjaju  na  osnovu  vlastitog iskustva i iskustva ostalih čestica u 
roju (čime se modeliraju socijalne interakcije između jedinki). Prilikom određivanja smera kretanja, 
svaka jedinka u određenoj meri uzima u obzir svoje, do tada, pronađeno najbolje rešenje 
(individualni faktor) i najbolje rešenje ostatka roja  (socijalni  faktor). 
Poticija svake i-te čestice u roju predstavljena je D-dimenzionalnim vektorom 𝒙𝒙𝑠𝑠 = (𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝐷𝐷).  




dimenzionalnim vektrom 𝒗𝒗𝑠𝑠 = (𝑣𝑣1, 𝑣𝑣2, … , 𝑣𝑣𝐷𝐷). Svaka čestica unutar roja pamti koordinate unutar 
prostora problema koje predstavljaju najbolje dosad postignuto rešenje te čestice (personal best) i 
označićemo ga sa 𝒑𝒑𝑠𝑠 = (𝑝𝑝1,𝑝𝑝2, … ,𝑝𝑝𝐷𝐷). Toplogija korišćena u ovom radu je takva da se za sve 
čestice predpostavlja da su susedi i g je indeks čestice u roju koja je na najboljoj poziciji , i tada pg 
(global best ) postaje najbolje pronađeno rešnje do tada, a brzina i čestica i njihove nove pozicije se 
ažuriraju prema sledećima dvema jednačinama: 
 
𝒗𝒗𝑠𝑠𝑔𝑔+1 = 𝝎𝝎𝒗𝒗𝑠𝑠𝑔𝑔 + 𝑐𝑐1𝑔𝑔1�𝒑𝒑𝑠𝑠𝑔𝑔 − 𝒙𝒙𝑠𝑠𝑔𝑔� + 𝑐𝑐2𝑔𝑔2(𝒑𝒑𝑔𝑔𝑔𝑔 − 𝒙𝒙𝑠𝑠𝑔𝑔) (4.26) 
𝒙𝒙𝑠𝑠𝑔𝑔+1 = 𝒙𝒙𝑠𝑠𝑔𝑔 + 𝒗𝒗𝑠𝑠𝑔𝑔+1, (4.27) 
 
gde r1 i r2 predstavljaju dva nasumična vektora čije komponente poprimaju vrijednosti iz intervala 
[0,1], c1 je kognitivni parametar koji reguliše relativnu brzinu čestice prema svom ličnom najboljem 
rešenju,  dok  je c2  društveni  parametar  koji  predstavlja  važnost  društva, odnosno globalno 





Slika 4.36. Prikaz ažururanja brzine i pozicije čestica kod optimizacije rojevima čestica 
 
Faktor inercije w je parametar koji kontroliše dinamiku letenja. Koristi se za uravnoteženje globalne 
i lokalne sposobnosti pretrage. Velika vrednost faktora inercije je pogodnija za  globalno 
istraživanje novih područja,dok su niže vrednosti pogodnije za lokalno pretraživanje. Postoji 




rojem čestica. Pregled 15 najpopularnijih strategija  za izbor faktora inercije i upoređivanje njihovih 
performansi na nekoliko problema optimizacije je dat u radu [68]. 
Za nalaženje optimalnih parametara multivarijabilnog PD kontrolera, u cilju uspešnog praćenja 
zadatih upravljačkih brzina, u ovoj tezi, korišćen je linearno opadajući faktor inercije: 
 





wi i wmax predstavljaju inicajlnu i krajnju vrednost faktora inercije, dok je imax maksimalan broj 
interacija.  
Funkcija cilja je definisana kao kriterijum konvergencije da bi se došlo do optimalnog rešenja. 
Izabrana fitnes funkcija je funkcija linearne i ugaone greške brzine i data je sledećom jednačinom: 
 





Proces nalaženja najbolje vrednosti fitnes funkcije kroz iteracije prikazan je na slici 4.37.  
 
 
Slika 4.37. Konvergencija fitnes funkcije za kontroler brzine sa brojem iteracija 
 
U svakoj generaciji je n=30 čestica (eng. particles). Vrednosti parametra PSO (jednačina 4.26) koji 







Na slici 4.38. je prikazan blok dijagram korišćen za dobijanje potrebnih podataka za obavljenje 
optimizacije.  
 
Slika 4.38. Dijagram za dobijanje podataka za obavljanje optimizacije 
 
Ovaj algoritam dobija sve veću popularnost među istraživačima kao efikasna tehnika za rešavanje 























5. STOHASTIČKI ALGORITMI ZA REŠAVANJE PROBLEMA 
PRAĆENJA LJUDI NA OSNOVU PODATAKA DOBIJENIM 
SENZOROM ROBOTSKE VIZIJE 
Budući da je slobodno kretanje čoveka nepredvidljivo, nemoguće je unapred znati tačnu putanju 
kretanja zbog čega se koristi stohatički model za opisivanje kretanja čoveka. Postoje nekoliko 
modela kretanja kojim se opisuje kretanje pokretnog objekta, tj. čoveka: Braunovo kretanje (eng. 
Brownian motion), model sa konstantnom brzinom (eng. Constant velocity), model sa konstantnim 
ubrazanjem (eng. Constant acceleration) i drugi modeli višeg reda [109].  
Najjednostavniji model je Braunov model kretanja koji opisuje stanja kao što su lokacija objekta, 
oblik i td. Braunov model je generički i pogodan je za širok spektar trajektorija, čineći ga korisnim 
za situacije gde ne postoji jasan obrazac prilikom kretanja. 
Za opisivanje kretanja čoveka mnogo je pogodniji model sa konstantnom brzinom. Ovaj model 
procenjuje poziciju i brzinu pokretnog objekta-čoveka pri čemu ubrzanje predstavlja poremećaj tj. 
šum procesa. Ovaj model kretanja poseduje dodatnu glatkost u odnosu na Braunov model. Takođe, 
u praksi se koristi i model konstantnog ubrzanja gde se pored pozicije i brzine procenjuje i ubrzanje, 
dok semoment modeluje kao šum procesa. Modeli višeg reda se najčešće ne koriste kod 
praćenjačoveka robotskim sistemima. 
Kao što je opisano u poglavlju 4, za potrebe upravljačkog bloka neophodno je sračunati rastojanje d 
(rastojanje između čoveka i robota) i ugao orijentacije 𝜑𝜑 u odnosu na osu XR u robotskom 
koordinatnom sistemu. Ovi parametri se dobijaju na osnovu koordinata centra mase čoveka 𝑥𝑥𝐻𝐻𝐶𝐶   i 
𝑧𝑧𝐻𝐻𝐶𝐶  estimiranih  u koordinatnom sistemu kamere koje se prvo transformišu na osnovu jednačine 
(2.7) u položaj čoveka u koordinatnom sistemu robota. Tako transformisane koordinate se onda 
vode u upravljački blok. 
Kao što je već rečeno, na osnovu jednačine (1.7), ose XR i Zc, YR i Xcsu paralelene i translacije Tx i 
Ty su jednake nuli.   
Prema tome rastojanje čoveka od robota d i orijentacija 𝜑𝜑 jednaka su: 
 









gde su 𝑥𝑥𝐻𝐻𝐶𝐶  i 𝑧𝑧𝐻𝐻𝐶𝐶  koordinate čoveka u horizontalnoj ravni u odnosu na koordinatni sistem kamere, a 




tezi razmatra se model kretanja čoveka sa konstantnom brzinom i na osnovu kinematskih jednačina 














gde vektor Sk predstavlja poziciju čoveka u trenutku vremena k, u odnosu na koordinatni sistem 
kamere, vektor Vk  predstavlja  brzinu u xi zpravcima, dok  Δt  predstavlja interval odabiranja.  
 
Prema tome vektor stanja u prikazanom sistemu za praćenje čoveka jednak je: 
 
𝒙𝒙𝑔𝑔 = [𝑺𝑺𝑔𝑔 𝑽𝑽𝑔𝑔]𝑇𝑇 = [𝑥𝑥𝐻𝐻𝐶𝐶 𝑧𝑧𝐻𝐻𝐶𝐶 ?̇?𝑥𝐻𝐻𝐶𝐶 ?̇?𝑧𝐻𝐻𝐶𝐶]𝑇𝑇    (5.4) 
 
Drugi član uključen u proces estimacije pozicije i brzine čoveka je model merenja.Taj član opisuje 
proces merenja i zavisi od vrste senzora koji se koristi,a koji je u razmatranom sistemu  kamera. 
Kao što je već rečeno u poglavlju 1, modul detekcije čoveka je sposoban da detektuje čoveka u 
video slikama kamere i da izračuna 3D koordinate čovekovog centra mase u koordinatnom sistemu 
kamere HCHCHC zyx ,, . Međutim, za potrebe ove teze koristi se samo pozicija čoveka u 
horizontalnoj 2D ravni i na osnovu tih podataka određuje se udaljenost čoveka od robota. Modul 
detekcije čoveka je takođe sposoban da konstantno dostavlja te podatke u cilju uspešnog praćenja i 
održavanja tačno određene udaljenosti između čoveka i robota.  
 
Na osnovu navedenog, vektor merenja je: 
 
𝑦𝑦𝑔𝑔 = [𝑺𝑺𝑔𝑔]𝑇𝑇 = [𝑥𝑥𝐻𝐻𝐶𝐶     𝑧𝑧𝐻𝐻𝐶𝐶 ]𝑇𝑇 (5.5) 
 
Na osnovu kinematskih jednačina modela, vektora stanja i vektora merenja može se zaključiti da je 
razmatrani problem linearan. 
Budući da modul praćenja treba da bude primenljiv kod različitih robotskih platformi i kod 
različitih senzora detekcije položaja čoveka, bilo je potrebno razviti algoritme za slučajeve kada se 
kao rezultati merenja dobijaju rastojanje d  i ugao 𝜑𝜑. 
Vektor merenja, u ovom slučaju jednak je: 
 





Na osnovu jednačina (5.1), (5.2) i (5.6) sledi da je jednačina merenja nelinearna:  
 
( )kkk vxy += h  (5.7) 
 
Usled poremećaja kojima je izložen sistem kao što su promena osvetljenja, promena ugla snimanja i 
prisustvo mnogo različitih objekata u sceni, vizija često ne daje pouzdane podatke o poziciji čoveka 
ili dolazi do potpunog izostanka tih podataka. U slučaju kada vizija ne šalje podatke (sistem za 
detekciju sa stereo vizijom daje vrednost NaN (eng. Not a Number), dok su kod sistema sa 3D 
senzorom sve vrednosti jednake nuli, što znači da sistem više ne detektuje čoveka), kod standradnih 
algoritama za Kalmanov, prošireni Kalmanov i Partikle filter, može doći do greške prilikom 
estimacije ili pak filter neće uopšte raditi.  
U cilju prevazilaženja ovog problema, u ovoj tezi, integrisani su estimatori kod kojih se vrši 
ispitivanje da li modul detekcije daje podatke, drugim rečima u predstavljenom sistemu integrisan 
je dodatni korak gde se ispituje da li nam detekcija šalje podatke.  Ukoliko modul detekcije ne šalje  
podatke, modul praćenja će nastaviti da estimira moguću poziciju čoveka na osnovu  filtera za 
estimaciju koji su opisani dalje u ovom poglavlju. 
5.1. BAJESOVI FILTERI – TEORIJSKA OSNOVA 
 
Bajesovi filteri probalistički procenjuju stanje dinamičkog sistema na osnovu opažanja koja su 
pritom zagađena šumom. Kod procene lokacije, stanje je lokacija osobe ili objekta i senzora. U 
slučaju razmatranog sistema, kamere obezbeđuje opservaciju o stanju. Stanje može biti 2D pozicija 
ili kompleksan vektor koji uključuje 3D poziciju i orijentaciju čoveka [87]. 
Prema Bajesovoj teoriji, sve nepoznato se smatra stohastičkom promenljivom, a početna ili 
pretpostavljena raspodela bi trebala da bude poznata. Koristeći opservacije, estimacija može kasnije 
da se koriguje na osnovu izračunate gustine verovatnoće. [88] 
Nelinearni dinamički sistem može se definisati sledećom jednačinom: 
𝒙𝒙𝑔𝑔 = 𝑓𝑓𝑔𝑔(𝒙𝒙𝑔𝑔−1,𝒘𝒘𝑔𝑔) (5.8) 
dok se stohastički opservacioni (mereni) proces opisuje sledećom jednačinom: 
𝒚𝒚𝑔𝑔 = ℎ𝑔𝑔(𝒙𝒙𝑔𝑔 ,𝒗𝒗𝑔𝑔) (5.9) 
xk je vektor stanja sistema i obično je skriven ili nije opservabilan, wk je vektor šuma dinamičkog 
sistema, yk je opservacioni vektor, a vk je vektor šuma merenja. Determinističke funkcije fk i hk , 





U Bajesovom kontekstu, cilj je da se izračuna posteriorna funkcija gustine raspodele verovatnoće, 
(eng. probalistic density function - PDF), p(xk|y1:k,), gde je opservacija definisana kao 𝒚𝒚1:𝑔𝑔 ≜
{𝑦𝑦1,𝑦𝑦2, …𝑦𝑦𝑔𝑔}, [89]. Ovaraspodela semože izračunati rekurzivno u dva koraka. 
U predikcionom koraku, izračunava se a priorna funkcijagustine raspodele verovatnoća, p(xk|y1:k-1) 
koja je definisana Bajesovim pravilom na sledeći način: 
 
𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔−1) = �𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1,𝒚𝒚1:𝑔𝑔−1)𝑝𝑝(𝒙𝒙𝑔𝑔−1|𝒚𝒚1:𝑔𝑔−1)𝑑𝑑𝑥𝑥𝑔𝑔−1 (5.10) 
 
gde je prethodna posteriorna funkcija gustine raspodele verovatnoća označena kao 𝑝𝑝(𝒙𝒙𝑔𝑔−1|𝒚𝒚1:𝑔𝑔−1) 
i za koju se pretpostavlja da je poznata usled rekuzije, a 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1,𝒚𝒚1:𝑔𝑔−1) se dobija na osnovu 
jednačine (5.1) 
 







gde je 𝑝𝑝(𝒚𝒚𝑔𝑔 | 𝒚𝒚1:𝑔𝑔−1) normalizaciona konstanta koja osigurava da ukupna suma verovatnoća bude 
jednaka nuli. 
𝑝𝑝(𝒚𝒚𝑔𝑔 | 𝒚𝒚1:𝑔𝑔−1) = �𝑝𝑝(𝒚𝒚𝑔𝑔 |𝒙𝒙𝑔𝑔 ,𝒚𝒚1:𝑔𝑔−1)𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔−1)𝑑𝑑𝑥𝑥𝑔𝑔  (5.12) 
 
Kompleksnost ovakvog izračunavanja posteriorne funkcije gustine raspodela verovatnoća, tokom 
vremena eksponenecijalno raste, zbog toga što se broj merenja uvećava tokom vremena [87]. 
Da bi se omogućilo izračunavanje, Bajesovi filteri pretpostavljaju da je dinamički sistem opisan 
lancima Markova, što znači da trenutno stanje promenljive xk sadrži sve relevantne informacije. 
Markovljeva pretpostavka implicira i da stanje u trenutku k zavisi samo od prethodnog 
stanja𝒙𝒙𝑔𝑔−1, 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1,𝒚𝒚1:𝑔𝑔−1) = 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1). Koristeći Markovljevu pretpostavku možemo 
efikasno sračunati apriornu funkciju gustine raspodele verovatnoće 𝑝𝑝(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔−1) bez gubljenja 
infomacija.  
 





Ovde, 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1) opisuje dinamiku sistema, tj. kako se sistem menja u vremenu. 
 
U trenutku k , merenje yk postaje dostupno i koristimo ga kada korigujemo  a priornu funkciju 
gustine raspodele Pozivajući se na Bajesovo pravilo, 𝑝𝑝(𝑥𝑥|𝑦𝑦) = 𝑝𝑝(𝑦𝑦|𝑥𝑥)𝑝𝑝(𝑥𝑥)
𝑝𝑝(𝑦𝑦)
 , izračunavanje 
posteriorne funkcije gustine raspodele može se uraditi na sledeći način.  
 
𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) =




gde je normalizaciona konstanta definisana kao 
 
𝑝𝑝(𝒚𝒚𝑔𝑔 |𝒚𝒚1:𝑔𝑔−1) = �𝑝𝑝(𝒚𝒚𝑔𝑔 |𝒙𝒙𝑔𝑔)𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔−1)𝑑𝑑𝑥𝑥𝑔𝑔  (5.15) 
 
zavisi od verovatnoće funkcije 𝑝𝑝(𝒚𝒚𝑔𝑔 |𝒙𝒙𝑔𝑔  ), definisane opservacionim modelom (5.9) i od poznatog 
šuma 𝒗𝒗𝑔𝑔 . U korekcionom koraku (5.14), merenje yk se koristi da bi modifikovali a priornu gustinu 
raspodele u cilju dobijanja tražene posteriorne funkcije gustine raspodele verovatnoće trenutnog 
stanja. 
Jednačine (5.13) i (5.14) definišu rekurzivni Bajesov filter sa inicijalnim uslovom koji se definiše 
na osnovu specifične a priorne funkcije gustine raspodele verovatnoća p(y0 )=p(x0), gde je y0  
prazan skup. 
5.1.1. Kalmanov filter 
 
Kalmanov filter je linearni, stohastički, povratni, težinski, Bajesov estimator najmanjih kvadrata 
zasnovan na modelu [90]. On procenjuje stanje sistema, ili jednog njegovog dela, na osnovu znanja, 
odnosno na osnovu merenja ulaznih i izlaznih promenljivih sistema.  
Ukoliko je p(x0), 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1) i 𝑝𝑝(𝒚𝒚𝑔𝑔 |𝒙𝒙𝑔𝑔) Gausova funkcija raspodele, tada je i posteriorna gustina 
raspodele takođe Gausova, tj. važe sledeće pretpostavke [91]: 
1) wk i vk  se mogu dobiti na osnovu poznatih parametara Gausove raspodele. 
2) 𝑓𝑓𝑔𝑔(𝒙𝒙𝑔𝑔−1,𝒘𝒘𝑔𝑔) je poznata i linearna. 
3) ℎ𝑔𝑔(𝒙𝒙𝑔𝑔 ,𝒗𝒗𝑔𝑔) je poznata i linearna. 
 





𝒙𝒙𝑔𝑔 = 𝑭𝑭𝑔𝑔𝑥𝑥𝑔𝑔−1+𝒘𝒘𝑔𝑔  (5.16) 
kkkk vxHy +=  (5.17) 
 
gde je Fk (po potrebi vremenski zavisna) prelazna matrica stanja koja određuje vezu između 
trenutnih i prethodnih stanja. Bk je matrica upravljanja.  Procesni šum wk je po pretpostavci beli 




Njegova kovarijaciona matrica u trenutku k može se označiti sa Qk 
 
][ Tkk wwEQk =  (5.19) 
Drugim rečima pretpostavlja se da je wk beli šum sa nultom srednjom vrednošću sa poznatom 
matricom kovarijanse Qk. 
Kako se najčešće u realnom slučaju stanja sistema xk ne mogu direktno meriti, umesto njih se 
senzorima registruju izlazne vrednosti yk, koje su date sumom linearnih kombinacija promenljivih 
stanja Hkxk, i šuma merenja vk. 
Za šum merenja vk takođe se pretpostavlja da je nekorelisan i sa nultom srednjom vrednošću, kao i 
šum procesa wk, i sa normalnom verovatnoćom raspodele 
𝑝𝑝(𝒗𝒗𝑔𝑔)~𝑁𝑁(0,𝑹𝑹𝒌𝒌). (5.20) 
a njegova kovarijaciona matrica označava se sa Rk 
][ Tkk vvERk =  (5.21) 
Na osnovu modela može se pretpostaviti kakva će biti promena vrednosti vektora stanja između 
trenutaka k-1 i k i ovu procenu nazivamo predikcijom ili a prirori estimacijom stanja i označavamo 
je sa𝒙𝒙�𝑔𝑔−. Oznaka " - " u superskriptu stanja xoznačava da se ova procena generiše pre nego što je 
uzeto aktuelno merenje yk. Sa 𝒙𝒙�𝑔𝑔označava sea posterirori stanje ili estimirano (korigovano) stanje 
koje se dobija posle ažuriranja na osnovu aktuelnog merenja yk. 
Sada se a priorna i posteriorna grešku estimacije mogu definisati kao: 
 
𝒆𝒆𝑔𝑔− = 𝒙𝒙𝑔𝑔 − 𝒙𝒙�𝑔𝑔− (5.22) 
𝒆𝒆𝑔𝑔 = 𝒙𝒙𝑔𝑔 − 𝒙𝒙�𝑔𝑔  (5.23) 





𝑷𝑷𝑔𝑔− = 𝑬𝑬[𝒆𝒆𝑔𝑔−𝒆𝒆𝑔𝑔−𝑇𝑇] (5.24) 
posteriorna kovarijansa grešaka estimacije jednaka je  
 
𝑷𝑷𝑔𝑔 = 𝑬𝑬[𝒆𝒆𝑔𝑔𝒆𝒆𝑔𝑔𝑇𝑇] (5.25) 
 
Prilikom izvođenja jednačina za Kalmanov filter, počinje se s ciljem pronalaženja jednačine koja 
izračunava  posteriorino stanje 𝒙𝒙�𝑔𝑔  kao linearnu kombinaciju prediktovanog ili a priori stanja 𝒙𝒙�𝑔𝑔− i 
težinske razlike između vrednosti stvarnog merenja 𝒚𝒚𝑔𝑔  (merenje dobijeno sa senzora) i predviđenog 
merenja𝑯𝑯𝑔𝑔𝒙𝒙�𝑔𝑔− koje se računa na osnovu a priori stanja 𝒙𝒙�𝑔𝑔− [93][94]. 
 
𝒙𝒙�𝑔𝑔 = 𝒙𝒙�𝑔𝑔− + 𝑲𝑲𝑔𝑔(𝒚𝒚𝑔𝑔 − 𝑯𝑯𝑔𝑔𝒙𝒙�𝑔𝑔−) (5.26) 
 
Razlika (𝒚𝒚𝑔𝑔 − 𝑯𝑯𝑔𝑔𝒙𝒙�𝑔𝑔−) se naziva rezidual. Rezidual odražava nesklad između predviđene vrednosti 
merenja i stvarne vrednosti merenja. 
Matrica 𝑲𝑲𝑔𝑔predstavlja Kalmanovo pojačanje koje minimizuje posterionu kovarijacionu matricu 
greške estimacije. Posteriorna kovarijaciona matrica greške estimacije može se izvesti i na sledeći 
način [91]: 
𝑷𝑷𝑔𝑔 = 𝑷𝑷𝑔𝑔− − 𝑲𝑲𝑔𝑔𝑯𝑯𝑔𝑔𝑷𝑷𝑔𝑔− 
(5.27) 
 
Kalmanovo pojačanje Kk se definiše kao: 
𝑲𝑲𝑔𝑔 = 𝑷𝑷𝑔𝑔−𝑯𝑯𝑔𝑔𝑇𝑇(𝑯𝑯𝑔𝑔𝑷𝑷𝑔𝑔−𝑯𝑯𝑔𝑔𝑇𝑇 + 𝑹𝑹𝑔𝑔)−1 
(5.28) 
 
gde je 𝑷𝑷𝑔𝑔−a priori  kovarijaciona matrica greške estimacije i izvodimo je na sledeći način [91]: 
 
𝑷𝑷𝑔𝑔− = 𝑭𝑭𝑔𝑔𝑷𝑷𝑔𝑔−1𝑭𝑭𝑔𝑔𝑇𝑇 + 𝑸𝑸𝑔𝑔  (5.29) 
Najjednostavniji slučaj kada je signal opisan modelom prvog reda u kojem je   Hk= 1; za svako k, a 










−  (5.30) 














Na osnovu prethodne jednačine vidi se da sa porastom varijanse šuma procesa q Kalmanovo 
pojačanje raste, dok ukoliko varijansa merenja r raste, Kalmanovo pojačanje se smanjuje. Iz 
jednačine korekcije procene stanja (5.26) vidi se da vrednost Kalmanovog pojačanja određuje u 
kojoj meri se estimacija zasniva na predikciji 𝑥𝑥𝑔𝑔−, a u kojoj meri na merenju, odnosno rezidualu 
merenja yk - xk [92]. 
U slučaju kada q→∞, odnosno kada je šum procesa toliko veliki da se na dostupni model u prostoru 
stanja uopšte ne može osloniti, estimaciju treba generisati samo na osnovu reziduala merenja, što 
upravo i sledi iz izraza za Kalmanovo pojačanje: 
 
kkkkkk yxyxxKq =−+=⇒→⇒∞→
−− )ˆ(ˆˆ1  (5.32) 
S druge strane, ukoliko je šum procesa q relativno mali, odnosno ukoliko model u velikoj meri 
odgovara realnom procesu, ali je šum merenja veliki, estimacija se vrši pretežno na osnovu modela. 
Merenja će biti potisnuta, što je i logično s obzirom na veliki sadržaj šuma u njima. U graničnom 
slučaju je 
)1(1 ˆ)ˆ(0ˆˆ0 −−
−− =−+=⇒→⇒∞→ kkkkkkk xFxyxxKr  (5.33) 
Iz svega navedenog zaključuje se da Kalmanovo pojačanje ima jasnu interpretaciju faktora koji 
određuje uticaj svakog od izvora informacija (modela, odnosno merenja) na estimaciju. Pri tome je 
njegova vrednost jasno i logično određena odnosima varijansi šumova procesa i merenja [92]. 
 
Iz jednačina (5.16) i (5.17) vidi se da se Kalmanov filter sastoji od dva modela: model procesa i 
model merenja. Kalmanov filter procenjuje odnosno estimira proces na način povratne sprege. Prvo, 
procenjuje stanje u sistemu u nekom vremenskom trenutku, a zatim dobija povratnu informaciju u 
vidu merenja koje je zašumljeno. Prema tome, jednačine koje opisuju Kalmanov filter mogu se 
podeliti u dve grupe, jednačine predikcije i jednačine korekcije: 
 
Prilikom inicijalizacije Kalmanovog filtera, početno stanje procesa x0 nije poznato, ali se 
pretpostavlja da su njegovo očekivanje ][ˆ 000 xEmx ==
+ i kovarijaciona matrica 
]))([( TmxmxEP 00000 −−=
+  dati [92]. 
Kao je već rečeno u slučaju kada vizija ne šalje validne podatke potrebno je da filter vrši predikciju 
pozicije čoveka . Kod Kalmanovog filtera, u ovoj tezi, pre koraka korekcije, dodat je još jedan 
korak koji ispituje da li nam sistem za vizije šalje validne podatke. Na osnovu ovoga i prethodno 





1) Inicijalizacija  
Indeks k ima vrednost 0, i usvajaju se početne vrednosti procene vektora stanja i 
kovarijacione matrice greške estimacije 











𝒙𝒙�𝑔𝑔− = 𝑭𝑭𝑔𝑔𝒙𝒙�𝑔𝑔−1 (5.36) 
𝑷𝑷𝑔𝑔− = 𝑭𝑭𝑔𝑔𝑷𝑷𝑔𝑔−1𝑭𝑭𝑔𝑔𝑇𝑇 + 𝑸𝑸𝑔𝑔  (5.37) 
3) Ispitivanje  
 
Ukoliko vizija ne daje podatke, inkrementiranje indeksa k vraćanje na korak 2 
 
4) Korekcija 
𝑲𝑲𝑔𝑔 = 𝑷𝑷𝑔𝑔−𝑯𝑯𝑔𝑔𝑇𝑇(𝑯𝑯𝑔𝑔𝑷𝑷𝑔𝑔−𝑯𝑯𝑔𝑔𝑇𝑇 + 𝑹𝑹𝑔𝑔)−1 
 
(5.38) 
𝒙𝒙�𝑔𝑔 = 𝒙𝒙�𝑔𝑔− + 𝑲𝑲𝑔𝑔(𝒚𝒚𝑔𝑔 − 𝑯𝑯𝑔𝑔𝒙𝒙�𝑔𝑔−) (5.39) 
𝑷𝑷𝑔𝑔 = 𝑷𝑷𝑔𝑔− − 𝑲𝑲𝑔𝑔𝑯𝑯𝑔𝑔𝑷𝑷𝑔𝑔− 
(5.40) 
 
Inkrementiranje indeksa k i skok na korak 2. 
5.1.2. Prošireni Kalmanov filter 
 
U slučaju kada je proces koji je potrebno estimirati opisan nelinearnim jednačinama ili je pak veza 
između procesa i meranja nelinearna, koristi se prošireni Kalmanov filter (eng. Extended Kalman 
filter), koji linearizuje estimacije koristeći parcijalne izvode procesa i funkcije kojim su opisana 
meranja. Linearni modeli imaju mnogo prednosti, laki su za računanje i za razumevanje. Pored 
toga,teorija linearizacije je potpuno razvijena i linearne diferencijalne jednačine je lako izračunati. 
Na osnovu toga razvijene su mnoge tehnike linearizacije nelinearnih modela, koje procenjuju stanje 
nelinearnih dinamičkih sistema linearizujući njihove nelinearnosti. Prošireni Kalmanov filter korsti 
jednačine standardnog Kalmanovog filtera prvog reda aproksimacije nelinearnog modela i 




jednu od najpopularnijih tehnika estimacije stanja nelinearnih sistema i predstavlja efikasan metod 
za generisanje približne maksimalne verovatne procene stanja diskretnih nelinearnih dinamičkih 
sistema. 
Kao što je već ranije rečeno, nelinearni dinamički sistem može se definisati sledećim jednačinama: 
𝒙𝒙𝑔𝑔 = 𝑓𝑓𝑔𝑔(𝒙𝒙𝑔𝑔−1,𝑤𝑤𝑔𝑔) (5.41) 
 
dok se stohastički opservacioni (mereni) proces opisuje sledećom jednačinom: 
 
𝒚𝒚𝑔𝑔 = ℎ𝑔𝑔(𝒙𝒙𝑔𝑔 ,𝒗𝒗𝑔𝑔) (5.42) 
 
Nelinearna funkcija f povezuje prethodno stanje 𝒙𝒙𝑔𝑔−1 sa trenutnim 𝒙𝒙𝑔𝑔  i šumom procesa 𝒘𝒘𝑔𝑔 .Dok 
nelinearna funkcija h povezuje stanje𝒙𝒙𝑔𝑔  i merenje 𝒚𝒚𝑔𝑔  kao i šum merenja𝒗𝒗𝑔𝑔 . 
U praksi individualne vrednosti šuma  𝒘𝒘𝑔𝑔  i 𝒗𝒗𝑔𝑔nisu poznate u svakom vremenskom koraku [93]. 
Prema tome aproksimiranii vektor stanja i merenja bez vrednosti sumaje: 
 
𝒙𝒙�𝑔𝑔 = 𝑓𝑓𝑔𝑔(𝒙𝒙�𝑔𝑔−1, 0) (5.43) 
𝒚𝒚�𝑔𝑔 = ℎ𝑔𝑔(𝒙𝒙�𝑔𝑔 , 0) (5.44) 
 
𝒙𝒙�𝑔𝑔  i 𝒚𝒚�𝑔𝑔  predstavljaju aproksimirane vrednosti vektora stanja i vektora merenja, slično kao  a prirori 
stanje estimacije𝒙𝒙�𝒌𝒌− i predviđenog merenja 𝑯𝑯𝑔𝑔𝒙𝒙�𝑔𝑔− kod Kalmanovog filtera. 𝒙𝒙�𝑔𝑔  je a posterirori 
estimacija stanja u trenutku k. 
 
Da bi se estimirao nelinerani proces prvo je potrebno napisati jednačine u obliku koji linearizuje 
jednačine (5.43) i (5.44) [94]. 
 
𝒙𝒙𝑔𝑔 = 𝒙𝒙�𝑔𝑔 + 𝑭𝑭𝑔𝑔(𝒙𝒙𝑔𝑔−1 − 𝒙𝒙�𝑔𝑔−1) + 𝑾𝑾𝑔𝑔𝒘𝒘𝑔𝑔  (5.45) 
kkkkkkk vVxxHyy +−+≈ )~(~  (5.46) 
 
gde su 𝒙𝒙𝑔𝑔  i 𝒚𝒚𝑔𝑔stvarne vrednosti vektora stanja i vektora merenja. 
 














� (𝒙𝒙�𝑔𝑔−1, 0) (5.48) 
 





� (𝒙𝒙�𝑔𝑔 , 0) (5.49) 
 





� (𝒙𝒙�𝑔𝑔 , 0) (5.50) 
 
Subskritk u Jakobijanovim matricama označava da su matrice raziličite u svakom koraku k, tj. 
parcijalni izvodi se izračunavaju u svakom koraku k. 
Sada se  greška predikcije i rezidual merenja definišu kao: 
𝒆𝒆�𝑥𝑥𝑔𝑔 = 𝒙𝒙𝑔𝑔 − 𝒙𝒙�𝑔𝑔  (5.51) 
𝒆𝒆�𝑦𝑦𝑔𝑔 = 𝒚𝒚𝑔𝑔 − 𝒚𝒚�𝑔𝑔  (5.52) 
U realnom slučaju vrednost 𝒙𝒙𝑔𝑔  nije poznata, ali imamo pristup merenju 𝒚𝒚𝑔𝑔 . Koristeći jednačine 
(5.51) i (5.52), jednačinaza grešku procesa je [94]:  
 
𝒆𝒆�𝑥𝑥𝑔𝑔 = 𝑭𝑭𝑔𝑔(𝒙𝒙𝑔𝑔−1 − 𝒙𝒙�𝑔𝑔−1) + 𝜀𝜀𝑔𝑔  (5.53) 
𝒆𝒆�𝑦𝑦𝑔𝑔 = 𝑯𝑯𝑔𝑔𝒆𝒆�𝑥𝑥𝑔𝑔 − 𝜇𝜇𝑔𝑔  (5.54) 
gde 𝜀𝜀𝑔𝑔  i 𝜇𝜇𝑔𝑔predstavljaju nove nezavisne promenljive sa nultom srednjom vrednošću i 
kovarijacionim matricama 𝑾𝑾𝑔𝑔𝑸𝑸𝑔𝑔𝑾𝑾𝑔𝑔𝑇𝑇i 𝑽𝑽𝑔𝑔𝑹𝑹𝑔𝑔𝑽𝑽𝑔𝑔𝑇𝑇. Qk i Rk koje se računaju na osnovu jednačina (5.17) 
i (5.21) respektivno. 
Jednačine (5.53) i (5.54) su linearne i najsličnijesu  jednačinama modela procesa i jednačini modela 
merenja kod Kalmanovog filtera. Na osnovu ovog koristise rezidual aktuelnog merenja 𝒆𝒆�𝑦𝑦𝑔𝑔u 
jednačini (5.52) da bi se estimirala greška predikcije 𝒆𝒆�𝑥𝑥𝑔𝑔datu data jednačinom (5.53). 
Ovu estimaciju označena sa 𝒆𝒆�𝑔𝑔 i koristi se zajedno sa jednačinom (5.51) da bi se dobila posteriorna 
estimaciju stanja za originalni nelinearni proces. 
 












Na osnovu jednačina (5.53),(5.44) i (5.57) dobija se da je aproksimirana vrednost (a-priori) 
kovarijanse grešaka estimacije za prošireni Kalmanov filter jednaka: 
 
𝑷𝑷�𝑔𝑔 = 𝑭𝑭𝑔𝑔𝑷𝑷𝑔𝑔−1𝑭𝑭𝑔𝑔𝑇𝑇 + 𝑾𝑾𝑔𝑔𝑸𝑸𝑔𝑔𝑾𝑾𝑔𝑔𝑇𝑇  (5.59) 
 
Na osnovu ovih približnih raspodela uz pretpostavku da je a priori vrednost 𝒆𝒆�𝑔𝑔− jednaka nuli, 
Kalmanova jednačina koja se koristi za estimaciju  𝒆𝒆�𝑔𝑔  postaje: 
 
𝒆𝒆�𝑔𝑔 = 𝑲𝑲𝑔𝑔𝒆𝒆�𝑦𝑦𝑔𝑔  (5.60) 
 
Zamenom jednačine (5.60) u jednačinu (5.55) i korišćenjem jednačine(5.52) dobija se 
 
𝒙𝒙�𝑔𝑔 = 𝒙𝒙�𝑔𝑔 + 𝑲𝑲𝑔𝑔𝒆𝒆�𝑦𝑦𝑔𝑔 = 𝒙𝒙�𝑔𝑔 + 𝑲𝑲𝑔𝑔(𝒚𝒚𝑔𝑔 − 𝒚𝒚�𝑔𝑔) (5.61) 
 
Jednačina (5.61) se koristi kao jednačina korekcije u proširenom Kalmanovom filteru, u kojoj se 
𝒙𝒙�𝑔𝑔 i 𝒚𝒚�𝑔𝑔dobijamo dobijaju na osnovu jednačine (5.43) i(5.44). 
Kalmanovo pojačanje se računa na osnovu jednačine (5.28) sa odgovarajućom zamenom za 
kovarijacionu matricu greške merenja tako da se dobija sledeća jednačina: 






Korigovana (a-posteriori) kovarijansa grešaka estimacije jednaka je: 
 






Sada se konačno izvedene jednačine mogu sumirati kroz opis toka algoritma proširenog 
Kalmanovog filter. Kao i kod linearnog Kalmanovog filtera imamo još jedan korak, gde se 
proverava da li vizija šalje podatke. 
 
1) Inicijalizacija  
Indeks k ima vrednost 0, i usvajaju se početne vrednosti procene vektora stanja i 
kovarijacione matrice greške estimacije. Inicijalno, pošto su jedine dostupne informacije - 
matematičko očekivanje m0 i kovarijansa početnog stanja P0, inicijalna ocena stanja i 
kovarijansa greške imaju oblik: 










𝒙𝒙�𝑔𝑔 = 𝑓𝑓𝑔𝑔(𝒙𝒙�𝑔𝑔−1, 0) (5.66) 
𝑷𝑷�𝑔𝑔 = 𝑭𝑭𝑔𝑔𝑷𝑷𝑔𝑔−1𝑭𝑭𝑔𝑔𝑇𝑇 + 𝑾𝑾𝑔𝑔𝑸𝑸𝑔𝑔𝑾𝑾𝑔𝑔𝑇𝑇  (5.67) 
3) Ispitivanje 
 
 Ukoliko vizija ne daje podatke, inkrementiranje indeksa k vraćanje na korak 2 
 
4) Korekcija 





𝒙𝒙�𝑔𝑔 = 𝒙𝒙�𝑔𝑔 + 𝑲𝑲𝑔𝑔(𝒚𝒚𝑔𝑔 − 𝒚𝒚�𝑔𝑔) (5.69) 
𝑷𝑷𝑔𝑔 = 𝑷𝑷�𝑔𝑔 − 𝑲𝑲𝑔𝑔𝑯𝑯𝑔𝑔𝑷𝑷�𝑔𝑔  
(5.70) 
 








5.1.3. Partikle filter 
 
Budući da kod mnogih praktičnih problema upotreba linearnih modela ili pretpostavka Gausovog 
šuma nije opravdana, postoji potreba za rekurzivnim tehnikama estimacija stanja za nelinearne i ne-
gausovske probleme [88]. 
Razvojem i poboljšanjem računara došlo je i do sve veće primene Monte Karlo tehnike u 
istraživanjima. Partikle filter (eng. Particle filter) je prvi put predstavljen 1993. godine, i spada u 
klasu algoritama na osnovu sekvencijalnih Monte Karlo simulacija kao tehnike za rešavanje 
Bajesovskih problema estimacije. 
Sekvencijalno uzorkovanje po značajnosti (eng.sequential importance sampling – SIS) je Monte 
Karlo metoda, osnova koja se koristi za većinu Partikle filtera i naziva se još i sekvencijalni Monte 
Karlo (eng. Sequential Monte Carlo -SMC). Kod ovog Partikle filtera odabiranje čestica-partikala 
vrši se sekvencijalnona osnovu težina,[95][96].  
Ovaj SMC pristup se takođe može naći u literaturi podrazličitim imenima [97]. Poznat je i kao 
“bootstrap” filter (eng.bootstrap filtering) [98], kondenzacioni algoritam (eng.condensation 
algorithm), [99], Partikle filter [100], interakcija aproksimiranih čestica (eng.interacting particle 
approximations)[101] i opstanak najsposobnije (eng.survival of the fittest) [102].  
Može se reći da je sekvencijalni Monte Karlo metoda tehnika za implementaciju rekurzivnog 
Bajesovog filtera uz pomoć MC simulacija. Osnovna ideja je da setražena funkcija gustine 
verovatnoće predstavi skupom slučajnih uzoraka sa pridruženim težinama i da se izračunaju 
estimacije na osnovu ovih uzoraka i težina. Kako broj uzoraka postaje veći, Monte Karlo 
karakterizacija postaje ekvivalentna reprezentacija uobičajenoj funkcionalnoj deskripciji 
posteriorene funkcije gustine verovatnoće i SIS filterse približava Bajesovoj estimaciji. 
Različite verzije Partikle filtera koje su predložene u literaturi mogu se smatrati specijalnim 
slučajevima osnovnog SIS algoritma. 
Sekvencijalno uzorkovanje sa resamplovanjem (eng. sequential importance resampling – SIR), 
razvijeno je odvojeno od SIS algoritma od strane Gordon-a i drugih [98]. SIR sadrži korak 
ponovnog uzorkovanja ili resamplovanja (eng. resampling) u svakoj iteraciji sekvencijalnog 
uzorkovanja po značajnosti.Od tada je dokazano da resamplovanje ima značajnu praktičnu i 
teorijsku prednost [95].  
Takođe, postoji i pomoćni Partikle filter (eng.auxiliary particle filter - APF) kod koga je osnovna 
ideja da se poveća uticaj čestica-partikala s velikom verovatnoćom, pomoću dodatnog indeksa za 
svaku česticu, tako da se može pratiti poreklo čestica, dok se verovatnoća procenjuje na sledećem 





Pored ovih se pominju još i marginalizovani Partikle filter (eng.marginalized particle filter - MPF), 
mada seideja marginalizacije ponekad naziva i Rao-Blackwell-izacija (eng.Rao-Blackwellized 
particle filter - RBPF),[104],[105]. 
Treba napomenuti još da se svi ovi specijalni slučajevi mogu izvesti iz SIS algoritma 
odgovarajućim izborom gustine uzorkovanja čestica na osnovu težina i/ili modifikacije koraka u 
kom vršimo resamplovanje (eng. resampling). 
5.1.3.1.  Monte Karlo 
 
Monte Carlo metoda se primenjuje u raznim simulacijama koje koriste slučajne brojeve, a takve 
simulacije su označene kao Monte Carlo simulacije. Najčešće se ovaj termin koristi samo za 
statičke tipove simulacija kod kojih se u rešavanju problema koristi stvaranje uzoraka iz raspodela 
slučajnih promenljivih. Pri tome, problemi mogu biti bilo determinističkog, bilo stohastičkog 
karaktera. 
Kod Bajesovih filtera, glavni problem može se često redukovati kao izračunavanje matematičkog 
očekivanja posteriorne funkcije gustine raspodele [106]: 
 
𝐸𝐸[𝑔𝑔(𝒙𝒙𝑔𝑔)|𝒚𝒚1:𝑔𝑔] = �𝑔𝑔(𝒙𝒙𝑔𝑔)𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔)𝑑𝑑𝑥𝑥𝑔𝑔  (5.71) 
 
gde je 𝑔𝑔 ∶ ℝ𝑠𝑠 → ℝ𝑔𝑔  proizvoljna funkcija, a 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) posteriorna funkcija gustine verovatnoće 
stanja xk za data merenja y1,...yk. 
Sada je problem sveden na problem izračunavanja integrala, koji može biti rešen primenom Monte 
Karlo metode. 
Kod Monte Karlo aproksimacije, posteriornu funkciju gustinu raspodele verovatnoće 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) 
aproksimiramo skupom od nasumičnih N čestica-partikla  
 
𝒙𝒙𝑔𝑔 (𝑠𝑠)~ 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔),   𝑠𝑠 = 1, …𝑁𝑁. (5.72) 
 









Na ovaj način, Monte Karlo metoda aproksimira traženu raspodelu (eng. target distribution) 




Konvergencija Monte Karlo aproksimacije je garantovana centralnom graničnom teoremom, pri 
čemu srednje kvadratna greška aproksimacije iznosi 𝑂𝑂�𝑁𝑁−1/2�, bez obzira na dimenziju promeljive 
xk. 
5.1.3.2 . Uzorkovanje po značajnosti 
 
Često u realnom slučaju nije moguće dobiti uzorke (eng. samples) direktno iz gustine raspodele 
verovatnoće 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) zbog toga što ona može biti nestandradna, multivarijaciona ili 
multimodalna [107]. Da bi prevazišli ovaj problem, koristimo princip uzrokovanja po 
značajnosti.Kod uzrokovanje po značajnosti, koristimo približnu gustinu raspodele verovatnoće 
koju nazivamo značajna raspodela (eng. importance distribution) ili predložena raspodela, 
𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔), iz koje je moguće lako izvući uzorke, pri čemu je 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) proporcionalna 
𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔) za svako xk. 
Budući da je 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) normalizovana funkcija gustine raspodele, sledi da 𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔) mora biti 
skalirana nenormalizovana verzija raspodele 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔). 








Uzrokovanje po značajnosti je zasnovano na dekompoziciji matematičkog očekivanja posterirone 
funkcije gustine raspodele 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔), primenom formule (5.71)  gde dobijamo da je [106] : 
 
𝐸𝐸[𝑔𝑔(𝒙𝒙𝑔𝑔)|𝒚𝒚1:𝑔𝑔] = �𝑔𝑔(𝒙𝒙𝑔𝑔)𝑝𝑝(𝒙𝒙𝒌𝒌|𝒚𝒚1:𝑔𝑔)𝑑𝑑𝑥𝑥𝑔𝑔 = �𝑔𝑔(𝒙𝒙𝑔𝑔)
𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔)
𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔)
𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔)𝑑𝑑𝑥𝑥𝑔𝑔  (5.75) 
 
gde je 𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔) > 0 kada je 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) > 0. 
Estimirano očekivanje dobijamo primenom Monte Karlo metode tako što predloženu funkciju 
gustine raspodele verovatnoće 𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔) aproksimiramo skupom od nasumičnih N čestica-
partikla: 
𝒙𝒙𝑔𝑔 (𝑠𝑠)~ 𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔),   𝑠𝑠 = 1, …𝑁𝑁. (5.76) 
 































Kako uzorkujemo predloženu raspodelu, koja predstavlja aproksimaciju ciljane raspodele, raspodela 
uzoraka nije egzaktna, pa je stoga neophodno da je korigujemo pridružujući težine svakom uzorku 
[106]. 
Mana direktnog uzrokovanja po značajnosti je u tome što moramo da izračunamo gustinu raspodele 
𝑝𝑝�𝒙𝒙𝑔𝑔 (𝑠𝑠)�𝒚𝒚1:𝑔𝑔) da bi mogli da je koristimo. Pozivajući se na Bajesovo pravilo, izračunavamo 
posteriornu funkciju gustine raspodele na sledeći način: 
 
𝑝𝑝�𝒙𝒙𝑔𝑔 (𝑠𝑠)�𝒚𝒚1:𝑔𝑔) =




gde je 𝑝𝑝(𝒙𝒙𝑔𝑔 (𝑠𝑠)) a priorna raspodela definisana dinamičkim modelom, 
𝑝𝑝�𝒚𝒚1:𝑔𝑔�𝒙𝒙𝑔𝑔 (𝑠𝑠)� model verovatnoće za merenja, a 
𝑝𝑝(𝒚𝒚1:𝑔𝑔) normalizaciona konstanta 
 
𝑝𝑝(𝒚𝒚1:𝑔𝑔) = �𝑝𝑝(𝒚𝒚1:𝑔𝑔 |𝒙𝒙𝑔𝑔  )𝑝𝑝(𝒙𝒙𝑔𝑔)𝑑𝑑𝑥𝑥𝑔𝑔  (5.80) 
 
Funkcije gustine 𝑝𝑝(𝒚𝒚1:𝑔𝑔 |𝒙𝒙𝑔𝑔 (𝑠𝑠)) i 𝑝𝑝(𝒙𝒙𝑔𝑔 (𝑠𝑠)) je lako izračunati, ali je često veoma teško izračunati 
integral-normalizacionu konstantu u prethodnom izrazu.  
 
Da bi se prevazisao ovaj problem može se ponovo primeniti dekompozicija matematičkog 

























𝑝𝑝(𝒚𝒚1:𝑔𝑔 |𝒙𝒙𝑔𝑔 (𝑔𝑔 ) )𝑝𝑝(𝒙𝒙𝑔𝑔 (𝑔𝑔 ))












𝑝𝑝(𝒚𝒚1:𝑔𝑔 |𝒙𝒙𝑔𝑔 (𝑔𝑔 ) )𝑝𝑝(𝒙𝒙𝑔𝑔 (𝑔𝑔 ))













Prema tome, za dati opservacioni model 𝑝𝑝(𝒚𝒚𝑔𝑔:1|𝒙𝒙𝑔𝑔) i a priornu funkciju gustine raspodele 𝑝𝑝(𝒙𝒙𝑔𝑔) 
može se formirati aproksimaciju posteriorne funkcije 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔), primenom uzorkovanja po 
značajnosti na sledeći način [106]: 
 
1.Gustinu raspodele verovatnoće 𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔) aproksimiramo skupom od nasumičnih N čestica-
partikla 
𝒙𝒙𝑔𝑔 (𝑠𝑠)~ 𝜋𝜋(𝒙𝒙𝑔𝑔 | 𝒚𝒚1:𝑔𝑔),   𝑠𝑠 = 1, …𝑁𝑁. (5.82) 















4 . Aproksimativna vrednost posteriorne funkcije gustine verovatnoće može se  formalno napisati 
kao: 









5.1.3.3 .  Sekvencijalno uzorkovanje po značajnosti –SIS metod 
 
Sekvencijano uzorkovanje po značajnosti predstavlja sekvencijalnu verziju uzorkovanja po 
značajnosti [106]. Da bi se razvio algoritam, pretpostavka je da postoji skup od N težinskih čestica-
uzoraka�𝑥𝑥𝑔𝑔𝑠𝑠   , 𝜉𝜉𝑔𝑔𝑠𝑠  �𝑠𝑠=1
𝑁𝑁
, dobijenih iz predložene raspodele 𝜋𝜋(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) i koji predstavljaju funkciju 
gustine raspodele 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔−1) i za koje važe jednačine (5.77) i (5.85). 
Takođe, razmatra se cela posteriorna funkcija gustine raspodele verovatnoće stanja 𝒙𝒙0:𝑔𝑔  za data 
merenja 𝒚𝒚1:𝑔𝑔 . Na osnovu Markovljevih pretpostavki, dobija se sledeća rekurzija za posteriornu 
raspodelu: 
 
𝑝𝑝(𝒙𝒙0:𝑔𝑔 |𝒚𝒚1:𝑔𝑔) ∝ 𝑝𝑝(𝒚𝒚𝑔𝑔|𝒙𝒙0:𝑔𝑔 ,𝒚𝒚1:𝑔𝑔−1)𝑝𝑝(𝒙𝒙0:𝑔𝑔 |𝒚𝒚1:𝑔𝑔−1) 
= 𝑝𝑝(𝒚𝒚𝑔𝑔 |𝒙𝒙𝑔𝑔)𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒙𝒙0:𝑔𝑔−1,𝒚𝒚1:𝑔𝑔−1)𝑝𝑝(𝒙𝒙0:𝑔𝑔−1|𝒚𝒚1:𝑔𝑔−1) 
= 𝑝𝑝(𝒚𝒚𝑔𝑔|𝒙𝒙𝑔𝑔)𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒙𝒙0:𝑔𝑔−1)𝑝𝑝(𝒙𝒙0:𝑔𝑔−1|𝒚𝒚1:𝑔𝑔−1) 
(5.86) 
 
Koristeći sličnu analogiju, bira se predložena gustina raspodele tako da se može razložiti na sledeći 
način: 
𝜋𝜋(𝒙𝒙0:𝑔𝑔 |𝒚𝒚1:𝑔𝑔) = 𝜋𝜋(𝒙𝒙𝑔𝑔 |𝒙𝒙0:𝑔𝑔−1,𝒚𝒚1:𝑔𝑔)𝜋𝜋(𝒙𝒙0:𝑔𝑔−1|𝒚𝒚1:𝑔𝑔−1) (5.87) 
 



























Pretpostavka je da već postoje izvučeni uzorci 𝒙𝒙0:𝑔𝑔−1
(𝑠𝑠)  iz predložene raspodele 𝜋𝜋�𝒙𝒙0:𝑔𝑔−1
(𝑠𝑠) | 𝒚𝒚1:𝑔𝑔−1� i 
izračunati odgovarajući težinski koeficijenti 𝜉𝜉𝑔𝑔−1













Sada se mogu izvući čestice 𝒙𝒙0:𝑔𝑔
(𝑠𝑠)  iz predložene raspodele (𝒙𝒙0:𝑔𝑔 |𝒚𝒚1:𝑔𝑔) , uzorkujući samo nove čestice 















Ukoliko se uzme da je predložena raspodela Markovljeva, što se i najčešće radi kod praktične 
primene, tada predložena raspodela zavisi samo od prethodnog stanja 𝒙𝒙𝑔𝑔−1 i prethodnog merenja 
𝒚𝒚𝑔𝑔−1: 
𝜋𝜋(𝒙𝒙𝑔𝑔 |𝒙𝒙0:𝑔𝑔−1,𝒚𝒚1:𝑔𝑔) = 𝜋𝜋(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1,𝒚𝒚𝑔𝑔) (5.91) 
 
Ovo je naraočito korisno u opštem slučaju kada je potrebna samo estimirana vrednost 𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) u 




















A posterirona gustina  𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔)  se može aproksimirati kao: 
 






Gde se težinski koeficijenti računaju prema jednačini (5.92) i (5.93). 
 
Sada se izvedene jednačine mogu sumirati kroz opis toka SIS algoritma [106]: 
 
1. Inicijalizacija 
a) Uzorkovanje čestice 𝒙𝒙0
(𝑠𝑠) iz a priorne funkcije gustine raspodele 





b) izračunavanje težinskih koeficijenata 
𝜉𝜉0
(𝑠𝑠) = 𝑝𝑝(𝒚𝒚0|𝒙𝒙0),   𝑠𝑠 = 1, …𝑁𝑁. (5.96) 
 













(𝑠𝑠) iz predložene funkcije gustine raspodele 𝜋𝜋(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1,𝒚𝒚𝑔𝑔). 
 
𝒙𝒙𝑔𝑔 (𝑠𝑠)~ 𝜋𝜋(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1,𝒚𝒚𝑔𝑔)  𝑠𝑠 = 1, …𝑁𝑁. (5.98) 
 
3. Korekcija 
a) Izračunati nove težinske koeficijente prema jednačini (5.92) 
b) Normalizovati težinske koeficijente prema jednačini (5.93). 
 
Inkrementiranje indeksa k i skok na korak 2. 
 
Čest problem sa SIS filterom je fenomen degeneracije, gde nakon nekoliko iteracija, težine svih 
čestica osim jedne imaju vrednost nula ili približno nuli [107]. Problem degeneracije se ogleda u 
velikom izračunavanju koje je posvećeno ažuriranju čestica čiji je doprinos u određivanju približne 
vrednosti, približno jednak nuli. 
Ovaj problem može biti uspešno rešen korišćenjem metode resamplovanja koja će biti detaljnije 
objašnjena u narednom poglavlju. 
5.1.3.4. Sekvencijalno uzorkovanje sa resamplovanjem-SIR metod 
 
SIR metod je razvijen nezavisno od SIS algoritma od strane Gordona i drugih [98] i za razliku od 
SIS algoritma sadrži i još jedan korak, resamplovanje. Ideja resamplovanja je da ukloni čestice sa 
veoma malim težinskim koeficijentima i da multiplicira čestice sa većim težinskim koeficijentima. 
Često se u literaturi upravo SIR metod naziva Partikle filterom. Korak resamplovanja uključuje 
uzorkovanje novog seta čestica �𝒙𝒙�𝑔𝑔𝑠𝑠 �𝑠𝑠=1
𝑁𝑁
, koje aproksimiraju diskretnu gustinu raspodele𝑝𝑝(𝒙𝒙𝑔𝑔 |𝒚𝒚1:𝑔𝑔) 




Procedura resamplovanja se izvodi na sledeći način. Prvo, svaki težinski koeficijent se definiše kao 
verovatnoća dobijanja uzorka indeksa i u setu �𝒙𝒙𝑔𝑔𝑠𝑠 �𝑠𝑠=1
𝑁𝑁
, zatim se uzorkuje novi skup čestica iz 
diskretne raspodele date jednačinom (5.94) i zameni stari skup čestica novim. Na kraju se podesi da 
sve težine imaju konstantnu vrednost   𝜉𝜉(𝑠𝑠) = 1 𝑁𝑁⁄ . 
Takođe, kod SIR algoritma se veoma često korak resamplovanja ne izvodi u svakom koraku, već 
samo kada je to potrebno [106]. Razlog za primenu ovog metoda leži u činjenici da kod 
resamplovanja u svakoj iteraciji, kada imamo veliki broj iteraciji, simulirane čestice su u interakciji 
i prestaju biti statistički nezavisne. Takođe, dolazi i do gubitka raznolikosti čestica koje prolaze 
kroz resamplovanje. 
Kod adaptivnog resamplovanja, efektivan broj čestica, koji se procenjuje na osnovu varijanse 
težinskih koeficijenata, se koristi za praćenje potrebe za resamplovanjem. Procenjena vrednost 











Resamplovanje se izvodi u slučaju kada je efektivni broj čestica značajno manji od ukupnog broja 
[106]. 
Za estimiranje pozicije čoveka na osnovu informacija dobijih senzorom robotske vizije, korišćen je 
SIR algoritam sa korakom ispitivanja, gde se proverava da li senzor robotske vizije šalje validne 
podatke. 
 
Opis toka algoritma:  
 
1. Inicijalizacija 
a) Uzorkovanje čestice 𝒙𝒙0
(𝑠𝑠) iz a priorne funkcije gustine raspodele, 
 
𝒙𝒙0(𝑠𝑠)~ 𝑝𝑝(𝒙𝒙0),   𝑠𝑠 = 1, …𝑁𝑁. (5.100) 
 
b) izračunavanje težinskih koeficijenata, 
𝜉𝜉0
(𝑠𝑠) = 𝑝𝑝(𝒚𝒚0|𝒙𝒙0),   𝑠𝑠 = 1, …𝑁𝑁. (5.101) 
 















(𝑠𝑠) iz predložene funkcije gustine raspodele 𝜋𝜋(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1,𝒚𝒚𝑔𝑔). 
 
𝒙𝒙𝑔𝑔 (𝑠𝑠)~ 𝜋𝜋(𝒙𝒙𝑔𝑔 |𝒙𝒙𝑔𝑔−1,𝒚𝒚𝑔𝑔)  𝑠𝑠 = 1, …𝑁𝑁. (5.103) 
3. Ispitivanje 
 
























c) Ako je neff  mnogo manje od N sledi korak resamplovanja 
 
5. Resamplovanje 
a) Definisati 𝝃𝝃�(𝑠𝑠) kao verovatnoću dobijanja uzoraka indeksa i u setu �𝒙𝒙𝑔𝑔𝑠𝑠 �𝑠𝑠=1
𝑁𝑁
. 
b) Uzorkovati uzorke, �𝒙𝒙�𝑔𝑔𝑠𝑠 �𝑠𝑠=1
𝑁𝑁
, iz diskretne raspodele i zameniti stari set uzoraka novim. 
c) Podesiti da sve težine imaju konstantnu vrednost  𝜉𝜉(𝑠𝑠) = 1 𝑁𝑁⁄ . 
 





6. EKSPERIMENTALNI REZULTATI PRAĆENJA ČOVEKA NA 
OSNOVU PODATAKA DOBIJENIM SENZOROM ROBOTSKE 
VIZIJE  
 
Razvijeni algortimi za estimaciju položaja čoveka kojeg treba pratiti mobilnim robotom testirani su 
na Institutu za Automatiku (IAT) Univerziteta u Bremenu primenom sistema stereo vizije za 
detekciju čoveka koji koristi Point Grey Bumblebee XB3 stereo kameru [110] i na Mašinskom 
fakultetu Unverzitata u Nišu primenom sistema vizije koji koristi OpenNI biblioteku [12] i ASUS 
Xtion 3D senzor [11]. 
6.1. MOBILNA ROBOTSKA PLATFORMA NEOBOTIX MP-M470 SA 
INTEGRISANIM SISTEMOM STEREO VIZIJE 
 
Prva korišćena mobilna robotska platforma ima integrisan sistem stereo vizije za praćenje čoveka 
koji je testiran u okviru radnog scenarija mobilnog robota sa namerom da prati ljudskog saradnika u 
zatvorenom prostoru (eng. indoor), kao i na otvorenom prostoru (eng. outdoor). Robotska 
platforma, razvijena na IAT-u [111], jeste mobilni robot MP-M470 (Slika 6.1), proizvedena od 
strane Neobotix GmbH-a, koja je opremljena višenamenskim 2D bezbednosnim laserom S3000 
proizvođača SICK i Point Grey Bumblebee XB3 stereo kamerom. U tabeli 6.1 data je specifikacija 
Point Grey Bumblebee XB3 stereo kamere. 
 
 





Tabela 6.1: Specifikacije Point Grey Bumblebee XB3 stereo kamere [110] 
Broj frejmova u 
sekundi 
16 fps  Dimenzije  
 
277 x 37 x 41.8mm  
 
Senzor Sony ICX445  Fleš 
memorija 
512 KB 
Rezolucija 1280x960 , 1.3 MP  Masa 505 g 
Veličina piksela 3.75 μm  Softver Bumblebee XB3 
Development Accessory Kit 
Žižna daljina 3.8 mm, 66-deg HFOV  Interfejs FireWire 1394b 
Operativni 
sistem 
Windows ili  Linux 
32/64  
 
 Platforma Intel X86 & AMD 
 
Ekperimenti su izvođeni tako da čovek hoda ispred mobilnog robota na kome je postavljena Point 
Grey Bumblebee XB3 stereo kamera [110]. U eksperimentima, robot je bio statičan tako da je samo 
posmatrao osobu bez da je prati. Parovi slika dobijeni ovom kamerom su u punoj rezoluciji (1280 x 
960) sa 12 frejmova u sekundi. Svaki par stereo slika je obrađen kako bi se dobile informacije za 
rekonstrukciju položaja čoveka baziranoj na stereo viziji u odnosu na koordinatni sistem kamere. 
Proces akvizicije, segmentacije i klasifikacije je detaljno objašnjen u poglavlju 2 ove teze.   
Neki od primera obrađenih slika sa detektovanim i uokvirenim čovekom su prikazani na slikama 
6.2 i 6.3. Rezultati detekcije čoveka u 5 frejmova na osnovu videa snimljenog na otvorenom 
prostoru je prikazan na slici 6.2. Slika 6.3 prikazuje rezultate detekcije dobijena na osnovu videa 
snimljenog u zatvorenom prostoru. 
 







Slika 6.3. Detekcija čoveka na uzorku od nekoliko frejmova na videu snimljenom u zatvorenom 
prostoru  
 
Koordinate čoveka dobijene sistemom za detekciju su kasnije iskorišćene u modulu za praćenje čija 
je osnova linearni Kalmanov filter koji rekurzivno predviđa i procenjuje poziciju čoveka u 
horizontalnoj ravni u cilju efikasnijeg upravljanja robotom. 
Radi akvizicije slike, kamera Bumblebee XB3 je postavljena na najvišu tačku na robotu i sastoji se 
od tri kamere u liniji sa razmakom od 120 mm između centralne kamere i ostale dve. Svaka kamera 
poseduje vidno polje od 70° i rezoluciju od 1280 x 960 piksela. Prilikom eksperimenata korišćena 
je leva i desna spoljna kamera zbog veće dužine bazne linije između kamera, jer veća bazna linija 
daje preciznija izračunavanja rastojanja objekata koji su udaljeniji od kamere, te odatle bazna linija 
iznosi 240 mm.   
U cilju procene performansi razvijenog sistema vizije, eksperimentalni rezultati su poređeni sa 
tačnim podacima koji su dobijeni na dva načina. U prvom eksperimentu (Slika 6.3) stvarna 
udaljenost čoveka je dobijena digitalnim laserom Bosch PLR 50 digital laser rangefinder [112]. 
Prema tehničkim karakteristikama, tačnost ovg uređaja je ± 2 mm, bez obzira na udaljenost od 
mete-čoveka.  Modul stereo vizije je testiran na 1055 frejma i srednja vrednost greške distanceje 
2.38 %, dok je standardna devijacija iznosila 2.12 %.  
U drugom eksperimentu čovek je pratio referentu putanju koja je nacrtana na podu.U predloženom 
sistemu estimirana je pozicija čoveka na osnovu poznatog prethodnog stanja.Takođe je 
pretpostavljeno da je brzina čoveka između dva susedna frejma konstantna. 
6.1.1. Inicijalizacija Kalmanovog filtera 
 
Kao što je već ranije rečeno, pristup Kalmanovim filterom podrazumeva da se ponašanje objekta 
koji se kreće može opisati unapred definisanim modelima kretanja i merenja. 
 
𝒙𝒙𝑔𝑔 = 𝑭𝑭𝑔𝑔𝒙𝒙𝑔𝑔−1+𝒘𝒘𝑔𝑔  (6.1) 
kkkk vxHy +=  (6.2) 
 





𝒙𝒙𝑔𝑔 = [𝑥𝑥𝐻𝐻𝐶𝐶 𝑧𝑧𝐻𝐻𝐶𝐶 ?̇?𝑥𝐻𝐻𝐶𝐶 ?̇?𝑧𝐻𝐻𝐶𝐶]𝑇𝑇 (6.3) 
 
Prema tome, prenosna matrica stanja Fk, koja određuje vezu između trenutnog stanja 𝒙𝒙𝑔𝑔   i 
predhodnog stanja  𝒙𝒙𝑔𝑔−1, jednaka je: 
 
𝑭𝑭𝑔𝑔 = �
1 0 ∆𝑔𝑔 0
0 1 0 ∆𝑔𝑔
0 0 1 0
0 0 0 1
� (6.4) 
 
Budući da se pozicija čoveka prati iz frejma u frejm, ∆𝑔𝑔 = 1. 
 
Prenosna matrica stanja Fk postaje: 
𝑭𝑭𝑔𝑔 = �
1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1
� (6.5) 
 
Vektori 𝒘𝒘𝑔𝑔  i 𝒗𝒗𝑔𝑔  predstavljaju beli šum koji su nezavisni jedan od drugog sa matricama kovarijansi 
][ Tkk wwEQk =   i ][
T
kk vvERk = .  
Matrica Qk meri varijabilnost ulaznog signala u donosu na “idealni” prelaz definisan matricom 
prelaza Fk. Veće vrednosti u ovoj matrici znače da ulazni signal ima veću varijansu i da filter treba 
da bude prilagodljiviji. Manje vrednosti rezultiraju finijim izlaznim rezultatima, ali je filter manje 
adaptivan kod većih promena.  

































× 𝜎𝜎𝑢𝑢2 (6.6) 
gde je ∆𝑔𝑔 = 1 i 𝜎𝜎𝑢𝑢2 = 101.  
𝑸𝑸𝑔𝑔 = �
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




Veza između vektora stanja 𝒙𝒙𝑔𝑔   i vektora merenja 𝒚𝒚𝑔𝑔   je definisana matricom Hk. Polazeći od 
činjenice da je vektor stanja sačinjen od četiri elemenata, dok se vektor  merenja sastoji od dva 
elementa, matrica Hk mora biti veličine 4 puta 2. 
 
𝑯𝑯𝑔𝑔 = �
1 0 0 0
0 1 0 0� (6.8) 
Matrica Rk definiše grešku mernog uređaja. Uobičajeno je da se tečnost mernog uređaja definiše od 
strane proivođača, međutim kod sistema stereo vizije ovu tačnost se određuje empirijski.  




0 1� × 𝜎𝜎𝑣𝑣
2 (6.9) 




0 1� × 50 (6.10) 
Veće vredosti u ovoj matrici znače da se manja težina pripisuje samim merenjima, a veća modelu 
kretanja, dok manje vrednosti označavaju da  se merenja smatraju tačnijim i samim tim veća težina 
se pripisuje samim merenjima a manja modelu.  
Posteriorna kovarijaciona matrica greške estimacije 𝑷𝑷𝑔𝑔  je mera tačnosti estimirane vrednosti stanja 
𝒙𝒙𝑔𝑔  u trenutku k. Tokom vremena ovu matrica se podešava samim filterom, ali je za inicijalizaciju 
filtera potrebna njena inicijalna vrednost 𝑷𝑷0. Ukoliko su  početna stanja poznata, tada se inicijalna 
kovarijaciona matrica može smatrati nula matricom. Inače, inicijalizuje se kao dijagonalna matrica. 
U tom slučaju filter će u nekoliko prvih koraka više oslanjati na informacije dobijene merenjem, pre 
nego na sam model merenja.  
Inicijalna kovarijaciona matrica u razmatranom radu 𝑃𝑃0 definisana je kao: 
 
𝑷𝑷0 = �
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1









6.1.2. Rezultati praćenja čoveka na osnovu Kalmanovog filtera 
 
Osobine i svojstva predstavljenog stereovizijskog sistema za praćenje čoveka zasnovanog na 
Kalmanovom filteru testirana suu zatvorenom prostoru. Parovi stereo slika su primani i obrađivani 
sa kamere u punoj rezoluciji od 12 frejmova u sekundi radi dobijanja položaja čoveka u prostoru u 
odnosu na koordinatni sistem kamere. Rezultati procene pozicije čoveka na osnovu stereo vizije 
koristeći Kalmanov filter su prikazani na slikama 6.4, 6.5 i 6.6. 
 
 
Slika 6.4.  Prikaz rezultata dobijenih sistemom stereo vizije sa i bez modula praćenja (KF) u pravcu  
XC ose 
 
Slika 6.5.  Prikaz rezultata dobijenih sistemom stereo vizije sa i bez modula praćenjau (KF) u 
pravcu ZC ose 







































Slika 6.6. Praćenje referentne putanje kretanja čoveka  predloženim sterovizijskim sistemom sa i 
bez modula praćenja zasnovanim na Kalmanovom filteru (KF) 
 
Na dijagramima prikazanim na slikama 6.4 i 6.5 prikazane su promene koordinata položaja čoveka i 
upoređeni su rezultati dobijeni sterovizijskim sistemom sa i bez modula praćenja zasnovanim na 
Kalmanovom filteru. Slika 6.6 prikazuje pogled na scenu u XcZc ravni i na njoj referentnu putanju 
kvadratnog oblika, 2.3x2.3 m, koja je predstavljena crvenom linijom, dok je izlaz iz predloženog 
sistema stereo vizije za detekciju položaja čoveka sa i bez modula za praćenje, predstavljen plavom 
i zelenom bojom respektivno. 
Na osnovu slika primećuje se da je Kalmanov filter sposoban da smanji šum u merenjima i da 
predvidi stanje sistema čak i kada sistem stereo vizije nije dao nikakva merenja u određenim 
intervalima vremena zbog neočekivanog poremećaja u sistemu. Tri takva vremenska intervala se 



















mogu videti na dijagramima gde se prekida crvena linija na slikama 6.4 i 6.5. Takođe se može 
primetiti i u gornjem desnom uglu kvadrata gde dolazi do prekida plave linije na slici 6.6. 
Ovakva kontinualna estimacija položaja čoveka je veoma važno da bi se obezbedili ulazi za 
upravljački sistem robota koji treba da prati čoveka. 
6.2. MOBILNA ROBOTSKA PLATFORMA DANI SA ASUS XTION 3D 
SENZORΟM 
 
Za potrebe ove teze, na Mašinskom fakultetu, razvijeni podmodul za praćenje čoveka testiran je na 
drugoj robotskoj platformi gde ASUS Xtion 3D senzor pruža vizualne informacije o okolini robota 
(Slika 6.7). Pored Kalmanovog filtera, testiran je Partikle filter za predviđanje i procenu pozicije 
čoveka, a izvršena je  i njihova uporedna analiza za rešavanje problema praćenja ljudi. 
 
 
Slika 6.7: DaNI robot opremljen industrijskim račinarom i ASUS Xtion PRO LIVE kamerom 
 
Pokretna robotska platforma NI Robotics Starter Kit 2.0, poznat kao DaNI robot je razvijen od 
strane kompanije National Instruments.Robot poseduje senzore, motore, i NI Single-Board RIO-
9632 kontrolnu ploču sa procesorom za rad u realnom vremenu. Korišćeni mobilni robot poseduje 
dva točka koji se pogone sa dva motora i jedan pomoćni točak bez pogona. 
 
Asus Xtion PRO LIVE 3D senzor (Slika 6.8) je povezan sa industrijskim računarom koji je 
postavljen na DaNI mobilnu robotsku platformu firme National Instruments, a koji preko Lan kabla 




Asus Xtion PRO LIVE 3D senzor radi kao senzor struktuirane svetlosti [121]. Senzor se sastoji od 
infracrvene laserske diode (IR) koja emituje svetlost po određenom obrascu i IR kamere za 
snimanje reflektovane svetlosti. Dubina se izračunava softverski na osnovu dispariteta 
reglektovanih obrazaca u odnosu na referentni obrazac. Dopunska RGB kamera je dodata da bi se 
obezbedile dodatne informacije o boji i teksturi površi. 
Asus Xtion PRO LIVE 3D senzor ostvaruje softversku vezu sa računarom preko OpenNI softvera 
(„open source“okruženje za3D senzore). OpenNI omogućuje pristup PrimeSense komatibilanim 3D 
senzorima, omogućujući inicijalizaciju senzora i dobijanja dubine, RGB i infrared videa sa samog 
uređaja.  
Simulink podrška za 3D senzor sastoji se od IMAQ, Image, IR, Depth, Motion i Skeletonblokova, a 
u cilju postizanja „real-time“ akviziciju podataka sa komercijalnih 3D senzora kaošto su Microsoft 
Kinect i Asus Xtion kamere.Sva softverska rešenja za obradu slike, klasifikaciju i detekciju 
realizovana su u softverskom paketu Simulink kompanije MathWorks. U tabeli 6.2 data je 
specifikacija Asus Xtion live 3D senzora. 
 
 
Slika 6.8: ASUS Xtion PRO LIVE 3D senzor [11] 
 
Tabela 6.2: Specifikacije Asus Xtion live 3D senzora [11] 
Senzor RGB, Infrared senzor, 
2˟Mikrofon 
 Softver OPEN NI SDK paket 
Veličina  
dubinske slike 
VGA (640x480) : 30 fps 
QVGA (320x240): 60 fps 
 Programski jezik C++/C# (Windows) 
C++(Linux), JAVA 
Rezolucija SXGA (1280x1024)  Radno okruženje  Unutrašnjost  
Vidno polje 58° H, 45° V, 70° D 
(Horizontalno, 
Vertikalno, Dijagonalno) 
 Operativni sistem Win 32/64 : XP,Vista, 7, 
8,  
Linux Ubuntu 10.10: 








od 0.8m do 3.5m  Interfejs USB2.0 
Dimenzije 18 x 3.5 x 5 cm   Platforma Intel X86 & AMD 
 
Kako bi se dobili valjani podaci za dalju obradu i konačno upravljanje mobilnom robotskom 
platformom, biloje neophodno prvo razviti model za detekciju čoveka iz slika dobijenih senzorom 
robotske vizije. Na slici 6.9 je prikazan model za prikupljanje podataka dobijenih iz 3D senzora i 
detekciju pozicije centra čoveka, tj. njegovog torzoa, pri čemu za potrebe ove teze, dobijane su 
samo xc, zc koordinate čoveka u horizontalnoj ravni u koordinatnom sistemu kamere. 
 
Slika 6.9: Model za prikupljanje podataka i detekciju xc i zc koordinate čoveka u horizontalnoj ravni 
u koordinatnom sistemu kamere 
 
Na slici 6.10 je prikazan model za prikupljanje podataka dobijenih iz 3D senzora, pri čemu se 
dobijaju podaci o rastojanju d čoveka od koordinatnog početka kamere u horizontalnoj ravni, kao i 
ugao orijentacije φ koji daje informaciju o tome koliko je čovek pomeren u odnosu na Zc osu u 






Slika 6.10: Model za detekciju čoveka i prikupljanje podataka o njegovom rastojanja d i orijentacije 
φ u horizontalnoj ravni u koordinatnom sistemu kamere 
 
 
Slika 6.11. Tačke od interesa detektovane Skeleton blokom 
 
IMAQ blok prikuplja podatke dobijene od kamere, dok se Skeleton blok koristi za nalaženje 
koordinata tačaka od interesa (koordinate glave čoveka, torzo,itd.). U bloku function biraju se tačke 
od interesa koje je potrebno pratitii koje su predstavljene brojevima. U predstavljenom radu, to je 
centar čoveka, tj. njegov/njen torzo. 
Tačke od interesa koje se mogu dobiti iz Skeleton bloka kod OpenNi okruženja su prikazane na 




Na slici 6.12 je prikazan primer originalne, dubinske i slike sa detektovanim čovekom i tačkama od 
interesa dobijenih ASUS Xtion PRO LIVE 3D senzorom. 
 
 
Slika 6.12:a) Originalna slika, b) Dubinska slika (eng. Depth image), c) Slika sa detektovanim 
čovekom i tačkama od interesa 
 
U eksperimentima izvođenim sa ovom robotskom platformom, robot je prvo samo posmatrao osobu 
bez da je prati pri čemu ječovek pratio referentu putanju koja je nacrtana na podu (Slika 6.12.a), a 
zatim su rađeni eksperimenti gde robot prati osobu u realnom vremenu o čemu će biti reči u 
narednom poglavlju. 
 
6.2.1 Rezultati praćenja čoveka na osnovu Kalmanovog filtera 
 
U ovom eksperimentu parovi stereo slika su primani i obrađivani sa kamere u rezoluciji od 30 
frejmova u sekundi radi dobijanja položaja čoveka u horizontalnoj ravni u odnosu na koordinatni 
sistem kamere. Podaci dobijeni sa kamere su predstavljeni vektorom merenja 𝑦𝑦𝑔𝑔 = [𝑥𝑥𝐻𝐻𝐶𝐶𝑧𝑧𝐻𝐻𝐶𝐶 ]𝑇𝑇, što 
znači da je problem posmatran kao linearni problem. Inicijalizacija Kalmanovog filtera je slična kao 
i u poglavlju 6.1.1., pri čemu je pretpostavljeno da je varijansa matrice šuma Qk  procesa jednaka 
𝜎𝜎𝑢𝑢2 = 1 , a varijansa matrice merenja Rk jednaka je  𝜎𝜎𝑣𝑣2 = 102. Inicijalna kovarijaciona matrica 𝑃𝑃0 
je ista kao i u poglavlju 6.1.1. 
Rezultati procene pozicije čoveka na osnovu podataka dobijenih ASUS Xtion PRO LIVE 3D 






Slika 6.13.  Prikaz rezultata dobijenih ASUS Xtion PRO LIVE 3D senzorom sa i bez modula 




Slika 6.14.  Prikaz rezultata dobijenih ASUS Xtion PRO LIVE 3D senzorom sa i bez modula 







Slika 6.15. Praćenje referentne putanje ASUS Xtion PRO LIVE 3D senzorom sa i bez modula 
praćenja zasnovanim na Kalmanovom filteru 
 
Na dijagramima prikazanim na slici 6.13 i 6.14 prikazane su promene koordinata položaja čoveka i 
upoređeni su rezultati dobijeni ASUS Xtion PRO LIVE 3D senzorom sa i bez modula praćenja 
zasnovanim na Kalmanovom filteru.  
Slika 6.15 prikazuje pogled na scenu u XcZc ravni i na njoj referentnu putanju kvadratnog oblika, 
2x2 m, koja je predstavljena crvenom linijom, dok je izlaz iz sistema stereo vizije za detekciju 
položaja čoveka sa ASUS Xtion PRO LIVE 3D senzorom sa i bez modula praćenja, predstavljen 
plavom i zelenom bojom respektivno. Na slikama se može primetiti da u jednom vremenskom 
intervalu nema merenja, ali da modul praćenja uspešno procenjuje poziciju čoveka. Na slici 6.15 
deo gde nema merenja je uvećan, zbog jasnijeg prikaza rezultata. 
6.2.2. Rezultati praćenja čoveka na osnovu proširenog Kalmanovog filtera 
 
Kao što je već rečeno, modul praćenja treba da bude primenljiv kod različitih robotskih platformi i 
kod različitih senzora detekcije položaja čoveka. Prema tome, za razvoj modula praćenja za 
slučajeve kada je sistem nelinearan, tj. za rezultate merenja dobijaju se rastojanje d  i ugao 
orijentacije𝜑𝜑, razvijeni su algoritmi praćenja na osnovu proširenog Kalmanovog filtera i Partikle 
filtera. Za izvođenje ovog eksperimenta parovi stereo slika su primani i obrađivani sa kamere u 
rezoluciji od 30 frejmova u sekundi radi dobijanja položaja čoveka u horizontalnoj ravni u odnosu 






U ovom eksperimentu podrazumeva se da se ponašanje objekta koji se kreće, čoveka, može opisati 
unapred definisanim linearnim modelom kretanja i nelinearnim modelom merenja.  
 
𝒙𝒙𝑔𝑔 = 𝑭𝑭𝑔𝑔𝒙𝒙𝑔𝑔−1+𝒘𝒘𝑔𝑔  (6.12) 
𝒚𝒚𝑔𝑔 = ℎ𝑔𝑔(𝒙𝒙𝑔𝑔 ,𝒗𝒗𝑔𝑔) (6.13) 
gde je vektor stanja   
 
𝒙𝒙𝑔𝑔 = [𝑥𝑥𝐻𝐻𝐶𝐶 𝑧𝑧𝐻𝐻𝐶𝐶 ?̇?𝑥𝐻𝐻𝐶𝐶 ?̇?𝑧𝐻𝐻𝐶𝐶]𝑇𝑇 (6.14) 










Prema tome, prenosna matrica stanja Fk, koja određuje vezu između trenutnog stanja 𝒙𝒙𝑔𝑔   i 
predhodnog stanja  𝒙𝒙𝑔𝑔−1, jednaka je: 
 
𝑭𝑭𝑔𝑔 = �
1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1
� (6.16) 
 
Veza između vektora stanja 𝒙𝒙𝑔𝑔   i vektora merenja𝒚𝒚𝑔𝑔 je definisana matricom 𝑯𝑯𝑔𝑔 , koja predstavlja 
Jakobianovu matricu sa parcijalnim izvodima sistemske funkcije h u odnosu na stanje 𝒙𝒙𝑔𝑔 ,  𝑯𝑯𝑔𝑔 =
 𝜕𝜕ℎ
𝜕𝜕𝑥𝑥

























Za šumove 𝒘𝒘𝑔𝑔  i 𝒗𝒗𝑔𝑔smo je pretpostavljeno da su nezavisni i nepromenljivi u toku vremena,pri čemu 
je pretpostavljeno da je varijansa matrice šuma Qk  procesa jednaka 𝜎𝜎𝑢𝑢2 = 1 , a varijansa matrice 
merenja Rk jednaka je  𝜎𝜎𝑣𝑣2 = 102. 





1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
� × 𝜎𝜎𝑢𝑢2 (6.18) 
Matrica šuma merenja je definisana kao: 
𝑹𝑹𝑔𝑔 = �
1 0
0 1� × 𝜎𝜎𝑣𝑣
2 (6.19) 
Inicijalna kovarijaciona matrica 𝑃𝑃0 definisana je kao 
 
𝑷𝑷0 = �
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
� × 10−2 (6.20) 
 
Rezultati procene pozicije čoveka na osnovu podataka dobijenih ASUS Xtion PRO LIVE 3D 
senzorom koristeći prošireni Kalmanov filter su prikazani na slikama 6.16, 6.17 i 6.18. Zbog 
velikog broja podataka, na slici 6.18. uvećan je deo dijagrama da bi se jasnije videli rezultati 
procene proširenim Kalmanovim filterom. 
 











Slika 6.18. Praćenje referentne putanje ASUS Xtion PRO LIVE 3D senzorom sa i bez modula 





6.2.3. Rezultati praćenja čoveka na osnovu Partikle filtera 
 
Postupak estimacije položaja čoveka kada se ulazni podaci u estimator tj. izlaz iz modula detekcije 
dobija u vidu rastojanje d  i ugao orijentacije𝜑𝜑, testiran je i pomoću Patikle filtera sa 2000 čestica. 
Preporuka u literaturi je koristiti više od 1000 za dobijanje zadovoljavajućih rezultata, a minimalno 
je 500 čestica [120]. 




(𝑠𝑠) +𝑸𝑸𝑔𝑔 ∙ 𝑔𝑔𝑔𝑔𝑠𝑠𝑑𝑑(0,1) (6.21) 
𝒚𝒚�𝑔𝑔
(𝑠𝑠) = ℎ𝑔𝑔(𝒙𝒙𝑔𝑔
(𝑠𝑠),𝑹𝑹𝑔𝑔 ∙ 𝑔𝑔𝑔𝑔𝑠𝑠𝑑𝑑(0,1)) (6.22) 
gde je 𝒙𝒙�𝑔𝑔
(𝑠𝑠) predikcija vektora stanja, a 𝒚𝒚�𝑔𝑔
(𝑠𝑠) predikcija merenja u trenutku k i-tog partikla. 
 
Matrica prelaza stanja je Fk  je ista kao i kod proširenog Kalmanovog filtera,matrica šuma procesa 





















2  (6.24) 
 














Matrica šuma merenja je definisana kao: 
𝑹𝑹𝑔𝑔 = �
1 0
0 0.1� × 𝜎𝜎𝑣𝑣
2 (6.27) 




Rezultati procene pozicije čoveka na osnovu podataka dobijenih ASUS Xtion PRO LIVE 3D 
senzorom koristeći Partikle filter, kao i inicijalna raspodela partikla su prikazani na slikama 6.19, 
6.20,6.21,6.22 i 6.23. Zbog velikog broja podataka, na slikama 6.21,6.22 i 6.23 je uvećan deo 
dijagrama da bi se jasnije videli rezultati procene Partikle filterom. 
 
 
Slika 6.19. Inicijalna raspodela partikla za procenu pozicije u pravcu xc i zcose 
 
 












Slika 6.21.  Prikaz rezultata dobijenih ASUS Xtion PRO LIVE 3D senzorom sa i bez modulasa 





Slika 6.22.  Prikaz rezultata dobijenih ASUS Xtion PRO LIVE 3D senzorom sa i bez modula sa 









Slika 6.23. Praćenje referentne putanje ASUS Xtion PRO LIVE 3D senzorom sa i bez modula 
praćenja zasnovanim na Partikle filteru 
6.3. UPOREDNA ANALIZA ESTIMATORA 
 
Uporedna analiza izvedena je tako što je merena greška estimacije, pri čemu se čovek kretao po 
pravoj liniji dužine 2 m (Slika 6.24).    














































Gde je ek greška pozicije definisana kao: 
 
𝑔𝑔𝑔𝑔 = �(𝑥𝑥�𝐻𝐻𝐶𝐶𝑔𝑔 − 𝑥𝑥𝐻𝐻𝐶𝐶𝑔𝑔
∗ )2 + (𝑧𝑧�𝐻𝐻𝐶𝐶𝑔𝑔 − 𝑧𝑧𝐻𝐻𝐶𝐶𝑔𝑔
∗ )2 (6.32) 
 
𝑥𝑥�𝐻𝐻𝐶𝐶𝑔𝑔  i ?̂?𝑧𝐻𝐻𝐶𝐶𝑔𝑔predstavljaju estimirane koordinate u pravcu xc i zc, u koordinatnom sistemu kamere dobijene 
filterom 𝑥𝑥𝐻𝐻𝐶𝐶𝑔𝑔
∗  i 𝑧𝑧𝐻𝐻𝐶𝐶𝑔𝑔
∗  su tačne pozicije čoveka koji se kreće po pravoj liniji iscrtanoj na podu dužine 2 
m. M je broj frejmova snimljenih tokom izvođenja ovog eksperimenta. 
 
Slika 5.24. Praćenje referentne putanje modulom za praćenje zasnovanim na Kalmanovom filteru 
(plava), proširenim Kalmanovom filteru (ljubičasta), Partikle filteru sa 2000 čestica (zelena) i 
Partikle filteru sa 500 čestica (žuta) 



























U tabeli 6.3 dati su rezultati ovog eksperimenta, dok je na slici 6.25 dat grafički prikaz apsolutne 
vrednosti  grešaka tokom vremena. 
 
Tabela 6.3: Greške praćenja 
 KF EKF PF 2000 PF 500 
MSE (m) 0.0018 0.0030 0.0024 0.0026 
RMSE (m) 0.0424 0.0529 0.0485 0.0506 
SD (m) 0.0378 0.0442 0.0401 0.0443 
 
 
Slika 6.25. Apsolutna greška praćenja rastojanja 
 
Na osnovu dobijenih rezultata može se zaključitida linearni Kalmanov filter ima najbolje 
karakteristike. U slučajevima kada je korišćeni model sistem bio nelinearan, Partikle filter daje 
bolje rezultate. Naravno što je više čestica korišćeno, rezultat je bolji. 
Međutim, mana Partikle filtera je što ne bi mogao da radi u realnom vremenu budući da vreme koje 
je potrebno za dobijanje estimiane pozicije Partikle filterom sa 2000 čestica iznosi oko 0.738 s, sa 
500 čestica je 0.1325 s dok je Kalmanovim filterom 0.0142 s, a proširenim Kalmanovim0.018 s. 

















Greska PF 2000 partikla




Pre izvođenja eksperimenta gde robot prati osobu u realnom vremenu, sistem je testiran 
simuliranjem robotskog sistema sa modulom praćenja  gde robot prati čoveka  i rezultati praćenja su 
prikazani u narednom poglavlju.  
6.4. SIMULACIJA SISTEMA SA MODULOM PRAĆENJA ZASNOVANIM 
NA KALMANOVOM FILTERU 
 
Simulaciona šema sistema sa modulom za praćenje je prikazana na slici 6.26. Modul praćenja je 
zanovan na Kalmanovom filteru. Algoritam za modul praćenja je dat u Dodatku B. Na slici 6.27 je 
prikazana putanja čoveka i robota, pri čemu smo radi lakšeg testiranja sistema sa modulom 
praćenja, za cilj upravljanja uzeli da je rastojanje između robota i čoveka jednako nuli.  
Na ovaj način se testira robusnost sistema vizije u odnosu na različite spoljašnje uticaje kao što su 
promena osvetljenja, promena ugla snimanja i prisustvo mnogo različitih objekata u sceni, kao i 
ponašanje mobilnog robota, tj. njegovog upravljačkog sistema. 
Na slikama 6.28 i 6.29 prikazani su zašumljeni ulazi u modul praćenja,  kao i izlazi iz tog modula. 
Na slici 6.29 uvećen je deo dijagram radi jasnijeg prikaza rezultata estimacije.  U cilju testiranja 
kretanje robota kada su ulazi u sistem zašumljeni, modul za prepoznavanja ponašanja čoveka je 
zanemaren, i izlaz iz modula praćenja se vodi direktno u upravljački modul. 
 
 
Slika 6.26. Simulaciona šema sistema sa modulom za praćenje 
 
Transformacija koordinata položaja čoveka iz globalnog u koordinatni sistem kamere je urađena na 
isti način  kao i transformacija koordinata iz globalnog u robotski koordinatni sistem što je opisano 














𝑦𝑦𝐻𝐻𝑢𝑢𝑔𝑔𝑔𝑔𝑠𝑠 − 𝑦𝑦𝑔𝑔𝑐𝑐𝑏𝑏𝑐𝑐𝑔𝑔 � 
(6.33) 
 
gde su 𝑥𝑥𝐻𝐻𝑢𝑢𝑔𝑔𝑔𝑔𝑠𝑠 i 𝑦𝑦𝐻𝐻𝑢𝑢𝑔𝑔𝑔𝑔𝑠𝑠  koordinate pozicije čoveka u globalnom kordinatnom sistemu, a 𝑥𝑥𝑔𝑔𝑐𝑐𝑏𝑏𝑐𝑐𝑔𝑔  i 
𝑦𝑦𝑔𝑔𝑐𝑐𝑏𝑏𝑐𝑐𝑔𝑔  koordinate pozicije robota u globalnom kordinatnom sistemu. 
 
Memorijski blokovi (eng. Data memory block) su korišćeni da sačuvaju podatke o prethodnim 
stanjima dobijenim Kalmanovim filtrom, kako bi on-line Kalmanov filter u trenutku k+1 ocenio 
stanje na osnovu prethodnog stanja i podataka dobijenih vizijom. 
 
Slika 6.27. Putanja čoveka i robota (robotski sistem sa modulom za praćenje) 
 
 























Slika 6.28. Zašumljeni podaci o položaju čoveka u pravcu XCose i izlaz iz modula praćenja. 
 
 
Slika 6.29. Zašumljeni podaci o položaju čoveka u pravcu ZC ose i izlaz iz modula praćenja. 
 
Na osnovu dobijenih rezultata može se zaključiti da modul praćenja zanovan na Kalmanovom 
filteru, uspešno estimira položaj čoveka u horizonatalnoj ravni, efikasno eliminiše poremećeje u 







7. UPRAVLJANJE MOBILNIM ROBOTOM NA OSNOVU 
INFORMACIJA SA VISOKOG NIVOA UPRAVLJANJA 
 
Prepoznavanje ponašanja čoveka se često koristi u čovek-robot interaktivnim aplikacijama, kao što 
su vuzuelno nadgledanje, rehabilitacija i robotika [122]. Prepoznavanje ponašanja čoveka na 
stvarnim video snimcima privlači sve veću pažnju istraživača koji se bave kompjuterskom vizijom. 
Veliki obim podataka, modernije metode za ekstraktovanje karakteristika (eng.feature extraction) i 
tehnike mašinskog učenja jesu među glavnim inovacijama u ovoj oblasti [123]. U literaturi postoji 
veliki broj metoda klasifikacije za prepoznavanje ponašanja čoveka kao što su metod potpornih 
vektora (eng. support vector machines (SVM) ) [124],  stablo odlučivanja (eng. decision trees 
classifiers) [125],  klasifikator k-najbližih suseda (eng. k-nearest neighbor (kNN) classifier ) [126], 
skriveni Markovljevi modeli (eng. hidden Markov models) [127], neuronske mreže [128] [129] kao 
i tzv. “data mining“ algoritmi kao što je naivni Bajesov klasifikator (eng.Naïve Bayes classifier)  
[130] i Bajesov mrežni klasifikator (eng. Bayesian Network Classifiers) [131]. 
Klasifikacija se generalno može podeliti na klasifikaciju koja se vrši nadgledano i koja se vrši 
nenadgledano. Kod nadgledane klasifikacije obučavanje klasifikatora se vrši na osnovu seta vektora 
kojima su unapred dodeljene oznake klase, pa se zatim klasifikator koristi za klasifikaciju novih 
neoznačenih vektora karakteristika. Kod nenadgledanog učenja klasifikator sam formira klase na 
osnovu sličnosti vektora karakteristika [132]. Postoji veoma veliki broj primena nadgledane 
klasifikacije u realnom životu, kao što je prepoznavanje lica, prepoznavanje potpisa, pronalaženje 
potrošača, detekcija spamova, biološki sistemi itd.  
U zavisnosti od načina unosa ulaznih podataka koji su dati sistemu možemo klasifikovati različite 
klase. Eksperti svrstavaju skupove podataka (trening setove) u određenom broju grupa (klasa ili 
oznaka). Svrstani podaci se zatim koriste za učenje modela (klasifikatora) u cilju klasifikacije 
novih, nepoznatih, podataka u prethodno definisane grupe.  
Prepoznavanje ponašanja čoveka zasnovano na putanji kretanja takođe privlači mnogo pažnje. 
Drugim rečima, kvantitivne podatke o ljudskom kretanju potrebno je transformisati u kvalitativne, 
tako da se numeričke karakteristike kao što su brzina, pravac, itd., posmatrane osobe predstavljaju 
kao ponašanje, “kreće se prema nečemu” ili “kreće se od nečega” [133]. Kvalitativna prostorna 
reprezentacija i razumevanje su aktuelna oblast proučavanja koja se bavi, između ostalog, i 
formulacijom prostornog odnosa između dva fizička entiteta [134]. 
Predmet istraživanja u ovoj tezi, odnosi se na problem prepoznavanja ponašanja čoveka na osnovu 
informacija dobijenih od sistema robotske vizije koji kao senzor koristi kameru, u cilju izvršavanja 




Da bi robot mogao da razume pokrete čoveka i da se ponaša u skladu s njima, neophodno je 
semantički prevesti podatke koje prikuplja senzor robotske vizije. Drugim rečima, kvantitativna 
informacija o poziciji čoveka se mora prevesti u kvalitativne podatke o ponašanju čoveka. U 
jednostavnom predstavljenom scenariju u kome robot prati čoveka saradnika na primer u 
istraživanju i inspekciji kontaminiranih/opasnih okruženja ili roboti-pratioci starijih ljudi, ponašanje 
čoveka treba biti predstavljeno kao “udaljava se od robota”, “stoji u odnosu na robot” i “kreće se 
prema robotu”. Za potrebe ove teze za klasifikaciju ponašanja čoveka razvijen je klasifikator 
zasnovan na neuronskim mrežama.  
7.1.  MODEL NEURONSKE MREŽE ZA KLASIFIKACIJU U CILJU 
PREPOZNAVANJA PONAŠANJA ČOVEKA 
 
Neuronske mreže su se razvile kao važan alat za klasifikaciju. Prednost neuronskih mreža se ogleda 
u sledećim teoretskim aspektima: 
- Kao prvo, neuronske mreže mogu da se prilagode ulaznim podacima bez bilo kakve naročite 
specifikacije funkcionalne ili distribucione forme za dati model.  
- Drugo, neuronske mreže su univerzalni funkcionalni aproksimatori, što se ogleda u mogućnosti da 
neuronske mreže mogu da aproksimiraju bilo koju funkciju sa proizvoljnom tačnošću. Budući da 
bilo koja procedura klasifikacije traži funkcionalnu vezu između članova grupe i opisa objekta, 
tačna indentifikacija date funkcije je nesumnjivo važna.  
- Treće, neuronske mreže su nelinearni modeli, što ih čini fleksibilnim u modelovanju kompleksnih 
veza u realnom svetu. Na kraju, neuronske mreže mogu da procene posteriorne verovatnoće, što 
pruža osnovu za postavljanje klasifikacionih pravila i obavljanje statističkih analiza [134]. 
U cilju klasifikacije ponašanja čoveka predložen je klasifikator zasnovan na neuronskoj mreži za 
prepoznavanje obrazaca sa 10 neurona u skrivenom sloju, čija je arhitektura prikazana na slici 7.1. 
U pitanju je neuronska mreža sa prostiranjem signala unapred sa jednim skirivenim slojem pri čemu 
su neuroni u skrivenom sloju sa sigmoidnom aktivacionom funkcijom.  
 





Kao ulaz klasifikatora predložene su greška rastojanje čoveka od robota d (robot treba da prati 
čoveka na rastojanju od 1.5m) i ugao orijentacije φ.Izlaz iz klasifikatora je verovatnoća da kretanje 
(ponašanje) čoveka koje ispitujemo pripada jednoj od tri klasa koje su predstavljene kao “udaljava 
se od robota”, “stoji u odnosu na robot” i “kreće se prema robotu”.  
Za obučavanje, validaciju i testiranje neuronske mreže korišćeno je 1730 uzorka kojima su ručno 
određene labele. Slučajno je izabrano 70% setova podataka za obučavanje, a po 15% slučajno 
izabranih setova je korišćeno za validaciju i testiranje. Za obučavanje je korišćen skalirani 
konjugovani gradijent sa povratnom propagacijom greške (eng. scaled conjugate gradient 
backpropagation) koji ažurira težinske faktore i pripadnost stanja prema Levenberg–Marquardt 
optimizaciji, dok je srednje kvadratna greška MSE korišćena kao mera performanse tokom 
obučavanja mreže. Rezultati obučavanja, validacije i testiranja mreže mogu se videti na 
konfuzionim matricama prikazanim na slici7.2. Na slici 7.3 je prikazana minimizacija greške kroz 
iteracije obučavanja neuronske mreže. 
 






















































































































































































Slika 7.3. Minimizacija greške kroz iteracije obučavanja neuronske mreže 
 
Obučavanje predloženog klasifikatora izvršeno je kroz 47 iteracija, a rezultati klasifikacije su 
zadovoljavajući. Tačnost obučenog klasifikatora je preko 99%, pa se može reći da predloženi 
klasifikator zasnovan na neuronskoj mreži daje dobre rezultate, i daje implementacijom ovakvog 
klasifikatora u viši nivo upravljanja moguće prepoznati ponašanje čoveka i u skladu s tim 
adekvatno upravljati kretanjem mobilnim robotom. 
Na slikama 7.4 i 7.5 su prikazan histogram greške klasifikatora, odnosno radne karakteristike 
klasifikatora. 
 
Slika 7.4. Histogram greške klasifikatora 
































































































































































Slika 7.5. Radne karakteristike klasifikatora 
7.2. MODUL ODLUČIVANJA 
 
Nakon klasifikaciju ljudskog ponašanja na visokom nivou modul odluke donosi odluke o načinu 
upravljanju mobilnim robotom na sledeći način: 
 
• režim praćenja 
U ovom slučaju, klasifikator daje podatke da se “čovek udaljava od robota“ tj. da je greška 
rastojanja d pozitivna i rastei da se greška orijentacije φ povećava bilo u plusu ili minusu ili 
je približno jednaka nuli. Takođe, režim praćenja je aktivan i kada je greška rastojanja d 
približno jednaka nuli, ali greška orijentacije φ raste bilo u pozitivnom ili negativnom 
smeru, što znači da se čovek kreće oko robota. 




















































































U ovom slučaju pozicioni kontroler treba da sračuna linearnu i ugaonu brzinu prema formuli 
(4.21). 
 
 𝑣𝑣𝑐𝑐 = 𝐾𝐾𝑝𝑝𝑑𝑑 cos𝜑𝜑 
𝜔𝜔𝑐𝑐 = 𝐾𝐾𝑝𝑝 sin𝜑𝜑 cos𝜑𝜑 + 𝐾𝐾𝑔𝑔𝜑𝜑 
 
• režim stajanja 
U slučaju kada je izlaz iz klasifikatora “stoji u odnosu na robot”, greška rastojanja d i 
greška orijentacije φsu približno jednake nuli. 
U ovom slučaju vrednost linearne i ugaone brzina koju šalje pozicioni kontroler je 
jednaka nuli. 
 
𝑣𝑣𝑐𝑐 = 0 
𝜔𝜔𝑐𝑐 = 0 
 
• režima prilaženja 
Kod režima prilaženja izlaz iz klasifikatora je “kreće se prema robotu“, što znači da 
greška rasrojanja d raste u negativnom smeru dok greška orijentacije nije bitna (greška 
orijentacije φ može da bude pozitivna, negativna ili približno jednaka nuli). U radnom 
scenariju znači da čovek želi nešto da stavi na robotsku platformu, pa prema tome robot 
treba da stane i “pusti” čoveka da mu priđe. Kada se čovek približava robotu vidno polje 
kamere se smanjuje i zbog toga je neophodno da sve vreme bude aktivno upravljanje 
orijentacijom robota, da kamera ne bi izgubila čoveka, tj. da se čovek uvek nalazi duž Zc 
ose kamere. 
Vrednost linearne i ugaone brzina koju šalje pozicioni kontroler treba da bude sledeća. 
 
 𝑣𝑣𝑐𝑐 = 0 









7.3. INTEGRACIJA DANI MOBILNOG ROBOTA SA SISTEMOM 
ROBOTSKE VIZIJE 
 
Za potrebe ove teze, na Mašinskom fakultetu, upravljanje višeg i srednjeg nivoa,testiranoje 
narobotskoj platformi NI Robotics Starter Kit 2.0,gde ASUS Xtion 3D senzor pruža vizuelne 
informacije o okolini robota (Slika 6.7). 
Pokretna robotska platforma NI Robotics Starter Kit 2.0, poznat kao DaNI robot (Slika 7.1), je 
razvijen od strane kompanije National Instruments. Robot poseduje senzore, motore i NI Single-
Board RIO-9632 kontrolnu ploču sa procesorom za rad u realnom vremenu. Korišćeni mobilni 
robot poseduje dva točka koji se pogone sa dva motora i jedan pomoćni točak bez 
pogona.Upravljanje na najnižem nivou je već rešeno od strane National Instruments-a i 
kinematikom (pozicijom) robota se može upravljati korišćenjem LabVIEW Robotics modula. 
 
 
Slika 7.1:DaNI robot –Starter Kit 2.0 [114] 
 
Specifikacija DaNI robota i senzora i aktuatora koje poseduje je data u tabeli 7.1 
 
Tabela 7.1: SpecifikacijaDaNI robota[113] 
Veličina platforme 405 mm x 368 mm x 150 mm 
Masa 3.6 kg 
Pitsco Education DC Motori Napajanje 12V, Brzina 152 rpm, Moment 2.12 N.m. 
Optički enkoderi Napajanje 5V, Broj impulsa po obrtaju 400  
Ultrazvučni senzor Napajanje 5V, Domet od 2cm do 3m 
Pitsco Education TETRIX točkovi 2 točka + 1 slobodan točak ,101 mm prečnik točka 
 






Slika 7.2: Blok dijagram LabVIEW Starter Kit-a [113] 
 
Asus Xtion PRO LIVE 3D senzorje povezan sa industrijskim računarom (Slika 7.3) koji je 
postavljen na DaNI mobilnu robotsku platformu, akomunikacija industrijskog računara i robotske 
platforme je ostvarena  preko Lan kabla (Slika 6.7). Matworks obezbeđuje drajvere za konekciju 
Asus Xtion PRO LIVE 3D senzora sa Simulinkom koristeći OpenNi softver.   
 
Specifikacije industrijskog računara korišćenog za potrebe ove teze su date u tabeli 7.2.Asus Xtion 
PRO LIVE 3D sensor je detaljno opisan u poglavlju 6.2. 
 





Tabela 7.2: Specifikacije industrijskog računara [115] 
Model AES-HM76Z1FLi71  SIM 1 x SIM slot (SIM card 
zamenjiva bez otvaranje kućišta) 
Procesor Intel Core i7 3517UE 
1.7GHz 
 Ekspanzija 1 x Mini PCIe socket(For 
3.5G/WiFi) 
Čipset Intel HM76  USB  3 x USB 3.0  
 2 x USB 2.0 (1 za Mini PCIe / 1 
za Combo konektor) 
Memorija 2 x DDR3L-1600MHz, 
SO-DIMM, up to 16GB 
 Serijski port 2 x RS-232 (DB9 konektor) 
2 x RS-422/485 (DB15 
konektor, podeljen sa GPIO) 




Integrisan sa HM76  GPIO 8 x GPI (DB15 konektor, 
podeljen sa RS-422/485) 
8 x GPO (DB15 konektor, 
podeljen sa RS-422/485) 
Video  2 x HDMI (HDMI Type 
A connector) 
 1 x VGA (Combo 
connector) 
 Napajanje  12VDC Single Voltage Input 









Simulink model za prikupljanje podataka i upravljanje pozicijom DANI robotskom mobilnom 
platformom, sa modulima za praćenje i prepoznavanje ponašanja čoveka i modulom odlučivanja, je 






Slika 7.4: Simulink model visokog i srednjeg nivoa upravljanja DANI robotskom mobilnom 
platformom i akviziciju podataka Asus Xtion PRO LIVE 3D senzorom 
 
Budući da OpenNi zahteva inicijalizaciju podizanjem ruku kao što je prikazano na slici 7.5 u 
Simulik modelu za akviziciju i upravljanje je dodat još jedan blok koji služi da se robot ne kreće sve 
dok prvi put ne dobije validne podatke sa 3D senzora robotske vizije. Memorijski blok TR_b služi 
kao brojač, tj. njegova inicijalna vrednost je 0 i ostaje 0 sve dok je status praćenja jednak nuli, tj. 
sve dok kamera prvi put ne detektuje čoveka. Kada status praćenja postane jednak jedinici, TR_b 
dobija vrednost veću od 0 i zadržava je do kraja praćenja. U slučaju da vizija usled poremećaja u 
sistemu ne šalje podatke o poziciji čoveka, tj. status praćenja je ponovo jednak nuli, modul praćenja 
će “predvideti” poziciju čoveka i na taj način će obezbediti da sistem uvek ima adekvatne ulaze u 
upravljački modul. 
 





Da bi se upravljalo DANI robotom potrebno je prvo uspostaviti vezu izmešu Simulink-a i 
LabView-a. Za konekciju između Matlaba i LabView-a, National Instruments je obezbedio set alata 
(eng. toolkit) pod nazivom LabVIEW Simulation Interface Toolkit. Тhe Simulation Interface 
Toolkit (SIT) automatski generiše LabVIEW kodza povezivanje sa Simulink modelomšto 
omogućava fleksibino i jednostavno korišćenje korisničkog interfejsa.LabVIEW razmenjuje 
podatke sa Matlab-omi Simulink-omkoristeći TCP/IP protokol. Nakon instaliranja SIT-a, u Matlabu 
se pokreće NISIT_AddPath.m skripta, koja generišeNI SIT Server biblioteku,a zatim se pokreće 
konekcija sa LabVIEW-om, ukucavanjem komande NISITServer(‘start’,6011).SignalProbe blok 
izNI SIT Server biblioteke se dodaje Simulink modelu da bi se omogućilo slanje podataka u 
LabVIEW. Mana SIT-a je to što podržava samo 32 bitnu verziju Matlaba. 
 
Da bi se pokrenuli korekcija sa NISIT Server u LabVIEW-u, koristi se SIT Connection Manager u 
kome se bira ime Simulink modela kojeg želimo da pokrenemo. 
 
Na slici 7.6 je prikazan šematski dijagram veze. 
 
Slika 7.6: Pokretanje Simulink modela u LabView-u [136] 
 
Na osnovu ove veze može se upravljati DaNI robotskom platformom u cilju praćenja čoveka u 
random scenariju. LabView algoritam za upravljanjeDaNI robotskom platformom na osnovu 







Slika 7.7:LabView algoritam za upravljanje DaNI robotskom platformom 
7.4. PRAĆENJE ČOVEKA MOBILNOM ROBOTSKOM PLATFORMOM 
DANI SA ASUS XTION 3D SENZORΟM 
 
Testiranje praćenja čoveka mobilnom robotskom platformom DANI sa ASUS XTION 3D 
senzorom je rađeno u radnom scenariju gde DANI prati čoveka koji se kreće po pravougaonoj duži 
koja je nacrtana na podu i podeljena je markerima, koji su na međusobnom rastojanju od 0.5 m, radi 
lakšeg vizualnog praćenja rastojanja između robota i čoveka. Stacionarnom kamerom snimano je 
kretanje robota i čoveka.  
U prvom eksperimentu testiran je režim praćenja. Čovek se udaljavao od robota, dok ga je robot 
pratio održavajući konstantno rastojanje od 1.5 m.  Na slici 7.8 su prikazni rezulati praćenja u vidu 
niza slika uzetih na svakih 30 frejmova sa video snimka snimljenog stacionarnom kamerom. Pre 




















Slika 7.8:  Rezultati eksperimenta režima praćenja 
 
U drugom eksperimentu testiran je režim stajanja. Čovek se stajao u odnosu na robot, nakon čega  
se robot pozicoinirao na rastojanju od 1.5 m.  Na slici 7.9 su prikazni rezulati ovog eksperimenta u 





Slika 7.9:  Rezultati eksperimenta režima stajanja 
 
U trećem eksperimentu testiran je režim prilaženja. U ovom eksperimentu, čovek se približavao  
robotu, pri čemu je robot “dozvolio”čoveku da mu priđe. Tek kada se je čovek udaljio na više od 
1.5 m robot je počeo da prati čoveka. Na slici 7.10 su prikazni rezulati ovog eksperimenta u vidu 





































8. ZAKLJUČCI I DALJA ISTRAŽIVANJA 
 
Istraživanja sprovedena za potrebe ove doktorske disertacije obuhvataju više aktuelnih naučno-
istraživačkih pravaca koji se odnose na praćenje ljudi pomoću mobilne robotske platforme sa 
senzorom robotske vizije. 
U ovoj tezi su prezentovani i analizirani različiti algoritmi, kao što su Kalmanovi i Partikle filteri, 
za rešavanje problema praćenja ljudi na osnovu podataka dobijenih sistemom robotske vizije. 
Značajan doprinos u rešavanju problema praćenja ljudi na osnovu informacija dobijenih senzorom 
robotske vizije, postignut je integracijiom filtera u modul vizije. Integracija filtera u modul vizije se 
koristi u cilju praćenja ljudi kada vizija ne daje podatke o poziciji čoveka, usled poremećaja u 
sistemu, kao što su promena osvetljenja, promena ugla snimanja i prisustvo mnogo različitih 
objekata u sceni, čime je postignut robusan sistem robotske vizije. Ovakav sistem se sastoji od dva 
sub-modula, modula vizije za detekciju čoveka i modula praćenja, koji obezbeđuje da robot dobija 
ulazne podatke kontinualno kako bi adekvatno upravljao svojim kretanjem. Ono što je značajno je 
da se ova struktura za estimaciju položaja čoveka može koristiti sa različitim mobilnim 
platformama. Takođe, izvršena je uporedna analiza algoritama za rešavanje problema detekcije i 
praćenja ljudi, u cilju pronalaženja najefikasnijeg estimatora za estimiranje/predikciju pozicije 
čoveka. 
Razvijeni modul za praćenje položaja čoveka testiran je na Institutu za Automatiku (IAT) 
Univerziteta u Bremenu primenom sistema stereo vizije za detekciju čoveka koji koristi Point Grey 
Bumblebee XB3 stereo kameru, kao i na Mašinskom fakultetu Unverzitata u Nišu primenom 
sistema vizije koji koristi OpenNI biblioteku i ASUS Xtion 3D senzor. 
Primenom savremenih metoda iz domena mašinskog učenja kao što su neuronske mreže, razvijen je 
modul za prepoznavanje ponašanja čoveka koji obezbeđuje inteligentnu interakciju mobilne 
robotske platforme sa okolinom. 
U okviru ove teze razvijeno je i generičko simulaciono okruženje koje predstavlja podršku za razvoj 
i primenu stvarnog (eng. real-world) upravljačkog sistema. Ovakvo simulaciono okruženje može 
lako biti korišćeno od strane drugih istraživača, kao i za druge mobilne robote uz odgovarajuće 
modifikacije. 
Razvijena je hijerarhijska struktura upravljanja koja na visokom novou prati i prepoznaje ponašanje 
čoveka i generiše ulaze za niže nivoe upravljanja u cilju izvršavanja zadataka u kojima se robot 
ponaša kao čovekov saradnik. 
U hijerahijskoj strukturi upravljanja razvijenoj u ovoj tezi, moduli za detekciju, praćenje i 




strukture upravljanja (eng. high-level control). Upravljanje pozicijom i orijentacijom mobilnog 
robota se svrstava u srednji nivo upravljanja (eng. medium level). Upravljački sistem niskog nivoa 
(eng. low level) sastoji se od multivarijabilnog PD kontrolera koji je odgovoran za konvertovanje 
brzina na izlazu pozicionog kontrolera u obrtni moment točkova robota, da bi se obezbedilo 
praćenje ulazne referentne brzine od strane robota. Razvijeni upravljački algoritmi se mogu 
primeniti i u drugim oblastima robotike, kao što je praćenje unapred zadate putanje mobilnim 
robotom, itd. 
Eksperimentalna evaluacija predloženog hijerarhijskog upravljanja urađena je na Mašinskom 
fakultetu, Univerziteta u Nišu, korišćenjem 3D senzora ASUS Xtion PRO LIVE i DaNI mobilnog 
robota firme National Instruments, koji u scenariju laboratorije prepoznaje i prati čoveka i 
prepoznaje njegovo ponašanje. 
Prezentirani naučni doprinosi, koji pored nesumnjivog praktičnog značaja, predstavljaju i proširenje 
postojećih saznanja u rešavanju kompleksnih problema prepoznavanja i praćenja ljudi, kao i 
njihovog ponašanja u robotskoj viziji, koje je često veoma nepredvidivo, kao i sveobuhvatno 
uvođenje i integraciju robota u scenarija gde pomažu čoveku u obavljanju različitih poslova u 
interakciji sa robotom. Pri tom, teorijski doprinosi nisu od značaja samo za prepoznavanje i 
praćenje ljudi robotskom vizijom, već i za prepoznavanje i praćenje različitih objekata u pokretu u 
različitim aplikacijama kompjuterske vizije, kao što su napredni sistemi za asistenciju vozačima u 
cilju povećanja sigurnosti u saobraćaju ili sigurnosni sistemi. 
Pravci daljeg istraživanja biće usmereni ka oblasti planiranja putanje (eng. Path-planning), u cilju 
razvoja algoritama za detekciju i obilaženje prepreka koji se mogu naći  na putanji kretanja 
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Funkcija 1: Kinematika robota 
function z=Kinematika(v,omega,theta) 





Funkcija 2: Dinamika robota 
 
function y=Dinamika(TR,TL,v,omega,theta) 
m=3.6;          % Masa robota 
r=0.05;         % Poluprecnik tockova 
d=0.05;         % Rastojanje izmedju centra mase i ose tocka u pravcu x-ose 
rc = 0.2025;    % Rastojanje tocka od ose simetrije robota u pravcu y-ose 
Ic=0.09;        % Moment inercije centra mase robota 
I=Ic+m*d^2; 
M=[m 0;0 I;]; 
C=[0 -m*d*omega; m*d*omega 0]; 







Funkcija 3: Putanja čoveka-kvadrat 
 
function u = putanja_kvadrat(t) 
 
% vreme trajanja trajektorije 
T1=2;   










y=0;        %Izracunavanje y(t)na osnovu putanje u xy ravni 
vx=1;       %Izracunavanje brzina vx and vy ( prvi izvod) 
vy=0; 




x=2;         %Izracunavanje x(t) 
y=t-2;       %Izracunavanje y(t)na osnovu putanje u xy ravni 
vx=0;        %Izracunavanje brzina vx and vy ( prvi izvod) 
vy=1; 




x=-t+6;     %Izracunavanje x(t) 
y=2;        %Izracunavanje y(t)na osnovu putanje u xy ravni 
vx=1;       %Izracunavanje brzina vx and vy ( prvi izvod) 
vy=0; 
v=(vx^2+vy^2)^0.5;   % Izracunavanje brzine v 
 
else t<=T4; 
x=0;        %Izracunavanje x(t) 
y=-t+8;     %Izracunavanje y(t)na osnovu putanje u xy ravni 
vx=0;       %Izracunavanje brzina vx and vy ( prvi izvod) 
vy=1; 







Funkcija 1: Linearni Kalmanov filter 








data = xlsread('Test_linear_KF.xls');% ucitavanje detektovane pozicije 
frameNo = data(:,1); % broj frejmova 
dataX = data(:,2); % pozicija Xc 
dataZ = data(:,3); % pozicija Zc 
mesurement.exist=data(:,4) ; % status pracenja 
Y=[dataX,dataZ]'; % vektor merenja 
 
% Inicijalizacija Kalmanovog filtera 
 
x = [0;3;0;0];      % inicijalno stanje 
F = [1 0 0 0;0 1 0 0;0 0 1 0;0 0 0 1]; % prelazna matrica stanja 
Q = eye(4)*1e1;     % kovarijaciona matrica procesa 
H = [ 1 0 0 0;0 1 0 0]; %  matrica merenja 
R = eye(2)*1e2;   % kovarijaciona matrica merenja 
P = eye(4)*1e-2;     %inicijalna kovarijaciona matrica greske estimacije 
T=length(Y);        % broj iteracija 
 
X_est = [];  %inicijalni niz estimiranog stanja x  




     z=Y(:,n) 
 
%korak 1: PREDIKCIJA 
    [x,P]= kalman_predict(x,P,F,Q); 
 
% korak 2: KOREKCIJA 
 
%%%% Ukoliko vizija ne daje podatke vrednost promenljive 
mesurement.exist je 0 i ukoliko nemamo podatke sa senzora vizije ne 
vrsimo korekciju 
 
if mesurement.exist (n,1)==1 
 











   est_x=x(1,1); % estimirana vrednost stanja X 
est_z=x(2,1); % estimirana vrednost stanja Z 
 
% cuvanje podataka u nizovima za kasnije crtanje 
   X_est = [X_est est_x];  






figure (1)  
 plot(Y(1,:),'-r','LineWidth',2) 
 hold on 
 plot(X_est,'b'), title ('Xc pozicija coveka') 
 ylabel ('Xc(m)') 
 xlabel ('Frame') 
 legend('Pozicija dobijena stereo kamerom','Pozicija dobijena Kalmanovim 
filterom') 
 grid on 
 hold off 
figure(2) 
 plot(Y(2,:),'-r','LineWidth',2 ) 
 hold on 
 plot(Z_est,'b'), title ('Zc pozicija coveka') 
ylabel ('Zc(m)') 
 xlabel ('Frame') 
 legend('Pozicija dobijena stereo kamerom','Pozicija dobijena Kalmanovim 
filterom') 
grid on 




function [x,P] = kalman_predict(x,P,F,Q) 
    x = F*x;  %prediktovano stanje 








function [x,P] = kalman_update(x,P,y,H,R) 
z = y - H*x;  %greska merenja 
S = H*P*H' + R; %kovarijaciona matrica greške merenja 
  K = P*H'*inv(S);%optimalno Kalmanovo pojacanje 
x = x + K*z;  % azurirano stanje 
P = (eye(size(x,1))-K*H)*P;%azurirana kovarijaciona matrica greske estimacije 
end 
 
Funkcija 2: Prošireni Kalmanov filter 





data = xlsread('Test_nonlinear.xls');% ucitavanje detektovane pozicije 
frameNo = data(:,1);  % broj frejmova 
dataD = data(:,2);    % rastojanje D 
dataFi = data(:,3);   % ugao fi 
mesurement.exist=data(:,4) ; % status pracenja 
Y=[dataD,dataFi]';    % vektor merenja 
 
% Inicijalizacija prosirenog Kalmanovog filtera 
 
x = [0;4;0;0];      % inicijalno stanje 
T=length(Y);        % broj iteracija 
Q = eye(4)*1e-2;    % kovarijaciona matrica procesa 
P = eye(4)*1e-2;    %inicijalna kovarijaciona matrica greske estimacije 
R=[0.01 0;0 0.001];% kovarijaciona matrica merenja 
 
X_est = [];  %inicijalni niz estimiranog stanja x  
Z_est = [];  %inicijalni niz estimiranog stanja z  
D_est = [];  %inicijalni niz estimiranog stanja d  
F_est = [];  %inicijalni niz estimiranog stanja fi  
 
for i=1:T 






%korak 1: PREDIKCIJA 
%%%%%%%%%%%%%%%%%%%% 
      [F]=Jacobianf(x);                 % racunanje Jakobijana za funkciju f 
      [x,P]= kalman_predict(x,P,F,Q);   % predikcija stanja 
 
%%%%%%%%%%%%%%%%%%%% 
% korak 2: KOREKCIJA 
%%%%%%%%%%%%%%%%%%%% 
%%%% Ukoliko vizija ne daje podatke vrednost promenljive 
mesurement.exist je 0 i ukoliko nemamo podatke sa senzora vizije ne 
vrsimo korekciju 
if mesurement.exist (n,1)==1 
 
          [H]=Jacobianh(x); % racunanje Jakobijana za funkciju h 








   est_x=x(1,1); % estimirana vrednost stanja X 
est_z=x(2,1); % estimirana vrednost stanja Z 
   est_d=sqrt(x(1,1)^2+x(2,1)^2); % estimirana vrednost distance d 
   est_f=atan(x(1,1)/x(2,1));     % estimirana vrednost ugla fi 
 
% cuvanje podataka u nizovima za kasnije crtanje 
   X_est = [X_est est_x];  
   Z_est = [Z_est est_z]; 
D_est = [D_est est_d]; 






function [x,P] = kalman_predict(x,P,F,Q) 










function [x,P] = kalman_update(x,P,y,H,R) 
 
  yh=[sqrt(x(1,1)^2+x(2,1)^2);atan(x(1,1)/x(2,1))]; 
  z = y - yh; %greške merenja 
  S = H*P*H' + R; %kovarijaciona matrica greške merenja 
  K = P*H'*inv(S);%optimalno Kalmanovo pojacanje 
x = x + K*z;  % azurirano stanje 





function [F]= Jacobian(x) 
F=[ 1 0 1 0; 
    0 1 0 1; 
    0 0 1 0; 





function [H]= Jacobian(x) 
H=[ x(1,1)/sqrt(x(1,1)^2+x(2,1)),x(2,1)/sqrt(x(1,1)^2+x(2,1)) 0 0; 
    x(2,1)/(x(1,1)^2+x(2,1)) x(1,1)/sqrt(x(1,1)^2+x(2,1)) 0 0]; 
end 
 
Funkcija 3: Partikle filter 





data = xlsread('Test_nonlinear.xls'); 
frameNo = data(:,1); 




dataFi = data(:,3); 
mesurement.exist=data(:,4) ; % status pracenja 
Y=[dataD,dataFi]'; 
 
% Inicijalizacija varijabli 
x0 = [0;4;0;0];     % inicijalno stanje 
T=length(Y);        % number of interation 
R=[0.01 0;0 0.001];  % kovarijaciona matrica merenja 
Q = eye(4)*1e-2;    % kovarijaciona matrica procesa 
P = eye(4)*1e-2;    % inicijalna kovarijaciona matrica greske estimacije 
m=length(x0);       % broj stanja 
N=2000;             % broj partikal(cestica). Sto je veci broj, bolja je 
aprokcimacija, ali je racunski zahtevnije.  
 








for t = 1:T 
 
% Partikle filter 
 




 % korak 1: PREDIKCIJA 
 %%%%%%%%%%%%%%%%%%%% 
 
 xp(:,i) = f(p(:,i))+sqrtm(Q)*randn(4,1); %  predikcija na osnovu modela  
 
yp(:,i) = h(xp(:,i))+sqrtm(R)*randn(2,1); %  u ovom koraku vrsimo 
azururanje opservacije sa novim setom partikla  
 
% Napomena, nemamo puno stanje opservacije, nego samo merenja trenutne pozicije 






 % korak 2: KOREKCIJA 
 %%%%%%%%%%%%%%%%%%%% 
 
if mesurement.exist (n,1)==1 
 
%%%% Ukoliko vizija ne daje podatke vrednost promenljive 
mesurement.exist je 0 i ukoliko nemamo podatke sa senzora vizije ne 
vrsimo korekciju 
 
d = y - yp(:,i); % razlika izmedju trenutne pozicije (merenja) i 
opservacije (predvidjene pozicije) 
 
q(i)=1/(2*pi*sqrt(det(R)))*exp(-0.5*d'*inv(R)*d);% dodeljujemo 
tezinu svakoj partikli(cestici) 
 
  end 
end 
 
if mesurement.exist (n,1)==1 
 
 
    q=q./sum(q); % normalizujemo tezine 
 
    x_est=q*xp';       % estimirana vrednost stanja 
    x_est=x_est'; 
 
%%%%%%%%%%%%%%%%%%%% 
% korak 3:  RESAMPLOVANJE 
%%%%%%%%%%%%%%%%%%%% 
 































function xp = f(x) % prelazna jednacina stanja 
F=[1 0 1 0;0 1 0 1;0 0 1 0;0 0 0 1]; 





function y = h(x) % nelinearna opservaciona funkcija  







function p = re_sample(xp,q) % resamplovanje (thanks to Nino's Matrix Lab) 
cdf = cumsum(q); % kumulativna suma 
diff = cdf'*ones(1,length(q)) - ones(length(q),1)*rand(1,length(q)); 
diff = (diff <= 0) * 2 + diff; 
[~, idx] = min(diff); 
p = xp(idx); 
end 
Funkcija 4: Real time Kalman filter 
function [est_x,est_z,P]=kalman(tracking_status,xHC,zHC,DM_x,DM_z,DM_P) 




x = [DM_x;DM_z;0;0];      %  stanje u trenutki k-1 
F = [1 0 1 0;0 1 0 1;0 0 1 0;0 0 0 1]; % prelazna matrica stanja 
Q = eye(4)*1e-4;     % kovarijaciona matrica procesa 
H = [ 1 0 0 0;0 1 0 0]; %  matrica merenja 
R = eye(2)*10;   % kovarijaciona matrica merenja 
P = DM_P;     % kovarijaciona matrica greske estimacije u trenutki k-1 
z=[xHC;zHC]; 
 
%korak 1: PREDIKCIJA 
    [x,P]= kalman_predict(x,P,F,Q); 
 
% korak 2: KOREKCIJA 
 
%%%% Ukoliko vizija ne daje podatke vrednost promenljive 













   est_x=x(1,1); % estimirana vrednost stanja X 




function [x,P] = kalman_predict(x,P,F,Q) 
    x = F*x;  %prediktovano stanje 
    P = F*P*F' + Q; %prediktovana kovarijaciona matrica greske estimacije 
end 
 
function [x,P] = kalman_update(x,P,y,H,R) 
z = y - H*x;    %greska merenja 
S = H*P*H' + R;     %kovarijaciona matrica greške merenja 
  K = P*H'*inv(S);  %optimalno Kalmanovo pojacanje 
x = x + K*z;    % azurirano stanje 
P = (eye(size(x,1))-K*H)*P; %azurirana kovarijaciona matrica greske estimacije 
end 
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