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INTRODUCTION 
In a recent paper, Meyer [6] derived an invariant imbedding equation 
for a two point boundary value problem associated with the pair of dif- 
ferential equations, u’(t) =F(u, V, t), e)‘(t) = G(u, V, t), where ?I and v are 
vectors in Banach spaces X and Y respectively. The invariant imbedding 
equation he derived is essentially a generalization of the equation derived 
by Bellman for pairs of scalar equations. It is the purpose of this paper to 
generalize these results and, in particular, to free the usual derivation of 
these equations from the necessity of considering differential equations on 
Cartesian product spaces. 
We deal with the two point boundary value problem x’(t) = F@(t), t), 
0 < t < T, where x(t) takes values in a Banach space X. The boundary 
conditions we consider are linear and of the form P&O) + p.g(T) = v, 
where PI , P2 are linear operators on X. In the case where X = V, @ V, , 
the direct sum of Banach spaces Vi and V, we obtain the result in [6]. When 
F is linear we obtain a generalized Riccati equation. 
Throughout the paper we make use of the calculus in Banach spaces as 
presented in [3 or 51. 
Notation. If F is a differentiable mapping between linear spaces V and 
W, dF will denote its differential. Partial derivatives will be denoted by 
subscripts. @ denotes direct sum of linear spaces. 
X will denote a real Banach Space. The set of bounded linear maps from 
X --+ X will be written as L(X). We use the Landau order symbol “0” in the 
sense given in [5]. 
SECTION I 
We consider the boundary value problem 
x’(t) = F@(t), t), O<t<T, 
P,,(O) + P&T) = v. 
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Varying the initial point between 0 and T and v E X, we imbed problems 
(1 .l) and (1.2) into the family of problems 
x’(t) = F@(t), t>, (l-3) 
PI+) + P&q = v, a<t<T, O,<a<T. (1.4) 
Assuming that Eqs. (1.3) and (1.4) have unique solutions on a < t < T 
which are twice continuously differentiable in the variables (t, a, v) we are 
able to determine a partial differential equation for the initial condition 
~(a, a, v). Letting R(a, v) = x(a, a, v) we get that R(a, v) satisfies 
R,(a, v) + R&7 v) P,F(R(a, 44 = W(a, $4. (1.5) 
In Theorem 1 we derive (1.5) from the foregoing assumptions. In Theorems 
3 and 4 we study Eqs. (1.3) and (1.4) d irectly, giving sufficient conditions 
for the assumptions in Theorem 1 to hold. 
THEOREM 1. Let PI , Pz be bounded linear maps on X such that PI + Pz 
is invertible. Assume also that F is twice continuously diflerentiable and that 
Eqs. (1.3) and (1.4) h ave unique solutions which are C2 in the variables (t, a, v). 
Furthermore, let the solutions of the variational equations 
7’(t) = F&(t)> t) v(t), 
P,77(4 + P27(T) = v, 77(t) fs K 
A’(t) = F&(t), t) A(t), 
f’,A(a) 4 PaA(T) = 1, 4) E L(X), 
(1.6) 
(l-7) 
be unique. Then x(a, a, v) = R(a, v) satis$es (1.5) and 
R(T, v) = (PI + P&l v. (1.8) 
Proof. We differentiate R(a, v) to get 
&(a, 4 = x,(a, a, 4 + da, a, v>, 
&(a, 4 = ~(a, a, 4. 
(1.9) 
From Eq. (l.l), we get that x,(a, a, v) = F(R(a, v), a). We now obtain 
the terms x,(a, a, v) and %,(a, a, v) by differentiating (1.3) and (1.4) with 
respect to a and v. We get 
Xt,&, a, 4 = F&(t, a, v), t) dt, a, v) 
Plxa(a, a, v) + P&T, a, v) = - PIG, a, v) 
= - P,F(R(a, v), 4, 
q&, a, 4 = F&G, a, 4, t) x&a, v), 
(1.10) 
(1.11) 
(1.12) 
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and 
Pl%(U, 4 4 + P2%(T, a, a) = 1, (1.13) 
where 1 is the identity operator on X. 
Using the fact that x(t, a, w) is C2 we see that ~,(t, a, w) satisfies (1.6) and 
that x,(t, a, w) satisfies (1.7). 
It is trivial using the uniqueness of the solutions to the variational equa- 
tions that 
&(h a, w> = - %(4 a, w) P,F(x(a, 4 w), 4. 
In particular, 
&(a, 4 w) = - -%(a, 4 f.J) Pp(Jqa, v), a). 
Using (1.15) in (1.9) we get 
(1.14) 
(1.15) 
&(a, w) = qf+, $9 4 - &(a, w) Plw-q~, WI, 4 (1.16) 
:. &(4 4 + Rig, 4 PlV(4 w), 4 = ~(wh $9 4. (1.17) 
To arrive at the end condition for (1.5) we let a = T in (1.4) and get 
P,R( T, w) + P,R( T, w) = a. (1.18) 
Using the fact that PI + P2 is invertible 
R(T, w) = (PI + P,)-l w. (1.19) 
Q.E.D. 
We will now specialize to the case where X is the direct sum of two Banach 
spaces Vi and I’, . In this case x(t) = (@r(t), u2(t)), ul(t) E Vi and u2(t) E V, . 
If S is a linear mapping from Vi @ V, -+ Vi @ I’, then S has a matrix 
representation. 
where Sij is a linear mapping from I’, to Vj , i, j = 1,2. 
Using this, Eqs. (1.3) and (1.4) take on the form 
(1.20) 
%V) = f(%(G ua(O, 0, 
u2'W =&I(~), uaw, t>, (1.21) 
f S&4 + Fl T&T) = vi , i j = 1,2, 
3-l 
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where 
and 
When 
Pl = [&I, pa = v-id, i,j = 1,2, 
v = (81 9 va), Vl E Vl 3 va E v, . (1.22) 
S,, = Sal = T,, = T,, = S,, = T,, = 0 
we arrive at Meyer’s invariant imbedding equation. This is shown in Theo- 
rem 2. 
THEOREM 2. Let all the assumptions of Theorem I hold. In addition, let 
p 1 = [ Sll 0 0 1 ' pa = [ 0  0 1 s,, ) 
41 ~L(Vl;), &a EL(Va)* 
If 
R(a, 4 = (da, 4, rata, v)), W(a, 4, a) = ( f (&a, @,a), kV(a, vha)) 
and v = (vl , vs), Eq. (1.5) becomes 
h&4 v) + bi(aj 4 &If W, ~),a> = f V% ~),a), 
r2&, 4 + ya.&4 4 &f (%4 44 = g(%h ~>,a), (1.23) 
YJT, 4 = s;;w, , r&T, v) = T,-,zu, . (1.24) 
Proof. We note first of all that R,(a, w) has the representation 
(1.25) 
and that 
%(a, 4 = b-da, 4, ra,,(a, 4). (1.26) 
Using this in (5) gives us 
&,(a, 4 P,F(R(a, 4, a> = h& 4 &f VW 4,ah 
r,,,,(a, 0) &f W, v),a>l, U*27) 
and therefore equating components gives (1.23). Equation (1.24) is derived 
similarly. Q.E.D. 
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Note that the first equation in (1.23) is satisfied by r,(a, w) = S,;‘nr . This 
is as it should be since the initial first component is known and = S,;lu, . 
Thus only the second equations in (1.23) and (1.24) need to be solved in 
this case. These equations are essentially the ones that have been derived by 
other authors, [2, 61, starting from a pair of equations and uncoupled bound- 
ary conditions. 
SECTION II: A GENERALIZED RICCATI EQUATION 
As usual when Eq. (1.1). 1 1s inear, considerable simplification of (1.5) results. 
In this case, it is easily established using uniqueness that R(a, V) is affine in v, 
i.e., 
e, v) = R(a) u + 44, 44 E q-q, h(a) E x. (2.1) 
Substituting this representation into (1.5) gives 
R&4 2, + 4&) + w [~l(W uw ‘zJ + 44 + fW1 
= A(a) (R(a) CJ + h(a)) +f(u), (2.2) 
where 
wqa, v), 4 = 44 R(a, 4 + f(a) 
and A(u) is linear. 
Since this must hold for arbitrary v E X we obtain 
&(a) + R(a) Pl&) R(a) = 44 R(a), (2.3) 
k&G + (Jw Pl44 - 44 44 = w ~1.m + f(4 (2.4) 
The end conditions for (2.3) and (2.4) follow easily from (1.5) and (1 .l). 
W) = p1+ P&l, h(T) = 0. (2.5) 
Equation (2.3) is a non-linear operator equation in X and generalizes the 
operator Riccati equations derived in (6). 
SECTION III 
In this section we give sufficient conditions for the assumptions in Theo- 
rem 1 to hold. The existence and uniqueness of solutions to Eqs. (1.3) and 
(1.4) for small time intervals is readily obtained. The differentiability proofs 
are long, though straightforward. 
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THEOREM 3. Let F(x, t) be a continuous function from X x [0, T] -+ X 
such that F is Lipshitz in its first variable uniformly in t, with Lipshitz constant 
K. Let P, , Pz be bounded linear maps on X such that PI + Pz is invertible. 
Let 
M = max[ll(Pl + P,)-l Pz II , II 1 - (P, + PP P2 Ii], 
thenifO<a< T and T < l/MK Eqs. (1.3) and (1.4) have unique solutions 
on [a, T]. 
Proof. If 
G(t, s) = 1 - (PI + P&l Pz , a<t<s 
= - (Pl + P,)-l pz 7 s<t<T 
then x(t) satisfies (1.3) and (1.4) iff it satisfies the integral equation 
X(t) = (PI + P&l v  + f” G(t, 4f (x(s), s) ds. 
a 
(3.1) 
Let CO[a, T] be the Banach space of continuous functions from [a, T] 
to X with the norm of an element x(t) given by 
To show that (3.1) has a unique solution it suffices to show that the mapping 
CD on CO[a, T] given by 
Q(x) = (PI + P&l v + j’ G(t, s)F(x(s), s) ds 
a (3.2) 
is contracting, and then apply the contraction mapping principle. Now 
@(4 - @(Y) = j’ W, 4 [FW), 4 - F(y(4, 41 ds. a 
Using the Lipshitz condition on F and the fact that 
Sup II W, 0 < M, a<(t,sKT 
we get 
I/~(~)-~(y)ll,~M~(T-~a)/l~-~~!,~M~T/~x-yI/,. (3.3) 
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Since T < IIMK, @ is contracting, and therefore 4p has a unique fixed point. 
Q.E.D. 
COROLLARY. If F is dzj$wntiable in x and 
then the result of Theorem 3 holds. 
Proof. It follows from the mean value theorem [3], that F is Lipshitz 
in x with Lipshitz constant < K. 
THJJORRM 4. Let F(x, t) be a C2 function such that the first and second 
partial derivatives of F(x, t) are bounded on [0, T] x X. If all the other assump- 
tions of Theorem 3 are true, the solution x(t, a, v) of (1.3) and (1.4) is a C2 
function of its variables. 
Proof. Since the full proof of the theorem is rather long, we will indicate 
the main steps and leave certain repetitive details to the reader. We demon- 
strate the continuity of x(t, a, v) by showing continuity in each variable 
separately, uniformly on bounded sets of the others. 
The continuity of x(t, a, v) in t follows immediately from its differentia- 
bility. 
We now show Lipshitz continuity in v. 
Let v, , v2 E X then 
44 a, 4 - x(t, a, v2) = v1 - v2 + I ’ G(t, 4 [F(x(s, a, vd, 4 a 
- FW, a, v2h 41 ds. (3.4) 
Taking norms on both sides of (3.4) we get 
II 44 a, 4 - 44 a, v2)llm < II v1 - v2 II + MKT II 46 a, q) - 46 a, v2)llm .
(3-5) 
Since MKT < 1 we arrive at the estimate 
II 81 - v2 II I/ x(t9 a9 %) - x(t, as %)k% < l _ MKT ) (3.6) 
thus showing the uniform Lipshitz continuity in v. 
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Now let h > 0 be sufficiently small so that a + h E [0, T], then 
~(4 a + h, ~1 - ~(4 a, v> = r:, ‘W s)F(x(s, a + h, 4, s) ds 
- I = GO, 4W+, a, 9,s) & a 
(3.7) 
= 
s 
= G(t, s) [F(x(s, a + h, w), s) -F(x(s, a, w), s)] ds 
a 
I 
W-h 
- 
(1 - Pl + P?.F Pz) 
a 
x F(x(s, a + h, w), s) ds. 
(3.8) 
Taking norms on both sides of (3.8) and using the Lipshitz continuity 
of F gives 
II 44 fz + 4 4 - 44 =, who < MKT II ~(4 a + h, v) - x(t, a, w)llo, 
(3.9) 
Therefore 
11 x(t, a + h, w) - x(t, a, v)ll, < 44 QY 4 k (3.10) 
where CJ is bounded on bounded subsets of [0, T] x [0, T] x X. The 
proof is similar for h < 0. Therefore we have shown the continuity of 
x(6 4 4. 
To show differentiability of x(t, a, w) it suffices to prove that the partial 
derivatives exist and are continuous, (5). The existence and continuity of 
q(t, a, w) follows from the fact that x,(t, a, w) = F(x(t, a, w), t) and the 
continuity of x(t, a, w). We now show differentiability of x(t, a, w) in w. To do 
this we formally differentiate (3.1) to obtain 
xv@, a, 4 = (PI + P,)-l + j’ G(t, s) F&(s, a, w), s) x,(s, a, w) ds. (3.11) 
a 
Letting q(t, a, w) = ~,(t, a, w), we find that 
~(4 a, w> = (PI + p&l + s’ G(t, s) F,(x(s, a, w), s) +, a, w) ds. (3.12) 
a 
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A proof similar to that of Theorem 3 and the first part of Theorem 4 
establishes that (3.12) has a unique solution on [a, T] continuous in all 
three variables. We now show that ~(t, a, V) is the partial derivative of 
x(t, a, V) with respect to V, by demonstrating that 
x(4 a, f.J + A) - x(t, 4 v) - rl(4 a, fJ> h = o(ll h II). 
Using (3.1) and (3.1 l), the left side of (3.13) becomes, 
(3.13) 
s ’ G(f, s) [F(+, a, 21 + A), s) - F(+, a, 4, s) -F&s, a, v), s) ~(s, a, s) h] ds. a (3.14) 
Using the differentiability of F, (3.14) becomes 
s ’ GO, s)Fcc( x s, a, 4, s) [x(s, a, a + A) - x(s, a, v) - +, a, v) h] ds (a 
+ o(ll x(6 6 v + 4 - 44 a, qiLcl). 
(3.15) 
Using the boundedness of F, and the Lipshitz continuity of x in w, (3.15) 
simplifies to 
s ’ W, s) F&+, a, $s) +, a, ~1 ds + o(lVll) (3.16) a 
where 
r(t, a, v) = x(t, a, v  + h) - x(t, a, w) - 7j(t, a, v) h. 
Using (3.16) in (3.13) we get 
(3.17) 
r(t, a, tJ> = 
f  = G(t, 4 F&h a, w)> 4 ~6, a, 4 ds + 4ll h II). (3.18) a 
Taking norms on both sides of (3.18) and using the fact that MKT < 1 gives 
showing that 
II a a, ~)lla = 411 h II>, (3.19) 
To prove differentiability in a, we proceed along previous lines differen- 
tiating (3.1) formally with respect to a to get 
4~ a, ~1 = - (1 - (PI + P&l Pz)F(+, a, v), a) 
(3.20) 
+ s’. W, 4 F&G 0, a), 4 x,(s, a, w) da 
0 
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Letting xa(t, a, v) = p(t, a, o), p(t, a, v) satisfies the linear integral equation 
p(4 4 4 = - (1 - (Pl + PJ-l PJF(x(4 a, 4,a) 
+ IT W, 4 F,(x(s, a, 4, s) PCS, Q, 4 ds. 
a 
(3.21) 
It is easily established as before that (3.21) has a unique continuous solu- 
tion. We now show that in fact p(t, a, v) = xa(t, a, n). Therefore we consider 
A(& a, w) = x(t, a + h, w) - x(t, a, w) - p(t, a, w) h, h > 0. (3.22) 
(The same argument is true for h < 0). 
Using (3.21) and (3.1), the right side of (3.22) becomes 
s t (1 - (PI + P,)-l J’z)F(x(s, a + h, 4, s> ds a+h 
+ 1: - (PI + PA-l f’$‘(x(s, a + h, 4, s> ds 
T  
- 
s 
W, 4 F(x(s, a, a>, $1 ds 
a 
(3.23) 
- s T G(c 4 [F&(s, a, 4,s) PO, a, 4 4 ds a 
+ K1 - U=l + f’zY Pz>F(x(a, a, 4>1 h 
= I T G(t, 4 [F(x(s, a + h, 9, s) - F(x(s, a, 44 
nU& a, 9, s) P(S, a, w> 4 ds 
s 
a+h - (1 - (PI + p&l f’*) F(x(s, a + h, 4, s) ds (3.24) 
a 
+ [(l - (PI + J’J-l Pz)F(+, a, 441 h. 
Using the differentiability of F, (3.24) becomes 
f = G(t, 4 FzW, a,~>, s) A@, a, w) ds a (3.25) 
o+h 
- 
1 (1 - (PI + p&l J’z) [Ws, a + h, w), 4 - +(a, a, w), a)] ds 
+ o(i). 
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From the continuity of F and X, it follows by combining (3.25) with (3.22) 
that 
W, a, v) = ,I G(t, 4 F&s, a, w), s) A@, a, v) ds + o(h). (3.26) 
The same arguments used in (3.18) gives 
h(t, a, 0) = o(h). (3.27) 
Therefore it follows that the partial derivative of x(t, a, V) with respect to a 
exists and is continuous. The fact that x(t, a, w) is Cl follows from Theorem 
(3:8.2) in [5]. 
Similar computations obtained by differentiating (1.3) twice imply, using 
the fact that F is C2, that x is C2. 
We leave the details to the reader. Q.E.D. 
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