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Abstract
Colors are typically described by three values such as RGB, XYZ, and HSV. This is rooted to the fact that
humans possess three types of photoreceptors under photopic conditions, and human color vision can be
characterized by a set of three color matching functions (CMFs). CMFs integrate spectra to produce three
colorimetric values that are related to visual responses. In reality, large variations in CMFs exist among
color-normal populations. Thus, a pair of two spectrally different stimuli might be a match for one person but a
mismatch for another person, also known as observer metamerism.
Observer metamerism is a serious issue in color-critical applications such as soft proofing in graphic arts and
color grading in digital cinema, where colors are compared on different displays. Due to observer metamerism,
calibrated displays might not appear correctly, and one person might disagree with color adjustments made by
another person. The recent advent of wide color gamut display technologies (e.g., LEDs, OLEDs, lasers, and
Quantum Dots) has made observer metamerism even more serious due to their spectrally narrow primaries.
The variations among normal color vision and observer metamerism have been overlooked for many years.
The current typical color imaging workflow uses a single standard observer assuming all the color-normal
people possess the same CMFs. This dissertation provides a possible solution for observer metamerism in
color-critical applications by personalized color imaging introducing individual colorimetric observers.
In this dissertation, at first, color matching data were collected to derive and validate CMFs for individual
colorimetric observers. The data from 151 color-normal observers were obtained at four different locations.
Second, two types of individual colorimetric observer functions were derived and validated. One is an
individual colorimetric observer model, an extension of the CIE 2006 physiological observer incorporating
eight physiological parameters to model individuals in addition to age and field size inputs. The other is a
set of categorical observer functions providing a more convenient approach towards the personalized color
imaging. Third, two workflows were proposed to characterize human color vision: one using a nomaloscope
and the other using proposed spectral pseudoisochromatic images. Finally, the personalized color imaging
was evaluated in a color image matching study on an LCD monitor and a laser projector and in a perceived
color difference study on a SHARP Quattron display. The personalized color imaging was implemented using
a newly introduced ICC profile, iccMAX.
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Human visual systems possess three types of photoreceptors active under the photopic condition. They are
long-wavelength sensitive cones, middle-wavelength sensitive cones, and short-wavelength sensitive cones
(L-cones, M-cones, and S-cones). The light entering our eyes is integrated by these three photoreceptors, and
color perception results from a combination of these three signals. Thus, our color vision can be characterized
by a set of three functions, also known as color matching functions (CMFs). Because of the nature of this
integration, it is possible that different spectral power distributions (SPDs) could induce the same visual
responses, and therefore, their colors would appear the same. This is termed a conditional match, also known
as metamerism. Color technologies such as painting, printing, TVs, and projectors have been developed due
to metamerism, as all the color reproductions are metameric to objects in the real world. It is important to
realize that metamerism applies only for a specific condition; in this context, for a given observer. A pair of
two spectrally different stimuli might be a match for one observer but a mismatch for another observer. This
phenomenon is known as observer metamerism.
Color vision differs significantly from person to person. In addition to color vision deficiencies, large individual
variability also exists in normal color vision. Typically, the color vision variability would not pose a serious
issue in many observation situations mainly because natural spectra are broad-band, and no side-by-side
comparison is involved. However, color vision variability and observer metamerism could be a serious issue in
color-critical applications involving cross-media color matching. Two representative examples are soft proofing
in graphic arts and color grading in digital cinema.
Soft proofing is a process in graphic arts to preview and modify color pictures on monitors before the costly
printing step. Thus, the system should be calibrated such that pictures on a monitor (soft-copy) match press
prints or hard proofs (hard-copy). The intrinsic problem in soft proofing is that two stimuli (a hard-copy and a
soft-copy) are highly metameric; Even when the devices are perfectly calibrated (for a standard observer),
two stimuli do not appear matched as a human observer does not possess the same CMFs as those for the
standard observer in reality. To investigate the observer variability issue in soft proofing, researchers used
hard-copy as a reference stimulus and a set of three primaries of a monitor (CRT/LCD) as a set of matching
primaries. Some found observer metamerism significant [Rich and Jalijali, 1995; Alfvin and Fairchild, 1997]
while others concluded observer metamerism is insignificant [Pobboravsky, 1988; Oicherman et al., 2008].
1
Color grading (also known as color timing) is a digital cinema post-production process aiming at consistency,
continuity, and technical as well as the aesthetic quality of scenes in movies. Colorists adjust colors, contrast,
brightness, and other image characteristics of raw movie content and work with the Director of Photography
(or a cinematographer) according to his/her vision. These adjustments are performed in strictly controlled
image processing and visualization conditions, in line with cinema delivery conditions recommended by the
DCI (Digital Cinema Initiatives). In general, digital cinema workflow can be categorized into four steps. The
first step is content creation, where contents are captured by digital cameras, captured by film cameras and
scanned later, or originated from computer-generated data for animation and visual effects. The second
step is image manipulation that includes editing, retouching, formatting, color grading, and other necessary
manipulations. The third step is related data preparation, where audios, subtitles, watermarks, and other
data are prepared. Finally, the fourth step is distribution. Movies are released to various distribution channels
such as theatrical exhibition (film and digital), home entertainment, and broadcast televisions. Many different
devices are involved in the workflow. Therefore, intense color management is required to ensure contents
are delivered as intended by the director of photography. The issues related to observer metamerism are as
follows:
1. Calibrated displays might not appear correct for a colorist if the colorist’s color vision is different from
that of a standard observer.
2. Monitors would be viewed by different observers interchangeably; If their color vision characteristics are
different, they will perceive colors differently and potentially disagree.
3. Final rendering in a movie theater might be percieved differently from the version color graded in a
studio if different color primaries are used.
These issues would decrease the work efficiency and eventually increase the cost to create movies. The
issues are more probable in situations where different display technologies are used, for example, between
color grading and final screening. In a context of color grading, Sarkar et al. investigated observer metamerism
using a CRT and a wide color gamut LCD with LED backlighting [Sarkar et al., 2010a]. They concluded that
observer metamerism would be a significant issue in such comparison. Also, they indicated that the use of a
single standard observer could lead to a highly unacceptable color match for some color normal observers
due to observer variability.
Additionally, observer metamerism is becoming more and more problematic due to the advent of spectrally
narrow display primaries such as LEDs, OLEDs, and lasers. Although such narrow-band and saturated
primaries can achieve wide color gamuts (produce more colors than conventional primaries), the drawback is
that the individual variability in CMFs would be highlighted, and the color mismatches would be significantly
increased [Fairchild andWyble, 2007]. In such a case, color normal populations would no longer be represented
by a single standard observer function satisfactorily. Furthermore, wide color gamut displays would be expected
to gain more popularity since International Telecommunication Union (ITU) released the recommendation for
ultra-high definition TV, known as Rec.2020 (or BT.2020) in 2012. The color gamut proposed in Rec.2020 is
extremely large, only achievable by monochromatic primaries such as lasers.
1.1 Motivations 2
Considering the emerging issues especially from the digital cinema application, it is becoming necessary
to supply solutions. Thus, the research objective is to provide a solution for observer metamerism in the
industrial applications, especially color grading in cinema post-production.
1.2 Approach
There are two possible solutions for observer metamerism in color-critical applications:
1. Develop a display that exhibits minimal observer metamerism. (’Hardware’ solution)
2. Personalize color imaging workflow based on a human observer’s color vision. (’Software’ solution)
The latter solution is utilized for this dissertation since there is usually no option to choose display devices
for the color grading situation. The destination device would be determined by a distribution channel (e.g.,
a digital projector for a given theatrical exhibition). In the personalized color imaging workflow, devices are
calibrated for a given human observer using his/her CMFs instead of using a single standard observer to
increase the accuracy of color reproduction. To achieve personalized color imaging workflow, the first step is
to characterize human observers’ color vision. Although we could measure each person’s CMFs, this would
not be practical since measuring CMFs is extremely time-consuming (3-6 hours for 18 color matches [Hu
and Houser, 2006]) and building a measurement device is difficult. An alternative way is to estimate CMFs
utilizing a vision model with parameters controlling the corresponding basis functions [Fairchild, 1989; North
and Fairchild, 1993a; North and Fairchild, 1993b; Viénot et al., 2006; Díaz et al., 1998]. To estimate CMFs,
a given human observer would perform several color matches. The obtained results are used to estimate
vision model parameters and the observer’s CMFs are reconstructed using the vision model with estimated
parameters as input. The number of required color matches depends on the number of parameters to be
estimated and is much less than that for measuring CMFs. Once a set of CMFs is obtained for a given human
observer, it can be applied to color imaging workflow.
In this dissertation, color matching data were collected to derive and validate CMFs for individual colorimetric
observers. Then, individual colorimetric observer functions were derived and validated. Next, workflows
were proposed to characterize human observers’ color vision. Finally, observer characterization results were
applied to practical applications.
1.3 Novelty
There are mainly five novel contributions in this dissertation. The first contribution is the collection of color
matching data specifically designed to highlight inter-observer variability from 151 color normal observers. It
is the largest historically available color matching dataset in terms of the number of observers. The dataset
can be useful for derivation and validation of any CMFs.
1.2 Approach 3
The second contribution is a development of an individual colorimetric observer model. The proposed
model is the first complete model for individual colorimetric observers building on the work of Fairchild and
Heckaman [Fairchild and Heckaman, 2013]. The proposed model incorporates eight physiological parameters,
representing all known significant variables while the Fairchild and Heckaman model was a simplification
utilizing only four parameters.
The third contribution is a proposal of categorical colorimetric observers. The proposed categorical observers
would represent color normal populations, and they are considered as an improvement over Sarkar’s observer
categories.
The fourth contribution is a proposal of spectral pseudoisochromatic images, which are the first color vision
screening test for color-normal people.
The fifth contribution is observer metamerism quantification for a laser projector. Even though potential
observer variability issues were discussed in the past study [Fairchild and Wyble, 2007], no visual evaluation
has been performed using a display device with extremely narrow-spectral primaries. The experimental results
provide useful insights on significant observer variability issues on a laser projector and other wide color
gamut displays.
1.4 Dissertation Structure
In Chapter 2, past studies on observer metamerism and observer variability are reviewed. The review includes
observer variability in color vision and color matching as well as observer metamerism in modern display
technologies. Sarkar’s work on observer-dependent color imaging and observer categories is also reviewed.
In Chapter 3, the collected color matching data are first presented with the design of experiment. Then, an
individual colorimetric observer model is proposed. The model incorporates eight physiological parameters
representing all known significant variables. The standard deviations of the eight physiological parameters
are derived from numerous past studies. The model is used to estimate CMFs of a human observer, and also
used to derive categorical observers with Monte Carlo simulation technique. Finally, categorical observers are
proposed to encompass color normal populations. Unlike the proposed individual colorimetric observer model,
categorical observer functions are discrete and finite. Therefore, they are more convenient and practical
approaches to be used in personalized color imaging.
In Chapter 4, two observer characterization methods are introduced. The first method is to estimate individual
CMFs using a device termed nomaloscope. The device was originally developed by Sarkar and allows color
comparison tasks. Its LED selections and user-interface are modified to perform color matching. Individual
CMFs are obtained by estimating parameters in the individual observer model from color matching results. The
second method is to classify observers into one of the categorical observers via spectral pseudoisochromatic
images. These images are designed so each categorical observer would perceive them differently. Only
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computational analyses are shown for the spectral pseudoisochromatic images, and no visual assessments
are performed due to difficulty reproducing such images.
In Chapter 5, two applications of personalized color imaging are provided. One is a color image matching
study on a laser projector and an LCD monitor. The other is a perceived color difference variability study on a
four-primary SHARP Quattron display. The experimental results of both studies are presented. Observers’
CMFs are estimated, and their CMFs are applied to the two studies. The implementation of the personalized
color imaging workflow using iccMAX is presented.
In Chapter 6, conclusions are presented.
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2A Review of Observer Metamerism and
Observer Variability
This chapter reviews past studies related to variability in color vision and color matching, and observer
metamerism in modern display technologies.




































Fig. 2.1 – Eye components related to color vision and their relationship with CMFs.
There are three main components in the eye related to color perception: lens pigment (and other ocular media
such as cornea, aqueous humor, and vitreous humor), macular pigment, and photopigments as shown in
Figure 2.1. The three photopigments are the sensors in our eyes while lens pigment and macular pigment act
as pre-receptoral filters. All the three components are spectrally selective. They form a set of three response
functions called cone fundamentals [CIE, 2006], (also indicated as lms-CMFs). Note that a set of CMFs can
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be expressed in different primaries such as lms-, rgb-, and xyz-CMFs. CMFs with different primaries can
indicate the same observer as long as they are in a linear relationship.
Different observers might have different CMFs, and the individual differences can be traced back to variability
in the three components. Numerous studies that reported inter-observer variability in physiological factors
were collected and summarized for each physiological parameter in Table 2.1, 2.2, 2.3, and 2.4. Studies
were selected based on three criteria: (1) a relatively large number of subjects, (2) widespread and well-
investigated measurement methods, and (3) subjects free from visual disorders. Any data involving subjects
with potentially impaired vision (e.g., color deficiencies, diabetes, cataracts, etc.) were excluded from the
analyses in Ch. 3.2. In general, physiological measurements are preferred to psychophysical measurements
since the former is usually more precise than the latter. For psychophysical measurements, the number of
repeated measurements for a given subject must be large enough to produce reliable variability estimates.
Most studies reported standard deviations (SDs) in an absolute unit, which are inconsistent across studies.
The inconsistencies are due to different methodologies, different stimulus sizes (eccentricities), and different
stimulus wavelengths used in experiments. Thus, SDs [%] were calculated dividing SDs [an absolute unit]
by the corresponding average. For lens density, it is necessary to define an SD for a given age since age
ranges significantly impact SDs. For this reason, the following steps were required. For each study, lens
densities and ages of subjects were collected. Then, (1) an age center was set, (2) lens densities of subjects
whose ages were ± five years from the age center were extracted, and (3) An SD for a given age center was
taken from these lens densities. These steps were repeated until all the available age centers were selected.
An SD for a given study was obtained taking an average of all the SDs at available age centers. For λmax
shift of photopigments, SDs [nm] were obtained instead of SDs [%]. The following subsections explain each
component in detail.
2.1.1 Lens Pigment
The pigment of a lens absorbs light mainly in the short-wavelength region. Several spectral absorption curves
were proposed [Norren and Vos, 1974; Wyszecki and Stiles, 1982; Stockman et al., 1999]. There is a trend
that the lens optical density increases with increasing age [Pokorny et al., 1987]. A mathematical model
was derived [Pokorny et al., 1987; Pokorny and Smith, 1997; Xu et al., 1997] and incorporated in the CIE
Physiological Observer 2006 [CIE, 2006].
Variations in lens optical density can be measured in diverse methods. There are five physiological methods
and three psychophysical methods among the studies listed in Table 2.1. Physiological methods include
Purkinje image, in vitro measurement, lens opacity meter (LOM), visually evoked cortically potential amplitude
(VECP), and Scheimpflug photography (SP). Purkinje image method utilizes the Purkinje images that are
reflections of light on boundaries of the lens and cornea. In general, the lens density is obtained taking the
ratio of the intensities of the 3rd and 4th Purkinje images [Said and Weale, 1959; Johnson et al., 1993]. In vitro
measurement is an invasive measurement performed on excised lens or retina. Lens opacity meter (LOM)
measures the backlight scattering of the lens [Flammer and Bebie, 1987]. Visually evoked cortically potential
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amplitude (VECP) is a measurement from electrodes attached to a head. Scheimpflug photography (SP)
method is the measurement of light scattering, opacities, and thickness of the lens, which involves densitometric
analysis of Scheimpflug photography [Wegener and Laser-Junga, 2009]. Psychophysical methods include
scotopic brightness matching (SBM), scotopic threshold (Sct.Thr.), and V’(λ) analysis. Scotopic brightness
matching (SBM) utilizes a bipartite field and shows stimuli with different wavelengths. An observer matches the
brightness of the two fields under scotopic condition. Scotopic threshold (Sct.Thr.) method would be the most
popular method to measure the lens density. It compares scotopic thresholds for two different wavelengths.
The difference in thresholds at the two wavelengths is defined as a lens density index. V’(λ) analysis is
a method to obtain individual variability in the spectral transmission of the lens from the scotopic spectral
luminous efficiency function V’(λ) measurement data. It assumes a rhodopsin absorption spectrum is the
same for everyone and any difference in the measured V’(λ) would be from the variability in the lens density.
In most psychophysical methods, the stimuli are presented at a certain eccentricity to avoid the variations of
macular pigment present in fovea.
Tab. 2.1 – Past studies for variability in lens density. Methods include In Vitro, LOM (lens opacity meter), Purk-
inje Image, SP (Scheimpflug photography), VECP (visually evoked cortically potential amplitude),
SBM (scotopic brightness matching), Sct.Thr. (scotopic threshold), and V’(λ) Analysis.
Authors and Year MeasurementType Method Repetitions
Number of
Subjects Age Range SD [%]
Mellerio, 1971 Physiological In Vitro N/A 20 eyes 19 - 66 22.7
De Natale et al., 1988 Physiological LOM 5 266 7 - 86 17.8
De Natale and Flammer, 1992 Physiological LOM 5 799 12 - 89 18.7
Johnson et al., 1993 Physiological Purkinje Image 16 40 24 - 77 7.7
Savage et al., 2001 Physiological Purkinje Image 16 41 18 - 59 24.3
Cook et al., 1994 Physiological SP N/A 100 18 - 70 24.5
Werner, 1982 Physiological VECP N/A 50 0 - 70 22.4
Savage et al., 2001 Psychophysical SBM ≥3 41 18 - 59 18.6
Lutze and Bresnick, 1991 Psychophysical Sct.Thr. 3 50 20 - 69 19.1
Polo et al., 1996 Psychophysical Sct.Thr. 3 62 20 - 71 24.3
Wild et al., 1998 Psychophysical Sct.Thr. 12 51 24 - 83 13.1
Hammond et al., 1999 Psychophysical Sct.Thr. 2 125 20 - 63 12.6
Norren and Vos, 1974 Psychophysical V’(λ) Analysis N/A 50 17 - 30 12.8
Although age is the most significant factor contributing to lens optical density, age alone cannot explain all
the individual variability. Age explains 47% [Artigas et al., 2012] (or 50% [Berendschot et al., 2002a]) of
lens variations. Large variability in lens density exists even for different people of the same age. Two other
possible contributors would be smoking and diabetes. Smoking increases lens optical density due to its oxidant
effects on the lens and also increases the vulnerability of the lens [Hammond et al., 1999]. The increase is
dose-dependent, and it persists even after stopping smoking [Hammond et al., 1999]. Diabetic patients exhibit
accelerated yellowing of lens due to elevated plasma glucose levels that may accelerate glycosylation of lens
proteins [Lutze and Bresnick, 1991].
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2.1.2 Macular Pigment
Macular pigment is another pre-receptoral filter that absorbs light mainly in the short-wavelength region but
having a different spectral absorption shape from that of lens pigment. Several spectral absorption curves
were proposed [Vos, 1972; Wyszecki and Stiles, 1982; Bone et al., 1992]. All of them have the absorption
peak at around 460nm. Macular pigment is distributed non-uniformly across the retina [Wyszecki and Stiles,
1982]. It is concentrated in the central fovea while it is scarce in the periphery. Therefore, the peak optical
density of macular pigment is dependent on field size (visual field or visual angle). A mathematical model was
developed [Moreland and Alexander, 1997] and incorporated in the CIE Physiological Observer 2006 [CIE,
2006].
There are two physiological methods to measure variations in macular pigment density among the studies
listed in Table 2.2: fundus reflectometry (FR) and fundus autofluorescence (AF). Fundus reflectometry (FR)
method is a spectral measurement of light reflected from the fundus. Fundus autofluorescence (AF) method
relies on the intrinsic fluorescence of lipofuscin, and it estimates macular pigment density from the attenuation
of the measured light. Even though not listed, heterochromatic flicker photometry (HFP) is the most popular
method to measure variations in macular pigment density psychophysically. It presents two alternating stimuli
with different wavelengths, and an observer’s task is to minimize the flicker between two stimuli. HFP method
is applied at two different retinal locations: fovea (the macular pigment present) and parafovea (no macular
pigment present), and the difference is taken to estimate macular pigment density. HFP is not listed since
there are plenty of subjects from physiological methods. Note that there are abundant studies about macular
pigment. More detailed and comprehensive reviews are available from other authors [Hammond Jr et al.,
2005; Whitehead et al., 2006; Berendschot, 2010; Howells et al., 2011].
In addition to field size (visual angle) change, dietary carotenoids intake, gender, ethnicity, and body fat
percentage are reported to change macular pigment density. The macular pigment consists of two types
of carotenoids: lutein and zeaxanthin. As human cannot produce lutein and zeaxanthin, increasing lutein
and zeaxanthin dietary intake would increase macular pigment density [Ciulla et al., 2001; Bone et al., 2003].
Macular pigment density is higher in men than women, following the explanation that the ability to transport
lutein and zeaxanthin from blood into eye would be greater in men than in women [Hammond Jr et al., 1996;
Hammond and Caruso-Avery, 2000; Broekmans et al., 2002; Nolan et al., 2007; Howells et al., 2013]. Macular
pigment density was higher in Asians than Whites [Howells et al., 2013], and lower in Blacks than Whites
[Iannaccone et al., 2007]. Macular pigment density decreases as the percentage of body fat increases since
adipose tissue and retina compete for uptake of lutein and zeaxanthin [Nolan et al., 2004]. Any other factors
that modify the efficiency to transport the consumed lutein and zeaxanthin to the retina could effect the macular
pigment density as well.
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Tab. 2.2 – Past studies for variability in optical density of macular pigment. Methods include AF (fundus
autofluorescence) and FR (fundus reflectometry).
Authors and Year MeasurementType Method Repetitions
Number of
Subjects Age Range SD [%]
Delori et al., 2001 Physiological AF N/A 159 15 - 80 33.3
Wüstemeyer et al., 2003 Physiological AF N/A 109 18 - 75 32.6
Liew et al., 2005 Physiological AF N/A 300 18 - 50 39.3
Trieschmann et al., 2006 Physiological AF N/A 120 20 - 86 38.0
Delori et al., 2001 Physiological FR N/A 159 15 - 80 30.4
Berendschot et al., 2002b Physiological FR 1-2 289 63 - 73 45.5
Broekmans et al., 2002 Physiological FR N/A 376 18 - 75 45.5
Wüstemeyer et al., 2003 Physiological FR N/A 109 18 - 75 38.7
Berendschot and Norren, 2004 Physiological FR N/A 138 18 - 76 27.1
2.1.3 Photopigments
Two types of photopigment absorptance spectra measurements exist: in vitro measurements (e.g., ERG,
microspectrophotometry, and suction electrode recordings) and in vivo measurements (e.g., reflection den-
sitometry and linear transformation of psychophysically measured CMFs). The linear transformation of
psychophysically measured CMFs is considered to be the most accurate method because other methods
would have poor signal-to-noise ratio and/or add some uncertainties in reconstruction of photopigment spectra
[Sharpe and Stockman, 2001]. Stockman and Sharpe and Stockman et al. estimated the L-, M-, and S-cone
photopigment absorptance spectra by linear transformation of the mean CMFs from Stiles and Burch’s 49
observers [Stockman and Sharpe, 2000][Stockman et al., 1999]. The L-, M-, and S-cone photopigment
absorptance spectra have the peak-wavelength (λmax) of 559.1nm, 530.6nm, and 420.8nm, respectively
[Sharpe et al., 2001]. The shape of photopigment absorptance spectra depends on peak optical density
(Beer’s law) and peak optical density changes due to field size change. The model as a function of field size
and the above-mentioned photopigment absorptance spectra are adopted in the CIE Physiological Observer
2006 [CIE, 2006]. There are two types of variability in each of the three different photopigment types: variations
in the peak optical densities of photopigments and variations in λmax shifts (overall shifts in spectral sensitivity
curves either toward shorter- or longer-wavelength region) of photopigments.
Regarding variations in the peak optical densities of photopigments, there are three methods to mea-
sure/estimate variations in the optical densities of photopigments among the studies listed in Table 2.3.
Rayleigh match method is a psychophysical method that involves color matches (a mixture of red and green
light vs. yellow light) at different retinal illuminances. The peak optical densities of L- and M-photopigments
are estimated from the model fitting. Fundus reflectometry (FR) method is a physiological method, a spectral
measurement of light reflected from the fundus. Other popular methods to identify variations in optical densities
of L- and M-photopigments exist but are not included in the list since they did not satisfy either of the three
criteria (1. relatively large number of subjects, 2. widespread and well-investigated methods, 3. subjects
free from visual disorders). They are in vitro measurements (microspectrophotometry), suction electrode
recordings, and flicker threshold using dichromats [Renner et al., 2004]. Unlike L- and M-cone photopigment
optical densities, S-cone photopigment optical density is difficult to measure. The only available data is
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provided by Stockman et al. [Stockman et al., 1999]. They obtained the peak optical density of S-cone for
five color normals by transformation from CMFs. The estimated peak optical density of S-cone for five color
normals were 0.19, 0.20, 0.25, 0.26, and 0.26. This yielded the standard deviation of 14.7%.
The change in photopigment optical densities alters the width of photopigment spectral sensitivity due to its
"self-screeing" effect. Self-screening is an effect that the incident light is filtered spectrally non-uniformly by
photopigment as it travels through the cone. The photons with wavelength close to the peak sensitivity of the
photopigment are more likely to be absorbed by the superficial photopigment molecules and thus photons
with other wavelengths will be over-represented deeper in the cone [Thomas et al., 2011]. Therefore, the
higher optical density (or smaller field size) broadens the spectral sensitivity of photopigments, and the lower
optical density (or larger field size) narrows the spectral sensitivity of photopigments. The factors underlying
optical density variations include the length of cone outer segment, the concentration at which photopigment
is expressed, and the quantal efficiency of individual photopigment molecules [Thomas et al., 2011]. Anything
that modifies these underlying factors would contribute to the optical density change.
In addition to field size, age, genetics, pupil entry, and retinal illuminance are reported to change photopigment
optical density. Increasing age decreases the photopigment optical density in the fovea [Swanson and FISH,
1996] but increases the photopigment optical density in the perifovea [Keunen et al., 1987; Renner et al.,
2004]. Other authors found no age effect on the photopigment optical density [Van Norren and Van Meel,
1985; Elsner et al., 1988]. Elsner et al. [Elsner et al., 1988] reported that the optical density for a 4° field size
was minimally effected by aging. Differences in genetic sequences might regulate the photopigment optical
density. Neitz et al. found a single amino-acid substitution was correlated with trichromacy in the subjects who
have photopigments with the same peak wavelength sensitivity and differing only in optical density [Neitz et al.,
1999]. Pupil entry, although it is rare to observe under practical viewing conditions, effects color matches
(Stiles & Crowford II effect) [Burns and Elsner, 1993]. High retinal illuminance (approximately more than 8000
Td, pp.619 in [Wyszecki and Stiles, 1982]) decreases the photopigment optical density due to photopigment
bleaching [Alpern, 1979; Wyszecki and Stiles, 1980; Burns and Elsner, 1985]. Note that it would rarely happen
under practical viewing conditions as the luminance of 3500 [cd/m2] is required to reach such high retinal
illuminance (assuming the typical pupil size of 3mm in diameter).
Tab. 2.3 – Past studies for variability in optical density of L-, M-, and S-cone photopigments. Methods include
FR (fundus reflectometry), Rayleigh Match, and CMFs Trans. (transformation from CMFs).





Berendschot et al., 1996 Physiological FR N/A 10 33.5 ± 9.6 18.3 18.3
Burns and Elsner, 1985 Psychophysical Rayleigh Match 3 11 23 - 47 14.9 14.9
Elsner et al., 1988 Psychophysical Rayleigh Match 10 52 13 - 69 20.0 20.0
Stockman et al., 1999 Psychophysical CMFs Trans. N/A 5 N/A 14.7
Regarding variations in λmax shifts of photopigments, there are three methods to measure among the listed
studies in Table 2.4. Microspectrophotometry (MSP) is an in vitro (or invasive), physiological measurement
method. MSP derives photopigment absorption spectra by comparing a beam passing a single cone with
a beam passing outside the cone. MSP is useful especially for defining λmax of photopigments [Stockman
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and Sharpe, 2000]. Rayleigh match [Burns and Elsner, 1993] is a psychophysical method that involves color
matches (a mixture of red and green light vs. yellow light) at different retinal illuminances. The λmax shifts
of photopigments are estimated from the model fitting. Test sensitivity method [Stockman et al., 1999] is
another psychophysical method, which measures spectral thresholds over a visible spectrum with an intense
long-wavelength adapting field present to suppress L- and M-cones.
Genetic polymorphism causes λmax shifts of L- and M-photopigments. Some studies showed bimodal or
multi-modal distributions in λmax (or Rayleigh matches)[Merbs and Nathans, 1992a; Neitz and Jacobs, 1990;
Neitz et al., 1993], which would be attributed to λmax shift of L-cones caused by alanine/serine substitutions at
codon 180. On the contrary, some studies showed no or weak multi-modality [Dartnall et al., 1983; Sanocki
et al., 1993; Sharpe et al., 1998]. Moreover, not only the alanine/serine substitutions at codon 180, but other
genetic sequences also exist that encode L- and M-photopigments with different λmax [Sharpe et al., 2001]
(also [Merbs and Nathans, 1992b; Asenjo et al., 1994]). They would disturb the bimodality caused by the
pure L-cone alanine/serine substitutions at codon 180. It might be an indication that the distribution would
eventually become unimodal when different genotypes are mixed among populations.
Tab. 2.4 – Past studies for variability in λmax shift of L-, M-, and S-cone photopigments. Methods include In
Vitro (MSP, microspectrophotometry), Rayleigh Match, and Test Sensitivity.





Dartnall et al., 1983 Physiological In Vitro (MSP) N/A 7 eyes 34 - 70 5.2 3.5 3.6
Merbs and Nathans, 1992a Physiological In Vitro (MSP) 4 6 - 7 cones N/A 1.4
Burns and Elsner, 1993 Psychophysical Rayleigh Match ≥2 6 28 - 41 2.1 2.5
Stockman et al., 1999 Psychophysical Test Sensitivity 20 5 N/A 1.8
2.1.4 Possible factors causing variations
The preceding subsections described possible factors causing variations in each of physiological parameters.
They are summarized in Table 2.5. Among the possible factors, only age and field size are currently quantified.
The other factors are reported in past studies and they possibly exist but not yet quantified.
2.2 Observer Variability in Color Matching
Color matching typically refers to a situation where there are two color areas: one fixed and one adjustable
area. One area is made of a fixed spectrum either from a self-luminous stimulus or an object illuminated by a
light source. The other area is made of three primaries that can be adjusted by an observer so that the two
fields appear the same. As human vision has three active photoreceptors under a photopic condition, the
match point can be uniquely determined by adjusting three primaries.
Color matching is a technique used to measure response functions (CMFs) of human color vision in colorimetry,
inspect visual imperfection in ophthalmology, and investigate observer variability. Since a color match is
not a spectral match, the match point depends on the characteristics of color matching functions for each
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Tab. 2.5 – Possible factors that might effect physiological parameters. Plus marks indicate factors that are
incorporated into the CIE Physiological Observer 2006. Open circles indicate factors that potentially
exist but have not been quantified yet.
Photopigment
Lens Macula Density Shift
Age + ◦










human observer. The following subsections explore observer variability in color matching encountered in past
studies.
2.2.1 CMFs Measurement
To measure CMFs, one needs to perform color matching many times (e.g., 39 color matches in a classical
experiment [Stiles and Burch, 1959]). An observer makes a match using three monochromatic primaries
(usually red, green, and blue light) against a reference spectrum, a monochromatic light at a certain wavelength.
Using the same matching primaries, this process is repeated with a reference monochromatic light from short-
wavelength region to long-wavelength region. In the end, rgb-CMFs are obtained. This is called maximum
saturation method [Wyszecki and Stiles, 1982], a mainstream method of the CMFs measurements.
As a part of the experimental design, it is important to set an appropriate stimulus size (expressed as a visual
angle, visual field, or field size). The CMFs change over different visual angles due to the non-uniformity of
macular pigment (decreasing macular pigment density with increasing visual angle) and decreasing peak
optical densities of photopigments with increasing visual angle (photopigment sensitivity curves get sharpened
as visual angle increases).
In the early days of colorimetry, color matching experiments were done by Wright and Guild. Wright obtained
color matching data from ten subjects [Wright, 1929] while Guild obtained data from seven subjects [Guild,
1932]. Both of them used a bipartite field that subtended a visual angle of approximately 2°. The CIE 1931
standard colorimetric observer (also known as 2° standard observer) resulted from their work.
Thirty years later, toward establishing 10° standard observer function (the CIE 1964 standard colorimetric
observer), Stiles and Burch measured CMFs of 49 observers [Stiles and Burch, 1959] and Speranskaya
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measured CMFs of 18 observers (later extended to 27 observers) [Speranskaya, 1959]. Later, color matching
experiments under 10° visual field were also conducted by Viénot [Viénot, 1977], Katori and Fuwa [Katori and
Fuwa, 1979], and Thornton [Thornton, 1992a; Thornton, 1992b; Thornton, 1992c]. Large visual field color
matching suffers from Maxwell spot, non-uniform color region present near central visual field caused by the
non-uniformity of macular pigment. The examiner has to instruct the subject to ignore Maxwell spot [Stiles
and Burch, 1959], or it should be physically occluded by placing a mask in the central part of the field about
2° in visual angle [Speranskaya, 1959]. Also, stimuli need to have enough luminance level to suppress rod
participation due to the presence of rods in large-field color matching [Wyszecki and Stiles, 1982].
Hu and Houser measured CMFs of ten subjects under two conditions: 10° and 102° x 50° visual fields [Hu
and Houser, 2006]. The authors found statistically significant differences between the two conditions. They
claimed the usefulness of larger field CMFs for applications such as architectural interiors.
Note that Thornton and Hu and Houser used the Maxwell method instead of maximum saturation method
[Thornton, 1992a; Hu and Houser, 2006]. In the Maxwell method, an observer always makes color matches
against a white stimulus in the reference field. Test monochromatic light is added to the matching field. The
rgb-CMFs can be obtained through simple mathematical operations [Wyszecki and Stiles, 1982]. It is known
that CMFs measured by the maximum saturation method and the Maxwell method differ [Crawford, 1965;
Lozano and Palmer, 1968; Yaguchi, 1993], but the cause is unknown [Hunt, 2009].
Variations in individual CMFs were reported in the studies mentioned above. However, the availability of
individual CMFs is very scarce. 2° CMFs are available for 10 human observers [Stiles and Burch, 1955]
and 10° CMFs are available for 53 sets of individual data (49 unique individuals and four individuals ran
twice) [Stiles and Burch, 1959] from Colour and Vision Research Laboratory website [CVRL, Last Accessed:
2015].
2.2.2 D & H Color Rule
The Davidson and Hemmendinger Color Rule (D&H Color Rule) is a device to evaluate observer and/or
illuminant metamerism [Kaiser and Hemmendinger, 1980]. It has a series of color patches arranged in pairs
as shown in Figure 2.2. The observer’s task is to find a pair of patches that appear the same according
to their perception. Related products are Glenn Color Rule [Aspland and Shanbhag, 2006] and Macbeth
Matchpoint. Using different illuminations and a single observer allows us to evaluate illuminant metamerism
and using different observers and a single illumination allows us to evaluate observer metamerism. A number
of researches have been performed using the D&H Color Rule with respect to observer metamerism evaluation
[Kalmus, 1972; Hemmendinger and Bottiger, 1977; Biersdorf, 1977; Kaiser and Hemmendinger, 1980;
Billmeyer Jr and Saltzman, 1980; Nardi, 1980; Coren, 1987; Granville, 1990; Díaz et al., 1998]. Due to its
usage simplicity, it is easy to collect data from a large number of observers.
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Fig. 2.2 – D & H Color Rule.
2.2.3 Applied Color Matching Experiments
Color matching has also been performed in applied contexts. The color matching variation issue in graphic
arts was investigated. Rich and Jalijali conducted a psychophysical experiment to evaluate the magnitude of
observer metamerism in matching object color on a CRT monitor [Rich and Jalijali, 1995]. They concluded
observer metamerism was significant. A similar study was done and supported Rich and Jalijali’s conclusion
[Alfvin and Fairchild, 1997]. On the other hand, Pobboravsky concluded observer metamerism was not
significant [Pobboravsky, 1988]. A study by Oicherman et al. also showed observer metamerism was not
significant [Oicherman et al., 2008]. The insignificance of observer variability would be due to the limited
number of observers and the limited differences among observers. In the study by Pobboravsky, there were
four observers and the analyses were qualitative, not quantitative. In the study by Oicherman et al., there were
eleven observers, all of them young. These past studies indicate that observer metamerism in soft proofing
might not be serious when observer differences are limited; however, it could still be an issue especially when
there are large differences in observers’ color vision characteristics.
Lighting researchers conducted experiments to assess color matching typically in the context of emerging
lighting technologies such as LEDs [Ábrahám et al., 1995; Borbély and Schanda, 2004; Houser and Hu,
2004; Csuti and Schanda, 2008; Kita et al., 2010; Choi et al., 2012]. Some studies [Ábrahám et al., 1995;
Borbély and Schanda, 2004; Houser and Hu, 2004] focused on the comparison between PC (prime-color) and
AP (anti-prime) sets originally proposed by Thornton [Thornton, 1992a; Thornton, 1992b; Thornton, 1992c].
According to Thornton, the prediction by CIE 1931 observer is better for the PC set than that for the AP set.
Although most studies focused on the accuracy of the standard observer prediction, many of them reported
large inter-observer variability. For example, Houser and Hu found inter-observer variability for the AP set was
8.6 times greater than the PC set [Houser and Hu, 2004].
Other experiments include using a pair of metameric grays to find correlation between color matches and
observer characteristics, such as age [Kelly, 1958], and Sarkar’s experiment (CRT vs LCD) aiming to investigate
color matching variation issues in digital cinema [Sarkar et al., 2010a].
Among the applied color matching experiments listed above, the experimental setup by Oicherman [Oicherman
et al., 2008] is the closest to practical viewing condition as the origins of stimuli (Hard-copy, CRT, and LCD)
were presented. On the other hand, other studies used a circular/rectangular bipartite field in which observers
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had no clue about the origin of the stimuli. This would allow precise control of stimulus size and other viewing
conditions while the condition might deviate from what people see in real life.
2.3 Observer Metamerism in Displays
Some researchers analyzed observer metamerism in display technologies.
Fairchild andWyble simulated color matching of different observers for spectrally broad primaries and spectrally
narrow primaries [Fairchild and Wyble, 2007]. Both primaries were theoretical and used as matching primaries
whereas spectral reflectances of 24 color samples on GretagMacbeth ColorChecker illuminated by D65 were
used as a reference spectrum. The simulation results clearly showed that the spectrally narrow primaries would
exhibit a higher degree of observer metamerism. The CIE Physiological Observer 2006, which yields CMFs
of average observers at each age and field size combinations, was used in the analyses. Thus, individual
observers are likely to have even larger degrees of observer metamerism than those found in their analyses.
Ramanath computed color differences perceived between 1931 observer and other observer functions with
respect to diverse displays such as CRT, LCD, DLP projector, and laser display [Ramanath, 2009]. He
recommended the use of FWHM (Full Width Half Maximum) and the number of peaks in primaries as a metric
to predict the degree of observer metamerism. According to the simulation, the larger FWHM and the smaller
the number of peaks, the lower the possibility of observer metamerism.
2.4 Sarkar’s Work
Sarkar made a significant contribution towards a solution for observer metamerism in digital cinema. His work
led to ten publications [Sarkar et al., 2009a; Sarkar et al., 2009b; Sarkar et al., 2010a; Sarkar et al., 2010d;
Sarkar et al., 2010c; Sarkar et al., 2010b; Fetudina et al., 2011; Morvan et al., 2011; Sarkar et al., 2011;
Sarkar and Blondé, 2013]. His complete work is documented in his Ph.D. dissertation [Sarkar, 2011] and also
well summarized in the CIE publication [Sarkar and Blondé, 2013]. His work is briefly explained below.
2.4.1 Analysis of CIEPO06 and Stiles& Burch Observers
The CIE Physiological Observer 2006 (CIEPO06) in relation to Stiles and Burch’s individual observers was
analyzed [Sarkar et al., 2009a; Sarkar et al., 2009b; Sarkar et al., 2011]. It was found that the original form of
CIEPO06 did not always offer an improvement over the CIE 1964 observer. A nonlinear optimization was
performed to derive age-dependent weighting functions for L- and M- photopigment densities.
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2.4.2 Color Matching Experiment using Two Displays
A color matching experiment using two displays was conducted to investigate the effect of observer metamerism
in modern display applications [Sarkar et al., 2010a; Sarkar et al., 2010b]. Two displays were used in the
experiment. One was a Sony BVM CRT display, which is widely used as a professional reference display
for color grading of TV releases. The other was an HP Dreamcolor Wide-Gamut LCD (LP2480zx) with LED
backlight. An observer viewed a 10° bipartite field whose right half was the LCD screen and whose left half
was the CRT screen. An observer’s task was to adjust the color on one side to match the color shown on the
other side. Ten color-normal observers with ages ranging from 30 to 50 participated. On average, 0.6 MCDM
(Mean color difference from the mean) for intra-observer variability and 1.2 MCDM for inter-observer variability
were obtained as a result. The authors found that the state of surround did not have a significant effect on
results.
2.4.3 Derivation of Observer Categories
Colorimetric observer categories and their CMFs were derived in two steps ([Sarkar, 2011], Chapter 6.2
and 6.3). At the first step, the cluster analysis was performed on Stiles and Burch’s individual observers
and CIEPO06. The clustering was performed for each cone fundamental separately in cone fundamental
space. The minimal number of clusters was sought based on a color difference criterion. The number of
clusters was determined to be five for each cone fundamental, which resulted in 125 possible combinations of
model CMFs. At the second step, the number of possible observer categories was reduced from 125 to a
manageable number. Among the 125 CMFs, a set of model CMFs that covers as many Stiles and Burch’s
individual observers as possible under a certain color difference was sought iteratively. The algorithm was
repeated excluding the already-covered Stiles and Burch’s individual observers until all Stiles and Burch’s
individual observers were covered. In the end, eight observer categories and the corresponding CMFs were
derived.
2.4.4 Observer Calibrator Prototype
A device named Observer Calibrator Prototype was developed to characterize human observer’s color vision
[Morvan et al., 2011]. It is compact and portable enough to be used in industrial applications. The details
of the prototype are shown in Figure 2.3. The device has two sets of LEDs, two corresponding integrating
chambers, and a bipartite field. A maximum of four LEDs can be installed on each side. A viewing port is
attached so that every observer can have reasonably same viewing distance. The bipartite field can be viewed
monocularly, and it subtends 8.5° in visual angle (10° without the viewing port). For both fields, one of the
four LEDs is a white LED, which is used only for generating an adaptation stimulus. The two sets of RGB
LEDs were selected such that the LEDs on one side produce high observer variability whereas the LEDs
on the other side produce low observer variability. This was achieved by investigating wavelength regions
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of xyz-CMFs with high and low variability among Sarkar’s observers. The SPDs of the LEDs are shown in
Figure 2.4.
Fig. 2.3 – Observer Calibrator Prototype.
Fig. 2.4 – SPDs of the LEDs used in Observer Calibrator Prototype. Field 1 and 2 denote left field and right
field, respectively. (from [Sarkar, 2011], pp. 129)
2.4.5 Observer Categorization Method
Observer categorization method using Observer Calibrator Prototype was developed ([Sarkar, 2011], Section
6.5). There were eight test colors generated on the right side of the observer calibrator prototype. For each
test color, there were nine matches predicted by Sarkar’s eight observers, plus, the CIE 1964 observer as
another category. The matching colors were generated on the left side of the device. Observer’s task was to
classify the nine matches into three categories (superior, average, and inferior) based on the closeness of the
match for each of the eight test colors. The raw results were converted to the human observer’s category
number using an empirically derived formula. In a test experiment, 49 human observers were categorized.
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2.4.6 Observer Dependent Color Imaging Workflow
Personalized color reproduction workflow, observer dependent color imaging (ODCI) was proposed [Sarkar
and Blondé, 2013] to take into account a given human observer’s categorization results into imaging workflow.
In ODCI, the color transform is performed using the CMFs corresponding to his/her observer category instead
of a standard observer function.
2.4.7 Correlation between Observer Categories and Color Difference
Perception
A correlation between observer categories and color difference perception was found. Fetudina et al. con-
ducted a color difference experiment using a method of constant stimuli [Fetudina et al., 2011]. The same
observers participated in the observer categorization session described above. It was exhibited that observer’s
characteristics in CMFs have correlations with the perception of small color differences. Category 8 and 9 are
quite distinct from other categories. The human observers assigned to these categories also yielded color
difference evaluations that were different from others.
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3Observer Functions
In this chapter, observer functions are derived for a personalized color imaging workflow. An individual
colorimetric observer model is proposed to be used estimating an observer’s own CMFs. A set of categorical
observer functions is proposed as a convenient approach to personalized color imaging. The color matching
data used to derive and validate the observer functions are also introduced.
3.1 Color Matching Dataset
3.1.1 Motivations
In this section, a color matching experiment was designed, and color matching data were collected. There
were two motivations. The first was to collect color matching data to derive and validate observer functions.
The most reliable color matching dataset that are available today are the Stiles and Burch’s 49 observers
[Stiles and Burch, 1959]. Other past studies had fewer observers, a single color match data (e.g., Rayleigh
match and D&H Color Rule), or simply no available data. More data would be required to derive new observer
functions confidently. The second motivation was to use color matching procedure to estimate individual
CMFs together with an individual observer model as introduced in Ch. 1.2. For both motivations, it was
important to design a color matching experiment where the obtained inter-observer variability appeared as
large as possible to detect the individual differences in CMFs easily. The degree of inter-observer variability is
dependent on a pair of spectral power distributions (SPDs) viewed by observers. Thus, light sources were
selected by simulating color matches to highlight inter-observer variability.
In the following subsections, a few insights for designing an ideal color matching experiment were derived
from simulating color matches. The experiment was designed based on the simulation results. The data were




The computational color matching simulation was performed to examine the magnitude of observer variability in
color matching for different reference and matching spectrum combinations. In this simulation, color matching
is expressed as Eq. (3.1) and (3.2),
Ti,ref = CiSref (3.1)
Ti,matched = CiSmatch,maxR (3.2)
where Ti,ref is a (3×1) matrix of tristimulus values for a reference spectrum perceived by i-th observer, Ci is
a (3×401) matrix of a set of CMFs for i-th observer from 380 nm to 780 nm with 1 nm step, Sref is a (401×1)
matrix of a reference spectrum, Ti,matched is a (3×1) matrix of tristimulus values for matched primaries
perceived by i-th observer, Smatch,max is a (401×3) matrix of SPDs of a set of matching primaries with their
maximum energy spectra, and R is a (3×1) matrix of radiometric scalars varying the intensities of the three
primaries to match the reference color. When the two stimuli are matched for i-th observer, Ti,ref is equal to
Ti,matched. In this case, R can be estimated by inverting matrices as shown in Eq. (3.3).
R = (CiSmatch,max)
−1CiSref (3.3)
Eq. (3.3) enables simulating color matches for a given combination of a set of CMFs, a reference spectrum,
and SPDs of a set of matching primaries. The simulation workflow is illustrated in Figure 3.1.
The reference spectra were created from 24 patches of the GretagMacbeth ColorChecker Chart (spectral
reflectance data available on the MCSL website [MCSL, Last Accessed: 2015]) under illuminant E (equal-
energy illuminant). Illuminant E was chosen to give equal weights on variability in CMFs across spectral
regions. The set of matching primaries was chosen from different display primaries. Six different sets of
primaries were investigated in the simulation. They were a Sony BVM32 CRT display widely used as a
reference studio display, an Apple Cinema HD LCD, a MacBook Pro 2011 LCD, a Samsung Galaxy S3 OLED
Display, a Panasonic PT-AX200U Projector, and an Imax Laser Projector. The spectral emissions of their
primaries are shown in Figure 3.2. Fifty sets of CMFs were prepared as a representation of human observers:
the CMFs measured from 49 observers by Stiles and Burch and the CIE 1964 standard observer. All the
CMFs were based on a large field (10°) viewing condition. The CMFs from Stiles and Burch’s experiment
are available on the Colour & Vision Research Laboratory website [CVRL, Last Accessed: 2015]. There are
53 sets of CMFs on the website as four observers repeated experiments twice. The results from these four
observers’ CMFs were averaged, and the averages were used in this dissertation. Two observers out of 49
observers had incomplete data. Their data were interpolated and extrapolated. One observer missed data at
two wavelengths that were extrapolated using average data from other observers. The other observer missed
data at one wavelength that was linearly interpolated.
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Fig. 3.1 – Color matching simulation workflow to evaluate observer variability under different combinations of
a reference spectrum and matching primaries.
After specifying the reference spectrum (step 1), the set of matching primaries (step 2), and the set of CMFs
(step 3), the color match was computed and adjusted scalars were obtained (step 4) using Eq. (3.3). When
the reference colors were outside gamut for the matching primaries, it resulted in negative scalar values
which were excluded from further analysis. The SPDs of matched primaries were then reconstructed from
the adjusted scalars (step 5). CIE XYZ and CIELAB were computed from the SPDs of matched primaries for
the CIE 1964 observer (step 6). The reference white was illuminant E, which was also used to create the
reference spectrum. This step was meant to show the observer variability in a perceptually uniform space. In
other words, colors matched by different observers were viewed and perceived in the CIE 1964 observer color
space. Steps 3 to 6 were repeated for all the observer functions, resulting in each observer function’s color
match expressed in CIELAB unit for the CIE 1964 observer.
The final step (step 7) was to compute the mean color difference from the mean (MCDM), expressed as Eq.
(3.4). Vi is a set of CIELAB values for a given observer i, Vave is a set of CIELAB values averaged over all
the observers, N is the number of observers, and f∆E is a function to calculate color differences such as
∆E∗ab, ∆E∗94, or ∆E00 [Berns, 2000]. MCDM is a metric often used to evaluate measurement precision. In
this dissertation, a higher MCDM indicates larger observer variability. The current standard color difference
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Fig. 3.2 – Spectral power distributions (SPDs) of different display primaries. The SPDs are normalized by
their maxima for visualization purpose.
formula, CIEDE2000 (∆E00) was used to compute color differences. The MCDMs were computed for all the






Simulation Results and Discussion
For each set of matching primaries, the MCDMs were averaged over all the ColorChecker patches and shown
in Table 3.1. Two reference colors (patch 16, yellow, and patch 18, cyan) were out of gamut for the matching
primaries, and thus excluded from the averaging. The largest MCDM (or largest observer variability) was
obtained from the IMAX laser projector. This result was expected as it has spectrally narrow primaries that
magnify inter-observer variability [Fairchild and Wyble, 2007]. The second largest observer variability was
obtained from the Galaxy S3 display that was based on OLED technology. The results from the CRT display
produced the smallest observer variability.
Tab. 3.1 – MCDM(∆E00) averaged over all the patches of ColorChecker for each set of primaries. Patches 16








The simulation results for the Panasonic PT-AX200U Projector primaries are shown in Figure 3.3 to examine
more details. The computed MCDM is shown for each of the 24 ColorChecker patches. The relatively large
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MCDMs were obtained from neutral colors. This trend was similar for all the matching primaries as illustrated
in Figure 3.4. The filled markers in Figure 3.4 indicate the reference color was out of gamut of the given set of
matching primaries for at least one observer. The color patch 16 (yellow) was out of gamut for CRT-BVM32.
The color patch 18 (cyan) was out of gamut for CRT-BVM32, Apple Cinema, and MacBook Pro 2011.



















Fig. 3.3 – Computed MCDM for each of the 24 ColorChecker patches for the Panasonic PT-AX200U Projector
primaries.
For a given combination of a reference spectrum and matching primaries, the contribution of each CIELAB
channel (L∗, a∗, and b∗) to the MCDM was further investigated. The CIELAB values of 50 observer functions
obtained at simulation step 6 under ColorChecker patch 21 (the third lightest achromatic patch) and the
Panasonic PT-AX200U Projector primaries are shown in Figure 3.5. The variabilities in a∗ and b∗ are much
larger than that in L∗. The same went for other combinations of the reference spectrum and the matching
primaries. This is shown in Table 3.2. On average, the standard deviation in L∗ was about 10 times smaller
than those in a∗ and b∗.
As a summary, there were three findings in the simulation: (1) The choice of primaries has a significant effect
on observer variability, (2) Observer variability is large if the reference color is close to achromatic, (3) The
variability in lightness (CIELAB L∗) is always small compared to the ones in chromatic channels (a∗ and b∗). A
color matching experiment was designed based on these findings.
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Fig. 3.4 – Computed MCDM for each of the 24 ColorChecker patches for all the display primaries. The filled
markers indicate the reference color was out of gamut of the display primaries for at least one
observer.
3.1.3 Setup
A color matching experiment was designed and conducted using a device originally developed by Sarkar and
colleagues [Morvan et al., 2011]. The device was named with a new term, "nomaloscope", meaning that it is a
device to investigate normal color vision as opposed to an anomaloscope to test color vision anomalies and
deficiencies. Schematic views of the nomaloscope are shown in Figure 3.6. The nomaloscope has two sets
of four LEDs, two corresponding integrating chambers, and it presents a bipartite field to an observer, one
half-field for each set of LEDs and chamber. The bipartite field appeared 8.5° in visual angle. The structure
of the device was unchanged while new LEDs were selected, and software was developed that allowed the
observer to perform color matching. Five different color matches were designed using different combinations
of LEDs. The red, green, and blue LEDs on both left and right sides were chosen based on the simulation
results to produce as large observer variability as possible. More details are given in Ch. 3.1.4. White LEDs
were chosen as the fourth LEDs on both sides to produce achromatic colors based on the second finding
from the simulation. Figure 3.7 shows SPDs of LEDs used in this dissertation. These newly chosen LEDs
were different from those originally chosen by Sarkar [Sarkar, 2011]. The newly selected LEDs would produce
larger observer variability than those selected by Sarkar. Note that the four LEDs are often called red, green,
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Fig. 3.5 – CIELAB values of 50 observer functions obtained at simulation step 6 under ColorChecker patch 21
and the Panasonic PT-AX200U Projector primaries, plotted as a∗ vs. b∗, L∗ vs. a∗, and L∗ vs. b∗.
Tab. 3.2 – Variabilities (standard deviations) in CIELAB L∗, a∗, and b∗ for each set of primaries. Average
standard deviations were taken over all the patches of ColorChecker except for patches 16 (yellow)
and 18 (cyan) for each set of primaries.
Primaries L∗ a∗ b∗
CRT-BVM32 0.10 0.61 0.55
AppleCinema 0.15 0.73 1.00
MacBookPro2011 0.11 0.80 1.34
GalaxyS3 0.12 1.55 1.75
PTAX200U 0.10 0.84 1.13
ImaxLaser 0.34 3.26 2.66
Average 0.15 1.30 1.40
blue, and white LEDs for convenience, but they do not indicate the actual color. For example, the blue primary




Fig. 3.6 – External and internal views of a color matching device.
Each color match in this dissertation was obtained by selecting LEDs from the four LEDs in each side. Table
3.3 summarizes the LED combinations used for each color match. Color match 1 used R, G, and B LEDs
on the left side as matching primaries and white LED on the right side as a reference spectrum. Similarly,
Color match 2 used R, G, and B LEDs on the right side as matching primaries and white LED on the left
side as a reference spectrum. Note that, although both color match 1 and 2 used R, G, B, and white LEDs,
the spectral shapes of these LEDs on the left side and the right side are extremely different (as shown in
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Fig. 3.7 – SPDs of red, green, blue, and white LEDs on left and right sides. L and R denote left and right side
in the device, respectively.
Figure 3.7). Therefore, color match 1 and 2 could capture the inter-observer variability in a different way. Color
match 3, 4, and 5 used combinations of LEDs to produce reference spectra. For color match 3, 4, and 5,
the chromaticities of the reference spectra were determined such that the reference spectrum produced as
achromatic as possible for the CIE 1964 observer. The measured luminances of the five reference spectra
were 24.0, 25.0, 18.1, 24.5, 23.8 [cd/m2] (for the CIE 1964 observer [CIE, 2005]), respectively. The luminance
levels were similar to the ones in Sarkar’s work [Sarkar, 2011]. A reference spectrum and SPDs of a set
of three matching primaries for each of the five color matches are shown in an absolute unit [W/sr/m2] in
Appendix (Figure 8.3 - 8.7).
Tab. 3.3 – LEDs used for each color match. Open circles represent the three matching primaries. Filled
diamonds represent the LED(s) used to create the reference spectrum.
R G B W R G B W
Color Match Exp. 1
Color Match Exp. 2
Color Match Exp. 3
Color Match Exp. 4
Color Match Exp. 5
Left Right
Regarding the user-interface of the device, CIELAB color space for the CIE 1964 observer was adopted since
it is more intuitive and more perceptually uniform than adjusting the raw intensities of the three primaries.
The software was developed to convert the adjusted CIELAB values to raw digital counts. Note that the
reference white was not physically present during the experiment; thus, the reference white had to be assumed
for computing CIELAB of the reference and matched SPDs. Theoretically, adaptation does not effect color
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matching (also proved by Sarkar’s experiment [Sarkar et al., 2010a]), therefore the presence of the reference
white was not critical. For color match 1, 2, and 5, the colors of the reference spectra were neutral. Thus, the
relative spectral shape of the reference white was assumed to be same as the reference spectrum. For color
match 3 and 4, the colors of the reference spectra were saturated cyan and saturated orange, respectively.
Thus, the relative spectral shape of the reference white was assumed to be equal-energy spectrum (Illuminant
E). For all the five color matches, the intensity of the relative spectrum of the reference white was adjusted
such that L∗ of the reference spectrum became 50 for the CIE 1964 observer. Taking the advantage of the
finding from the simulation (the variability in L∗ is negligibly small), L∗ was set constant for all the five matches,
and observers adjusted only a∗ and b∗ values to make a color match. Two-dimensional color matching is
advantageous because it is much easier than traditional three-dimensional color matching, especially for
inexperienced observers.
The LEDs in the device were temporally stable enough and, due to luminous integration in chambers, spatially
uniform enough for the visual experiment. The temporal intensity changes of LEDs were less than 1% after 15
minutes warm-up. The spatial intensity difference across each side of the bipartite field was less than 6%.
3.1.4 LEDs Selection
As mentioned, the red, green, and blue LEDs on both left and right sides were selected to produce as large
an observer variability as possible. For this purpose, 20 commercially available LEDs (18 color LEDs and
two white LEDs) with various peak wavelengths were measured and used as an LED dataset. The reference
spectrum and the matching primaries were determined in the following four stages. The color match defined
in Ch. 3.1.4 was used as the color match 5 shown in Table 3.3. Note that only color matching simulations
were performed and no visual experiment was performed in the following four stages.
In stage 1, matching primaries were sought to produce the largest observer variability by simulating color
matches. The simulation workflow illustrated in Figure 3.1 was slightly modified for stage 1. Only the
ColorChecker patch 21 under illuminant E was used as a reference spectrum since neutral colors can produce
larger observer variability. The set of three matching LEDs was chosen from the dataset. The same 50 sets of
CMFs were used. The rest of the steps were the same as in Ch. 3.1.2 Simulation Workflow. The steps were
repeated for all the combinations of LEDs. For each set of three matching LEDs, MCDMs were computed. If a
set of matching LEDs could not reproduce the reference color for at least one observer (e.g., three different
blue LEDs were chosen as a set), the set was skipped to the next. The set of three matching LEDs that
produced the largest MCDM was chosen as a candidate set for the color matching experiment. The resultant
SPDs of three LEDs from stage 1 are shown in Figure 3.7 as Red(R), Green(R), and Blue(R) (red, green, and
blue LEDs on the right side). The set is called short-wavelength set (SW set). The simulated MCDM in stage
1 was 7.0.
In stage 2, by simulating color matching, a set of three LEDs was sought which was used to create a reference
spectrum. Instead of using a white LED as the reference spectrum, it was aimed to further increase the MCDM
further by producing the neutral color from a combination of LEDs. Again, the simulation workflow in Figure
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3.1 was modified for stage 2. Three LEDs were selected from the dataset. The reference spectrum was
created from the three LEDs so that its tristimulus values are the same as those of illuminant E for the CIE
1964 observer. This process is expressed in Eq. (3.5) and (3.6),
Sref = SrefSet,maxR (3.5)
R = (C1964ObsSrefSet,Max)
−1TW (3.6)
where Sref is a (401×1) matrix of a reference spectrum (resultant spectrum from three chosen LEDs, not
illuminant E), SrefSet,max is a (401×3) matrix of a set of the SPDs of three chosen LEDs with their maximum
energy spectra, R is a (3×1) matrix of radiometric scalars varying the intensities of the three LEDs. C1964Obs
is a (3×401) matrix of a set of CMFs for the CIE 1964 observer, and TW is a (3×1) matrix of tristimulus
values for the neutral color, in this case, illuminant E. The SPDs of matching LEDs obtained from stage 1 were
utilized as well as the same 50 sets of CMFs were used. The rest of the steps were the same as illustrated in
Figure 3.1. The steps were repeated for all the combinations of LEDs and the set that produced the largest
MCDM was chosen as a candidate set. Note that the reference white (white point) had to be specified to
compute CIELAB values; its spectral shape was determined to be the same as the reference spectrum and
the intensity of the reference white was determined so that L* of the reference spectrum became 50 for the
CIE 1964 observer. This was intended to most effectively use the CIELAB color space [Alfvin and Fairchild,
1997]. The reference set was skipped to the next if the combination of three LEDs could not produce white (the
tristimulus values of illuminant E), or the reference spectrum was out of gamut for at least one observer. The
SPDs of the three chosen LEDs from stage 2 are shown in Figure 3.7 as Red(L), Green(L), and Blue(L) (red,
green, and blue LEDs on the left side). The set is called long-wavelength set (LW set). The LED selections in
this dissertation were relatively similar to Sarkar’s choices except for two LEDs. The blue LED in the SW set
(on the right side) has a wavelength peak of approximately 400 nm while Sarkar’s corresponding LED has a
wavelength peak of about 460 nm. The red LED in the LW set (on the left side) has a wavelength peak near
660 nm while Sarkar’s corresponding LED has a wavelength peak of around 640 nm. The rest of the chosen
LEDs had SPDs nearly identical to those of Sarkar’s LEDs. The simulated MCDM in stage 2 was 8.8.
In stage 3, the matching primaries and the reference primaries were swapped to increase the resultant MCDM.
The MCDM changed because the swapping modified the reference spectrum. Therefore, the color match
became fundamentally different after swapping, even though the same sets of LEDs were involved. The
swapping increased the MCDM from 8.8 (SW set for matching primaries, LW set for a reference spectrum) to
9.2 (LW set for matching primaries, SW set for a reference spectrum).
In stage 4, the chromaticities and the luminance of the reference spectrum were determined. Although the
tristimulus values corresponding to illuminant E were always used for those of the reference spectrum to
this point, the choice was not in fact limited to illuminant E. It was investigated whether the reference colors
with different Correlated Color Temperature (CCT) along the blackbody locus produced different MCDMs
accordingly. MCDMs were computed for reference colors with different CCTs ranging from 3000 to 10,000
K using the LW set for matching primaries and the SW set to generate a reference spectrum. The same
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simulation as in stage 2 was performed except that SrefSet,max in Eq. (3.5) and (3.6) was fixed to the SW set,
and TW in Eq. (3.6) was varied according to the different CCTs. For each CCT, TW was computed from
the chromaticities (for the CIE 1964 observer) of a blackbody radiator with the specified CCT and a constant
luminance. It was found that the MCDM increased as the CCT of the reference spectrum increases. Therefore,
the CCT of the reference white point should be as high as possible to increase the MCDM. Additionly, the
luminance should be as high as possible to suppress rod intrusion (diminish progressively above about 10
cd/m2 and be entirely absent at about 200 cd/m2 [CIE, 2004]). In reality, these choices were limited due to
the maximum output of the blue primary in the SW set since both higher luminance and higher CCT of the
reference spectrum require a higher intensity of the blue primary. Taking this into consideration, the CCT of
the reference spectrum was determined to be approximately 7500 K and the luminance was set to 23.8 cd/m2
for the CIE 1964 observer [CIE, 2005]. The simulated MCDM with this reference spectrum was 9.8. The
reference spectrum and matching primaries determined from the four stages are used for color match 5 and
shown in Figure 8.7. As explained, the LW set was used for the matching primaries and the SW set was used
to generate the reference spectrum. Note that the reference spectrum has a relatively high peak at around
400nm. Since CMFs have very low sensitivities in this spectral region, the reference spectrum still appears
achromatic despite the high peak at around 400 nm and relatively low peaks in the long-wavelength region.
3.1.5 Procedure
Each observer was instructed to adjust one side of color to match the other side of color. The color adjustment
was made through a user-interface equipped with four keys. Two keys increased or decreased a∗ ("redness-
greenness") and the other two keys controlled b∗ ("yellowness-blueness"). The observer sat in front of the
device, fit one favorable eye to the view port, observed the presented stimuli, and adjusted colors to correspond
to the reference field through the user-interface. Once the observer determined the favorable eye, the same
eye (left or right) was used in the entire experiment. In case observers perceived the Maxwell spot (the
non-uniform region in the central area), they were instructed to ignore the area. For each observer, there
were five color matches. Each color match was repeated three times. Before starting the experiment, an
observer performed a trial match so that the observer became familiar with the user-interface. In total, there
were 16 color matches (one trial and five color matches with three repetitions). In case observers perceived
non-uniform color in the central region of the field (the Maxwell spot), they were instructed to ignore it. A
similar instruction was given in the Stiles and Burch’s experiment [Stiles and Burch, 1959]. Besides, observers
sometimes perceived color fringes along the edges of the bipartite field due to chromatic aberrations. In that
case, observers were instructed to ignore the color fringes. The experiment took approximately 15 minutes
per observer on average.
3.1.6 Observers
A total of 151 color-normal observers participated in the color matching experiment. They were recruited at
four different locations: 61 observers from Rennes in France, 15 observers from Rochester (NY) in USA, 36
observers from Munich in Germany, and 39 observers from Darmstadt in Germany. Age ranged from 20 to 69,
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and the average was 40 years old. Detailed information for 151 observers (age, gender, ethnic origin, etc.) is
summarized in Table 7.1. In the experiment, all the observers were instructed to participate without wearing
eyeglasses or contact lenses since some lenses contain UV filters that effect the blue primary in the SW set.
Observers ID 130 and 134 in Table 7.1 were the only two who performed the matches while wearing contact
lenses.
3.1.7 Results and Discussion
Adjusted CIELAB values were obtained for each observer by averaging the results of the three trials. To obtain
inter-observer variability measure for each color match, MCDMs (∆E00) were computed from the adjusted
CIELAB values (for the CIE 1964 observer) of 151 observers for different locations and shown in Table 3.4.
On the other hand, intra-observer variability for each color match was computed by calculating an MCDM
from three trials for each observer, and taking the average of the MCDMs over 151 observers. Intra-observer
variability for each color match for each location are exhibited in Table 3.5. More detailed intra-observer
variability data, an MCDM (∆E00) for each of 151 observers, are displayed in Table 7.3. Intra-observer
variability would be considered as noise from the experiment, and inter-observer variability would be the signal
to be detected. The signal-to-noise ratio was largest in color match 5 that used LED combinations optimized
to highlight inter-observer variability.
Tab. 3.4 – Inter-observer variability in terms of a MCDM for different locations. ’All’ column shows MCDMs
treating all the 151 observers’ data as a single dataset.
Rennes Rochester Germany All
Color Match 1 5.6 4.7 6.4 6.1
Color Match 2 5.5 8.6 8.2 7.1
Color Match 3 5.6 8.9 9.6 8.0
Color Match 4 2.5 2.5 2.9 2.7
Color Match 5 9.2 11.9 12.6 11.3
Tab. 3.5 – Intra-observer variability in terms of a MCDM for different locations. ’All’ column shows MCDMs
treating all the 151 observers’ data as a single dataset.
Rennes Rochester Germany All
Color Match 1 2.1 1.5 1.9 1.9
Color Match 2 1.8 1.4 1.4 1.6
Color Match 3 1.0 0.6 0.9 0.9
Color Match 4 1.1 0.7 0.8 0.9
Color Match 5 2.0 1.3 1.5 1.7
The inter-observer variability obtained in color match 5 was extremely large. In the color matching experiment
involving CRT and LCD wide-gamut displays [Sarkar et al., 2010a], they obtained the average MCDM (∆E00)
of 1.08 for inter-observer variability and 0.56 for intra-observer variability (computed from Table 2 in [Sarkar
et al., 2010a]). In the experiment involving hard-copy and CRT monitor [Alfvin and Fairchild, 1997], they
obtained the average MCDM(∆E∗ab) of 2.6 for inter-observer variability and 1.3 for intra-observer variability
(from Table II in [Alfvin and Fairchild, 1997]). Compared to these previous studies, the inter-observer variability
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in this work was significantly larger, especially for color match 5 (an MCDM of 11.3). Figure 3.8 and 3.9
visualize the inter- and intra-observer variabilities for color match 5, respectively.










Fig. 3.8 – Matching results of 151 human observers for color match 5 (Inter-observer variability). Each filled
circle represents the average match point for each observer in CIELAB a∗ b∗ axes (for the CIE 1964
observer).
The matches were satisfactory for most observers. A few observers mentioned they could still see slight
lightness differences even after the matches were complete, but the differences were small enough to be
neglected. It verified the assumption that observer variability in L∗ was negligibly small.
Note that the experiment was performed at different locations at different times. Since the device was calibrated
for each experiment location (the calibration was performed only once for both Munich and Darmstadt, the
data are shown together as Germany in Table 3.4 and 3.5), SPDs were slightly different for each location.
It was investigated to determine if there was additional variability from the differences in SPDs when all the
observer data were treated as a single dataset. When average MCDMs were computed across the three
locations in Table 3.4 and 3.5), those were very close to MCDMs in the ’All’ column. This would imply that the
additional variability due to differences in SPDs was negligible. Thus, it was concluded that the 151 observer
data could be treated as a single dataset, even though there were slight differences in measured SPDs for
each calibration.
The matching results of 151 observers for five color matches compared to predicted matches of Stiles and
Burch’s observers are shown in 3.10. Overall, the distributions of experimental results and Stiles and Burch’s
predictions are in agreement except that the variability of experimental results seems to be larger. This is
understandable since observers were recruited at four different locations, the age range (20-69 years old)
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Fig. 3.9 – Matching results of 151 human observers for color match 5 (Intra-observer variability). Each filled
area is formed by three match points for a given observer, representing an intra-observer variability.
was wider than that of Stiles and Burch’s observers (16-55 years old), and the diversity in ethnic origins might
be larger.
The matching results of different age groups for five color matches are shown in Table 3.11. Age modifies
lens pigment and is a major contributor to individual differences in CMFs. The effects are clearly shown in
color match 2, 3, and 5, where the age change corresponds to the main axis of the variability. This is due to
the color match 2, 3, and 5 used a LED with 400 nm peak which would magnify the variability in lens pigment,
and lens pigment was effected by age.
3.1.8 Summary
The color matching data were collected using a device called a nomaloscope. The device was originally
developed by Sarkar. In this work, its LED selections were modified to highlight inter-observer variability.
Prior to selecting the new LED sets, color matches were simulated under different combinations of reference
spectrum and matching primaries using spectral reflectances of ColorChecker patches, display primaries, and
Stiles and Burch’s 49 observers with the CIE 1964 observer. Three important findings from the simulation
results were: (1) The choice of matching primaries has a significant effect on observer variability, (2) Observer
variability is large for nearly achromatic reference colors, and (3) Observer variability in the lightness direction
is much smaller than those in chromatic channels.
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Stiles & Burch 49 Observers
151 Observers
Color Match 1 Color Match 2
Color Match 4 Color Match 5
Color Match 3
Fig. 3.10 – Results of 151 observers for five color matches compared to predicted matches of Stiles and
Burch’s observers. Each black open circle represents a match for each observer while each red
plus mark represents a match for each Stiles and Burch’s observer.
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Color Match 1 Color Match 2
Color Match 4 Color Match 5
Color Match 3
Fig. 3.11 – Results of 151 observers for five color matches. For each age group, a plus mark and an ellipse
represent a mean and 95 % bivariate confidence of the sample distribution.
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The experiment was designed based on the three findings in the simulation. LEDs were reselected based on
the first and second findings. The color matching was two-dimensional, in the CIELAB a∗ and b∗ plane based
on the third finding. The pertinence of this choice was verified during the actual experiment.
In total, 151 color-normal observers performed five color matches with three repetitions. The experiment was
performed at four different locations. The obtained data would be one of the most extensive color matching
data in history in terms of the number of observers (151 color-normal people), the age range (20-69 years
old), and the variety in ethnic origins. The inter-observer variability in color match 5 was much larger than any
previous study. The experiment took about 15 minutes on average for each observer, which is much faster
than measuring CMFs. The obtained data were used to derive and validate observer functions in Ch. 3.2.
The five color matches were used to estimate individual CMFs in Ch. 4.1.
3.2 Individual Colorimetric Observer Model
3.2.1 Motivations
A color vision model for individual observers is used to estimate a human observer’s CMFs in the next
chapter. Estimating CMFs is more practical than measuring CMFs as discussed in Ch.1.2. Additionally, such
model enables us to predict color matches among color-normal populations for a given condition. Assessing
the ranges of matches rather than a single, average match is beneficial in many color-critical applications.
Nevertheless, most of the proposed observer functions are average observer functions. Examples include
CIE 1931 Standard Colorimetric Observer, CIE 1964 Supplementary Standard Colorimetric Observer, and
CIE 2006 Physiological Observer (CIEPO06) [CIE, 2006]. In 1989, CIE TC 1-07 proposed the CIE Standard
Deviate Observer with the aim to evaluate the range of color mismatches for metameric color pairs due to the
change in observer [CIE, 1989; Allen, 1970; Nayatani et al., 1983; Ohta, 1985]. However, several researchers
reported the CIE Standard Deviate Observer significantly underestimates real human observer variability
[North and Fairchild, 1993b; Rich and Jalijali, 1995; Alfvin and Fairchild, 1997].
The proposed individual colorimetric observer model predicts CMFs of a color-normal population through
Monte Carlo simulation. The idea was started by Fairchild[Fairchild, 1996]. Fairchild and Heckaman[Fairchild
and Heckaman, 2013; Fairchild and Heckaman, 2015] elaborated the vision model taking four physiological
parameters (lens pigment density, peak optical density of macular pigment, λmax shifts of L-cone and M-cone)
as input. The model possesses eight physiological parameters to model individual CMFs in addition to the
two parameters inherited from CIEPO06.
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3.2.2 Mathematical Model Computation
The proposed individual colorimetric observer model is expressed as Eq. (3.7).
lms -CMFs = f(a, v, dlens, dmacula, dL, dM , dS , sL, sM , sS) (3.7)
where a is an age of an observer (as in CIEPO06), v is a visual angle [degree] (field size, as in CIEPO06),
dlens is a deviation [%] from an average for lens pigment density, dmacula is a deviation [%] from an average
for peak optical density of macular pigment, dL, dM , and dS are deviations [%] from averages for peak optical
densities of L-, M-, and S-cone photopigments, respectively, sL, sM , and sS are deviations [nm] from averages
for λmax shifts of L-, M-, and S-cone photopigments, respectively.
The model has ten input parameters. The first two parameters (age and field size) are the same as CIEPO06
input. They determine the average CMFs for a given age and field size. The eight additional parameters
determine the deviation from average for each physiological parameter. These parameters modify the basis
functions in CIEPO06 to model individual observers. This parameterization is convenient to keep the average
observer model intact. When the eight additional parameters are set to zero, the model becomes exactly
same as CIEPO06. No attempt was made to modify CIEPO06 functions and improve the average observer
model since it was out of scope of this dissertation. The model output is lms-CMFs (also known as cone
fundamentals), the same output as in CIEPO06.
The computational procedure is equivalent to CIEPO06 except for additions of individual variability. More
detailed explanations are available in the CIE publication [CIE, 2006]. For a given observer, there are ten
input parameters to the model: a is an age of the observer, v is a visual angle (field size) [degree] determined
by an experimental condition, dlens is a deviation [%] from an average for lens pigment density, dmacula is a
deviation [%] from an average for peak optical density of macular pigment, dL, dM , and dS are deviations
[%] from averages for peak optical densities of L-, M-, and S-cone photopigments, respectively, sL, sM , and
sS are deviations [nm] from averages for λmax shifts of L-, M-, and S-cone photopigments, respectively. In
the following steps, spectral transmission of lens pigment (and other ocular media), spectral transmission of
macular pigment, and spectral sensitivity curves of photopigments are computed individually, and combined
in the end to obtain a set of cone fundamentals.
The average spectral optical density of the lens and other ocular media, Docul,ave(λ), is obtained by Eq. (3.8)
for an observer between the ages of 20 and 60, and Eq. (3.9) for an observer over the ages of 60.
Docul,ave(λ) = Docul,1(λ)(1 + 0.02(a− 32)) +Docul,2(λ) (3.8)
Docul,ave(λ) = Docul,1(λ)(1.56 + 0.0667(a− 60)) +Docul,2(λ) (3.9)
where Docul,1 represents portion effected by aging, and Docul,2 represents portion independent from aging.
Docul,1 and Docul,2 are obtained from Table 6.10 in [CIE, 2006]. Eq. (3.8) and (3.9) were derived by Pokorny,
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Smith and Lutze [Pokorny et al., 1987] and adopted in CIEPO06. Note that, in this dissertation, age ranges
were extended for Eq. (3.8) to incorporate ages younger than 20. It should be noted that some researchers
suggested that the lens pigment density would increase exponentially with age [Thurston et al., 1997; Kraats,
Norren, et al., 2007]. However, the function adopted in CIEPO06 was kept untouched since it was out of scope
of this dissertation to improve the prediction of average observers. The individual spectral optical density of
the lens and other ocular media, Docul(λ), is obtained by Eq. (3.10).




The spectral optical density of the macular pigment, Dmacula(λ), is obtained by Eq. (3.11) and (3.12).






where Dmax,macula is the peak optical density of the macular pigment, and Drelative,macula(λ) is the relative
spectral optical density of the macular pigment. The data for Drelative,macula(λ) are tabulated in Table 6.4
in [CIE, 2006]. Eq. (3.12) without the inter-observer variation component was derived by Moreland and
Alexander [Moreland and Alexander, 1997] and adopted by CIEPO06.
The cone absorptance spectra, αj(λ) (j = L, M, or S) for L-, M-, and S-cone photopigments are computed by
Eq. (3.13), (3.14), and (3.15). Absorptance is defined as the ratio of the absorbed radiant or luminous flux to
the incident flux in the given conditions [CIE, 2006].
αj(λ) = 1− 10−Dmax,photopig,jAshift,j(λ) (3.13)
Ashift,j(λ) = Aj(λ− sj) (3.14)
















where Dmax,photopig,j is the peak optical density of a given cone type, Ashift,j(λ) is the shifted low optical
density spectral absorbance of a given cone type, and Aj(λ) is the average low optical density spectral
absorbance of a given cone type. The data for Aj(λ) are tabulated in Table 6.6 in [CIE, 2006]. Eq. (3.15)
without the inter-observer variation component was derived by Pokorny and Smith [Pokorny and Smith, 1976]
and adopted by CIEPO06.
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Cone fundamentals in terms of quanta are obtained by combining the three components for each cone type








Cone fundamentals in terms of energy (subscript omitted) are obtained multiplying quanta-based cone





As a final step, the three functions are normalized such that the maximum value of each function is unity. All
the computations are done with a wavelength step size of 5 nm in accordance with the data tabulated in [CIE,
2006]. When λmax shift is applied in Eq. (3.14), spline interpolation can be used to retrieve the average low
optical density spectral absorbance at a wavelength location finer than 5nm interval.
To summarize, the variability in the lens pigment is taken into account in Eq. (3.10), the variability in the
peak optical density of the macular pigment is taken into account in Eq. (3.12), the variabilities in the peak
optical densities of the photopigments are taken into account in Eq. (3.15), and λmax shifts of photopigments
are taken into account in Eq. (3.14). This procedure can compute the cone fundamentals for any individual
observer with ten input parameters.
3.2.3 Derivation of Physiological Parameter Deviations
Probability distributions are required for eight physiological parameters to perform Monte Carlo simulation. It
was assumed that each physiological parameter formed a normal distribution around the mean. This would
be a practical approach as many studies reported standard deviations, and a reasonable assumption since
a population study showed normal distributions [Liew et al., 2005]. The standard deviations (SDs) of eight
physiological parameters were determined at two steps.
Step 1
SDs for eight physiological parameters were collected from past studies and summarized in Table 2.1, 2.2,
2.3, and 2.4 in Ch. 2.1. An SD for each physiological parameter was computed by converting SDs of collected
studies to variances, taking an average of the variances, then taking the square-root of the average. The
results are shown in Table 3.6.
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Step 2
SDs obtained at step 1 were scaled to fit the variability of a target color matching dataset. The step 2 was
necessary because otherwise, the model tended to overestimate variations according to the preliminary
simulation. The possible explanation would be that the obtained SDs at step 1 contain not only inter-observer
variability but also other uncertainties such as intra-observer variability and instrumental errors. When all the
SDs were combined to create a synthetic model, such uncertainties were possibly accumulated, which would
lead to an overestimation of overall variations.
Scaling each SD independently was computationally very expensive. Therefore, instead, two scalars were
optimized: One scalar to scale the variability in lens and macular pigment densities and the other scalar to
scale photopigment-related variability. Lens and macular pigments are prereceptoral (pre-retinal) filters and
thus easier to measure than photopigments. Besides, the number of studies and the number of subjects are
much more for prereceptoral filters than photopigments. Thus, it was expected that the level of uncertainties
would be different between prereceptoral filters and photopigments.
The target color matching data resulted from five color matches with three repetitions for 75 color-normal
observers out of 151 observers described in Ch. 3.1. The rest of the 76 observers’ data were used in the
validation part. The nonlinear optimization steps were as follows.
1. two scalars updated SDs for eight physiological parameters
2. 10,000 sets of CMFs were populated using Monte Carlo simulation
3. five color matches for 10,000 sets of CMFs were simulated (simulation procedure described in Ch.
3.1.2)
4. differences between SDs from 75 observers (SDmeas) and SDs from predictions of 10,000 sets of CMFs
(SDprd) were minimized for all the five color matches






|SDmeas,i − SDprd,i(c1, c2)|) (3.18)
where c1 and c2 are the two scalars, i is an index representing one of the five color matches. The distance
metric in Eq. (3.18) is known as city block distance (also referred to as Manhattan distance). It was chosen
simply because what was minimized was clear, and the city block distance mostly yields results similar to
Euclidean distance. The results at step 2 are shown in Table 3.6 together with results from step 1. The SDs
obtained at step 2 are those adopted by the proposed model. The variability estimates in prereceptoral filters
were very close to those obtained at step 1 while variability estimates in photopigments were scaled down as
much as 50% possibly due to the fact that reported results contained more uncertainties.
3.2 Individual Colorimetric Observer Model 40
Tab. 3.6 – Standard deviations obtained at step 1 and 2. Scalars are those optimized at step 2. Units of SDs
are percentages [%] except for λmax shifts [nm].
Lens Macula Photopig. Density λmax ShiftL M S L M S
Step 1 19.1 37.2 17.9 17.9 14.7 4.0 3.0 2.5
Scalars 0.98 0.50
Step 2 18.7 36.5 9.0 9.0 7.4 2.0 1.5 1.3
3.2.4 Validation of Physiological Parameter Deviations
The derived standard deviations were validated using three different color matching datasets. In all the
datasets, SDs measured (or obtained) in an experiment were compared with SDs predicted by the proposed
model. lms-CMFs were generated through Monte Carlo simulation using an age distribution and field size
of a target study as input. The way the proposed model works was that CIEPO06 sets the baseline CMFs
using the supplied age and field size information and the eight additional physiological parameters randomly
deviated the baseline CMFs. The number of CMF sets depended on each validation dataset. Then, color
matching was simulated, and standard deviations were taken. This process was repeated 100 times and
average SDs were taken to increase the accuracy of predicted SDs. Table 3.7 summarizes the measured and
predicted SDs for three validation datasets.
The first dataset was the Stiles and Burch’s color matching data [Stiles and Burch, 1959]. It includes color
matching results of 49 color-normal observers at 35 measurement points, which essentially form 49 sets of
CMFs. The data are available on the Colour & Vision Research Laboratory website [CVRL, Last Accessed:
2015]. There are 53 sets of CMFs on the website as four observers repeated experiments twice. These four
observers’ results were averaged, and the averages were used in this dissertation. Two observers out of
49 observers had incomplete data. Their data were interpolated and extrapolated. One observer missed
data at two wavelengths that were extrapolated using average data from other observers. The other observer
missed data at one wavelength that was linearly interpolated. A list of ages for 49 observers ranging from 16
to 55, and field size of 10° were used for the model input. To simulate color matching, lms-CMFs were linearly
transformed to rgb-CMFs. For each set of lms-CMFs, a 3× 3 matrix was obtained such that the corresponding
rgb-CMFs were normalized at three primaries’ wavelengths (444.4, 526.3, 645.2 nm). The measured and
predicted SDs (in an absolute unit) were taken at 35 wavelengths for each RGB primary, then averaged.
The second dataset was five color matches by Asano et al. [Asano et al., 2014]. This dataset was the same
color matches as used in the derivation step 2 but includes a different set of 76 observers. There were no
overlapping observers between the datasets used in the derivation and the validation. A list of ages for 76
observers ranging from 20 to 69, and field size of 8.5° were used for the model input. Color matches were
simulated and the CIELAB values were predicted for each set of the CMFs from the Monte Carlo simulation.
The simulation procedure for a given set of CMFs is described in Ch. 3.1.2. The measured and predicted SDs
[CIELAB unit] were obtained by averaging SDs for five color matches for both a∗ b∗ values.
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The third dataset was Rayleigh match employed in Oculus HMC anomaloscope by Rüfer et al. including 113
observers [Rüfer et al., 2012]. For the model input, a list of ages was estimated from Table 1 in [Rüfer et al.,
2012]. Ages were ranging from 14.9 to 65.4. A field size was 2°. The reported peak wavelengths of red (700
nm), green (550 nm), and yellow (589 nm) primaries were used for color matching simulation. The measured
and predicted SDs were compared in Rayleigh match unit.
Overall, the predictions are close to experimental data for all the validation datasets. The estimated SDs were
different from experimental data between -5 to +22 %.
To investigate if the variations obtained from Monte Carlo simulation were similar to those of the experimental
results, a statistical test called Box’s M test [Box, 1949] was performed. Box’s M test evaluates the statistical
homogeneity of covariance matrices between two samples. For the Stiles and Burch’s dataset, one sample
was color matching responses at 35 wavelengths for the Stiles and Burch’s 49 observers, and the other
sample was the simulated color matching responses at 35 wavelengths for 1000 CMFs generated by Monte
Carlo simulation. The number of generated CMFs was increased to obtain more accurate statistical test
results. Thus, the two samples consisted of 35 variables for 49 or 1000 observations. They were pooled to
form a covariance matrix, and the value of M was computed. The test was performed for each of the red,
green, and blue CMF, and the results showed the difference between the covariance matrices of the Stiles
and Burch’s observers and the simulated CMFs was statistically significant with 95 % confidence level in
any CMF. This means that the simulated CMFs were not statistically similar to those of Stiles and Burch’s
observers. For the five color matches’ dataset, one sample was the adjusted a* and b* values of five color
matches for 76 observers, and the other sample was the simulated a* and b* values of five color matches for
1000 CMFs generated by Monte Carlo simulation. Thus, the two samples consisted of 10 variables for 76 or
1000 observations. The test results again showed that the Monte Carlo simulated color matches were not
statistically similar to those of experimental results with 95 % confidence level. For the Rayleigh match dataset,
no statistical test was performed since individual matching results were unavailable. The failure to validate the
statistical similarity could be caused by a number of reasons. (1) Selection of observers in the experiments
might have tended toward the mean (with outliers either being excluded, thrown out, or self-selecting out
of the experiments) while the model includes the full range of observers. (2) The estimates of variances of
components might be too large or too small in the model. (3) Compared to the number of variables, the number
of observers might be too small to find statistical similarity between two samples (49 observers against 35
variables in case of Stiles and Burch’s dataset). (4) Box’s M test is a very sensitive test as it tests covariances
as well as normalities of variances.
A simpler statistical test, two-sample F-test, was also performed on the Stiles and Burch’s dataset and the five
color matches’ dataset to test if the variances of two samples are equal. The test was performed with 95 %
confidence level and two-tailed. For the Stiles and Burch’s dataset, one sample was color matching responses
at 35 wavelengths for the Stiles and Burch’s 49 observers, and the other sample was the simulated color
matching responses at 35 wavelengths for 1000 CMFs generated by Monte Carlo simulation. The test was
performed for each of the 105 variables (35 wavelengths x 3 primaries). The results showed the variances
were significantly different for 72 variables and were not significantly different for 33 variables. For the five
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color matches’ dataset, one sample was the adjusted a* and b* values of five color matches for 76 observers,
and the other sample was the simulated a* and b* values of five color matches for 1000 CMFs generated by
Monte Carlo simulation. The test was performed for each of the 10 variables (2 values x 5 matches). The
results showed the variances were significantly different for 9 variables and were not significantly different for
1 variable. The F-test results infer that there are statistical similarities between the model predictions and
experimental data at least for some variables.
It should be pointed out that, regarding the five color matches’ dataset, given that the average intra-observer
variability of five color matches was 1.4 (computed from Table 3.5), the difference between measured and
predicted SDs (1.42 CIELAB unit) in Table 3.7 would be perceptually small.
Tab. 3.7 – Validation results of the proposed vision model. SDs measured (obtained) by each study and SDs
predicted by the model are listed. SD units for Stiles & Burch, Asano et al., and Rüfer et al. studies
are rgb-CMFs space (normalized at three primaries’ wavelengths), CIELAB, and Rayleigh Match
unit, respectively.
Validation Datasets Number ofSubjects
SDs SD Ratio
(Pred./Meas.)Meas. Pred.
CMFs (Stiles & Burch) 49 0.0374 0.0355 0.95
Five Color Matches (Asano et al.) 76 6.49 7.91 1.22
Rayleigh Match (Rüfer et al.) 113 2.7 3.1 1.15
Fig. 3.12 – 49 sets of rgb-CMFs generated by the proposed observer model (gray lines) aiming to predict the
Stiles and Burch’s experiment results. The maxima and minima of 49 sets of CMFs for the Stiles
and Burch’s experiment participants are superimposed as color-shaded areas. All the CMFs are
normalized to equal area.
To visualize the measured and predicted variability, CMFs measured by Stiles and Burch and CMFs predicted
by the proposed vision model were compared in Figure 3.12. Gray lines represent 49 sets of rgb-CMFs
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Fig. 3.13 – Standard deviations computed for Stiles and Burch’s 49 observers (red lines) and for 49 sets of
rgb-CMFs generated by the proposed observer model (green lines). The plot (a), (b), and (c) show
standard deviations in red, green, and blue CMFs, respectively. Area-normalized rgb-CMFs are
used to compute standard deviations.
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generated by the proposed observer model while color-shaded areas represent maxima and minima of 49
Stiles and Burch’s observers. Note that both CMFs are area-normalized to better visualize the variability.
Alternatively in Figure 3.13, the standard deviations are plotted for Stiles and Burch’s 49 observers (red lines)
and for 49 sets of rgb-CMFs generated by the proposed observer model (green lines). Overall, the variability
appears reasonably similar between Stiles and Burch’s observers and the simulated CMFs in Figure 3.12 and
3.13.
3.2.5 Summary
A synthetic vision model for individual colorimetric observers was proposed. It was used to estimate individual
CMFs in Ch. 4.1 as well as being beneficial for simulating color matches and identifying the range of matches
among color-normal populations. The model is an extension of CIEPO06 and possesses eight additional
physiological parameters with corresponding standard deviations. Themodel can simulate CMFs that represent
a population for a given age (or a given age distribution) and a field size using Monte Carlo simulation. The
required steps to implement the model using Monte Carlo simulation technique are as follows. (1) Choose
an age distribution and a field size as input, (2) Randomly pick age (in case an age distribution is input) and
deviation values for the eight physiological parameters, and (3) Generate as many CMFs as necessary.
The variances of model input parameters were derived with two steps; standard deviations of eight physiological
parameters were obtained from past studies in the first step; the obtained standard deviations were scaled
down to fit color matching data in the second step. The final standard deviations are the current best estimates
of inter-observer variability. The variances of model input parameters were validated using three different
datasets: color matching data with 49 observers[Stiles and Burch, 1959], five color matches with 76 observers
[Asano et al., 2014], and Rayleigh matches with 113 observers [Rüfer et al., 2012]. The Box’s M test did not
support the derived standard deviations while two-sample F-test partially supported the derived standard
deviations. Moreover, the model prediction would be perceptually similar to actual color matching results
considering noise due to intra-observer variability.
Additionally, the possible factors were identified that might effect physiological parameters and CMFs in Table
2.5. These factors are not incorporated into the proposed model as they have not been quantified yet.
3.3 Categorical Observers
3.3.1 Motivations
In this section, a set of categorical observers is proposed. The idea was initiated by Sarkar [Sarkar, 2011],
where Sarkar proposed eight observer categories and their corresponding CMFs. Adding the CIE 1964
observer as one observer category, Sarkar performed an experiment to classify color-normal human observers
into nine observer categories. Since categorical observers are finite and discrete as opposed to observer
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functions generated from the individual colorimetric observer model, they would offer less accurate but more
convenient and practical approaches towards the personalized color imaging workflow. For example, whenever
CMFs estimation is not possible (e.g., the nomaloscope is unavailable, the CMFs estimation process discussed
in Ch. 4.1), a display profile can be prepared for each categorical observer, and a viewer can pick a profile
that appears most appropriate based on his/her color vision. Besides, due to the limited number of observer
functions, categorical observers enable more convenient color matching analyses than the Monte Carlo
simulation approach using the individual observer model.
3.3.2 Approach
A different approach was taken than the one in Sarkar’s work. In Sarkar’s work, observer categories and their
corresponding CMFs were derived in two steps. In the first step, cluster analysis was performed on Stiles
and Burch’s individual observers and CIEPO06, which produced possible observer function candidates. At
the second step, an observer function that covered Stiles and Burch’s individual observers under a certain
color difference criterion was sought iteratively among the possible observer function candidates. The second
step was repeated until all the Stiles and Burch’s individual observers had been covered. More detailed
explanations are described in Ch. 2.4.3 and Sarkar’s dissertation [Sarkar, 2011]. While his approach was
valid, and Stiles and Burch’s observer data were probably the most reliable dataset in history, there are at least
three limitations. The first limitation is that the number of Stiles and Burch’s observers is relatively low, a 49
(Sarkar used 47 of them), which makes the cluster analysis susceptible to noise. Since most of the Stiles and
Burch’s observers performed color matches only once (no repetition), the noise attributed to intra-observer
variability would be largely present in addition to other noise such as instrumental errors. The second limitation
is that Sarkar’s observers are inherently based on 10° since Stiles and Burch’s observers are 10°. It would
make Sarkar’s observers difficult to be extended to a different field size. The third limitation is that Sarkar’s
categorization might work only in a specific condition. At the second derivation step of Sarkar’s observers,
a specific color space with given sets of primaries was used. Thus, the categorization might not work as
expected when viewed stimuli are different from those used in the derivation process. These three limitations
are further investigated in Ch. 3.3.3.
Two steps to obtain categorical observers in this dissertation are as follows:
1. Generate 10,000 sets of lms-CMFs from the individual colorimetric observer model using Monte Carlo
simulation
2. Perform cluster analysis using modified k-medoids method to derive categorical observers iteratively
At step 1, 10,000 sets of lms-CMFs were generated from the individual colorimetric observer model using
Monte Carlo simulation. For the eight physiological parameters (input parameters to the model except for
age and field size), the standard deviations were calculated from the "Step 2" row in Table 3.6, and normal
distributions were assumed. The field size was set to 2°. A field size of 2° would be preferred here, given that
variations in the macular pigment density were mostly measured in the fovea (detailed in Ch. 2.1.2). An age
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distribution was obtained from US Census 2010 [U.S. Census Bureau, 2010] as a probability density function
for Monte Carlo simulation (shown in Figure 3.14). The age range was limited between 10 and 70 years old
with the average age being 38 years. The limited age range was due to the interest for industrial applications,
the reliability of the observer model (CIEPO06 takes ages ranging from 20 to 80), and the average age being
lower than 40 years old. Note that people in their 10’s were included even though it was slightly outside the
age range that CIEPO06 employs, again because of the interest for applications and the average age being
lower than 40. Out of the generated 10,000 sets of lms-CMFs, 1000 of them are shown in Fig 3.15 for a
visualization purpose. All the generated lms-CMFs were area-normalized and used in the clustering process
(step 2). The wavelength sampling was 5 nm ranging from 390 nm to 780 nm. Thus, a set of lms-CMFs for a
given observer had 237 dimensions (=79×3).




























Fig. 3.14 – Age distributions from US Census 2010. The age ranges used for Monte Carlo simulation are
expressed as blue bars.
At step 2, the cluster analysis using a modified k-medoids method was performed, and categorical observers
were derived iteratively. The k-medoids algorithm [Kaufman and Rousseeuw, 1987] is a clustering algorithm
similar to the k-means algorithm, one of the most popular algorithms in data mining due to its simplicity [Wu
et al., 2008]. Both k-means and k-medoids algorithms partition a set of data points into a small number of
clusters by minimizing a distance metric (or a cost function) from the data points to the nearest cluster centers
(centroids). The general algorithm workflows are: (1) k initial centroids are randomly generated among data
points (the number ’k’ needs to be defined in advance), (2) k clusters are created by classifying all the data
points to the nearest centroids, (3) for each cluster, the average of data points is computed and becomes a
new centroid, (4) workflow 2 and 3 are repeated until convergence has been reached. The key difference
between the two algorithms is that the k-means algorithm generates centroids that are the means of sub-
clusters whereas the k-medoids algorithm chooses centroids (or medoids) from data points that best represent
sub-clusters. The k-medoids algorithm was chosen as a clustering technique in this dissertation because the
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Fig. 3.15 – lms-CMFs (cone fundamentals) of 1000 observers generated from the proposed individual col-
orimetric observer model with Monte Carlo simulation for a field size of 2°. Each function is
area-normalized.
obtained centroids (or obtained categorical observers) are observer functions generated from the individual
colorimetric observer model. The k-means algorithm outputs categorical observers whose CMFs might not
happen in real observers and merely be averages of sub-populations. Assuming the proposed individual
colorimetric observer model is correct, the k-medoids algorithm would be a more favorable approach.
The distance measure was squared Euclidean distance in cone fundamentals space. Compared with root
mean squared Euclidean distance, a squared Euclidean distance puts progressively greater weight on data
points that are further apart.
Finally, the k-medoids algorithm was modified such that each centroid (categorical observer) was derived
iteratively. This iterative approach was advantageous since the number of categorical observers did not
have to be specified in advance, and categorical observers could be ordered by importance. The modified
k-medoids algorithm is detailed in Algorithm 1. First, the first centroid was fixed to the average of 10,000
observer functions, an observer function with an age of 38 (an average age of the population), a field size of
2°, and all the eight physiological parameters set to zero. It is equivalent to CIEPO06 function with an age
of 38 and a field size of 2°. No clustering process was performed to fined the first centroid. Second, the
number of centroids was set to two. The second centroid was a randomly picked observer function among
10,000 functions. The second centroid was updated (new data point chosen) by minimizing intra-cluster
distance measures until it reached convergence. Meanwhile, the first centroid was fixed and not updated. The
process was repeated 30 times to avoid local minima that were typical in k-means and k-medoids algorithms.
Among the 30 repetitions, the data point that produced the smallest intra-cluster distance measure was
chosen as the final, second centroid. Third, the same clustering process was performed to find the third
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centroid. The number of centroids was set to three, and the first and the second centroid were fixed. Only
the third centroid was updated until it reached convergence. It continues until 100 centroids (categorical
observers) were obtained. As mentioned above, the iteratively derived categorical observers were ordered by
importance. Since all categorical observers were observers among the 10,000 sets of observer functions, the
corresponding physiological parameters and ages were recorded for each categorical observer.
Algorithm 1 Modified k-medoids algorithm
INPUT:
nctrMax = 100 . The maximum number of centroids
nrepeatMax = 30 . The maximum number of repetitions for k-medoids
DAllObs . An array (10, 000× 237) of 10,000 sets of lms-CMFs
DCatObs1 . An array (1× 237) of lms-CMFs for categorical observer 1 (CIEPO06 with age 38 and
2°)
OUTPUT:
Cfinal . An array (nctrMax × 237) of a final set of centroids (categorical observers)
1: nctr = 2 . Set the number of centroids, nctr, to 2
2: Cfixed = DCatObs1 . Set a fixed centroid, Cfixed
3: while nctr ≤ nctrMax do
4: for krepeat = 1→ nrepeatMax do
5: Randomly pick one set of CMFs (Drand, 1× 237) among DAllObs
6: Create initial centroids, C = Append(Cfixed, Drand)
7: Initialize old centroids, Cold
8: while C 6= Cold do
9: Record old centroids, Cold = C
10: Cluster data points (DAllObs) into centroids (C) using squared Euclidean distance
11: Compute cluster means
12: Find a data point closest to each cluster mean (C) using squared Euclidean distance
13: Replace centroids (C) with the newly chosen data points except for Cfixed
14: end while
15: Record the average squared Euclidean distance from data points to the nearest centroids
at a krepeat-th element in an array, d (1× nrepeatMax)
16: Record observer indices (the row numbers in DAllObs) corresponding to C in an array,
OIdx,AllRep (nctr × nrepeatMax), at krepeat-th column
17: end for
18: Update fixed centroids, Cfixed = DAllObs[OIdx,AllRep[:, argmin(d)], :]
19: Proceed to the next number of centroids, nctr = nctr + 1
20: end while
21: Cfinal = Cfixed
3.3.3 Obtained Categorical Observers
The first ten obtained categorical observers are shown in Figure 3.16 (a). The physiological parameters
and ages corresponding to the first ten categorical observers are shown in Table 3.8. As noted, categorical
observer 1 is the average observer among the population, thus its age was 38 (average age of the population),
and the eight physiological parameters were all set to zero. Categorical observer 1 is the same as CIEPO06
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Tab. 3.8 – Ages and eight physiological parameters for the first ten categorical observers.
Cat. Obs. ID 1 2 3 4 5 6 7 8 9 10
Age 38 30 56 33 38 45 31 51 35 68
Lens Density [%] 0 -22.9 17.0 -8.3 1.6 7.0 -34.0 15.0 -18.3 10.9
Macula Density [%] 0 7.0 -11.0 -43.6 54.7 -35.3 36.3 30.8 -11.9 -16.0
Density in L [%] 0 -11.1 0.6 5.9 3.7 4.8 7.3 2.4 -2.4 0.7
Density in M [%] 0 -5.0 -5.5 4.5 16.1 11.6 7.4 -8.7 -7.0 -10.3
Density in S [%] 0 7.6 -1.0 0.2 -1.8 -4.5 -4.6 0.0 -9.9 9.3
Shift in L [nm] 0 -0.1 0.9 -1.0 1.1 -0.6 -0.6 0.5 0.3 0.7
Shift in M [nm] 0 0.3 0.5 -1.4 -1.1 -1.3 0.1 0.1 -0.6 0.4
Shift in S [nm] 0 -0.8 0.7 0.1 0.2 -0.1 0.8 0.1 -0.1 0.4
with age 38 and a given field size. Interestingly, categorical observer 2 and 3, the second and the third most
important categorical observers, have large deviations in the lens pigment density and age (both parameters
control the lens and other ocular media function in the model). This implies that the variation in the lens
pigment would cause the most predominant effect on the overall variations in CMFs. Using the individual
colorimetric observer model and the corresponding parameters from Table 3.8, the categorical observers can
be reproduced for a different field size. This is shown in Figure 3.16 (b) for a field size of 10°. The variation of
10° CMFs is smaller than that of 2° CMFs in the short-wavelength region because the peak optical density of
the macular pigment is much lower under 10° than 2°, which makes the absolute variation in the peak optical
density of the macular pigment smaller under 10°.








































































(a) 2-degree (b) 10-degree
Fig. 3.16 – lms-CMFs (cone fundamentals) of the first ten categorical observers for a field size of 2° (a) and
10° (b). Each function is area-normalized.
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10° categorical observers obtained in this dissertation are compared with Sarkar’s observers in Figure 3.17.
All the CMFs were normalized such that CMFs minimized spectral RMS errors with the CIE 1964 observer.
Note that Sarkar’s observer category 1 was the CIE 1964 observer. The proposed categorical observers
have more variations than Sarkar’s observers in the short-wavelength region. The differences between the
proposed categorical observers and Sarkar’s observers in terms of color matching are investigated in Ch.
3.3.6.



























































(a) Proposed Categorical Observers (10-deg) (b) Sarkar’s Nine Observer Categories
Fig. 3.17 – xyz-CMFs of the first ten categorical observers for 10° (a) and xyz-CMFs of Sarkar’s nine observer
categories. All the CMFs are normalized such that CMFs minimize spectral RMS errors with the
CIE 1964 observer.
3.3.4 Number of Categorical Observers
The performance of the categorical observers was evaluated by simulating color matches and varying the
number of categories. The goal of categorical observers is to reduce prediction errors in color matches for
individual human observers by having multiple observer functions instead of a single observer function. Thus,
color matches were simulated for ground-truth observer functions and categorical observer functions, and the
distances (color differences) were computed from each of the ground-truth observer matches to the nearest
categorical observer matches.
The simulation workflow was similar to the one described in Figure 3.1. The differences in the workflow follow.
In this section, eight different SPD combinations (a reference spectrum vs. a set of matching primaries) were
prepared from real display primaries, which could possibly be employed in soft proofing and color grading:
1. ColorChecker white patch illuminated by D50 vs. LCD with CCFL backlighting (Apple Cinema Display)
2. ColorChecker white patch illuminated by D50 vs. LCD with LED backlighting (Dreamcolor LP2480zx)
3. CRT (SONY BVM32) vs. LCD with CCFL backlighting (Apple Cinema Display)
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4. LCD with CCFL backlighting (Apple Cinema Display) vs. LCD with LED backlighting (Dreamcolor
LP2480zx)
5. LCD with CCFL backlighting (Apple Cinema Display) vs. OLED (Samsung Galaxy S3)
6. LCD projector (Panasonic PTAX200U) vs. laser projector (Imax Laser Projector)
7. LCD with CCFL backlighting (Apple Cinema Display) vs. laser projector (Imax Laser Projector)
8. laser projector (Microvision SHOWWX+ Laser Pico Projector) vs. laser projector (Imax Laser Projector)
A reference spectrum was created from a set of display primaries (SPD combination 3 to 8). The intensities
of the display primaries were adjusted so that the chromaticity of the reference spectrum was D50 for the
CIE 1931 observer. The choice of the target illuminant did not effect the results so much. However, D50 was
chosen as a target illuminant simply because it is the most targeted illuminant in soft proofing, and also D50
with the CIE 1931 observer colorimetry is used in ICC profiles. In case a ColorChecker white patch illuminated
by D50 was used as a reference spectrum (SPD combination 1 and 2), the reference spectrum was obtained
multiplying the spectral reflectance of the third lightest ColorChecker neutral patch by the SPD of D50. The
reference white (white point to calculate CIELAB) was assumed to have the same spectral shape as the
reference spectrum with the intensity adjusted so that L∗ of the reference spectrum became 65 for the CIE
1931 observer. The L∗ of 65 was meant to simulate the third brightest neutral color match in ColorChecker
24. For observer functions, 1000 observer functions generated from the proposed individual colorimetric
observer model using Monte Carlo simulation were used as ground-truth observers, and the obtained 50
categorical observers for 2° were used as categorical observers to predict ground-truth observers’ matches.
For each reference spectrum and matching primaries combination, color matches of the 1050 observers
were simulated (detailed in Ch. 3.1.2 Workflow), matched SPDs were reconstructed, and CIELAB values
for the average observer (categorical observer 1, equivalent to CIEPO06 with 38 and 2°) were computed. A
linear transformation was performed to convert the average observer function from lms-CMFs to xyz-CMFs.
The 3× 3 matrix was estimated by a linear regression between the lms-CMFs and the CIE 1931 observer.
Finally, prediction errors were computed by taking color differences (∆E00) between CIELAB values for each
ground-truth observer and CIELAB values for the nearest categorical observer. The number of categorical
observers varied between 1 and 50 to investigate the effect on prediction errors. MCDMs were not computed
in this section.
For SPD combination 1 (ColorChecker vs. LCD with CCFL backlight), the CIELAB values for ground-truth
observers and various number of categorical observers are visualized in Figure 3.18. It shows the transition
of the number of categorical observers from 2 to 5. Due to the iterative cluster analysis approach, the first
couple of categorical observers cover the population widely, then further added categorical observers provide
finer categorizations.
The average prediction errors are plotted as a function of the number of categorical observers in Figure 3.19.
The prediction errors decrease as the number of categorical observers increases for all the SPD combinations.
However, the contribution from the number of categorical observers to the prediction improvement decreases
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(a) 2 Categorical Observers (b) 3 Categorical Observers
(c) 4 Categorical Observers (d) 5 Categorical Observers
Fig. 3.18 – Ground-truth observers’ matches (open circles) and categorical observers’ matches (filled squares)
plotted along CIELAB a∗ and b∗ axes for SPD combination 1 (ColorChecker vs. LCD with CCFL
backlight). Each ground-truth observer’s match is color-coded based on the nearest categorical
observers. The plots are shown for different number of categorical observers (varying from 2 to 5).
L∗ axis is not shown because of much smaller variations.
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progressively. Another important insight is that the required number of categorical observers highly depends
on SPD combinations. For example, to achieve an average prediction error below ∆E00 of 1, only two
categorical observers are required for ColorChecker vs. LCD with CCFL (SPD combination 1, red line in
Figure 3.19) while approximately 50 categorical observers are required for LCD with CCFL vs. laser projector
(SPD combination 7, gray line in Figure 3.19). This is quite inconvenient since there is no optimal number
(within reasonably manageable numbers) of categorical observers that satisfies a certain criterion in all the
applications. Nevertheless, for general use and convenience, the global number of categorical observers that
could be used in any applications was sought.






































Fig. 3.19 – Average prediction errors (∆E00) as a function of the number of categorical observers for different
SPD combinations. ∆E00 is taken between each ground-truth observer’ match and the nearest
categorical observer’s match.
The changes in average prediction errors are illustrated in Figure 3.20. Figure 3.20 indicates how much
error can be decreased by adding another categorical observer. Generally, there are significant contributions
having three categorical observers, small but meaningful changes (∆E00 of approximately 0.1 to 0.2) up to
ten categorical observers, and the resulting changes become quite small (less than ∆E00 of 0.1). Another
way to investigate the prediction error decrease is to normalize prediction errors by the maximum for each
SPD combination as shown in Figure 3.21. In general, average prediction error decreases to one-third using
ten categorical observers compared to using a single observer. Given that the prediction error improvement is
small after ten observers, the prediction errors become one-third on average by introducing ten observers,
and ten is still a manageable number, ten categorical observers would be good for general use and convenient
to represent color normal populations and to be used for personalized color imaging.
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Fig. 3.20 – Changes in average prediction errors. For a given number of categorical observers, ’k’, the error
change was computed between ’k’ and ’k-1’ categorical observers.












































Fig. 3.21 – Normalized average prediction errors (∆E00) as a function of the number of categorical observers
for different SPD combinations. Prediction errors are normalized by the maximum for each SPD
combination. The average of the eight lines is shown as a black line with plus marks.
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3.3.5 Number of Categorical Observers: PCA Approach
There is no unique way to determine the number of categorical observers required for industrial applications.
Another approach was taken in this section. That is, the number of categorical observers was determined
by performing Principle Component Analysis (PCA) on CMFs generated using Monte Carlo simulation. The
dimensionality of overall variations in CMFs could be reduced by PCA, and the number of reduced dimensions
could be an indicator of how many categorical observers would be required.
Following the same process as step 1 in Ch. 3.3.2, 10,000 sets of lms-CMFs were generated from the
individual colorimetric observer model using Monte Carlo simulation. The field size was set to 2°. An age
distribution was taken from US Census 2010 [U.S. Census Bureau, 2010] as a probability density function for
Monte Carlo simulation (shown in Figure 3.14). All the generated lms-CMFs were area-normalized.
Next, PCA was applied to the 10,000 sets of lms-CMFs. The number of variables was 237 (49 wavelengths
for 3 primaries), and the number of observations (observers) was 10,000. PCA output 237 eigenvectors as
well as the mean of 10,000 observers. Figure 3.22 illustrates the mean, the first eigenvector, and the second
eigenvector for each of lms-CMFs. Most variations occurred in the short-wavelength region of s-CMF, which
would be attributed to the variations of the lens pigment and the macular pigment.
The cumulative variance contributions were computed and shown in Figure 3.23 and Table 3.9. It was found
that the first two eigenvectors could explain most of the variances (90.6 %). Then, the increase rate in the
variance contributions was somewhat reduced but continued to grow. At five eigenvectors, the cumulative
variance contribution reached 99 %. After that, the variance contribution increase was less than 1 %.
It could be concluded that the dimensionality of overall variations in CMFs could be reduced to five while
retaining the accuracy since the five eigenvectors could explain 99 % of variances. This also implies that
introducing five categorical observers could explain most of the variations found in CMFs of color-normal
populations.
Tab. 3.9 – Cumulative variance contributions [%] as a function of the number of Eigenvectors.
Number of Eigenvectors 1 2 3 4 5 6 7 8 9 10
Cumulative Variance Contributions [%] 66.9 90.6 94.9 97.2 99.0 99.6 99.7 99.9 99.9 100.0
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Fig. 3.22 – Results of PCA for each of l, m, and s-CMF. Means, first eigenvectors, and second eigenvectors
are shown.
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Fig. 3.23 – Cumulative variance contributions [%] as a function of the number of Eigenvectors.
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3.3.6 Performance Compared with Sarkar’s Observers
The proposed categorical observers were then compared with Sarkar’s observers by simulating color matches.
The same simulations as those in Ch. 3.3.4 were performed. That is, categorical observers were set to either
the proposed categorical observers or Sarkar’s observers, then prediction errors were computed between
each ground-truth observer’s match and the nearest categorical observer’s match. A field size was set to
10° for the proposed categorical observers. To perform a fair comparison, the first nine proposed categorical


































Fig. 3.24 – Average prediction errors of the eight different SPD combinations for the proposed, first nine
categorical observers and the Sarkar’s nine observers. Ground-truth observers are 1000 observer
functions generated from the individual colorimetric observer model with Monte Carlo simulation.
The comparison results are shown in Figure 3.24. In all the eight SPD combinations, the proposed categorical
observers performed better than Sarkar’s observers. For SPD combinations involving laser projectors, the
improvements were more significant. Note that Sarkar’s observers were derived from Stiles and Burch’s
observers. To investigate the effect of the ground-truth observers, Stiles and Burch’s 49 observers were used
as ground-truth observers instead of the 1000 observer functions from Monte Carlo simulation. The results
are shown in Figure 3.25. In this case, the performance of the proposed categorical observers and Sarkar’s
observers is comparable. However, the proposed categorical observers still provided smaller prediction errors
in cases where laser projectors were used. More detailed comparisons for SPD combination 8 (laser projector
2 vs. laser projector) are shown in Figure 3.26. In Figure 3.26, it appears that categorical observers tend to
be centered. This is because there are actually many groud-truth observers’ matches (open circles) near the
center, which are difficult to see from the plots.

































Fig. 3.25 – Average prediction errors of the eight different SPD combinations for the proposed, first nine
categorical observers and the Sarkar’s nine observers. Ground-truth observers are Stiles and
Burch’s 49 observers.
The performance of Sarkar’s observers would be attributed to the first limitation (susceptibility to noise) and
the third limitation (optimized for a specific color space) in his approach. The spectral integrations occur in
very narrow ranges for laser primaries, which are more susceptible to noise in CMFs. Sarkar’s observers
might behave unexpectedly (observer category 2 in Figure 3.26 (c) and (d)) for laser projectors since the
spectral emissions are significantly different from those used in Sarkar’s derivation process.
Compared with Sarkar’s observers, the proposed categorical observers have the flexibility to change a field
size and the number of categories, and they are more robust to changes in spectral combinations for the use
of different applications.
3.3.7 Summary
Categorical observers are a set of observer functions that would represent color-normal populations. They
are finite and discrete as opposed to observer functions generated from the individual colorimetric observer
model. Thus, they would offer more convenient and practical approaches for the personalized color imaging
workflow and any color matching analyses. Categorical observers were derived in two steps. At the first step,
10,000 observer functions were generated from the individual colorimetric observer model using Monte Carlo
simulation. At the second step, cluster analysis using a modified k-medoids algorithm was applied to the
10,000 observers, and 100 categorical observers were derived iteratively. Since the proposed categorical
observers are defined by their physiological parameters and ages, they can be derived for any target field size.
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(a)      Ground-truth: 1000 Obs
Category: Proposed 9 Obs
(b) Ground-truth: Stiles&Burch
Category: Proposed 9 Obs




Fig. 3.26 – Ground-truth observers’ matches (open circles) and categorical observers’ matches (filled squares)
plotted along CIELAB a∗ and b∗ axes for SPD combination 8 (laser projector 2 vs. laser projector).
Each ground-truth observer’s match is color-coded based on the nearest categorical observers.
Four different ground-truth and categorical observer combinations are shown. Ground-truth
observers are either 1000 observers from Monte Carlo simulation or 49 Stiles and Burch’s ob-
servers. Categorical observers are either the proposed first nine categorical observers or Sarkar’s
observers.
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Categorical observers were ordered by importance; the first categorical observer was the average observer
equivalent to CIEPO06 with age 38 for a given field size, followed by the second most important categorical
observers, etc.
The number of required categorical observers varies depending on application. For example, as many
as 50 categorical observers would be required to predict individual observer matches satisfactorily when
viewing a laser projector. The color matching analyses exhibited that ten categorical observers are good for
general, are convenient to represent color normal populations and appropriate for use for personalized color
imaging. On average, the prediction error improvement was small after adding tenth categorical observers,
and the prediction errors became one-third by introducing ten observers. Another approach using PCA was
investigated to determine the required number of categorical observers. The PCA results revealed that five
eigenvectors could explain 99 % of variances in CMFs, which may imply that introducing five categorical
observers could explain the majority of the variances.
Comparing with Sarkar’s observer categories, the proposed categorical observers generally provided better
results in simulated color matches. The significant improvements were obtained when laser projector primaries
were applied, due to the robustness of the proposed categorical observers against SPD combinations. In
recent years, diverse display technologies such as OLEDs, LEDs, lasers, and quantum dots [Bourzac, 2013]
have been emerging in the market, and spectral emissions of display primaries could be in any shape in the
near future. Thus, the robustness against different spectral shapes would be a key attribute for categorical
observers.
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4Observer Characterization
This chapter presents two observer characterization methods. The first method is to estimate a human
observer’s CMFs and to classify the human observer into categorical observers using the nomaloscope. The
second method is to classify a human observer rapidly by spectral pseudoisochromatic images. For the
second method, only computational analyses were introduced, and no visual assessments were performed.
When it comes to screening color deficiencies, there are many options available. There are methods that
are less accurate but very rapid such as Ishihara’s Tests for Colour-Blindness and the Farnsworth-Munsell
100-Hue test, and methods that are more accurate but time-consuming such as Rayleigh match employed in




The observer characterization method using the nomaloscope utilizes the research outcome from Ch. 3. The
device was newly termed "nomaloscope", meaning that the device investigates normal color vision. The
necessary steps are listed below. More detailed explanations are shown in the next section.
1. Five color matches
2. Non-linear optimization to estimate eight physiological parameters
3. Reconstruct CMFs from the estimated parameters
4. Compute the likelihood of assigned categorical observers
4.1.2 Procedure
Step 1. Color Matches
At the first step, a human observer performed five color matches. The details were already given in Ch. 3.1.
The setup (Ch. 3.1.3), the SPDs of LEDs for each color match (Figure 8.3 - 8.7), the color matching procedure
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(Ch. 3.1.5), and the participated 151 color-normal observers (Ch. 3.1.6) were exactly same as described in
the previous chapter. For readers who would like to design and conduct color matches similar to the one in
this research, a step-by-step instruction to design a color matching experiment to estimate individual CMFs is
given in Appendix 8.
Step 2. Physiological Parameters Estimation
At the second step, eight physiological parameters were estimated by a non-linear optimization from the
results of five color matches. In the optimization process, the eight physiological parameters were fed into the
individual colorimetric observer model to reconstruct a set of CMFs, five color matches were simulated using
the reconstructed function, and the color differences (∆E00) between the five color match results from the
human observer and those predicted by the reconstructed function were minimized. The objective function is










where pi (1 ≤ i ≤ 8) is each of the eight physiological parameters to be optimized, and ∆Ej is a color
difference (∆E00) between a human observer match and a match simulated by the reconstructed function
for j-th color match. The color matching simulation method was described in Ch. 3.1.2. The term, wi, was
a constraint for each physiological parameter (pi) that gave greater weight on the parameter further away
from the average. The amount of wi corresponded the deviation of each physiological parameter as shown in
Figure 4.1. The function followed the standard normal cumulative distribution. Without this constraint, the
estimated physiological parameters often hit lower or upper bounds (± 3 SDs), which was unlikely to be true.
Besides, the presence of wi had negligible effects on the color differences between the human observer
matches and the observer function predictions.
Taking into account the fact that human observers did not adjust the lightness, the parametric factor for the
lightness in CIEDE2000 formula was set infinitely high to ignore the contribution from lightness differences.
The optimization was repeated 50 times with randomly varied initial physiological parameters for each observer
to avoid local minima.
Step 3. CMFs Reconstruction
At the third step, a human observer’s CMFs was reconstructed from the estimated physiological parameters
and the observer’s age. This was achieved simply feeding the estimated eight physiological parameters, the
observer’s age, and a given field size into the individual colorimetric observer model derived in Ch. 3.2. Note
that CMFs for any field size could be obtained at this step.
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Fig. 4.1 – A weight as a function of a deviation (in standard deviation) from the average for a physiological
parameter.
Step 4. Categorical Observer Assignment
At the fourth step, categorical observers were assigned, and a corresponding likelihood was given for a given
human observer. The aim was to tell the human observer which categorical observer best approximates
his/her CMFs. However, there was no uniquely assigned categorical observer for each person. Preliminary
simulations revealed that the assigned category differed depending on the viewed pair of spectra. That is, a
human observer might be classified into categorical observer 2 when viewing a CRT monitor and an LCD
monitor, and the same human observer might be classified into categorical observer 3 when viewing an
LCD monitor and an OLED display, for instance. It is quite inconvenient, but it happened since no human
observer had CMFs exactly same as those of either categorical observer. For example, the individual CMFs
might be close to categorical observer 2 in the short-wavelength region and categorical observer 3 in the
long-wavelength region. The viewed pair of spectra determined the weights of such differences in the spectral
regions, which led to different categorization results. Therefore, the likelihood was computed for each assigned
categorical observer instead of providing a single assigned categorical observer.
Similarly to the simulation in Ch. 3.3.4, color matches of the reconstructed individual CMFs and ten categorical
observers were simulated for different combinations of a reference spectrum and display primaries. Eight
different SPD combinations (same as in Ch. 3.3.4) were prepared from real display primaries and are listed
below.
1. ColorChecker patch illuminated by D50 vs. LCD with CCFL backlighting (Apple Cinema Display)
2. ColorChecker patch illuminated by D50 vs. LCD with LED backlighting (Dreamcolor LP2480zx)
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3. CRT (SONY BVM32) vs. LCD with CCFL backlighting (Apple Cinema Display)
4. LCD with CCFL backlighting (Apple Cinema Display) vs. LCD with LED backlighting (Dreamcolor
LP2480zx)
5. LCD with CCFL backlighting (Apple Cinema Display) vs. OLED (Samsung Galaxy S3)
6. LCD projector (Panasonic PTAX200U) vs. laser projector (Imax Laser Projector)
7. LCD with CCFL backlighting (Apple Cinema Display) vs. laser projector (Imax Laser Projector)
8. laser projector (Microvision SHOWWX+ Laser Pico Projector) vs. laser projector (Imax Laser Projector)
In this section, the chromaticity of a reference spectrum was not fixed to be neutral. Instead, the chromaticities
of the ColorChecker 24 illuminated by D50 (for the CIE 1931 observer) were used since the change in reference
colors, in addition to the change in SPD combinations, also effected observer categorization results slightly.
Thus, there were 24 reference spectra created for each of the eight SPD combinations, totaling 192 simulated
color matches. For each of the 24 reference colors, a reference spectrum was created from a set of display
primaries (SPD combination 3 to 8). The intensities of the display primaries were adjusted such that the
reference spectrum produced the same chromaticity as that of the corresponding ColorChecker patch under
D50 for the CIE 1931 observer. The spectrum of the reference white (white point to calculate CIELAB) was
D50. 192 color matches of 11 observer functions (an individual CMFs and ten categorical observers) were
simulated, and the corresponding CIELAB values for the average observer (categorical observer 1, equivalent
to CIEPO06 with age 38 and 2°) were obtained. For each of the SPD combination for each of the 24 colors,
the color difference (∆E00) was taken between the match of the individual CMFs and the match of each
categorical observer, and the nearest categorical observer was assigned to be the best. For each of the ten
categorical observers, the frequency of being assigned best was recorded. Finally, probabilities were taken
dividing the frequencies by the number of total color matches. Note that, when a reference spectrum was out
of gamut for a given set of display primaries, or when the target chromaticity of a reference spectrum could
not be achieved due to the limited color gamut of a reference display primaries, the match was excluded from
the analyses. There were three such matches, all of which happened in case of SPD combination 3 where a
CRT monitor could not reproduce the ColorChecker patch 12 (orangish yellow), 16 (yellow), and 18 (cyan).
This resulted in the total of 189 usable matches.
4.1.3 Results and Discussion
The distributions of estimated physiological parameters for all the 151 observers are shown in Figure 4.2.
Almost normal distributions were formed for the lens pigment and the macular pigment. There was no deviation
in the peak optical density in S-cone for most observers. The estimated physiological parameters for each
of the 151 observers are given in Table 7.2. CMFs were reconstructed from the estimated physiological
parameters and shown in Figure 4.3.
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Fig. 4.2 – Distributions of estimated eight physiological parameters for 151 color-normal observers.
The likelihood of categorical observers was also computed for all the 151 human observers. As an example,
the categorization results for observer ID of 1 are shown in Figure 4.4. This observer is likely to be categorical
observer 4 for about 40 % likelihood, categorical observer 9 for about 30 % likelihood, categorical observer
6 for about 10 % likelihood, and less likely to be other categorical observers. The probability distributions
were quite diverse among observers. Some observers were well-categorized (very high likelihood for only a
few categorical observers) while others were not. The best and the worst categorization results are shown in
Figure 4.5.
The general trends are illustrated in Figure 4.6. The Probabilities were sorted from the most likely categorical
observer to the least likely categorical observer for 151 human observers. On average, the probability of the
most likely categorical observer is approximately 40 %. Cumulatively summing the probabilities, Figure 4.6
implies that either of the first three most likely categorical observers would be assigned to a human observer
by about 70 % chance.
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Fig. 4.3 – Estimated lms-CMFs (cone fundamentals) of 151 color-normal observers for 2°. Each function is
area-normalized.















Fig. 4.4 – Observer categorization results with the likelihood for observer ID = 1.
4.1.4 Summary
The observer characterization method using the nomaloscope was proposed. To characterize a human
observer, at first, A human observer performs the five color matches using the nomaloscope described in
Ch. 3.1. Then, his/her eight physiological parameters (used in the individual colorimetric observer model
derived in Ch. 3.2) are estimated from the color matching results by a non-linear optimization. The human
observer’s individual CMFs are reconstructed from the estimated physiological parameters. Finally, the most
likely categorical observers are assigned to the human observer by comparing the individual CMFs and CMFs
of categorical observers (derived in Ch. 3.3) in different color spaces aimed at different applications.
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Fig. 4.5 – The best and the worst categorization results in terms of the likelihood distributions.
























Fig. 4.6 – Probabilities of categorization results sorted from the most likely categorical observer to the least
likely categorical observer for 151 human observers (gray open circles). The mean and median
probabilities are shown as blue and green lines, respectively.
In summary, for a given human observer, the inputs of the entire observer characterization method using the
nomaloscope are five color match results and his/her age. The outputs are eight physiological parameters
(used in the individual colorimetric observer model), CMFs for a given field size, and the likelihood of assigned
categorical observers. Results from 151 color normal observers were obtained and discussed.
4.2 Spectral Pseudoisochromatic Images
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4.2.1 Overview
Pseudoisochromatic plates such as those in Ishihara’s Tests have been successfully used to detect color
blindness or other color vision deficiencies. It is often beneficial to investigate color vision among color-normals
for early detection of diseases such as diabetes [Kurtenbach et al., 1999] and AIDS [Sommerhalder et al.,
1998] in addition to the purpose of color imaging workflow personalization. This section presents an idea of
spectral pseudoisochromatic images, the first color vision test designed to investigate normal color vision and
its variability.
It is possible to create a pair of spectra perceived very similar for one observer but extremely different for
another observer as shown in Ch. 3.1. By combining such spectrum pairs, it would be possible to create a
spectral image that appears dissimilar for different observers depending on their color vision. As a theoretical
description, spectral pseudoisochromatic images would possess narrow spectra and thus would be self-
luminous stimuli, possibly generated by a multi-primary display. In this section, only computational analyses
are presented due to the difficulty of producing such stimuli physically.
Ten spectral pseudoisochromatic images are created corresponding to the proposed, first ten categorical
observers (Ch. 3.3). Each image hides a number that only a corresponding categorical observer is able to
read. For example, a hidden number in a spectral pseudoisochromatic image aimed at categorical observer
1 can be read only by categorical observer 1 and cannot be read by other categorical observers. The ten
spectral images hide ten different numbers corresponding to the category numbers except that the image for
categorical observer 10 hides a number, 0. It would make the visual assessment extremely easy for observers.
An observer would look at ten spectral images, and what the observer can read is his/her category number.
One spectral pseudoisochromatic image consists of five layers: three background layers, a number layer,
and a spatial-luminance mask layer. Each layer contains a set of SPDs that appeared differently for different
categorical observers. The three background layers separated the entire background of a composed spectral
image into three sections. For a given target categorical observer (who can read the number), SPDs of all
the three background produce sufficient color differences compared with the SPD of the number layer. Thus,
the target categorical observer is able to read the number. On the contrary, for the rest of the ten categorical
observers, perceived color differences between the number layer and each of the three background layers are
too small to distinguish the number from the background. This resulted in an unreadable number for the rest
of categorical observers. The spatial-luminance mask layer is a layer to eliminate borders and luminance
cues. Same techniques are used in Ishihara Tests. The layer is a binary image; pixels with value 0 are filled
with SPD of white LED while pixels with value 1 are filled with SPDs of the number and three background
layers. The SPD intensities located at pixels with value 1 are randomly varied (from ±15% to ±35%) to add
luminance noise. The SPD of white LED is used as a reference white in this section. The rest of the SPD sets
are derived from the optimization discussed below.
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4.2.2 Method
Optimization
The goals of the optimization were to find SPDs of a number and backgrounds layers such that all back-
ground/number combinations produce large color differences for the target categorical observer, and at least
one background/number combination produces small enough color difference for the rest of categorical
observers.
(1) Spectral Generation
Theoretical but realistic spectra were generated for the number layer and three background layers in the
simulation. To simplify the computation, each spectrum had a Gaussian shape, a fixed Half Width at Half
Maximum (HWHM), and peak wavelengths varying from 400 nm to 700 nm. Each layer contained a set of
three spectra. Thus, SPD for a given layer (Sλ) could be specified by three peak wavelengths (pi) and three







where σ was set to 15 [nm] in this simulation. This corresponded to HWHM of approximately 15 nm.
(2) Color Difference Computation
Color differences between SPD of the number layer and SPD of each background layer were computed for ten
categorical observers. This computation is illustrated in Figure 4.7. First, XYZ values corresponding to each
categorical observers were computed from SPDs using their xyz-CMFs. A set of xyz-CMFs for i-th categorical
observer (Txyz,i) was obtained by Eq. (4.3) and (4.4).
Txyz,i = Mi ·Tlms,i (4.3)
Mi = T1931 · (Tlms,iTTlms,i)−1Tlms,i (4.4)
where Tlms,i is a set of lms-CMFs for i-th categorical observer obtained in Ch. 3.3,Mi is a 3× 3 matrix to
transform CMFs of i-th categorical observer from lms to xyz primaries, and T1931 is a set of xyz-CMFs for the
CIE 1931 observer. The matrices, T, are 3× n matrices where n is the number of wavelength sampling. The
expression (Tlms,iTTlms,i)−1Tlms,i is a pseudo-inverse of Tlms,i.
Then, XYZ values were converted to CIELAB values using SPD of the reference white (SPDrefW ) with
corresponding categorical observer’s CMFs. The reference white was a typical white LED as shown in Figure
4.8 to demonstrate spectral pseudoisochromatic images were realizable with real light sources. Lastly, color
differences were computed using CIEDE2000 (∆E00). The parametric factor of the lightness in CIEDE2000
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formula was set to 2 instead of 1 to compress the lightness contribution. It was meant to take into account the







Cat. 1 Cat. 2 Cat. 3. … Cat. 10
Take Min Emin,cat1 Emin,cat2 Emin,cat3 … Emin,cat10
Emin,target Emin,rest
Target Category
Fig. 4.7 – Color difference computation procedure in the optimization. As an example, a target category was
aimed at categorical observer 2.
(3) Objective Function
Minimum of computed color differences were taken for each categorical observer as shown in Figure 4.7. The
objective function maximized ∆Emin,target (notation from Figure 4.7). The non-linear constraint was employed
such that maximum of ∆Emin,Rest stayed below a certain threshold. This threshold was determined to be
∆E00 of 5 by visually analyzing the resultant images. ∆E00 of 5 sounded to be large color difference, but the
differences were not perceivable with the spatial mask and the luminance noise present.
Since there were too many parameters to be optimized (24 parameters = 3 wavelength peaks and 3 scalars
for 4 layers), a combination of six parameters for the number layer was fixed at first, then the non-linear
optimization was performed to determine the rest of 18 parameters for each combination. First, a set of eight
peak wavelengths were prepared: 400, 440, 480, 520, 560, 600, 640, and 680 nm. Eight corresponding
SPDs were computed using Eq. 4.2. Three primaries were picked out of eight primaries. The number of
possible combinations was 56. Second, three scalars (C, a 3× 1 matrix) corresponding to three primaries
were obtained by Eq. 4.5.
C = (TCat1 · SComb,Max)−1TCat1 · SrefW · r (4.5)
where TCat1 (a 3× n matrix where n is the number of wavelength sampling) is a set of CMFs for categorical
observer 1 (= CIEPO06 with age 38 and 2° field size), SComb,Max (a n × 3 matrix) is a set of SPDs of the
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Fig. 4.8 – SPD of the reference white.
specified combination of three primaries, SrefW (a n× 1 matrix) is SPD of the reference white, and r is a ratio





where Ltarget is a target CIELAB L∗ value for the SPD of the number layer. In this section Ltarget was set
to 50. The combinations that could not reproduce the color of the reference white were excluded. This was
done by evaluating if either of three scalars was negative. This process yielded 18 realizable combinations.
Note that the color of the number layer did not have to be neutral, but it was just one way to specify the three
scalars for the number layer. Third, for each of the 18 combinations, the optimizations were performed 125
times with random input values to avoid local minima. Fourth and lastly, 24 parameters were determined such
that they gave the largest minimum ∆E00 for the target categorical observer. The whole process was repeated
for each target categorical observer, resulting in ten spectral images.
Visualization
The obtained spectral pseudoisochromatic images were visualized by rendering them in sRGB for each
categorical observer’s CMFs. That is, the SPD images were converted to pseudo-XYZ images using categorical
observers’ xyz-CMFs, then converted to pseudo-sRGB images. The xyz-CMFs were obtained by Eq. (4.3) and
(4.4). Two assumptions were made here: (1) Observer differences only came from differences in sensitivity
curves, and the rest of the processes (e.g., color difference and color appearance) were the same. (2) All the
observers adapted to the reference white completely (White LED).
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4.2.3 Results and Discussion
The spectral image aimed at categorical observer 5 is rendered in sRGB for each categorical observer and
shown in Figure 4.9. The only categorical observer who could read the target number 5 was categorical
observer 5, although the number was not strongly visible. For the rest of categorical observers, the number
layer was assimilated into at least one of the three background layers, making it difficult to read. Note that
Figure 4.9 is merely an illustration and does not guarantee the actual appearance of the image perceived by
each categorical observer.
Cat 1 Cat 2 Cat 3 Cat 4 Cat 5
Cat 6 Cat 7 Cat 8 Cat 9 Cat 10
Fig. 4.9 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 5,
perceived by each of the ten categorical observers.
∆E00 corresponding to the spectral image targeted at categorical observer 5 are shown in Table 4.1. ∆E00
were computed between the SPD of the number layer and each of the three background SPDs. ∆E00 values
indicated perceived color differences for each categorical observer. For the target categorical observer 5, all
∆E00 were large enough (at least 14.2) that the number would be distinguished from all the three background
layers. On the other hand, for the rest of categorical observers, at least one ∆E00 was so small (less than 5)
that the number would be assimilated with the background layer. Figure 4.9 and Table 4.1 are the results of
the spectral pseudoisochromatic image targeted at categorical observer 5. Similarly, the images targeted at
other categorical observers were generated. The visualization results and color difference tables for all the
ten spectral pseudoisochromatic images are shown in Appendix (Figure 7.1 - 7.10 and Table 7.4 - 7.13).
Tab. 4.1 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 5. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 4.7 25.9 29.8 27.9 19.2 5.9 24.3 32.4 24.2 40.0
2 13.4 30.7 1.6 19.0 19.0 5.0 35.2 4.4 26.9 3.1
3 13.9 2.6 24.7 5.0 18.8 16.9 5.0 26.8 4.4 25.0
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For spectral images targeted at categorical observer 7, 9, and 10, only two background layers were sufficient
to separate target categorical observer from the rest (shown in Figure 7.7, 7.9, 7.10). The background layer
that was unused was turned off. An example is shown in Figure 4.10. Thus, these three images required 9
primaries instead of 13 primaries.
Cat 1 Cat 2 Cat 3 Cat 4 Cat 5
Cat 6 Cat 7 Cat 8 Cat 9 Cat 10
Fig. 4.10 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 9,
perceived by each of the ten categorical observers.
Some images such as those targeted at category 1 might fail to assign observers into correct categorical
observers. Even though the obtained ∆E00 values were ideal, the number might be easily guessed due to the
shape of the number. In such cases, the appearance of the number and three background layers could be
used to classify observers better. For example, if a human observer is categorical observer 1, looking at the
spectral image targeted at categorical observer 1 (Figure 4.11), the observer would say the number is gray,
the top background is green, the middle background is yellow, and the bottom background is red.
Cat 1 Cat 2 Cat 3 Cat 4 Cat 5
Cat 6 Cat 7 Cat 8 Cat 9 Cat 10
Fig. 4.11 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 1,
perceived by each of the ten categorical observers.
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4.2.4 Summary
Spectral pseudoisochromatic images were introduced as an alternative method to the observer characterization
method using the nomaloscope. It was found that spectral pseudoisochromatic images to classify color-
normals could be generated using 9 to 13 theoretical but realistic primaries (HWHM of approximately 15 nm).
This would be an extremely sensitive and rapid color vision test and certainly beneficial for clinical purposes
and personalized color imaging. Only computational analyses were presented due to the difficulty of producing
the stimuli. There would be better approaches to reduce the number of required primaries and to simplify the
observer’s task. Nevertheless, the proposed method would open up a new way to investigate variations for
color-normal observers.
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5Applications
The individual colorimetric observer model and categorical observers were derived in Ch. 3, and the observer
characterization method was proposed in Ch. 4. This chapter shows applications of such individual observer
functions to personalize color imaging workflows as well as the implementation of the personalized color
imaging. Section 5.1 and 5.2 are direct examples of the proposed color imaging personalization. Section
5.3 discusses how the personalized color imaging would be implemented in a universal way using a newly
introduced ICC profile, iccMAX.
5.1 Color Image Matching on an LCD monitor and a Laser
Projector
5.1.1 Motivations
It has been speculated that observer metamerism would become serious for wide color gamut displays that
possess spectrally narrow primaries. Color matching simulations in the past studies showed that the spectrally
narrow stimuli would magnify inter-observer variability [Fairchild and Wyble, 2007; Ramanath, 2009]. In
this section, a situation was considered where a person viewed two displays: one conventional display and
the other wide color gamut display. The first objective was to assess observer variability on an extremely
wide color gamut display as there was no visual evaluation done in the past. The second objective was to
investigate the effect of personalized color imaging on predictions of individual human observer’s matches.
Namely, human observer results were predicted by their estimated CMFs and categorical observers as well
as average observer functions. A color image matching experiment was designed and carried out using an
LCD monitor and a laser projector.
5.1.2 Setup
Two different displays: an LCD monitor and a laser projector were used for the experiment. The LCD monitor
was an Apple Cinema HD display. The laser projector was a Microvision SHOWWX+ Laser Pico Projector
[Freeman et al., 2009]. The SPDs of the two displays were measured by PhotoResearch 670 spectroradiometer
The maximum SPDs of red, green, and blue primaries for the two displays are shown in Figure 5.1.
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Fig. 5.1 – SPDs of red, green, blue primaries for an Apple Cinema LCD monitor (solid lines) and a Microvision
laser projector (dashed lines).
Temporal stability and spatial uniformity were evaluated for both devices. In general, the Apple Cinema display
exhibited excellent stability while the Microvision laser projector had relatively large instabilities. Regarding
temporal stability, measurements were repeated over two hours, and standard deviations were taken. The
standard deviations in Y, x, y [%] were 0.3, 0.05, 0.04 for the Apple Cinema display and 1.7, 0.2, 0.4 for
the Microvision laser projector. Regarding the spatial uniformity, measurements were taken at 25 different
locations uniformly sampled across a screen. The standard deviations in Y, x, y [%] within the area used in the
experiment were 1.1, 0.3, 0.1 for the Apple Cinema display and 6.6, 0.3, 3.5 for the Microvision laser projector.
Additionally, measurements were taken at the center of a screen, at three different viewing angles (-10°, 0°,
+10°) to evaluate the viewing-angle dependency. The standard deviations in Y, x, y [%] were negligible (less
than 1 %) for both media. The instabilities of the Microvision laser projector were in Y value (luminance) but
not in chromaticities. As discussed later, humans become less sensitive to lightness (luminance) differences
when a large separation between stimuli is introduced. Thus, it was assumed that the temporal instability and
the spatial non-uniformity in Y value would not pose any serious issue for the study purpose.
Display models were developed to convert digital counts to colorimetric values and vice versa. The display
model for the Apple Cinema display was a spectral implementation of the model proposed by Day et al. [Day
et al., 2004], which had 1D lookup tables and a matrix. The mean and maximum errors (∆E00) of the Apple
Cinema display model for a validation dataset were 0.2 and 0.5. The display model for the Microvision laser
projector was the model with 3D LUTs. 3D LUTs were adopted because the projector exhibited significant
additivity failures, which made it difficult to apply the Day model. Besides, the bit depth for the green primary
of the projector was 6-bit, and those for the red and blue primaries were 5-bits. In such case, the inverse
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display model (from XYZ values to RGB values) for the projector was of little use. Therefore, the reference
images were always shown on the Microvision laser projector and only the forward display model was used.
The mean and maximum errors (∆E00) of the Microvision display model for a validation dataset were 1.0 and
3.9. Given the relatively large temporal instability for the Microvision projector, the model performance was
reasonable.
(a) Setup overview
(b) Setup during experiment
Fig. 5.2 – Experimental setup.
The experimental setup is shown in Figure 5.2. The projector screen was selected to minimize speckles that
are major issues in laser projectors. Black cardboard frames were used for both the projector screen and the
LCD screen to produce the similar appearance. The two screens were not parallel but slightly tilted so that
both of them became perpendicular to the observer’s line of sight. The image width and height were 15° and
11° in visual angle (16 cm and 12 cm), respectively. The separation between two images was 13° in visual
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angle (14 cm). The distance between the observer and the screens was approximately 60 cm. The surround
was dark, and there was no adaptation stimulus in the experimental setup, which is typical in color grading.
The Microvision projector was used as a reference display; the reference images were shown. The Apple
Cinema display was used as a matching display; the observer adjusted images shown on this display.
5.1.3 Test Images
Y: 48 [cd/m2]
Image: 01 Image: 02 Image: 03
Y: 36 [cd/m2] Y: 18 [cd/m2]
Fig. 5.3 – Three test images used in the experiment. Luminances (averaged over an image) and chromaticities
(u’ v’) of image contents are shown together with the gamut area of two displays. Note that all of
these computations were done using the CIE 1931 observer to comply with the conventions.
Three test images were prepared for this study and shown in Figure 5.3. The aspect ratios of images were 4:3.
Test image 01 is a blank (white) image as the simplest form of images. White (white point) correspondence
is a key criterion in display color matching, and furthermore, human vision is sensitive to hue variations in
the near achromatic region. Test image 02 is an image with large areas of sky, clouds, and mountains. Test
image 03 is an image where two people are facing each other. Image 03 was chosen since (1) faces are one
of the most important features that people concern about its reproduction quality, and (2) humans possess
dedicated brain circuitry to process faces and thus are able to perform more precise adjustment than other
images [Kindlmann et al., 2002]. All the images were adjusted so that the white point became D50. All the
images were confirmed to be within the gamut of the two displays for various CMFs after color matching was
performed by simulations. Namely, for each image, the average luminance and the saturations of all the pixels
were adjusted such that (1) digital counts on the Microvision projector were within the gamut, and (2) digital
counts on the Apple Cinema display after color matching by different target CMFs. The target CMFs used
for color matching simulations were the CIE 1931 observer, the CIE 1964 observer, Stiles and Burch’s 49
individual observers [CVRL, Last Accessed: 2015], and the CIE Physiological Observer 2006 (CIEPO06)
[CIE, 2006] with the field size factor ranging from 2° to 10° and the age factor ranging from 20 to 60.
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5.1.4 Experimental Procedure
The observer sat in a chair, approximately 60 cm away from the two displays. The height of the observer’s
eyes was adjusted so that they were perpendicular to the media. The observer could move his/her head but
was instructed to be perpendicular to the displays when making decisions. The reference images were shown
on the Microvision projector, and the observer adjusted images shown on the Apple Cinema display. The
observer was instructed to adjust CIELAB L∗, a∗, and b∗ values of the Apple Cinema display to match the
overall appearance of the reference image. Typically in digital cinema color grading, colorists modify colors
using raw RGB values. However, the CIELAB adjustments in this experiment were more intuitive and much
easier for inexperienced observers. The adjustments were global. (e.g., Adding 1 value in L∗ increased 1
L∗ for all the pixels.) The computations from the user input (CIELAB) to RGB values were done using the
above-described display models for the CIE 1964 observer. Even though there was no adaptation stimulus, it
had to be assumed to compute CIELAB. The reference white was computed by averaging XYZ values of the
image over all the pixels and multiplied it by five. This gave approximately CIELAB L∗ of 50 for the average.
The initial matching image was the image matched by the CIE 1964 observer, randomized in the range of
±10 a∗ and b∗ values. L∗ was not randomized as it did not contribute to inter-observer variability (see Ch.
5.1.7). The color adjustments were performed through a keypad. There were six keys to increase or decrease
L∗, a∗, b∗, and one key to randomize the starting values. This key was useful when the observer was lost in
color space and wanted to initiate the matching process. After the observer had finished adjustments, the
experimenter saved the results and proceeded to the next trial. There were three repeated trials for each
image for each observer. Before starting the experiment, the observer performed one trial using the test image
01 as a practice. Thus, there were ten trials in total. The orders to present images were randomized. The
experiment took about 20 minutes per observer on average.
5.1.5 Observers
Thirty color-normal observers participated in the experiment. Their color vision was tested by Farnsworth
D15 test. Ages ranged from 21 to 53. The results from two observers were excluded from analyses due to
relatively large intra-observer errors. Thus, the results from 28 observers were analyzed. Nine out of the 28
observers also participated in the color matching experiment for observer characterization (Ch. 4.1). Their
CMFs were estimated and used to predict their results in this color image matching experiment.
5.1.6 Analyses
Color image matching was simulated for different CMFs. A non-linear optimization was performed to optimize
the three global adjustment values for a given observer function by minimizing image difference. The workflow
performing the non-linear optimization is illustrated in Figure 5.4.
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Fig. 5.4 – Color image matching simulation workflow.
(1) An initial RGB image (ImgRGB,Int) (displayed on the Apple Cinema LCD monitor) was generated from the
reference RGB image (exhibited on the laser projector) using the forward display model (from RGB to XYZ) of
the laser projector and the inverse display model (from XYZ to RGB) of the LCD.
(2) The initial RGB image (ImgRGB,Int) was converted to the XYZ image (ImgXY Z,Int) using the LCD forward
display model with the CIE 1964 observer. Note that both display models were spectral instead of colorimetric.
The models were implemented colorimetrically once an observer function (a set of CMFs) was specified.
(3) The XYZ image (ImgXY Z,Int) was converted to the L∗a∗b∗ image (ImgLAB,Int) by specifying a reference
white. Similarly to the actual experimental procedure (Ch. 5.1.4), the reference white was computed by
averaging XYZ values of the image over all the pixels and multiplied it by five.
(4) The optimized three global adjustment values (L∗, a∗, and b∗) adjusted the initial L∗a∗b∗ image for each
pixel as shown in Eq. (5.1).
ImgLAB,Adj(x, y) = ImgLAB,Int(x, y) + ∆LAB (5.1)
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where ∆LAB is the three global adjustment values to be optimized.
(5) The adjusted L∗a∗b∗ image ImgLAB,Adj was then converted back to the XYZ image (ImgXY Z,Adj) using
the same reference white computed at step (3).
(6) The adjusted XYZ image was further converted back to the RGB image (ImgRGB,Adj) using the LCD
inverse display model with the CIE 1964 observer.
(7) This step would be the most fundamental part of this simulation workflow. Assuming the global L∗a∗b∗
values were optimized, ImgRGB,Ref and ImgRGB,Adj were images to be matched for the specified observer
(CMFsObserveri). In other words, the perceived difference of the two images should be minimal for the observer.
Thus, the two RGB images were converted to XYZ images, and they were fed to the image difference equation
at the final step. The conversion from RGB to XYZ images (ImgXY Zi,Ref , ImgXY Zi,Adj) was performed using
the LCD and laser projector forward display models with the specified observer function.
(8) The objective function minimized the image difference between the two XYZ images. A metric proposed
by Johnson and Fairchild was chosen as the image difference metric [Johnson and Fairchild, 2003], which
was a combination of S-CIELAB [Zhang and Wandell, 1997] and CIEDE2000 as shown in Eq. (5.2).
∆E00,Img = fS−CIELAB,∆E00(ImgXY Zi,Ref , ImgXY Zi,Adj , XY ZirefW , Sample/Degree) (5.2)
The reference white for the specified observer function XY ZirefW was computed by averaging XYZ values
of the reference image (ImgXY Zi,Ref ) over all the pixels and multiplied it by five. Sample/Degree was the
image resolution in samples per degree. From the experimental setup, it was 26.83 (= 400 pixels / 14.7°).
Ideally, the minimized image differences should be zero. However, since the global adjustments were CIELAB
value for the CIE 1964 observer, the match was less perfect as a set of CMFs deviated from the CIE 1964
observer. The simulation was performed for the same set of CMFs (CIE 1931, CIE 1964, CIEPO06, Stiles
and Burch’s 49 observers) as used in Section 5.1.3. The mean image differences for test image 01, 02, 03
were 0, 0.28, 0.50, respectively. Overall, the differences were small enough for valid analyses, and it could be
assumed that the global adjustments made by observers would be satisfactory as well.
5.1.7 Experimental Results
The preliminary experiment revealed that the intra-observer standard deviations in the lightness direction are
much larger than (about twice as large) those in chromatic directions for any test image. In the preliminary
experiment, four observers participated, and there were at least five repeated matches for each test image.
This is understandable since the luminance (or lightness) discrimination ability decreases with increasing
separation between stimuli while the chromatic discrimination ability does not change [Sharpe and Wyszecki,
1976; Danilova and Mollon, 2006]. Oicherman et al. [Oicherman et al., 2008] also had large separations
between stimuli and the resultant inter- and intra-observer variability was larger in the L∗ direction. To take the
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deteriorated lightness discrimination into account, the parametric factor for lightness in CIEDE2000 formula
was set infinitely high to ignore the contribution from lightness differences. Thus, only the variability in chromatic
directions were analyzed in the following discussion.
The inter- and intra-observer variability for test image 01 are shown on a chromatic plane in Figure 5.5 and
5.6, respectively. Human observers had an average match point that was significantly different from each
other. Similar variabilities were obtained for the other test images.






Fig. 5.5 – Matches made by 28 observers for test image 01 (Inter-observer variability). Each filled circle
represents the average match point for each observer in CIELAB a∗ b∗ axes (for the CIE 1964
observer).
The mean color difference from the mean (MCDM) was used to express inter- and intra-observer variability
quantitatively. As mentioned, ∆E00 without lightness contributions was used to compute color differences. For
each test image, an MCDM was calculated among observers (inter-) and each (intra-) observer. Inter-observer
variability was calculated from observers’ average match points. Intra-observer variability was calculated from
computing an MCDM for three trials for each observer and then averaging the MCDMs over all the observers.
The results are shown in Table 5.1. Inter-observer variability was always larger than intra-observer variability
for all the images. It means one observer matched color images significantly differently from another observer.
Overall, the ratio of inter- to intra-observer variability was almost double. This ratio was in line with past studies
[Alfvin and Fairchild, 1997; Sarkar et al., 2010a]. The more complex an image was, the more both inter- and
intra- variability increased.
As a visual example, the test image 01, 02, and 03 adjusted by some observers are shown in Figure 5.7, 5.8,
and 5.9, respectively. The matches made by these observers were at the edge of the population (they had
normal color vision). Additionally, the CIE 1964 observer was also included. The adjustments were averaged
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Fig. 5.6 – Matches made by 28 observers for test image 01 (Intra-observer variability). Each filled area is
formed by three match points for a given observer, representing an intra-observer variability.
Tab. 5.1 – Intra- and inter-observer variability expressed as MCDMs (∆E00, a∗ and b∗) for each image.
Intra Inter
Test Image 01 1.5 3.2
Test Image 02 1.8 3.8
Test Image 03 2.6 4.4
over all the trials for each observer. It often happened that the color adjustments made by one observer could
give an opposite impression to the adjustments made by another observer. For instance, the images adjusted
by observer 20 appeared greenish, and the images adjusted by observer 03 appeared reddish.
The matches made by 28 observers for all the test images are shown in Figure 5.10. Different test images
produced similar variability, but there were systematic shifts in the match points (averaged over all the observers
for each image). The directions of this systematic shift were not exactly same but similar for most observers.
Theoretically speaking, the match points would not change if an observer’s color vision (or CMFs) stayed
constant. There would be two possible explanations for the match point shifts. The first explanation would be
that the observer might use different effective visual angles for different images. In other words, the sizes
of observers’ regions of interest were different for different images (e.g., sky and mountains in test image
02 were larger than faces in test image 03). This would change the match points since CMFs change as
a visual angle (or a field size) changes. The second explanation would be that the observer focused on
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Obs09 Obs23 CIE1964
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Ob  09 Ob  23 CIE 964




Ob 9 Ob 3 CIE1 64
Ob  20 Ob  29 Obs 03
Ob  09 Ob  23 CIE 964
Fig. 5.8 – sRGB rendered test image 02 adjusted by extreme observers and the CIE 1964 observer.
specific contents (e.g., faces) rather than evaluating an entire image despite the instruction to match overall
appearance between two images.
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Fig. 5.9 – sRGB rendered test image 03 adjusted by extreme observers and the CIE 1964 observer.
To examine the first possibility, color image matching was simulated using CIEPO06 at a constant age with
varying field size as illustrated in Figure 5.11. For a field size equal to 10° and an age at 30, the match of
CIEPO06 was close to the CIE 1964 observer’s match (a∗, b∗ of [0, 0]). As the field size decreased, the match
point shifted towards greenish and yellowish (from 10° to 6°), then towards reddish and yellowish (from 6°
to 2°). Interestingly, this path caused by field size change is very similar to what it was obtained from the
actual experiment (Figure 5.10). Directly comparing the results and the predictions (Figure 5.10 and 5.11), test
image 01 required a field size larger than 10° (in fact, the image size was 15° x 11°), test image 02 required a
field size smaller than 10°, and test image 03 required a field size smaller than what required for test image 02.
Obviously, the most complex image was test image 03, the simplest image was test image 01, and test image
02 was in-between. Thus, complex images seemed to require smaller field sizes. It could be concluded that
the match point shifts are well explained by effective field size (or visual angle) change.
5.1.8 Personalization Results
Each observer’s results were predicted by different observer functions simulating image matches. The image
matching simulation method was described in Ch. 5.1.6. The effect of personalized color imaging was
investigated analyzing the prediction results. Namely, it was examined how much having multiple observer
functions (personalized color imaging) could improve the predictions compared to having only a single average
observer function (conventional color imaging). Nine out of the 28 observers participated in the observer
characterization process using the nomaloscope (Ch. 4.1), and their individual CMFs were estimated. The
estimated individual CMFs and the ten categorical observers (Ch. 3.3) were used for predictions in addition to
three average observer functions.
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Fig. 5.10 – Matches made by 28 observers for test image 01 (red crosses), 02 (green circles), and 03 (blue
rectangles) represented by small markers. Large markers represent average match points over all
the observers for a given image.
As an example, matching results of observer ID = 3 and the predictions by five different observer functions
are plotted on a chromatic plane for each test image in Figure 5.12. Three of the five functions were average
functions, the CIE 1931 observer, the CIE 1964 observer, and CIEPO06. Regarding CIEPO06, the average
age (34.5) of the 28 observers was used as CIEPO06 input. The field size of the CIEPO06 was optimized such
that the image difference between the averaged human-adjusted images and the image simulated by CIEPO06
was minimized for each test image. The optimized field sizes for test images 01, 02, and 03 were 15.0, 4.75,
and 3.08, respectively. Predictions by the optimized CIEPO06 would be considered as best predictions one
could achieve with the conventional color imaging workflow where only a single observer function is allowed
to be used. The fourth function was one of the ten categorical observers whose prediction was nearest to
observer’s results using ∆E00 as a distance metric. It did not require any observer characterization process.
The fifth function was estimated individual CMFs. As noted above, there were only nine observers who
participated in both the color image matching experiment and the observer characterization process. The
matching results and predictions for all nine observers are shown in 7.12-7.20. The observer IDs correspond
to those in Table 7.1. The optimized field sizes were used for the categorical observers and the individual
CMFs.
As illustrated in Figure 5.12, the nearest categorical observer and the individual CMFs gave much better
predictions than those by the average observer functions for all test images. The same predictions were
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Fig. 5.11 – Simulated color image matching results of CIEPO06 at a constant age (30) with varying field size
(2°-10° at every 2°) for test image 01. The simulation results for different test images yielded
nearly same results.
















































Fig. 5.12 – a∗ b∗ plots for three test images for observer ID = 3. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
performed for all 28 observers, and ∆E00 were taken between human observer results and each of the five
functions. The results for test image 01, 02, and 03 are shown in Figure 5.13, 5.14, and 5.15, respectively.
For the "indiv CMFs" column, there were only nine gray circles.
The nearest categorical observers improved predictions significantly. The average prediction errors decreased
by approximately 50 % compared to those of the optimized CIEPO06 (the third columns in Figure 5.13, 5.14,
5.15). A statistical test, two-sample t-test was performed to determine if the mean ∆E00 of errors for CIEPO06
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and the nearest categorical observers were significantly different. The results showed that the two average
∆E00 were significantly different with 95 % confidence level for all three test images. It demonstrates promising
improvement via personalized color imaging that conventional color imaging with a single observer function
cannot achieve.
Individual CMFs presented only slightly better predictions than average observer functions. The two-sample
t-test against the mean ∆E00 of errors for CIEPO06 and the individual CMFs did not show a statistical
significance in any test image possibly due to the experimental noise (mistakes of observers and variations of
physical stimuli if any) in both the color image matching experiment and the CMFs estimation process. The
individual difference in the use of effective field size was an additional causative issue. Even though it was
found that more complex images caused the use of a smaller field size, this effect would likely be different for



















Fig. 5.13 – ∆E00 between CIELAB values adjusted by 28 human observers and those simulated by five
observer functions (gray open circles) for test image 01. The five observer functions are the
CIE 1931 observer, the CIE 1964 observer, CIEPO06(age: 34.5, field size: 15.0), the nearest
categorical observer, and the estimated individual CMFs. The average ∆E00 for each observer
function is shown as a blue line.



















Fig. 5.14 – ∆E00 between CIELAB values adjusted by 28 observers and those simulated by five observer
functions (gray open circles) for test image 02. The five observer functions are the CIE 1931
observer, the CIE 1964 observer, CIEPO06(age: 34.5, field size: 4.75), the nearest categorical
observer, and the estimated individual CMFs. The average ∆E00 for each observer function is
shown as a blue line.



















Fig. 5.15 – ∆E00 between CIELAB values adjusted by 28 observers and those simulated by five observer
functions (gray open circles) for test image 03. The five observer functions are the CIE 1931
observer, the CIE 1964 observer, CIEPO06(age: 34.5, field size: 3.08), the nearest categorical
observer, and the estimated individual CMFs. The average ∆E00 for each observer function is
shown as blue line.
5.1.9 Summary
A color image matching experiment on an LCD monitor and a laser projector was designed and conducted to
investigate observer variations for wide color gamut applications. Twenty-eight color-normal observer results
were analyzed, and large observer variability was observed. The idea of personalized color imaging was
applied to improve the predictions of observer results. Statistically significant prediction improvements were
exhibited by the results from categorical observers. The prediction improvements were limited for individual
CMFs due to experimental noise and uncertainty in the use of field size for real images.
5.2 Perceived Color Difference Variability on a SHARP
Quattron Four-primary Display
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5.2.1 Motivations
Most of the observer variability experiments in the past involved colors appearing as unrelated colors, compari-
son of adjoining stimuli, a single bipartite field, and a monocular view, which might be deviated from conditions
where people view colors in practice. The goal in this section was to conduct an experiment under more
practical viewing conditions, to investigate how much observer variability would be obtained, how various
observer functions would predict experimental results, and if the personalized color imaging approach could
improve the predictions in such an applied context.
5.2.2 Experiment and Analysis
A paired comparison experiment was performed on a SHARP Quattron display. Quattron is a display having
four primaries, R, G, B, and Y (for Yellow). The individual access to the four channels with the 10-bit assignment
was provided by SHARP for this study. It allowed producing metameric spectra on a single display. SPDs of
the four primaries are shown in Figure 5.16. Four parameric (nearly metameric) spectra pairs were generated
and used in the experiment. One metameric pair consisted of two color patches: One patch was made from
red, green, and blue primaries. The other patch was made from blue and yellow primaries. Figure 5.17
illustrates the experimental workflow.





















Fig. 5.16 – Spectral Power Distributions of Quattron display primaries.
Paired comparison is the method where several stimulus intensity levels are chosen (four color difference
levels in this case) and compared pair-wise repeatedly. Unlike the method of adjustments, paired comparison


































Compute dE (dE00, D65)
Pair 1 Pair 2 Pair 3 Pair 4
Fig. 5.17 – Experiment workflow.
is very simple and easy for naive observers, allowing the easy collection of a large number of observers easily.
The number of comparisons (Ncmp) without repetition is expressed as Eq. (5.3).
Ncmp =
n · (n− 1)
2
(5.3)
where n is the number of stimuli. The number of repetitions was empirically determined to 16 times in a
preliminary experiment. The decision was made such that the experiment time was as short as possible but still
retained reliability. Therefore, the number of total judgments per one observer was 96 (= 4 · (4− 1)/2× 16).
The perceptual scale was computed by applying Case V of Thurstone’s law of comparative judgments
[Engeldrum, 2000]. The way to obtain the perceptual scale is briefly explained below. First, the frequency was
recorded in a matrix where the number of rows and columns corresponded to the number of stimuli; a value
of 1 was added to the matrix if the color difference of j-th pair was judged greater than that of i-th pair. The
frequency possibly varied from 0 to 16. Next, the frequencies were converted to probabilities dividing by the
maximum (=16). The diagonal line was filled with 0.5 assuming the comparison of the same stimuli would
produce 50% probability. In case there was a probability of 0 and 1, which produced the z-score of ±∞ and
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made further analysis impossible, the probability of 0 and 1 was replaced by 10−3 and 1− 10−3. Then, the





where S is z-score, and p is the probability (0 < p < 1). The z-scores in the matrix were averaged for each
column, which gave us a z-score for each of the four SPD pairs. Finally, the four z-scores were normalized
such that they had the mean value of zero and the standard deviation of unity. The obtained results would tell
us which pair appeared more or less different in a perceptual order for each human observer.
On the other hand, color differences of the four SPD pairs could be computed for a given observer function.
The computation steps are summarized below. First, an observer function (CMFs) was defined. Second, the
CMFs were linearly transformed into the CIE 1964 observer space using a matrixM3×3, expressed as Eq.
(5.5). M3×3 could be estimated by linear regression expressed as Eq. (5.6).
Ttrans = M3×3 ·Ttarget (5.5)
M3×3 = T1964 · (TtargetTTtarget)−1Ttarget (5.6)
where Ttarget is a set of CMFs for a defined observer and T1964 is a set of CMFs for the CIE 1964 observer.
All the matrices, T , are 3 × n matrices where n is the number of wavelength sampling. The expression
(TTtargetTtarget)
−1Ttarget is a pseudo-inverse of Ttarget. This transformation was preferred to use the color
difference formula as uniformly as possible. Note that Ttarget could be any form of CMFs including the
cone fundamentals from CIEPO06 and rgb-CMFs. Third, using the transformed CMFs, pseudo-XYZ (10°)
were computed for the four SPDs and the reference white spectrum (D65). Forth, pseudo-CIELAB values
were computed, and then the color differences were computed using CIEDE2000 (∆E00). Finally, the same
normalization as z-scores was performed to the color differences in order to bring color differences and
z-scores to the same space and compare them directly. In this way, it was investigated which observer function
correlated with a given observer.
5.2.3 Setup
The image that observers viewed during the experiment is illustrated in Figure 5.18. Two pairs of SPDs (left
and right circles) were shown side by side on a gray background. The distance between two circles was about
2°, and each circle subtended about 4.5° in visual angle. The letters and the cross at the center were written
in white, which was considered as reference white. Both the background and the reference white were made
from all the four primaries and had approximately D65 white point. The background had L∗ of around 50, the
luminance of the reference white was 318.7 [cd/m2]. The calculations here were done using the CIE 1964
observer.
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Choose Left/Right that appears more dierent
Fig. 5.18 – Experiment view.
There were eight stimuli (two patches for four pairs) used in the experiment. The eight stimuli were all very
similar colors (purplish blue) but had slightly different spectra and appeared differently for different observers.
Their differences with respect to CIELAB values for the CIE 1931 and 1964 observers are shown in Table 5.2.
The stimuli were presented in a random order. The locations of the presentations were also randomized so
that each stimulus was assigned to the four locations uniformly.
Tab. 5.2 – CIELAB values of four SPD pairs for the CIE 1931, 1964 standard observers.
Pair 1 Pair 2 Pair 3 Pair 4
RGBmix BYmix RGBmix BYmix RGBmix BYmix RGBmix BYmix
L∗ 60.3 60.8 60.7 61.1 60.4 61.2 60.9 61.1
CIE a∗ 0.1 0.3 2.5 -1.1 2.4 -0.2 0.6 -1.4
1931 b∗ -24.8 -25.1 -24.6 -23.1 -24.7 -24.5 -24.5 -22.4
∆E00 0.5 3.0 2.4 1.7
L∗ 61.1 61.3 61.4 61.6 61.1 61.7 61.6 61.5
CIE a∗ -2.3 -0.1 -0.2 -1.2 -0.3 -0.5 -1.9 -1.4
1964 b∗ -23.7 -24.7 -23.6 -22.8 -23.7 -24.1 -23.5 -22.1
∆E00 1.9 0.8 0.6 0.9
Regarding stability of the display, the temporal change in colorimetric values between 1-hour warm-up and
9-hour warm-up was about 0.1% on average. The spatial change in spectral intensities for the four different
locations was about 0.3% on average. The changes were overall very small for the purpose of this study. In
addition, the changes would be further discounted by randomly presenting stimuli.
5.2.4 Experimental Procedure
Observers sat on a chair and viewed the display. Before the experiment started, they were asked to adjust the
chair such that their eyes were at about the same height as the center of the display and approximately 1
m away from the display. Then, they were asked to judge which color difference appears greater than the
other by pressing left or right arrow on the keyboard. Observers had an option to go back and modify the
previous judgment if necessary. Observers were instructed to fix their view to the center (the cross in Figure
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5.18) during judgments. This was meant to avoid the intense macular pigment region affecting the results,
and to simulate a 10° viewing condition.
5.2.5 Observers
Fifty-eight color-normal observers participated in the experiment. Observers were screened using Ishihara’s
Tests for Colour-Blindness. The youngest observer was 18, and the oldest was 69. The number of males
and females was 42 and 16, respectively. The number of naive observers and expert observers is 28 and
30, respectively. 13 observers out of the 58 observers also participated in the color matching experiment for
observer characterization (Ch. 4.1). Their CMFs were estimated and used to predict results of this Quattron
experiment.
5.2.6 Experimental Results
The normalized z-scores from 58 observers are plotted in Figure 5.19. Each plot corresponds to each
observer’s results. For each plot, the four bars represent the normalized z-scores for the four SPD pairs. The
obtained variations were quite large, especially for young observers (age group 20 and 30). There were at
least two different groups. The bars of the majority of people formed bell-shaped, having larger values for pair
2 and 3. The second group formed u-shaped bars, having larger values for pair 1 and 4. Most of the observers
with ages greater than 40 had u-shaped bars, and they never formed bell-shaped bars. Other possible factors
that might effect results such as region, gender, total experiment time, and observer experience were also
investigated, and no dependence was found.
The simulation results for the CIE 1931 and 1964 observers are shown in Figure 5.20. For CIE 1931 observer,
pair 2 appeared most different, and pair 1 appeared nearly matched while pair 1 appeared most different for
the CIE 1964 observer. The differences between the two observers came from the spectral differences of
each pair. For instance, pair 1 had a relatively large spectral difference in the short-wavelength region. The
CIE 1964 observer magnified this difference whereas CIE 1931 observer compressed it.
The simulation was also performed using CIEPO06 with various age and field size combinations. Note that,
in CIEPO06, the age factor controls the lens pigment optical density, and the field size mainly controls the
macular pigment optical density. The simulation results using CIEPO06 are shown in Figure 5.21. The
increasing age factor in CIEPO06 caused the bar change from bell-shaped to u-shaped, which predicted
the experimental results. It was also found that decreasing field size had a similar effect to the prediction as
increasing age factor. This was understandable since increasing the lens pigment density (by increasing age
factor) and increasing the peak optical density of the macular pigment (by decreasing field size) both acted as
a yellowing filter in our eyes. In the experimental results, the bell-shaped bars could be explained by CIEPO06
with a smaller field size and/or a higher age, and the u-shaped bars could be explained by CIEPO06 with a
larger field size and a lower age. In other words, people in the bell-shaped group might have more yellow
pigments than people in the u-shaped group.
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Fig. 5.19 – Normalized z-scores obtained from 58 color-normal human observers. Observers are sorted
based on the normalized z-score for pair 1. The bars are color-coded based on observer’s age
group: 20 for blue, 30 for green, 40 and more for red.
5.2.7 Personalization Results
Each observer’s results were predicted using different observer functions. The predictions were performed by
computing normalized ∆E00 for each observer function and taking correlation with each observer’s normalized
z-scores. The effect of personalized color imaging was investigated analyzing the prediction results. Similar to
Ch. 5.1, the goal was to examine how much prediction improvement might be realized by comparing multiple
observer functions a single average observer function. 13 out of the 58 observers participated in the observer
characterization process using the nomaloscope (Ch. 4.1), and their individual CMFs were estimated. The

































Fig. 5.20 – Normalized ∆E00 for the CIE 1931, 1964 observers.
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Fig. 5.21 – Normalized ∆E00 for CIEPO06 with varying age and field size. The bar charts are color-coded
based on the correlation with the prediction of CIEPO06 (age:20, FS:10). The bar becomes
yellower as the covariance decreases.
estimated individual CMFs and the ten categorical observers (Ch. 3.3) were used for predictions in addition to
three average observer functions.
Figure 5.22 illustrates correlations between human results and the predictions for five different observer
functions. The higher the correlation is, the better the prediction is. The correlations ranged from -1 to 1.
The CIE 1931 observer, the CIE 1964 observer, and CIEPO06(age: 30.47, field size: 3.55) were average
observer functions. The average age of the 58 observers was used as CIEPO06 input. The field size of the
CIEPO06 was optimized such that the correlation between normalized z-scores averaged over 58 human
observers and normalized ∆E00 for CIEPO06 was maximized. The obtained correlation was a nearly perfect
correlation, 0.9927. It implies that the use of the optimized average CIEPO06 (the third column in Figure 5.22)






















Fig. 5.22 – Correlations between normalized z-scores for the 58 human observers and normalized ∆E00 for
each of five observer functions (gray open circles). The five observer functions are the CIE 1931
observer, the CIE 1964 observer, CIEPO06(age: 30.47, field size: 3.55), the nearest categorical
observer, and the estimated individual CMFs. The average correlation for each observer function
is shown as blue line.
leads to the best average correlation one can achieve using a single observer function. The fourth column
in Figure 5.22) was the correlations for one of the ten categorical observers whose prediction is nearest to
each human observer’s results. In other words, ten predictions were made for ten categorical observers, ten
correlations were computed against each human observer’s results, and the highest correlation was taken as
a resultant correlation for each human observer. It did not require any observer characterization process. The
fifth column in Figure 5.22) was the correlations for the estimated individual CMFs. As noted above, there
were only 13 observers who participated in both the Quattron experiment and the observer characterization
process. Thus, only 13 gray open circles are plotted in the figure. More detailed data, normalized z-scores of
13 human observers and normalized z-scores predicted by five different observer functions, are shown in
Figure 7.11.
The predictions were improved using categorical observers and individual CMFs. The average correlations
for categorical observers and individual CMFs were approximately 0.9 and 0.85, respectively. On the other
hand, even the best average function, the optimized CIEPO06, could only produce the correlation of 0.55.
It would be an indication that, when observer variability is large, it is impossible (or at least very difficult) to
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represent everyone by an average. The two-sample t-test was performed to investigate if the mean correlation
of estimated individual CMFs was significantly different from the mean correlation of CIEPO06. Similarly,
the t-test was also performed to investigate if the mean correlation of categorical observers was significantly
different from the mean correlation of CIEPO06. The test results showed that the mean correlations of both
estimated individual CMFs and categorical observers were significantly different from the mean correlation of
CIEPO06 with 95 % confidence level.
5.2.8 Summary
A paired comparison experiment to investigate observer variability was designed using a SHARP Quattron four-
primary display. Fifty-eight color-normal observers participated in the experiment. The idea of personalized
color imaging was applied to improve the predictions of observer results. Statistically significant prediction
improvements were demonstrated by categorical observers and the estimated individual CMFs.
5.3 Personalized Color Imaging Implementation using
iccMAX
5.3.1 Motivations
The goal of calibrating displays for color-critical applications such as color grading and soft proofing is to show
the same perceived colors on a display as those shown on a destination display (press prints or hard proofs in
case of soft proofing). Perfect calibrations are not possible, and one of the reasons is observer metamerism.
Personalized color imaging workflow can mitigate such issues by calibrating displays for a given observer
using his/her CMFs. The universal way to implement personalized color imaging is sought.
Unfortunately, typical ICC profiles fail to perform personalized color imaging since devices communicate via a
Profile Connection Space (PCS) that is limited to the CIE 1931 observer (and D50 illuminant). It means a RGB
color space of one display is converted to the XYZ color space for the CIE 1931 observer, then converted to a
RGB color space of the other display, for instance. The differences in CMFs among different people would
not be accurately preserved. One possible solution for implementing personalized color imaging is to use
ICC device link profiles to connect the source and the destination color spaces directly. The necessary steps
are (1) estimating a viewer’s CMFs, (2) measuring the two displays and creating display models to convert
from RGB to observer-specific XYZ, (3) generating 3D LUTs that associate RGB values of one display to RGB
values of the destination display, (4) creating ICC device link profiles with the 3D LUTs.
An alternative option is to use iccMAX. The International Color Consortium (ICC) has been working on a new
color profile specification called iccMAX [ICC, Last Accessed: 2015]. iccMAX goes beyond D50 and the CIE
1931 observer colorimetry of current ICC profiles (ICC v4). iccMAX is much more flexible than the current
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ICC profiles in that it allows spectral communications, custom colorimetric communications, and other special
cases as well as the conventional D50 and the CIE 1931 observer colorimetric communications.
This section shows the implementation of personalized color imaging with iccMAX using an example case
involving an LCD monitor and a laser projector.
5.3.2 Implementation
The LCD monitor and the laser projector used in this section were those used in the color image matching
experiment (Ch. 5.1). A theoretical description of personalized color imaging workflow is illustrated in Figure
5.23. The objective was to reproduce the same colors on the Apple Cinema display as those shown on the
Microvision laser projector for a given observer. The RGB color space of the laser projector was converted to
XYZ color space for an observer i, then converted to RGB color space of the Apple Cinema display. The key













Fig. 5.23 – Theoretical description of personalized color imaging workflow using a Microvision SHOWWX+
laser pico projector and an Apple Cinema HD LCD monitor.
A diagram of the forward display model for the Apple Cinema display is shown in Figure 5.24. The model was
an analytical model with a 3 × 3 matrix and 1D LUTs. At the first step, raw RGB values were converted to
linearized RGB values via 1D LUTs to account for non-linearity in the luminance dimension of the display. At
the second step, XYZ values for an observer i were obtained from linearized RGB values. A set of xyz-CMFs
for the observer i was applied to the measured spectra of red, green, and blue primaries (maximum intensities)
and the measured spectrum of black level to obtain the 3× 3 matrix and XYZ values for black level. In this
iccMAX implementation example, the display model for the Apple Cinema display was inverted.
A diagram of the forward display model for the Microvision laser projector is shown in Figure 5.25. Unlike the
Apple Cinema display, an empirical model utilizing 3D LUTs was adopted for the Microvision laser projector
due to significant additivity failures. SPDs were measured for 1331 colors (11× 11× 11 factorial combinations).
For a given observer i, XYZ values were computed for each of the factorial combinations, which yielded 3D
LUTs.






















































































































Fig. 5.25 – A forward display model for a Microvision laser projector.
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The computations in both of the two display models were replicated inside iccMAX. The personalized color
imaging workflow achieved with iccMAX is illustrated in Figure 5.26. The two display profiles were in a form of
AtoB1 tag and BtoA1 tag, which indicated that the transformations were colorimetric. An observer’s CMFs
(and an illuminant if necessary) were stored in Profile Connection Conditions (PCC). For the laser projector,
the spectral emissions data at each grid point and the SPD for white point were stored in multiProcessElement.
For the Apple Cinema LCD, SPDs of the three primaries at their maximum intensities, the SPD for white point,
and the SPD for black level were stored in multiProcessElement. In both profiles, at the initialization stage
before processing began, the spectral data were converted colorimetric data taking CMFs information stored
in PCC. Once initialized, the computations were same as conventional ICC colorimetric computations except
that the Profile Connection Space (PCS) was the XYZ color space for the specified observer.
The use of PCC in iccMAX is very advantageous to personalized color imaging. For example, in case of color
grading, it often happens that a display is replaced to another display, and a colorist is replaced by another
colorist. When displays are replaced, one needs to update only display profiles without modifying PCC. And
when viewers are switched, one updates only PCC with display profiles intact. Such maintenance of profiles
is more cumbersome if ICC device link profiles are used instead of iccMAX.
Note that, even though the transformations could be spectrally based, colorimetric transformations were
preferred. It was because pixel-wise spectral calculations were computationally expensive. Colorimetric
transformations via an observer-specific XYZ PCS in iccMAX were as fast as conventional ICC colorimetric
computations once the profiles were initialized taking CMFs information from PCC. Besides, one might have
to deal with differences of wavelength samplings in spectral data and CMFs stored in PCC if any.
LCD Display BtoA1 tag Laser Projector AtoB1 tag 
Profile Connection 
Conditions 































Fig. 5.26 – Personalized color imaging workflow using iccMAX using a Microvision SHOWWX+ laser pico
projector and an Apple Cinema HD LCD monitor.
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5.3.3 Summary
The implementation of personalized color imaging was demonstrated using a newly introduced ICC profile,
iccMAX. An imaging workflow involving an LCD monitor and a laser projector was considered as an example.
The use of iccMAX was more advantageous than ICC device link profiles due to its flexibility to use an XYZ
color space for the specified observer as a profile connection space. The flexibility of iccMAX allowed easier
maintenances of profiles in case displays or viewers are replaced.
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6Conclusions
Color vision variability among human populations and observer metamerism pose serious issues in color-
critical applications such as soft proofing in graphic arts and color grading in digital cinema. The issues are (1)
calibrated displays might not appear correctly and (2) a match made by one person might be a disagreeable
mismatch for another person. Such issues would be worsened due to the advent of wide color gamut displays
possessing spectrally narrow primaries. A possible solution, personalized color imaging utilizing individual
colorimetric observers, was demonstrated in this dissertation. The idea is to calibrate all the devices for a
given observer using his/her CMFs instead of the standard observer.
A color matching experiment was designed, and the data from 151 color-normal observers were collected. An
individual colorimetric observer model was derived to simulate a set of CMFs for any color-normal observer.
Furthermore, categorical observers were derived from the individual colorimetric observer model that is
considered to be representative of color-normal populations. It was found that introducing ten categorical
observers could reduce the prediction error by two thirds compared to using a single average observer. The
individual colorimetric observer model and categorical observers would be beneficial not only for personalized
color imaging but also for quantifying observer metamerism. For example, the metamerism index for a
change in observer could be calculated simply by replacing the standard deviate observer with ten categorical
observers in the formula proposed by CIE [CIE, 1989].
A method to estimate individual CMFs was developed utilizing the color matching experiment on the nomalo-
scope and the individual colorimetric observer model. An alternative, more rapid method to characterize color
normal vision was proposed as spectral pseudoisochromatic images.
The results from fundamental studies were applied to more practical situations. Personalized color imaging
was evaluated in a color image matching experiment on an LCD monitor and a laser projector and in a
perceived color difference experiment on a SHARP Quattron display. In both experiments, the personalized
color imaging using estimated individual CMFs or ten categorical observers led to statistically significant
prediction improvements. Such improved predictions would not be possible by a conventional color imaging
workflow using a single average observer function. Finally, the implementation of the personalized color
imaging was demonstrated with a newly introduced ICC profile, iccMAX.
The personalized color imaging workflow is summarized as follows. Prior to the beginning of the workflow, a
given setup is prepared to which personalized color imaging is applied. The setup can be a target display, a
reference display, a field size (visual angle) of 10°, and a specific observer(s). In the case of soft proofing,
the target display is replaced by target hard-copies. The field size can be any degree depending on the
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applications, but it needs to be defined. Once the setup is defined, the workflow is initiated as illustrated in
Figure 6.1. First, the devices are characterized spectrally. Both analytic models (e.g., a matrix and 1D LUTs)
and empirical models (e.g., 3D LUTs) can be used as shown in Ch. 5.3. Second, the observer is characterized.
The observer’s CMFs is estimated using the nomaloscope described in Ch. 4.1. Alternatively, ten categorical
observers (Ch. 3.3) can be used. The observer simply selects one of ten profiles that appears best based on
his/her color vision. Thus, it does not require any observer characterization. The use of categorical observers
is a convenient approach and useful in case the nomaloscope is unavailable. Third, the display models and
the observer’s CMFs (or ten categorical observers’ CMFs) are combined to create profiles. It can be done
using observer-specific ICC device link profiles or newly introduced iccMAX profiles.
1. Device Spectral Characterization
Personalized Color Imaging Workflow
2. Observer Characterization
3. Observer-Specific Model Implementation
ICC Device Link Profiles
iccMAX
Estimate Individual CMFs with Nomaloscope
Ten Categorical Observers
Fig. 6.1 – The personalized color imaging workflow.
This research led to five novel contributions: (1) the color matching data specifically designed to highlight
inter-observer variability from 151 color-normal observers, (2) the individual colorimetric observer model, (3)
the categorical colorimetric observers, (4) spectral pseudoisochromatic images that are the first color vision
test for color-normal people, and (5) the visual experiment on a laser projector to investigate inter-observer
variability. The future work is summarized in Ch. 6.2. Lastly, publications resulted from this dissertation are
listed in Ch. 6.2.
6.1 Future Work
The implementation of personalized color imaging in practice would be the next step to be done. That is, one
estimates a colorist’s CMFs and calibrates displays using either ICC V4 or iccMAX for color grading application.
The idea of spectral pseudoisochromatic images was introduced and computational analyses were shown, but
no visual assessment was yet performed due to the difficulty producing actual stimuli. It would be of interest
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to perform the visual experiment of spectral pseudoisochromatic images since this is not only beneficial for
personalized color imaging but also for clinical purposes. The personalized color imaging using the estimated
CMFs improved predictions (Ch. 5.1.8, Ch. 5.2.7). However, it often suffered from experimental noise. The
noise would partially come from the CMFs estimation process. Thus, validation and possible improvement of
CMFs estimation method would be desirable.
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6 28 F E Asia N N R Rennes
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8 29 M E Asia N N R Rennes
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10 36 F E Europe N N R Rennes
11 48 F E Europe N N R Rennes
12 52 F E Europe N N R Rennes
13 45 M E Europe N N R Rennes
14 46 M E Europe N N R Rennes
15 30 M E Europe N N R Rennes
16 35 M N Europe N N R Rennes
17 45 M E Europe N N R Rennes
18 23 M N Europe N N R Rennes
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22 26 M N Europe N N L Rennes
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28 34 F N Europe N N L Rennes
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31 40 M N Europe N N R Rennes
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33 37 M N Europe N N L Rennes
34 29 M N Europe N N R Rennes
35 44 M N Europe N N R Rennes
36 45 M N Europe N N L Rennes
37 50 M N Europe N N R Rennes
38 24 M N Europe N N L Rennes
39 38 M E Asia N N R Rennes
40 38 F N Europe Y N L Rennes
41 43 M N Europe N N R Rennes
42 50 F N Europe N N L Rennes
43 52 F N Europe N N L Rennes
44 37 F E Europe N N L Rennes
45 44 F N Europe Y N L Rennes
46 50 M N Europe N N R Rennes
47 40 M N Europe N N R Rennes
48 43 M N Europe N N R Rennes
49 32 M N Europe N N R Rennes
50 51 M N Europe N N R Rennes
51 42 F N Europe N N L Rennes
52 45 F N Europe N N R Rennes
53 50 M E Europe N N R Rennes
54 36 F N Europe N N L Rennes
55 52 M N Europe N N R Rennes
56 40 F N Europe N N R Rennes
57 45 M N Europe N N L Rennes
58 32 M N Europe N N R Rennes
59 53 M N Europe N N R Rennes
60 43 M N Europe N N L Rennes
61 52 M N Europe N N R Rennes
62 20 F N Asia N N R Rochester
63 25 M E North America N N R Rochester
64 34 M E Asia N N L Rochester
65 48 F E North America N N R Rochester
66 28 M E Europe N N R Rochester
67 46 F E North America N N R Rochester
68 49 M E North America N N R Rochester
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72 24 M N Asia Y N L Rochester
73 24 F N Asia N N R Rochester
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77 40 M E Europe N N R Munich
78 46 M E Europe N N R Munich
79 51 M E Europe N N R Munich
80 47 M E Europe N N L Munich
81 23 F E Europe N N R Munich
82 53 M E Europe N N R Munich
83 21 F N Europe N N L Munich
84 37 M E Europe N N R Munich
85 30 F E Europe N N L Munich
86 30 M N Europe N N L Munich
87 30 F N Europe N N L Munich
88 50 M E Europe N N R Munich
89 41 M E Europe N Y L Munich
90 30 M E Europe N N L Munich
91 58 M E Europe N N R Munich
92 46 M E Europe N N R Munich
93 59 M E Europe N N R Munich
94 30 F E Africa N N R Munich
95 48 M E Europe N N R Munich
96 29 F E Europe N N R Munich
97 29 M E Europe N N R Munich
98 25 F E Europe N N R Munich
99 32 F E Europe N N R Munich
100 32 F E Europe N N R Munich
101 52 M E Europe N N L Munich
102 38 M E Europe N N L Munich
103 40 M E Europe N N R Munich
104 56 M E Europe N N L Munich
105 65 M E Europe N N R Munich
106 27 M E Europe N N L Munich
Continued on next page
111



















107 53 M E Europe N N R Munich
108 50 M E Europe N N R Munich
109 51 M E Europe N N R Munich
110 27 F E Europe N N L Munich
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113 52 F E Europe N N R Darmstadt
114 50 M N Europe N N R Darmstadt
115 59 M E Europe N N R Darmstadt
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117 59 F E Europe N N R Darmstadt
118 30 M E Europe N N R Darmstadt
119 32 M N Europe N N R Darmstadt
120 24 M N Asia N N R Darmstadt
121 39 M E Europe N N R Darmstadt
122 59 F N Europe N N R Darmstadt
123 33 F N Europe N N L Darmstadt
124 46 F N Europe N N R Darmstadt
125 27 M N Asia N N R Darmstadt
126 40 F N Europe N N R Darmstadt
127 26 F N Europe N N R Darmstadt
128 36 F N Europe N N R Darmstadt
129 48 F N Europe N N R Darmstadt
130 67 M E Europe N N R Darmstadt
131 51 M E Europe N N R Darmstadt
132 33 M E Europe N N R Darmstadt
133 55 M E Europe Y Y L Darmstadt
134 32 F N Asia N N R Darmstadt
135 30 F E Asia Y N L Darmstadt
136 44 F E Europe N N R Darmstadt
137 49 F E Europe N N L Darmstadt
138 24 M N Europe N N R Darmstadt
139 38 M E Europe N N R Darmstadt
140 38 M E Europe N N L Darmstadt
141 43 M E Europe N N L Darmstadt
142 33 M E North America N N R Darmstadt
143 67 M E Europe N N R Darmstadt
144 41 M N Europe N N R Darmstadt
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146 24 F E Asia N N R Darmstadt
147 28 F E Europe N N L Darmstadt
148 31 M E Europe N N R Darmstadt
149 38 F N Europe N N R Darmstadt
150 34 M E Europe N N R Darmstadt
151 47 M E Europe N N L Darmstadt
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Tab. 7.2 – Estimated eight physiological parameters for 151 color-normal observers.













1 22.8 -44.7 0.0 -26.9 0.0 -0.1 -0.3 -3.8
2 0.7 -80.7 0.0 -11.2 0.0 3.3 0.0 -3.8
3 0.5 15.7 -26.9 0.2 0.2 6.0 0.8 0.0
4 -3.7 37.4 -26.9 0.0 0.3 6.0 0.2 0.0
5 2.3 7.2 0.0 0.0 0.0 0.0 3.6 0.0
6 17.8 0.1 0.0 0.0 0.0 3.1 0.0 -3.8
7 -7.1 77.2 -0.2 0.0 -0.1 0.0 -0.2 0.0
8 8.4 7.4 0.0 0.0 0.0 0.0 2.0 -3.7
9 0.7 18.5 -26.9 0.0 0.0 6.0 2.4 -3.8
10 -4.6 -9.2 -26.9 0.0 0.0 4.1 -0.6 -3.8
11 -7.0 24.8 0.0 0.0 0.0 -0.1 -4.5 0.0
12 -27.6 42.3 -26.8 -15.1 0.0 5.9 -1.4 0.0
13 11.3 -2.3 -26.0 -1.6 0.0 0.0 -0.5 -3.8
14 7.1 -13.1 -26.9 0.1 0.2 0.0 -0.6 -3.8
15 6.3 -43.3 0.0 0.0 0.0 0.7 0.0 -3.8
16 2.7 0.2 0.0 -20.8 0.0 3.2 0.0 0.0
17 -8.2 1.1 0.0 25.1 0.0 0.0 2.2 -3.8
18 -0.5 20.3 0.0 0.0 0.0 4.3 -4.5 -1.3
19 1.0 -20.0 -21.5 -0.8 -4.0 2.0 2.0 -3.8
20 -25.4 -9.6 0.0 0.2 0.0 0.1 0.0 3.8
21 -0.2 78.7 -7.2 -26.7 0.4 6.0 -4.5 0.0
22 10.5 -93.4 -26.9 0.0 0.0 0.8 0.5 -3.8
23 -10.5 -15.6 0.0 0.0 0.0 -3.6 3.6 0.0
24 -6.9 -1.0 -26.8 26.9 0.0 0.0 0.5 2.1
25 -13.5 -0.1 -26.9 -0.8 0.0 6.0 -0.3 0.0
26 -1.3 -45.2 -7.5 0.0 0.0 0.0 0.0 0.0
27 -23.7 20.4 -26.9 -26.9 0.0 6.0 -3.9 3.8
28 -2.1 38.6 -6.9 0.0 0.0 0.0 0.0 0.0
29 4.7 3.3 0.0 0.0 0.0 0.0 -0.7 0.0
30 -4.6 -44.9 -26.9 0.7 0.0 6.0 0.0 -0.9
31 6.5 -5.6 -26.9 -26.9 0.0 6.0 -4.5 -1.0
32 -12.1 7.1 -26.9 0.0 0.0 6.0 -2.4 0.0
33 12.8 0.0 0.0 -1.3 0.0 0.0 -2.7 -3.0
34 8.2 58.2 0.0 0.0 0.0 0.0 0.0 0.0
35 -2.1 40.1 -26.9 0.2 -0.5 6.0 -3.3 0.0
36 -7.5 -41.0 0.0 1.4 0.0 1.4 0.2 0.0
37 -14.4 2.8 0.0 0.0 0.0 6.0 -4.5 0.0
38 -7.1 35.4 0.0 0.0 0.0 -1.0 -4.5 0.0
39 -1.3 14.8 -26.9 22.5 0.0 5.1 2.7 -3.8
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40 -16.7 1.8 -26.9 0.0 -0.1 6.0 -4.5 0.0
41 15.3 -20.4 25.7 -26.8 -0.2 0.0 0.0 -3.7
42 -8.2 -25.5 0.0 23.8 0.0 0.0 0.0 -3.8
43 -1.4 74.2 0.0 -1.2 0.4 1.8 -0.3 0.0
44 -19.9 34.3 -5.7 0.0 0.0 0.0 -3.0 0.0
45 1.8 -32.2 0.0 0.0 0.0 5.1 -4.5 -3.8
46 -2.0 14.1 0.0 -26.9 0.0 -0.2 0.0 -3.8
47 3.3 -48.3 -26.9 -26.9 0.0 4.7 -4.5 0.0
48 -4.8 -29.1 0.0 0.0 0.0 1.5 -1.2 -3.8
49 -1.6 -38.0 0.0 1.6 0.0 0.0 -2.2 0.4
50 9.7 0.1 0.0 0.0 0.0 1.9 0.0 0.0
51 -4.9 109.4 -6.2 0.0 0.0 0.0 0.0 0.0
52 4.7 65.2 -26.9 0.1 0.4 -0.3 0.0 0.2
53 3.2 -42.0 0.0 0.0 0.0 1.0 1.4 -3.8
54 -6.8 -5.9 -26.9 14.5 0.0 1.8 0.0 -3.8
55 2.0 13.1 -0.4 -24.3 0.1 0.0 -4.3 0.0
56 -17.8 0.0 -26.9 0.0 0.0 5.0 0.0 0.0
57 1.2 0.2 0.0 0.0 0.0 -0.8 0.0 0.5
58 -3.4 -9.3 0.0 0.0 0.0 -0.1 -0.8 0.0
59 10.8 -17.8 -25.7 -25.6 -0.3 6.0 -4.5 0.0
60 7.6 81.2 -2.0 -26.9 1.0 6.0 -4.5 -3.8
61 0.6 3.0 0.0 -26.9 0.0 0.0 -2.0 0.0
62 13.9 11.3 0.0 0.0 0.0 2.3 0.0 -3.8
63 -21.3 -29.9 0.0 0.0 0.0 4.2 0.0 0.0
64 -4.4 38.8 0.0 -0.1 0.0 -4.3 4.5 0.0
65 -2.9 -91.1 26.9 0.0 0.0 0.1 0.0 -3.8
66 -6.4 26.7 -0.1 -26.2 0.0 0.0 0.0 0.0
67 -10.4 -10.6 0.0 26.9 0.0 0.0 0.0 0.0
68 6.3 -53.0 26.9 -0.3 -0.1 -2.5 2.1 3.7
69 14.6 18.2 0.0 -26.9 0.0 0.4 -3.9 0.0
70 -1.8 40.2 0.0 0.0 0.0 6.0 0.0 0.0
71 21.9 -24.3 0.0 -22.5 0.0 0.1 -0.2 -3.8
72 24.6 71.9 -19.9 -1.9 -0.1 4.9 0.1 0.0
73 -18.9 36.9 0.0 -12.1 0.0 0.0 0.0 3.7
74 -8.8 38.3 0.0 0.0 0.0 4.3 0.0 0.8
75 -7.8 0.4 1.1 -10.6 0.0 0.0 4.5 -3.8
76 -2.7 46.6 -26.9 -9.2 -0.9 -0.1 -0.2 -0.3
77 -8.4 26.4 -25.0 -6.8 0.0 5.8 0.0 -0.5
78 -29.8 -9.6 -24.7 1.4 0.0 6.0 0.0 0.0
79 -17.8 -41.1 -26.9 0.0 0.0 5.5 -3.0 0.0
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80 31.0 0.0 0.0 0.0 0.0 -4.9 0.0 -3.8
81 -3.8 0.5 0.0 0.0 0.0 -0.7 0.0 0.0
82 -1.4 -30.3 -26.9 -1.6 -22.1 6.0 -2.3 -3.8
83 -8.2 -63.6 -0.2 -0.5 0.2 4.9 0.0 0.0
84 -26.2 16.8 -26.9 0.0 0.0 6.0 -2.6 0.0
85 -21.8 37.8 -0.1 19.2 0.0 0.5 0.0 3.8
86 -17.3 11.1 0.0 0.0 0.0 0.3 1.6 0.0
87 -25.7 -12.0 -26.9 0.0 0.0 6.0 -0.2 2.2
88 8.6 4.2 0.0 -16.1 0.0 0.0 -0.2 0.9
89 -0.6 -8.4 0.0 12.9 0.0 0.0 0.0 -3.8
90 -4.7 -74.8 0.0 0.0 0.0 5.9 0.0 -3.8
91 -20.9 56.1 -26.9 -1.7 0.0 -6.0 -4.5 0.0
92 -17.2 19.1 -26.9 0.0 0.0 6.0 -2.3 -3.7
93 1.9 18.3 0.0 0.0 0.0 0.0 -2.6 3.8
94 -30.5 109.4 -26.9 0.0 0.0 -3.2 0.0 3.8
95 -9.8 74.8 -0.1 -26.8 -0.6 4.0 -4.5 0.0
96 -25.3 19.3 -26.9 0.0 0.0 -1.4 0.0 3.8
97 -6.9 -22.9 -26.8 10.9 0.0 0.0 0.0 0.0
98 -6.8 -50.3 -0.3 0.4 0.1 -0.1 0.0 0.0
99 -18.1 55.7 0.0 -0.2 0.0 0.0 2.1 0.0
100 -0.4 59.9 26.9 -26.9 -0.3 0.7 0.0 -0.5
101 -13.6 0.0 0.0 0.0 0.0 0.0 1.1 0.0
102 -11.3 70.6 -5.8 -5.9 -1.0 5.1 0.0 -2.4
103 -0.9 -0.2 0.0 -0.1 0.0 0.9 -2.7 0.0
104 -13.9 -29.9 0.0 0.0 0.0 3.4 -4.5 -3.8
105 29.2 10.0 -0.1 -22.6 0.0 -6.0 -0.5 0.0
106 -23.9 19.3 0.0 0.0 0.0 6.0 -4.2 1.0
107 -4.0 0.0 0.0 -8.7 0.0 0.0 -0.8 0.0
108 15.0 43.3 0.0 -3.0 0.0 0.6 -3.4 0.0
109 25.7 -34.6 0.0 -26.9 0.0 3.0 -4.5 -3.8
110 -6.6 -35.2 -0.2 26.9 0.0 -5.7 0.0 0.0
111 0.2 -18.1 0.0 -10.8 0.0 3.6 0.0 -3.8
112 1.0 27.4 0.0 0.0 0.0 -1.9 -4.5 3.8
113 1.6 64.9 0.0 -26.9 0.0 3.0 0.0 0.0
114 19.0 0.4 0.0 0.0 0.0 0.0 -4.5 0.4
115 17.8 0.0 1.3 -26.9 -0.1 1.3 -2.0 1.7
116 7.1 -54.0 0.0 0.0 0.0 1.5 0.0 -3.8
117 -18.4 0.0 0.0 0.0 0.0 0.0 3.2 0.0
118 -4.2 71.9 -2.1 0.0 0.5 -0.1 -1.8 0.0
119 -29.9 18.3 0.0 -0.5 0.0 -0.3 -4.5 3.8
Continued on next page
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Tab. 7.2 – continued from previous page













120 -10.3 43.1 0.0 0.0 0.0 0.0 0.0 0.0
121 3.7 -21.5 0.0 -26.9 0.0 4.1 -4.5 -3.8
122 8.2 -1.8 -26.9 26.9 0.0 -6.0 2.3 0.0
123 -11.5 -17.4 0.0 0.0 0.0 0.0 0.0 0.0
124 -23.7 -8.6 0.0 0.0 0.0 1.9 0.0 0.0
125 -4.1 0.3 0.0 0.0 0.0 0.0 -4.5 -3.4
126 -14.5 0.0 0.0 0.0 0.0 3.9 0.0 0.0
127 0.9 -2.9 -26.9 26.9 0.0 -0.8 0.0 -2.8
128 -11.9 38.4 0.0 0.0 0.0 5.7 -4.2 0.0
129 -0.8 1.6 0.0 -26.9 0.0 5.3 -4.5 0.0
130 36.8 29.2 26.9 -26.9 0.0 1.0 -4.5 1.9
131 10.2 -24.6 0.0 0.0 0.0 0.0 -4.2 0.0
132 -20.1 12.9 0.0 -26.9 0.0 4.0 -4.5 0.0
133 43.6 -40.8 -26.9 24.1 0.0 -6.0 -0.4 -3.8
134 -18.8 -9.8 -26.9 -26.9 0.0 6.0 -4.5 3.3
135 -13.9 9.0 -22.4 1.8 0.0 0.0 0.0 0.0
136 10.5 -0.2 0.0 0.0 0.0 0.0 -2.0 0.0
137 4.7 109.4 0.0 0.0 0.0 -6.0 0.2 3.8
138 -17.2 0.0 0.0 0.0 0.0 0.0 0.9 0.0
139 11.7 -26.5 0.0 0.0 0.0 -6.0 3.8 -3.8
140 -2.2 -43.3 0.0 0.1 -0.1 0.0 2.7 -3.8
141 -0.7 -21.0 -26.9 22.3 0.0 5.4 0.0 -3.8
142 -31.0 -1.3 0.0 0.0 0.0 1.8 0.0 2.5
143 31.1 -6.6 0.4 -26.9 0.0 -0.7 -0.1 -3.8
144 -1.8 -53.8 0.0 0.0 -0.3 -0.7 0.0 -3.6
145 -2.9 105.3 -26.9 -2.1 0.0 0.0 -4.5 3.8
146 12.6 -36.1 -15.5 0.0 0.0 0.0 0.0 -3.8
147 -16.7 -48.7 0.0 26.9 0.0 -1.2 0.0 0.0
148 -3.1 -70.0 -25.1 -26.9 -0.2 4.8 -1.4 -3.8
149 8.7 -2.5 -15.3 0.0 0.0 0.0 -3.0 0.0
150 3.9 -0.1 -26.9 26.9 0.0 0.0 -2.1 -3.8
151 30.3 -29.9 0.0 -26.2 0.0 -3.2 -1.2 -0.7
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Tab. 7.3 – Intra-observer variability in terms of a MCDM (∆E00) of five color matches and the average MCDMs
for 151 color-normal observers.
ObsID Average Match 01 Match 02 Match 03 Match 04 Match 05
1 0.9 1.0 0.9 0.6 0.9 1.1
2 1.3 2.2 1.2 1.0 0.9 1.3
3 0.8 0.3 1.4 0.6 1.0 0.7
4 1.7 3.8 1.4 1.4 0.7 1.4
5 1.5 0.9 2.3 1.4 2.1 0.8
6 1.4 1.9 2.3 1.7 0.5 0.6
7 1.9 1.1 2.9 2.2 1.0 2.4
8 2.6 2.6 2.9 1.4 1.8 4.0
9 1.0 1.7 1.4 0.6 0.4 0.9
10 2.9 4.5 2.7 1.2 3.3 2.6
11 1.5 2.0 1.6 1.4 0.9 1.4
12 0.5 1.0 0.2 0.2 0.3 0.8
13 1.0 2.3 0.4 0.4 0.7 1.1
14 0.9 1.2 0.9 0.5 0.6 1.2
15 1.0 1.7 1.5 0.6 0.5 0.6
16 1.6 2.6 2.3 0.7 1.0 1.2
17 1.5 2.6 1.6 0.7 0.6 2.1
18 1.5 2.7 1.6 1.3 1.0 1.1
19 0.8 1.3 0.5 0.5 0.5 1.1
20 1.1 0.7 1.9 0.2 0.5 2.2
21 1.9 1.7 2.4 1.0 2.1 2.0
22 0.7 0.7 0.4 0.4 0.6 1.5
23 1.3 1.3 1.2 0.8 1.4 1.6
24 1.7 2.7 1.7 1.3 0.9 2.0
25 1.6 2.9 1.3 0.6 1.2 2.1
26 1.8 3.5 0.9 1.1 0.6 2.8
27 1.0 0.4 2.1 0.0 1.3 1.2
28 1.6 2.8 1.0 0.4 1.4 2.7
29 1.8 1.8 2.9 0.7 1.2 2.2
30 1.3 0.9 0.7 0.7 1.1 3.4
31 1.0 1.3 1.6 0.5 0.4 1.1
32 2.5 4.1 1.7 2.1 1.8 2.7
33 0.8 0.5 1.4 0.7 0.9 0.6
34 3.1 2.5 4.0 4.1 1.6 3.3
35 1.1 0.8 0.7 0.8 1.4 1.9
36 1.6 2.3 1.7 0.6 0.8 2.6
37 2.7 3.5 2.3 2.0 1.8 3.8
38 1.8 1.6 2.5 0.5 2.7 1.6
39 1.3 1.0 1.1 1.0 2.7 0.9
Continued on next page
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ObsID Average Match 01 Match 02 Match 03 Match 04 Match 05
40 2.0 1.2 4.9 0.7 1.4 2.0
41 1.2 1.6 1.7 0.9 0.5 1.4
42 2.6 5.6 2.3 0.3 1.3 3.5
43 1.7 2.8 1.7 1.2 1.0 1.8
44 1.6 1.2 1.8 0.1 1.4 3.3
45 2.8 2.5 2.7 2.6 3.0 3.2
46 2.1 2.2 1.6 2.1 1.8 2.7
47 1.7 1.1 2.8 0.7 0.7 3.0
48 1.6 2.1 2.5 1.1 0.6 1.6
49 0.9 0.4 1.0 1.2 0.7 1.2
50 2.1 2.9 2.0 1.5 0.9 3.5
51 1.6 2.9 1.7 1.0 0.2 2.0
52 1.0 1.0 1.5 0.8 1.2 0.4
53 2.7 3.6 2.6 1.0 1.3 5.0
54 1.0 1.6 1.1 0.2 1.0 1.1
55 2.1 2.8 3.4 0.9 0.7 2.4
56 1.2 1.7 1.2 0.5 1.2 1.4
57 2.3 3.8 1.8 0.8 1.0 3.9
58 1.9 4.9 0.8 0.6 1.3 1.8
59 2.2 4.0 1.2 1.1 1.3 3.4
60 1.7 1.6 2.3 1.3 1.0 2.4
61 1.2 1.6 2.2 0.4 0.9 1.0
62 1.3 1.0 1.2 1.3 0.4 2.8
63 0.8 1.1 0.7 0.2 0.8 1.0
64 0.8 0.7 1.1 0.4 1.0 0.7
65 1.3 1.3 1.6 1.1 0.5 1.9
66 1.6 1.3 2.7 0.6 0.9 2.3
67 1.3 1.8 1.9 0.4 0.6 1.5
68 1.2 2.5 2.0 0.7 0.6 0.5
69 0.7 1.8 0.5 0.0 0.7 0.5
70 0.8 1.0 1.1 0.7 0.9 0.6
71 0.3 0.5 0.4 0.0 0.5 0.3
72 0.8 1.0 0.8 0.7 0.9 0.6
73 2.1 3.2 2.1 0.8 0.7 3.5
74 1.0 1.7 1.0 0.6 0.3 1.5
75 1.3 2.4 1.8 0.6 0.5 1.0
76 1.2 1.8 1.6 1.0 0.6 1.2
77 1.2 1.5 0.9 1.0 0.6 1.7
78 0.7 1.4 0.6 0.3 0.3 0.9
79 0.8 0.9 1.0 0.5 0.2 1.7
80 1.0 1.9 1.0 0.3 1.2 0.6
Continued on next page
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ObsID Average Match 01 Match 02 Match 03 Match 04 Match 05
81 0.6 0.7 0.7 0.9 0.3 0.3
82 1.0 1.2 0.6 1.1 0.7 1.2
83 1.4 2.3 1.1 1.9 0.4 1.3
84 0.7 1.5 0.3 0.4 0.8 0.4
85 0.9 1.7 0.6 0.4 0.7 1.0
86 1.2 3.1 0.6 0.5 0.6 1.3
87 0.7 0.6 0.7 0.7 0.7 0.6
88 1.3 1.9 0.8 1.2 1.2 1.4
89 1.6 2.2 3.2 0.6 0.6 1.4
90 1.3 1.0 1.7 1.0 0.3 2.7
91 1.9 2.2 2.3 0.7 1.8 2.4
92 1.6 1.5 1.7 1.6 1.1 1.9
93 0.8 1.2 0.6 0.4 0.9 0.8
94 3.0 7.5 2.0 1.0 2.1 2.3
95 1.2 1.6 0.8 0.9 1.1 1.6
96 1.1 1.9 1.1 0.6 1.0 1.1
97 1.9 2.0 2.5 1.5 1.3 2.4
98 0.7 0.9 0.5 0.3 0.3 1.4
99 0.6 0.8 0.4 0.5 0.4 1.0
100 1.4 1.9 2.3 1.0 0.5 1.5
101 2.3 2.3 3.3 2.0 1.8 1.9
102 1.0 1.1 1.8 0.4 0.7 0.7
103 1.6 1.9 1.6 1.6 0.7 2.2
104 1.4 2.1 1.8 0.9 0.8 1.6
105 0.6 0.7 0.6 0.7 0.7 0.4
106 0.6 0.8 0.3 0.3 0.2 1.7
107 1.5 1.7 3.1 0.7 0.8 1.4
108 0.9 1.6 0.2 1.0 0.9 0.6
109 0.8 1.2 1.0 0.6 0.2 0.9
110 1.0 1.4 1.6 0.9 0.4 0.6
111 1.1 1.5 1.2 1.3 0.5 1.0
112 2.4 2.8 2.9 1.0 1.8 3.4
113 1.9 2.8 2.8 1.2 0.7 2.0
114 1.1 1.5 1.5 0.8 0.9 0.8
115 1.0 1.1 1.3 0.9 0.7 0.8
116 2.5 4.2 2.8 1.5 0.6 3.3
117 1.6 2.6 1.6 1.3 1.2 1.6
118 1.5 3.0 1.4 0.5 1.3 1.3
119 1.0 1.6 0.6 0.4 0.4 1.8
120 2.3 2.8 2.6 1.6 0.9 3.4
121 1.4 1.3 1.2 1.0 0.6 3.0
Continued on next page
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ObsID Average Match 01 Match 02 Match 03 Match 04 Match 05
122 2.1 4.7 2.0 1.2 2.1 0.5
123 2.1 3.0 2.7 1.3 0.9 2.8
124 1.0 1.4 1.1 0.5 0.4 1.4
125 1.0 1.3 0.6 1.5 0.5 0.9
126 1.3 1.7 1.4 0.9 0.7 1.7
127 0.9 0.9 0.6 0.9 0.5 1.5
128 1.8 2.2 1.9 1.9 0.8 1.9
129 1.3 0.9 1.7 1.0 0.9 2.1
130 0.7 2.0 0.1 0.0 0.7 0.6
131 1.7 3.1 2.2 1.0 1.0 1.4
132 1.1 1.5 1.2 0.4 0.7 1.7
133 0.8 2.0 0.4 0.5 0.6 0.7
134 1.9 1.6 2.0 1.0 1.8 3.3
135 0.9 0.8 1.2 0.7 0.9 0.9
136 1.6 3.4 1.3 1.9 0.7 0.6
137 1.2 1.2 2.2 0.7 0.7 1.1
138 1.8 3.3 3.1 0.9 0.8 1.0
139 1.0 1.3 1.6 0.7 0.5 1.0
140 1.3 0.9 1.6 0.4 0.9 2.8
141 1.3 2.8 0.8 0.7 0.7 1.3
142 1.2 2.1 1.4 0.4 0.7 1.1
143 0.8 1.6 0.4 0.6 0.8 0.7
144 3.0 2.7 1.9 4.3 1.7 4.5
145 2.2 2.8 3.6 1.3 1.3 1.8
146 0.7 1.7 0.6 0.5 0.5 0.4
147 0.6 0.8 0.4 0.3 0.8 0.9
148 1.3 0.9 1.3 2.3 0.7 1.6
149 1.0 1.3 0.7 0.8 1.0 1.0
150 1.7 2.3 2.5 1.5 1.3 0.9
151 0.7 1.7 0.8 0.2 0.4 0.6
121
Cat 1 Cat 2 Cat 3 Cat 4 Cat 5
Cat 6 Cat 7 Cat 8 Cat 9 Cat 10
Fig. 7.1 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 1,
perceived by each of the ten categorical observers.
Cat 1 Cat 2 Cat 3 Cat 4 Cat 5
Cat 6 Cat 7 Cat 8 Cat 9 Cat 10
Fig. 7.2 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 2,
perceived by each of the ten categorical observers.
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Fig. 7.3 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 3,
perceived by each of the ten categorical observers.
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Fig. 7.4 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 4,
perceived by each of the ten categorical observers.
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Fig. 7.5 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 5,
perceived by each of the ten categorical observers.
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Fig. 7.6 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 6,
perceived by each of the ten categorical observers.
Cat 1 Cat 2 Cat 3 Cat 4 Cat 5
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Fig. 7.7 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 7,
perceived by each of the ten categorical observers.
Cat 1 Cat 2 Cat 3 Cat 4 Cat 5
Cat 6 Cat 7 Cat 8 Cat 9 Cat 10
Fig. 7.8 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 8,
perceived by each of the ten categorical observers.
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Fig. 7.9 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 9,
perceived by each of the ten categorical observers.
Cat 1 Cat 2 Cat 3 Cat 4 Cat 5
Cat 6 Cat 7 Cat 8 Cat 9 Cat 10
Fig. 7.10 – Visualization results of a spectral pseudoisochromatic image targeted at categorical observer 10,
perceived by each of the ten categorical observers.
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Tab. 7.4 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 1. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 12.9 4.5 18.6 4.1 24.5 7.9 5.0 22.7 5.0 22.8
2 13.8 27.7 12.3 12.1 28.2 4.9 33.3 17.4 21.9 15.6
3 13.2 19.0 4.2 24.8 4.8 20.1 15.3 3.2 20.1 4.8
Tab. 7.5 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 2. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 4.8 20.7 20.1 15.1 10.3 5.0 22.3 17.9 18.0 28.6
2 8.6 11.4 1.6 14.4 3.6 12.4 5.0 5.0 12.8 4.4
3 11.8 11.5 26.0 4.8 15.7 14.7 17.0 25.8 5.0 31.8
Tab. 7.6 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 3. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 12.6 12.9 12.1 14.8 5.0 14.8 8.9 2.7 14.4 5.0
2 9.2 2.8 20.6 4.8 17.6 7.3 7.2 21.6 2.4 27.3
3 4.7 5.5 18.5 9.8 13.8 3.5 4.9 18.7 5.3 26.3
Tab. 7.7 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 4. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 14.4 19.7 5.0 29.0 4.8 19.9 12.1 1.2 21.8 5.0
2 1.7 11.4 18.7 16.4 12.6 5.0 4.8 19.3 11.7 28.4
3 8.2 5.0 13.9 16.0 15.0 12.7 12.9 16.4 5.0 17.5
Tab. 7.8 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 5. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 4.7 25.9 29.8 27.9 19.2 5.9 24.3 32.4 24.2 40.0
2 13.4 30.7 1.6 19.0 19.0 5.0 35.2 4.4 26.9 3.1
3 13.9 2.6 24.7 5.0 18.8 16.9 5.0 26.8 4.4 25.0
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Tab. 7.9 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 6. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 14.0 4.9 30.8 4.8 16.1 19.4 11.0 28.0 4.3 34.0
2 12.1 6.5 4.4 15.2 7.2 15.2 4.2 5.0 9.8 1.2
3 4.9 15.7 26.0 8.8 5.0 15.2 14.8 18.5 11.9 32.4
Tab. 7.10 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 7. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 2.4 11.0 4.3 2.9 5.0 4.9 14.5 1.2 6.9 5.0
2 19.5 4.9 38.9 6.7 37.2 17.3 14.5 39.9 4.8 48.7
3 - - - - - - - - - -
Tab. 7.11 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 8. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 16.9 22.9 4.5 16.6 19.8 11.6 22.2 12.2 20.6 2.3
2 5.0 3.1 12.9 2.3 11.3 4.3 4.9 12.2 2.2 17.4
3 12.1 21.6 10.1 29.8 5.0 17.0 13.4 12.2 23.1 20.2
Tab. 7.12 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic image
targeted at categorical observer 9. ∆E00 were computed for each of the ten categorical observers
using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 - - - - - - - - - -
2 3.3 12.7 9.1 4.3 4.8 3.6 15.5 7.2 10.6 11.3
3 10.3 5.0 3.5 18.2 5.3 14.3 2.7 4.5 10.3 4.4
Tab. 7.13 – ∆E00 of background 1, 2, and 3 against the number layer in a spectral pseudoisochromatic
image targeted at categorical observer 10. ∆E00 were computed for each of the ten categorical
observers using their xyz-CMFs.
Backgr. Cat.01 Cat.02 Cat.03 Cat.04 Cat.05 Cat.06 Cat.07 Cat.08 Cat.09 Cat.10
1 11.3 18.6 5.0 21.8 5.0 12.9 13.1 3.3 19.9 16.6
2 4.8 2.2 12.9 5.0 11.4 2.6 4.7 16.0 3.4 18.6









































































Fig. 7.11 – Normalized z-scores of 13 human observers and normalized z-scores predicted by five different
observer functions. Each column represents a human observer’s results and the corresponding
five predictions. Correlations between human results and predictions are shown.
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Fig. 7.12 – a∗ b∗ plots for three test images for observer ID = 1. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
















































Fig. 7.13 – a∗ b∗ plots for three test images for observer ID = 2. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
















































Fig. 7.14 – a∗ b∗ plots for three test images for observer ID = 3. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
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Fig. 7.15 – a∗ b∗ plots for three test images for observer ID = 7. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
















































Fig. 7.16 – a∗ b∗ plots for three test images for observer ID = 11. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
















































Fig. 7.17 – a∗ b∗ plots for three test images for observer ID = 12. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
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Fig. 7.18 – a∗ b∗ plots for three test images for observer ID = 13. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
















































Fig. 7.19 – a∗ b∗ plots for three test images for observer ID = 33. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
















































Fig. 7.20 – a∗ b∗ plots for three test images for observer ID = 61. The predictions of the three average functions,
the nearest categorical observer, and the estimated individual CMFs are plotted together.
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8Appendix B: Color Matching Experiment
Design to Estimate Individual CMFs
In this appendix, the design of a color matching experiment to estimate individual CMFs is described. This
appendix is prepared for anyone who desires to build a color matching experiment similar to the one in this
thesis. Once the color matching experiment is designed by following the instructions below, the reader should
then follow the procedure described in Ch. 4.1.2 to estimate physiological parameters (step 2), and reconstruct
individual CMFs (step 3). Each section below describes the necessary steps to build the color matching
experiment.
8.1 Device Components
The necessary components in a color matching device are two sets of four LEDs, two corresponding integrating
chambers, a bipartite field, a monocular hole, and a view port. As an example, an optical design of the
nomaloscope used in this research is shown in Figure 8.1. The view port is attached to the monocular hole,
and it is necessary since it is difficult to keep a constant distance without the view port. The size of the bipartite
field is determined such that it subtends 10° in visual angle when viewed from the view port. (it was 8.5 ° in
the nomaloscope, originated from Sarkar’s work.) Alternatively, one can choose 2° size. The walls of the
integrating chambers in the nomaloscope are made of papers. The integrating chambers should scatter light
to minimize the spatial non-uniformity.
8.2 LEDs
Four LEDs are loaded for each left and right side. SPDs of a total of eight LEDs installed on the left side
and the right side are shown in Figure 8.2. The maximum luminance (for the CIE 1964 observer) and the
peak wavelength for each of the eight LEDs are shown in Table 8.1. Note that the four LEDs are often called
red, green, blue, and white LEDs for convenience (as in Table 8.1), but they do not indicate the actual color.
For example, the blue primary on the left appears cyan and that on the right appears violet. The white LEDs
on both sides are in fact the same type of LEDs, but give slightly different spectra. It happens due to the
replacement of LEDs. The 400 nm peak LED (blue LED on the right) is the most important LED for the
purpose of color matching to estimate CMFs since it can reveal variations in the lens pigment. The 657 nm
peak LED (red LED on the left) is the second most important LED. Overall, it is critical to select LEDs such that
SPDs of RGB LEDs on the left and right are significantly uncorrelated. That is, it fails to reveal inter-observer
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Fig. 8.1 – An optical design of a color matching device. (from Figure 4 in [Morvan et al., 2011])
difference if the wavelength peaks are similar. More detailed explanations about LED selections are given in
Ch. 3.1.4. One should select LEDs similar to those used in this research. The selection of LEDs, especially
choosing the similar peak wavelengths, is very critical in the experimental design. Whenever possible, one
should simulate color matches for selected LEDs using the same procedure in Ch. 3.1.4 and confirm that the
selected LEDs would produce enough inter-observer variability to detect.

























































(a) Left Side (b) Right Side
Fig. 8.2 – SPDs of four LEDs for the left side (a) and the right side (b).
8.3 Five Color Matches
Each color match in this study was designed by selecting LEDs from the four LEDs in each side. Table 8.2
summarizes the LED combinations used for each color match. Color match 1 used R, G, and B LEDs on
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Tab. 8.1 – The maximum luminance [cd/m2] (for the CIE 1964 observer) and the peak wavelength [nm] for
each of four LEDs on the left side and four LEDs on the right side.
Luminance [cd/m2] Peak Wavelength [nm]
Left Right Left Right
R 13.1 29.4 657 592
G 44.9 36.6 506 521
B 26.0 5.4 469 400
W 61.4 54.3 459 460
the left side as matching primaries and white LED on the right side as a reference spectrum. Similarly, Color
match 2 used R, G, and B LEDs on the right side as matching primaries and white LED on the left side as
a reference spectrum. Note that, although both color match 1 and 2 used R, G, B, and white LEDs, the
spectral shapes of these LEDs on the left and right sides are extremely different, thus capturing inter-observer
variability in a different way. Color match 3, 4, and 5 used combinations of LEDs to produce reference
spectra. For color match 3, 4, and 5, the chromaticities of the reference spectra were determined such that
the reference spectrum was as achromatic as possible for the CIE 1964 observer. The luminance of each of
the five reference spectra was 24.0, 25.0, 18.1, 24.5, 23.8 [cd/m2] (for the CIE 1964 observer), respectively.
A reference spectrum and SPDs of a set of three matching primaries for each of the five color matches are
shown in an absolute unit [W/sr/m2] in Appendix (Figure 8.3 - 8.7). Regarding the color of the reference
spectrum for each color match, the reference spectra for color match 1, 2, and 5 appears neutral, the reference
spectrum for color match 3 appears saturated cyan, and the reference spectrum for color match 4 appears
saturated orange for the CIE 1964 observer.
Tab. 8.2 – LEDs used for each color match. Open circles represent the three matching primaries. Filled
diamonds represent the LED(s) used to create the reference spectrum.
R G B W R G B W
Color Match Exp. 1
Color Match Exp. 2
Color Match Exp. 3
Color Match Exp. 4
Color Match Exp. 5
Left Right
8.4 Spectral Characterization of LED Models
Each LED is spectrally characterized. That is, one can predict the spectrum of a LED for a given input digital
count. This is done performing a ramp measurement for each LED by a spectroradiometer such as PR-670
and Konica Minolta CS-2000. Without any special driver, the relationship between a digital count and a
measured spectrum intensity should be linear. Assuming the spectra are additive, the LED model can predict
a spectrum generated from a set of four digital counts for each side.
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Fig. 8.3 – A reference spectrum and SPDs of a set of matching primaries for color match 1.



































Fig. 8.4 – A reference spectrum and SPDs of a set of matching primaries for color match 2.
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Fig. 8.5 – A reference spectrum and SPDs of a set of matching primaries for color match 3.




































Fig. 8.6 – A reference spectrum and SPDs of a set of matching primaries for color match 4.
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Fig. 8.7 – A reference spectrum and SPDs of a set of matching primaries for color match 5.
8.5 User-Interface
CIELAB color space for the CIE 1964 observer is used as a user input. Using the spectral LED models, one
creates software to covert user-input CIELAB values into LED digital counts.
To compute CIELAB, the reference white (white point) needs to be assumed for each of the five color matches.
For color match 1, 2, and 5, the colors of the reference spectra are neutral. Thus, the relative spectral shape of
the reference white is assumed to be same as the reference spectrum. For color match 3 and 4, the colors of
the reference spectra are saturated cyan and saturated orange, respectively. Thus, the relative spectral shape
of the reference white is assumed to be equal-energy spectrum (Illuminant E). For all five color matches, the
intensity of the relative spectrum of the reference white is adjusted such that L∗ of the reference spectrum
becomes 50 for the CIE 1964 observer.
L∗ is set constant for all the five matches and observers adjust only a∗ and b∗ values to make a color match.
(Two-dimensional color matching is easy and variations in L∗ is negligible.)
Note that, in case the field size of the bipartite field is 2°, CIELAB for the CIE 1931 observer should be used
instead of the CIE 1964 observer.
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8.6 Temporal Stability Check
The temporal stability of LEDs should be checked. It is likely that an intensity of LED continues to change
even after 10-15 minutes warm-up. It is recommended to prepare several LEDs for a given LED type and
determine the most stable LED. Only LEDs exhibiting good temporal stability (less than 1% intensity change
after 10-15 minutes warm-up) should be used.
8.7 Experimental Procedure
The observer is instructed to adjust one side of color to match the other side of color. The color adjustment is
made through a user-interface equipped with four keys. Two keys increase or decrease a∗ (redness-greenness)
and the other two keys control b∗ (yellowness-blueness). The observer sits in front of the device, fits one
favorable eye to the view port, observes the presented stimuli, and adjusts colors through the user-interface.
Once the observer determines the favorable eye, the same eye (left or right) is used in the entire experiment.
In case observers perceive the Maxwell spot (the non-uniform region in the central area), they are instructed
to ignore the area. Observers are asked to participate in the experiment without eyeglasses or contact lenses
since some of them contain UV filters that have significant effects on the color of the 400 nm peak LED.
For each observer, there are five color matches. Each color match is repeated three times, and the average
is taken. Before starting the experiment, an observer performed a trial match so that the subject becomes
familiar with the user-interface. In total, there are 16 color matches (one trial and five color matches with three
repetitions). For each trial, the adjusted digital counts and the adjusted CIELAB are recorded. The experiment
should take approximately 15 minutes for each observer. Before starting the experiment, the LEDs should be
warmed up for 10-15 minutes to ascertain temporal stability.
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