Abstract. We study the convergence of maximal monotone operators with the help of representations by convex functions. In particular, we prove the convergence of a sequence of sums of maximal monotone operators under a general qualification condition of the Attouch-Brezis type.
Introduction
Maximal monotone operators represent one of the cornerstones of modern nonlinear analysis. They have been used to model several nonlinear phenomena, and their properties make them valuable in the study of evolution equations and for surjectivity results. For these reasons they have been the subject of several monographs ( [2] , [4] , [5] , [23] ), and they appear in many books.
One of the incentives for obtaining representations of maximal monotone operators by convex functions is the hope of finding new results about such operators by using tools from convex analysis. Other motivations stem from the analogies between many results concerning the class of maximal monotone operators with corresponding results about closed proper convex functions. Up to now, the representations introduced in [6] , [7] , [8] , [13] , [14] , [20] have enabled one to devise simple proofs of known results, but they have not been used to establish new results. In the present note we give a general convergence result for sums of maximal monotone operators. It relies on a series of papers by the authors and their collaborators ( [13] , [14] , [15] , [16] , [17] , [18] , [19] , [21] , [22] ). It encompasses previous results by Attouch-Moudafi-Riahi [1] , Pennanen-Revalski-Théra [11] , PennanenRockafellar-Théra [12] and settles a conjecture which remained open for some time.
The stringent equi-hypercoercivity assumption is not satisfied by the sequence (c M n ). Thus, we introduce another representative function. For a monotone operator M it is given by
where (x, x * ) := ( x 2 + x * 2 ) 1/2 . In order to relate it to previously defined representative functions, we will make use of the function δ : X × X * → R given by
In [20] and [21] good use is made of this function in view of the fact that δ(x, x * ) ≥ 0 with equality if, and only if, x * ∈ −J(x), where J is the usual duality mapping given by
With the new representation, δ will play a role similar to the one played by the coupling function c with respect to the previous representations.
* ) and the inequalities in (2.1) are equalities.
Proof. Let (y, y * ) ∈ X × X * . The first assertion is given by [20, Thms. 10.3, 10 .6] which asserts that gph M + gph(−J) = X × X * , so that there exists (z, z
Let us pick some (u, u * ) ∈ M and use the monotonicity of M to write
Thus, setting m :
and so
Taking the infimum over (u, u * ) ∈ M , we obtain the announced estimate.
We also note that the choice of (z, z * ) and the definition of J yield
The proof is complete.
Convergence results
Let us first study the passage from convergence of representative functions to convergence of the associated operators. We write
∈ epi f and (w n ) is also bounded. From our hypothesis, there exists a sequence (w n ) such that w n := (y n , y * n , t n ) ∈ epi f n for every n and w n − w n → 0. By Lemma 2.3 applied to M n and (y n , y *
is obtained similarly; (c) is an immediate consequence of (a) and (b).
The preceding implications can be changed into equivalences if one substitutes the new representatives q M n for the original representatives f n .
Proof. During the proof we denote by f n the function ι M n + δ for n ≥ 0. Of course, we have that
is bounded; this means that there exists a bounded sequence ((x n , x * n )) with (x n , x * n ) ∈ M n for every n ≥ 0. Taking an arbitrary (x, x * ) ∈ M n , and using the monotonicity of M n , we have that
for some α, β ≥ 0 (independent of n ≥ 0). Hence 
Conversely, assume that q M 0 ≤ b-lim inf q M n , and take a bounded sequence
The rest of the proof is similar to that of (i) (noting that from (3.1) we obtain that f * n ≤ ζ * for every n ≥ 0, and so the condition of [17, Thm. 14(b)] is satisfied). (c) is an immediate consequence of (a) and (b).
Partial operators and their convergence
Given another Banach space Y , let F : X × Y ⇒ X * × Y * be monotone. In this section we consider the operator G : X ⇒ X * defined by
It follows easily that G is monotone (see [19, Lemma 3.3] ), but not necessarily maximal monotone. We intend to give conditions ensuring that G is maximal monotone when F is maximal monotone and to study convergence questions related to this construction. We first provide a preliminary result of independent interest.
Proof. 
and so y, y
Note that the preceding result is valid for X, Y arbitrary Banach spaces (or even for barreled n.v.s.) because f is convex and lsc w.r.t. the strong topologies on X, Y, X * , Y * . As a corollary we derive the well-known result on the local boundedness of monotone operators on the interior of their domains; just take X := {0} in the previous result.
The proof above shows that given some f ∈ Γ(X × Y ) such that f F ≤ f one has the implication (4.2) ⇒ (4.3) where
and, setting q(p)
The above implication yields the following result. 
Corollary 4.2. Let
Without loss of generality, we may assume (and we do) that r = r , m = m , ρ = ρ , that is (4.4) holds with F replaced by F n , for every n ∈ N 0 := {n ∈ N | n ≥ n 0 }. By [19, Prop. 12] or Corollary 4.2 we obtain that G and G n for n ≥ n 0 are maximal monotone. Let ((x n , x * n )) be a bounded sequence in the graph of G. By construction and the preceding corollary, there exists a bounded sequence (y *
we may assume that p n ≥ β for n ∈ P . From (4.6) and (4.7) we get
Dividing both sides of this inequality by p 2 n and taking the limit for n → ∞, we get the contradiction 1 ≤ 0 because (v n ) → 0. Hence (p n ) is bounded, and so (z * n ) is bounded, too. From (4.7) we obtain that (
By the construction of G n , there exists a sequence (y * n ) such that (x n , 0, x * n , y * n ) ∈ F n for each n. By Corollary 4.2 applied for F replaced by F n with n ≥ n 0 (relation (4.4) is satisfied by F n for n ∈ N 0 ), we obtain that (y * n ) is bounded. Then there exists a sequence ((u 
Applications to the construction of new operators
As in [19] , having a multifunction
, that is, a continuous linear operator A from X into Y , we consider the multifunction
Thus 
The next result is then an immediate consequence of the preceding theorem, where
and H n is similarly defined. We use the fact that H is obtained from F A as G is obtained from F . We also use the property that when T, T n are continuous linear operators with ( T n − T ) → 0 and ( The special cases when M = M n = 0, and when X = Y and A = A n = I X , the identify mapping on X, are important. Note that the result in the preceding corollary has been proved by AttouchMoudafi-Riahi [1] for X a Hilbert space under the stronger condition dom M ∩ int(dom N ) = ∅ and a certain condition (Q). Pennanen-Revalski-Théra [11] showed that the condition (Q) is implied by the condition dom M ∩ int(dom N ) = ∅. Note that when X is finite dimensional, Corollary 5.4 covers the recent result by Pennanen-Rockafellar-Théra [12] .
