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A simple method is formulated for predicting 
three-dimensional supercavitating flow behind 
cavitators subject to gravitational acceleration and 
motion of the cavitator.  The method applies slender-
body theory in the context of matched asymptotic 
expansions to pose an inner problem for the cavity 
evolution downstream from the locus of cavity 
detachment.  This inner problem is solved by means 
of a coupled set of equations for the Fourier 
coefficients characterizing the cavity radius and the 
velocity potential as a function of downstream 
location and circumferential location, thus resulting 
in a two-dimensional multipole solution at each 
station.  For the lowest-order term in the Fourier 
expansion, it is necessary to match the parabolic 
inner solution to a fully elliptic outer solution.  This 
step allows the application of any one of a number of 
methods to solve the axisymmetric problem, which 
serves as the base solution that is perturbed by the 
three-dimensional effects.  The method is an attempt 
to formalize the Logvinovich principle of 
independent cavity section evolution.  Results flow 
past a circular disk cavitator are presented for several 
values of the cavity Froude number. 
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INTRODUCTION 
 At sufficiently high-speeds, cavitation will occur on 
the surface of submerged bodies at the point where 
the local pressure drops to the value of the vapor 
pressure of the ambient fluid. If the cavitation 
number is sufficiently low, a supercavity will form 
that covers the entire vehicle, as is shown in figure 1.  
The effect can be enhanced by ventilating the cavity 
from a gas supply on board the vehicle.  With proper 
design, a supercavitating body can have a much 
lower drag coefficient than that of a fully-wetted 
body due to the near elimination of skin friction drag.  
This topic has been explored by many researchers, 
and has gained interest among the international 
community over the last several years. 
 Since the boundary of the cavity is a free surface, a 
nominally axisymmetric supercavity surrounding a 
body moving horizontally in a gravity field will be 
distorted.  As gravitational effects become important 
relative to the inertia of the surrounding liquid, the 
cavity tends to tail up, and, depending on the shape of 
the cavitator and other conditions, nominally circular 
cross sections develop a dimple along the ventral line 
of the cavity or other asymmetric features [1], [2]. 
 If the effects of gravity are great enough, this 
dimple becomes so pronounced downstream that the 
topology of cavity closure is fundamentally altered, 
and the flow transitions from the re-entrant jet regime 
to the twin-vortex regime, in which a pair of counter-
rotating vortices is observed downstream of the 
nominal cavity closure region [3].  If these vortices 
are strong enough, the velocity field they induce must 
have some influence on the shape of the downstream 
part of the cavity.  A simple heuristic analysis of the 
circulation that develops around the tailed up cavity 
is sufficient to show that the circulation of the trailing 
vortices is such that they induce up-wash between 
them [1]. 
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Figure 1.  The problem of supercavitating flow past a vehicle moving horizontally in a gravity field. 
 
 If some means of generating lift is provided at the 
cavitator – for example, by inclining a disk or cone 
relative to the oncoming stream [4], [5] – or 
somewhere downstream along the cavity, the vortex 
system trailing from the lifting device also influences 
the cavity shape.  If the lift opposes gravity, this 
trailing vortex system induces down-wash on the 
nominal center-plane of the cavity.  Although this 
down-wash may counteract the tail-up due to gravity 
to some extent, in general the two effects do not 
cancel one another except perhaps at a single point 
along the length of the cavity [1], [6]. 
 Such three-dimensional effects are important for 
many reasons.  Firstly, the main value of 
supercavitation is drag reduction, which requires that 
most of the body be enveloped within the cavity.  
Thus, the distortion of the cavity must be considered 
in the hydrodynamical design of the cavitator-body 
system.  Secondly, since buoyancy is lost in way of 
the cavity, some means must be provided to support 
the body.  A lifting cavitator or canards may be 
considered in order to support the front end of the 
body.  The afterbody may be supported by lifting 
surfaces or by allowing it to plane on the cavity 
boundary [7], [8], [9], [10], [11], [12].  In any of 
these cases, the design of the various lift-generating 
mechanisms must account for the three-dimensional 
distortion of the cavity, which itself is influenced not 
only by gravity, but also by the velocity field induced 
by the lifting devices.  Thirdly, cavity distortion can 
have a significant effect on the rate at which gas is 
entrained downstream, especially if the transition to 
the twin-vortex regime occurs [3], [13], [14], [15], 
[16], [17], [18].  Since it is usually desirable to 
minimize the entrainment rate, its relationship to 
cavity distortion can be important.  Finally, 
supercavities are subject to various flow instabilities, 
the most important of which is the effect known as 
cavity auto-oscillation, and the three-dimensional 
distortion has an influence on the cavity dynamics 
[19], [20], [11], [21], [18]. 
 This article presents a relatively simple approach to 
estimating the three-dimensional shape of a slender 
cavity.  Although the method is presently being 
extended to address the effects of lift, this article 
focuses on the effects of gravity on cavity shape.  
Three-dimensional effects of gravity and lift on the 
shape of nominally axisymmetric supercavities have 
been explored by various researchers.  A useful 
overview of early work is presented in May [2], who 
presents a semi-empirical estimate of the distortion of 
the line of centers due to gravitational effects.  
Fundamental analyses by Logvinovich and the 
computational methods developed by his colleagues 
(including the work by Buyvol [22]) are presented in 
[1] and [6].  These references present other estimates 
– both theoretical and semi-analytical – of the 
distortion of the line of centers.  A technique based on 
Fourier decomposition is also presented for 
predicting the distortion of the cavity in transverse 
planes due to gravity, cavitator projected shape, and 
cavitator lift.  An alternative result for the distortion 
of the line of centers of a supercavity is presented by 
Semenenko [17].  A valuable discussion of the 
physics of slender, ventilated supercavities is 
presented in the textbook by Franc and Michel [23].  
Grid-based computation capturing the three-
dimensional shape of ventilated cavities has been 
performed by various researchers, as exemplified by 
the work of the team led by Kunz and Lindau [24], 
[25], [26], [27], which has been extended to the time 
domain.  Kring, et al [28] present a preliminary 
version of a time-domain code for the fully three-
dimensional problem. 
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SIMPLIFICATION OF THE FULL THREE-
DIMENSIONAL PROBLEM 
 The model presented herein falls in the class of 
potential flow methods.  The fully three-dimensional 
problem is governed by Laplace’s equation in the 
field, a no-flux condition on the surfaces of any 
wetted portion of the body, and both no-flux and 
constant-pressure conditions on the cavity boundary.  
(See figure 1.) 
 The full three-dimensional problem may be stated 
as follows.  Under the assumptions of ideal flow, the 
total velocity   ( ) r rW w u u   u x x k e e   may 
be computed as the gradient of the total velocity 
potential,     u x x .    Here W  is the free 
stream velocity, and the stream-wise coordinate is in 
the z -direction (not to be confused with the general 
position and velocity vectors, x  and u ). 
 Considering that for many problems of interest the 
cavity sections are approximately circular just 
downstream of the cavitator, it is natural to solve the 
problem in cylindrical-polar coordinates.  For 
incompressible flow, the total potential satisfies 
Laplace’s equation in the field: 
2 2 2
2
2 2 2 2
1 1
0.
r rr r z
   
     
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
 (1) 
On the entire hydrodynamic envelope consisting of 
the cavitator surface nS  and the cavity surface cS , 
the no-flux condition applies: 
n c
1
( ) 0 on ,r
R R
u u W w S S
R z
 
    
    (2) 
where  ,r R z   is the set of points defining the 
surface of the cavitator-cavity system.  The surface of 
the cavity is unknown a priori, and an additional 
condition is required to obtain a unique solution of 
the problem.  Specifically, the pressure on the cavity 
surface must equal the cavity pressure, cp p  on 
cS , which for the current simple case is considered to 
be constant in both space and time.  Application of 
Bernoulli’s equation provides the following dynamic 
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where p  is the pressure at upstream infinity and   
is the density of the ambient liquid.  The 
circumferential coordinate   is measured from the 
horizontal plane passing through the origin. 
 For the current problem, it will be convenient to 
make quantities dimensionless with respect to the 
total length of the combined cavitator-cavity system, 
n c    , (where n  is the cavitator length and c  
is the cavity length) and the free stream velocity, W .  
Then the field equation, equation (1), is left 
unchanged, and the boundary conditions become 
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 The boundary conditions may be written in terms of 
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 The current model also falls under the category of 
slender-body theory, which allows the solution to be 
treated separately as those for longitudinal and 
transverse flow problems according to the classical 
theory presented (for example) by Van Dyke [29], 
Ashley and Landahl [30], Cole [31], Newman [32], 
and Kevorkian and Cole [33].  The longitudinal flow 
problem is solved as the classical matched asymptotic 
expansion for slender bodies, in which an inner 
solution valid very close to the body is matched to an 
outer solution valid in the far field.  The variant of 
this problem applicable to axisymmetric 
supercavitating flows has been addressed analytically, 
to various levels of rigor, by many researchers, for 
example, Reichardt [34], Münzer and Reichardt [35], 
 4  
Garabedian [36], Cuthbert and Street [37], Brennan 
[38], Logvinovich [1], Chou [39], Logvinovich and 
Serebryakov [40], Vorus [41], Varghese, et al [42], 
Kuria, et al [43], Serebryakov [44], Tulin [45], [46], 
and others.  Since the problem of primary interest at 
present is the distortion of this solution due to 
gravitational effects, a simple surrogate has been 
applied to serve as the axisymmetric solution about 
which the distortions occur.  The surrogate 
axisymmetric solution has been selected for 
convenience in illustrating the current approach.  Any 
other valid axisymmetric solution may be substituted, 
a step that may, in fact, improve accuracy.  In fact, if 
additional fidelity is desired, more numerically 
intensive and (presumably) more accurate versions of 
the axisymmetric problem have been presented in 
many articles and texts, for example Guzevsky (in 
work dating back to the 1970s, exemplified in 
English by [47], [48]), Kirschner, et al [49], Uhlman, 
et al [50], Krasnov [51], Varghese, et al [52] (which 
addresses the partially cavitating axisymmetric 
problem), and others.  The relative merits of each of 
the various approximate and high-fidelity approaches 
would make the subject of a lengthy review paper, 
especially the validity of the corresponding results 
via comparison with data. 
 As is justified below, the transverse flow problem is 
solved using a multipole expansion in each plane, 
wherein the lowest term in the series corresponds to 
the inner solution of the longitudinal flow problem, 
which is therefore treated as known, namely the 
surrogate axisymmetric solution mentioned above.  
The coefficients of the remaining terms in the 
multipole expansion are then determined such that 
the solution satisfies the dynamic and kinematic 
condition on the cavity boundary.  The resulting 
method is cast as a marching problem, and, via 
application of the Galilean transformation, the 
solution of the transverse flow problem may be 
thought of as the evolution of a two-dimensional 
cavity under the influence of gravity.  An extension of 
this approach is theoretically applicable to cases 
involving lift on the cavitator or on other appendages 
such as canards, and could also be extended to time-
dependent problems. 
 The resulting method is similar to the Fourier 
decomposition described by Logvinovich [1], Buyvol 
[22], and Logvinovich, et al [6].  However, whereas 
those references state the problem as a geometric 
perturbation of the cavity geometry about the 
axisymmetric geometry, the current approach 
attempts to formalize and justify the basic technique 
in the context of asymptotic and multipole 
expansions.  In this sense, the current approach is an 
attempt to link Logvinovich’ principle of independent 
expansion of cavity sections [1], [6], [11], [16], [17], 
[18], [20], [21], [22], [40], [44] to the classical 
asymptotic expansions as originally developed for 
fully-wetted bodies, and to overlay a physically 
realistic asymmetric distortion in a simultaneous 
Fourier-type expansion for both the cavity geometry 
and the potential, resulting in a multipole 
representation of the latter.  Rather than a geometric 
perturbation of the cavity geometry, the result is a 
more straightforward Fourier expansion of the in-
plane potential, amenable to a simpler specification 
of classical mixed boundary conditions which are, in 
general of the Robin type.  However, the two 
methods should be essentially equivalent, and it is 
expected that they should provide similar if not 
identical solutions. 
 One cost of the current approach is the appearance 
of the multipole singularity within the cavity contour 
in each plane.  As will be illustrated below, if not 
treated carefully, this is associated with unrealistic 
distortion at the end of the cavity.  In contrast, the 
Logvinovich approach appears to lack a singularity 
within the cavity contour.  Since both methods hint at 
the twin-vortex regime as the computational plane 
approaches cavity closure for low values of the cavity 
Froude number, a more complex solution topology is 
suggested, further development of which will be 
deferred. 
 The slender system formed by the cavitator-cavity 
system allows for a simplification of the type 
presented for flows past fully-wetted bodies by the 
authors described above.  With the total system 
length   defined above, and the maximum diameter 
md , then the slenderness parameter, md  , is 
small for the cases of interest.  Although the 
formulation may be extended to more general cases, 
it will be assumed that the body is moving at constant 
forward speed.  Cavity dynamics effects will be 
ignored for the present, such that the entire flow field 
is steady. 
 Roughly following Newman [32], the solution of 
the longitudinal flow problem proceeds as a matched 
asymptotic expansion, wherein an inner solution for 
the disturbance velocity potential  , ,r z   is 
sought, valid near the surface of the cavitator-cavity 
system, satisfying the boundary conditions on that 
surface and the two-dimensional Laplace equation.  
This solution does not satisfy the condition at infinity 
in the outer field, and it contains an arbitrary additive 
constant.  A corresponding outer solution for the 
disturbance velocity potential  , ,r z   with the 
proper behavior at infinity has the form of a three-
dimensional source distribution along the axis of the 
cavitator-cavity system.  The inner expansion of the 
outer solution is required to match the inner solution 
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in a matching region r    .  After matching, 
resulting expressions for the inner and outer solutions 
of the longitudinal flow problem are given by 
   1 ' log , ,
2
r






   1 ' log , ,
2
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 The cavitator-cavity system need not be 
axisymmetric, but all of the asymmetry is reflected in 
the inner solution; its outer limit and the outer 
solution are axisymmetric.  It is important that the 
argument of the logarithm appearing in the solution is 
made dimensionless with a quantity on the order of 
the length of the combined cavitator-cavity system, in 
order that proper matching is achieved in the overlap 
region. 
 For the supercavitation problem, '( )S z  is unknown 
in way of the cavity, and must be determined as part 
of the solution process.  For purposes of simplicity in 
the current analysis (more than any consideration of 
accuracy), the solution of the axisymmetric 
longitudinal flow problem will be estimated as a 
Garabedian cavity, that is, a cavity profile for which 
the maximum cavity diameter md and the length of 
the combined cavitator-cavity system   are 


















Here nd  is the cavitator diameter at cavity 
detachment (or a characteristic diameter over the 
locus of detachment if it is not axisymmetric) and 
DC  is the cavity drag coefficient of the cavitator 
based on its projected area.  It should be noted that 
the second of Garabedian’s formulae, equation (14), 
is generally written for the length of the cavity, rather 
than the length of the combined system.  However, 
since it is an expression for the asymptotic behavior 
as the cavity length increases, the distinction is 
negligible. 
 For the current illustration, the Garabedian cavity 
dimensions were applied to specify a cavity of 
ellipsoidal form.  For other applications, the authors 
have often applied the Münzer-Reichardt profile [35] 
to estimate the cavity shape, but, since it violates the 
slender-body assumptions at the cavity endpoints and 
would thus require complicating corrections, the 
simpler shape was selected.  Moreover, in general the 
Münzer-Reichardt profile does not match commonly 
applied cavitator profiles at the cavity detachment 
point, and modification of the cavity profile is 
required to improve the estimate of the geometry in 
that region. 
 For the present, this surrogate solution comprised 
of the Garabedian ellipsoid will serve as the known 
leading axisymmetric term in a multipole expansion, 
the shape of which is distorted asymmetrically by the 
remaining terms in the multipole expansion in order 
to satisfy the boundary conditions for the case of a 
cavitating body traveling horizontally in a 
gravitational field.  Although reasonably 
straightforward in theory, the extension of this model 
to the case of a lifting body will be deferred to a 
future publication. 
The inner problem 
 For the inner problem, the solution must satisfy the 
field equations very close to the surface of the 
combined cavitator-cavity system, along with the 
consistent boundary condition.  Since a prerequisite 
to this assumption is the slenderness of the body, 
stream-wise gradients are dominated by gradients in 
the transverse plane, and the governing equation of 
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Consistent with the slenderness approximation, the 
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 (17) 
These boundary conditions have been rearranged to 
highlight the distinction between the axial and 
transverse aspects of the problem: from a numerical 
standpoint it can be seen that the solution can be 
treated as a nonlinear system of differential equations 
in the stream-wise direction in the form of successive 
transverse flow problems, although the nonlinearities 
inherent in the system must be addressed. 
Galilean transformation of the inner solution 
 It is conceptually convenient to convert the 
boundary-value problem for the inner solution to the 
problem of the approximate Lagrangian “evolution” 
of a cavity section as it traverses the system from the 
cavity detachment locus on the cavitator to the point 
of cavity closure by applying the Galilean 
transformation: 
.z Wt  (18) 
Under this transformation, the first partial derivative 








In dimensionless form, these expressions are simply 








 Substituting these expressions into the time-
independent form of the boundary conditions, 
equations (16) and (17), produces the following 
kinematic and dynamic conditions governing the 
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  (23) 
It can be seen that the transformed dynamic 
condition, equation (23), has the same form as the 
dynamic condition – derived from the unsteady 
Bernoulli equation – governing the evolution of an 
unsteady two-dimensional cavity. 
Multipole expansion 
 Separating the two-dimensional Laplace equation in 
cylindrical-polar coordinates leads to the classical 
two-dimensional multipole expansion for the velocity 
potential (see, for example, Newman [32]): 
 
 
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(24) 
where the “time” dependence of the coefficients has 
been retained in consideration of the results of the 
Galilean transformation presented above.  The 
“time”-dependent cavity radius may also be 
expressed in terms of a Fourier series: 
 
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The partial time derivatives of the cavity surface 
function and the potential are thus given by 
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 Evaluating the potential on the cavity surface cS , at 
 r R  , and substituting the resulting expression 
and equation (26) into the dynamic and kinematic 
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conditions, equations (22) and (23), produces the 
following nonlinear system of dynamical equations 
governing the evolution of the Fourier coefficients of 
index greater than zero: 
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where primes denote differentiation with respect to 
 , and where the leading Fourier coefficients for the 
cavity geometry and velocity potential are treated as 
known from the axisymmetric base solution.  The 
local in-plane velocity components on the cavity 













































The angular derivative of the cavity surface function 
is computed as 
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 (32) 
 The “time”-dependent area of the cavity is given by 
   
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It can be seen that the area of the base solution is 
therefore a lower bound on the area of the distorted 
solution, a fact that might serve as the basis for a 
improved approximation via iteration on the base 
inner solution, equation (10). 
Numerical implementation 
 The solution of the problem of three-dimensional 
flow past a slender cavitating body in a gravity field 
is thus reduced to determining the evolution of the 
coefficients describing the velocity potential and the 
geometry of each section as it evolves downstream of 
its generation at the cavitator.  The leading 
coefficients of each are treated as known from the 
selected axisymmetric base solution.  The initial 
values of the remaining coefficients for the cavity 
geometry and velocity potential are specified to 
properly represent the cavitator geometry and flow at 
cavity detachment.  The solution then proceeds 
numerically by computing the evolution of the 
remaining coefficients in truncated forms of the two 
series.  Solution of the evolution system has been 
performed using standard MATLAB routines. 
 Truncating the Fourier expansion at M  terms, the 
kinematic and dynamic conditions, equations (28) 
and (29), may be approximately satisfied at K  points 
as 
; 1: , 1: 2 ,Rkm m kM R U k K m M    (34) 
and 
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(These are not related to the actual mass of the fluid 
nor the added mass of the cavitator-cavity system, but 
are so denoted using the parlance of the theory of 
numerical solution of nonlinear ordinary differential 
equations.) 
 It is emphasized that the geometry mass matrix 
defined in equation (40) does not depend on the 
solution, and therefore is independent of time, 
whereas the potential mass matrix defined in 
equation (41) does depend on time via the geometric 
solution but not via the potential. 
  The system can be concatenated to form the 
following single partitioned matrix equation 
comprising the approximate system of linearly 
implicit, nonlinear ordinary differential equations 
governing the time-dependent behavior of a cavity in 
a gravity field:  












































The structure of the concatenated solution system is 
shown in figure 2. 
11 R kmM M

1 mx R 
22 kmM M21 0M 
12 0M 




Figure 2.  The structure of the partitioned matrix equation. 
VERIFICATION AND PRELIMINARY 
VALIDATION 
 Verification and preliminary validation of the 
model for supercavitating flow in a gravity field has 
proceeded by exploring the shape of the cavity at a 
fixed cavitation number as the cavity Froude number 
varies.  The predicted behavior is illustrated in the 
following sub-section, after which some issues 
associated with implementation of the code are 
discussed. 
Horizontal flow past a non-lifting disk cavitator at 
non-zero Froude number 
 Logvinovich [1] provides several formulae for the 
distortion of the line of centers of the cavity as a 
function of cavity Froude number.  The most reliable 
seems to be the following (here given in the “time”-
dependent form): 
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Using this expression to distort a base solution 
comprised of a parabolic cavity contour defined by 
Paryshev [11] with minor corrections made to the 
cavity dimensions as described in Kirschner and 
Arzoumanian [18], it is possible to plot an estimated 
profile of the cavity as it intersects its plane of 
bilateral symmetry.  The results of the current model 
may then be overlaid on that profile for purposes of 
comparison, as presented for a cavitation number of 
0.030  and for several values of the cavity Froude 
number.  The results are presented in figure 3.  On the 
left-hand side of this figure, the predicted profiles are 
compared with the distorted base solution.  Bear in 
mind that the comparison is for the profile 
intersecting the plane of symmetry in both cases.  The 
right-hand side of the figure shows transverse slices 
through the cavity, some of which have been labeled 
to facilitate correspondence with the associated 
location in the profile view.  It can be seen that the 
profile comparisons are quite good.  The model also 
predicts increasing distortion of the planar cavity 
sections as the downstream end of the cavity is 
approached.  These effects are more pronounced at 
lower cavity Froude numbers, where the effect of 
gravity is more important. 
Implementation issues 
 The method is computationally efficient: the results 
shown in figure 3, which were computed at 
300 stations along the cavity length, required only a 
few seconds to compute on a modern laptop 
computer.  Provided the multipole is allowed to 
migrate with the contour of the cavity sections as 
they evolve, the method appears to be robust for the 
first few terms of the multipole expansion.  If too 
many terms are included, however, the computation 
becomes ill-conditioned.  At a certain point the 
geometry predicted by the method becomes 
physically unrealistic.  Beyond some number of 
terms, rank deficiencies are reported in the matrix 
solver. 
 These issues are illustrated in figure 4, which 
compares the physically realistic solution of figure 4a 
with the problematic solutions shown in figure 4b.  
The results of figure 4a (which are the same as those 
shown in figure 3a) were computed with the series 
truncated at 6M   and the multipole specified to 
migrate upward at a rate proportional to the square of 
the time-like variable.  The results of figure 4b were 
computed with the series truncated at 9M  .  It can 
be seen that the downstream end of the cavity 
becomes unrealistically distorted.  Further research is 
required to fully understand the numerical source of 
this problem, and the apparently related problem of 
the rank deficiencies that occur if even more terms 
are retained. 
 Figure 4c shows the results if the multipole is not 
allowed to migrate as the cavity rises.  Although the 
upstream portion of the solution is remarkably robust 
to the choice of multipole location, as the solution 
proceeds the predicted cavity boundary comes so 
close to the multipole that the solution distorts very 
rapidly in a physically unrealistic way until, a short 
time later, the solution can no longer proceed 
numerically. 






Figure 3.  Results of the current model (dashed lines in plots on left; all contours on right) compared with low-
order estimates of cavity distortion based on the Logvinovich formula (solid lines in plots on left) for flow 
past a non-lifting supercavitating disk for a cavitation number of  0.030  and for several values of the 
cavity Froude number based on total system length: a - 2.5F  ; b - 5.0F  ; c - 7.5F  ; d - 10.0F  .  
Note that the horizontal and vertical scales do not match in the profile views shown on the left-hand side of 
the figure. 





Figure 4.  Some issues associated with numerical implementation of the current model (example computations 
performed for a cavitation number of 0.030  and a cavity Froude number of 2.5F  ): a – the 
physically reasonable result previously presented in figure 3; b – illustration of numerical problems that 
arise if too many terms of the multipole expansion are retained; c – illustration of the need to allow the 
multipole to migrate with the cavity sectional contour.  Note that the horizontal and vertical scales do not 
match in the profile views shown on the left-hand side of the figure. 
SUMMARY AND CONCLUSIONS 
 A simple method has been formulated and implemented to 
estimate the effects of gravity on a supercavity.  The method 
extends classical slender-body theory to allow computation of 
the terms of a multipole expansion for the inner solution of the 
potential flow problem.  The lowest-order terms for the 
axisymmetric flow are assumed known from some other 
solution method.  The resulting method allows for numerical 
marching of the non-axisymmetric distortion the cavity 
sectional geometry and concurrent evolution of the velocity 
potential in the stream-wise coordinate, which is treated as a 
time-like variable. 
 Preliminary validation against an independent formula for the 
tail-up of the line of cavity centers shows promising results.  
Work remains to improve the numerical method to allow 
computation for higher terms of the multipole expansion, and to 
provide for a rational approach to moving the multipole as the 
cavity contour deforms.  Most importantly, future efforts must 
address the effects of lift, maneuvering, and afterbody planing 
interaction on the cavity geometry. 
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