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Estes textos conteˆm uma selec¸a˜o de exerc´ıcios para apoio a`s aulas de A´lgebra
Linear para cursos de Engenharia e Cieˆncias, bem como as resoluc¸o˜es de alguns
exerc´ıcios (assinalados com ∗). Apresentam-se tambe´m algumas provas de ava-
liac¸a˜o para esses cursos e as respetivas resoluc¸o˜es.
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Notac¸a˜o
Rm×n conjunto das matrizes reais de ordem m× n
aij entrada (i, j) da matriz A
A = (aij)m×n matriz de ordem m× n cuja entrada (i, j) e´ aij
In matriz identidade de ordem n
AT transposta de A
A−1 inversa de A
A¯ conjugada de A
A∗ transconjugada de A
carA caracter´ıstica de A
Ax = b forma matricial de um sistema de equac¸o˜es
Ax = 0 forma matricial de um sistema homoge´neo
(A|b) ou [A|b] matriz ampliada do sistema Ax = b
detA ou |A| determinante de A
Aij complemento alge´brico da entrada (i, j) da matriz A
adjA adjunta de A
Pn espac¸o dos polino´mios de grau ≤ n
〈v1,v2, . . . ,vn〉 espac¸o gerado por v1,v2, . . . ,vn
(v1,v2, . . . ,vn) base de um espac¸o vetorial
dimV dimensa˜o do espac¸o vetorial V
L(A) espac¸o das linhas da matriz A
C(A) espac¸o das colunas da matriz A
N (A) nu´cleo ou espac¸o nulo da matriz A
Im f imagem da aplicac¸a˜o linear f
Nuc f nu´cleo da aplicac¸a˜o linear f
pA(λ) polino´mio caracter´ıstico da matriz A
Vλ subespac¸o pro´prio associado ao valor pro´prio λ
iv
1. Matrizes
Exerc´ıcios para as aulas
Exerc´ıcio 1.1 Deˆ exemplo de uma matriz
a) quadrada de ordem 4 b) retangular de ordem 4× 3 c) retangular de ordem 2× 5
d) linha de ordem 1× 4 e) coluna de ordem 2× 1 f) diagonal de ordem 5
g) triangular inferior de ordem 4 h) triangular superior de ordem 3
Exerc´ıcio 1.2 Em cada caso, escreva por extenso a matriz quadrada de ordem 4 cujos elementos sa˜o:
a) aij =
{
1, se i = j
0, se i 6= j b) bij =
{




1, se i = j
−1, se |i− j| = 1
0, caso contra´rio
d) dij = (−1)i+j(i+ j).
Exerc´ıcio 1.3 Sejam A, B, C, D e E matrizes de ordens 2× 3, 3× 4, 3× 5, 2× 5 e 3× 3, respetivamente.
Indique quais das seguintes expresso˜es esta˜o bem definidas e, em caso afirmativo, indique a ordem da
matriz resultante.
a) A+B b) BA c) AB d) C2 e) AC +D f) AEB

















 2 1 01 1 2
1 0 1
 3 1−1 2
5 1
 e)
 2 1 01 1 2
1 0 1
 3 1 0−1 2 0
5 1 0
 f)
 2 1 01 1 2
1 0 1






) 3 1−1 2
5 1
 h)







( 3 1 )
Exerc´ıcio 1.5 Sejam A e B as matrizes
A =
 1 2 −11 −1 0
1 −1 1
 e B =
 −3 0 21 1 −1
2 −1 1
 .
a) Determine a primeira linha da matriz AB.
b) Determine a segunda coluna da matriz BA.
c) Determine a terceira linha da matriz A2.








Exerc´ıcio 1.7 Seja A =
 0 1 00 0 1
0 0 0
 . Mostre que, para n ≥ 3, An = 03.



















Verifique que AB = 0 e AC = AD. Comente os resultados obtidos.
Exerc´ıcio 1.9 Obtenha uma expressa˜o para (A+B)3, com A e B matrizes quadradas de ordem n. Simplifique
a expressa˜o anterior, no caso de A e B serem matrizes comuta´veis.
Exerc´ıcio 1.10 Verifique se existem valores de α e β tais que:
4 3 2 1
3 2 1 0
2 1 0 0





0 0 0 1
0 0 1 −2
0 1 −2 α
1 −2 α β
 .
Exerc´ıcio 1.11 Verifique que
8
 1 2 32 1 2
3 2 1
−1 =
 −3 4 14 −8 4
1 4 −3
 .
Exerc´ıcio 1.12∗ Sejam A e B matrizes invert´ıveis.
a) Mostre que A−1 +B−1 = A−1(A+B)B−1.
b) Verifique tambe´m que, se A+B e´ invert´ıvel, enta˜o A−1 +B−1 e´ invert´ıvel sendo
(A−1 +B−1)−1 = B(A+B)−1A = A(A+B)−1B.
Exerc´ıcio 1.13 Considere as matrizes
A =
 3 1 4−2 0 1
1 2 2
 , B =
 1 0 2−3 1 1
2 −4 1
 , C =
 1 + i 1 i2i 1 1
i −i 0
 , D =




a) (2A)T − 3BT b) AB c) BA d) ATBT e) (AB)T
f) C∗ g) iD h) (iD)∗ i) D + C j) (CD)∗
























 2 1 01 1 2
0 2 1
 F =
 2 1 0−1 1 2
0 −2 1
 , G =
 0 1 i1 0 −2
−i −2 1
 , H =





Exerc´ıcio 1.15 Seja A uma matriz quadrada de ordem n. Mostre que:
a)∗ A+AT e´ uma matriz sime´trica.
b) A−AT e´ uma matriz antissime´trica.
c) AAT e ATA sa˜o matrizes sime´tricas.
Exerc´ıcio 1.16 Sejam A e B matrizes herm´ıticas de ordem n. Mostre que:
a) A+B e´ uma matriz herm´ıtica.
b) AB e´ uma matriz herm´ıtica sse AB = BA
c) se A e´ invert´ıvel, A−1 e´ herm´ıtica.
d) A−A∗, iA e −iA sa˜o anti-herm´ıticas.
e) AB +BA e´ herm´ıtica e AB −BA e´ anti-herm´ıtica.
Exerc´ıcio 1.17 Uma matriz A de ordem n diz-se ortogonal se AAT = ATA = In e diz-se anti-ortogonal se
AAT = ATA = −In. Mostre que:
a)∗ se A e B sa˜o matrizes ortogonais, enta˜o AB e BA tambe´m sa˜o matrizes ortogonais.
b) se A e B sa˜o matrizes anti-ortogonais, enta˜o AB e BA sa˜o matrizes ortogonais.
Exerc´ıcio 1.18∗ Seja A uma matriz de ordem n× n, com todos os elementos iguais a 1.
a) Verifique que A2 = nA.
b) Mostre que, se n > 1, enta˜o (In −A)−1 = In − 1
n− 1A.
Exerc´ıcio 1.19 Uma matriz quadrada A diz-se idempotente, se A2 = A.
a) Mostre que a matriz A =






1 0 0 1/3 1/3 1/3
0 1 0 1/3 1/3 1/3
0 0 1 1/3 1/3 1/3
0 0 0 1/3 1/3 1/3
0 0 0 1/3 1/3 1/3
0 0 0 1/3 1/3 1/3
 .
Calcule M2 e M3, usando o fracionamento indicado para M . A que sera´ igual a matriz M300?
Exerc´ıcio 1.20 As seguintes matrizes sa˜o matrizes em escada? Em caso afirmativo, indique a respetiva
caracter´ıstica.
a)
 1 1 10 1 2
0 0 3
 b)
 1 0 00 0 0
0 0 1
 c)
 1 3 00 0 1
0 0 0
 d)





1 2 3 4
0 0 1 2
)
f)
 0 10 0
0 0
 g)
 1 0 0 1 20 1 0 2 4
0 0 1 3 6
 h)
 0 1 3 40 0 1 3




Exerc´ıcio 1.21 Reduza as seguintes matrizes a` forma em escada.
a)
 1 −1 10 3 −3
1 1 0
 b)
 0 5 1 −80 3 −3 6
4 −8 12 0
 c)

2 1 1 1
4 2 3 4
−6 −3 −1 1




1 2 0 0
2 1 2 0
0 2 1 2
0 0 2 1
 e)

1 2 1 3 3
2 4 0 4 4
1 2 3 5 5
2 4 0 4 4
 f)

1 −1 0 2 1
0 0 2 4 0
2 −2 −1 2 1
−1 1 2 2 1
0 0 0 0 0

Exerc´ıcio 1.22 Discuta, em func¸a˜o do paraˆmetro α, a caracter´ıstica de
Aα =
 1 1 α0 α α
α −2 0
 , com α ∈ R.
Exerc´ıcio 1.23 Determine valores de α e β de forma que
car
 1 −α 00 −1 β
1 0 −β
 < 3.
Exerc´ıcio 1.24 Considere novamente as matrizes apresentadas no Exerc´ıcio 1.20. Identifique quais as matrizes
que teˆm a forma em escada reduzida.
Exerc´ıcio 1.25 Reduza as matrizes obtidas no Exerc´ıcio 1.21 a` forma em escada reduzida.
Exerc´ıcio 1.26∗ Mostre que duas matrizes da mesma ordem sa˜o equivalentes por linhas se e so´ se podem
converter-se na mesma forma em escada reduzida.
Exerc´ıcio 1.27 Verifique se as matrizes
A =
 1 2 12 1 0
−1 0 1
 e B =
 2 2 1−2 −2 1
1 1 2

sa˜o equivalentes por linhas.
Exerc´ıcios suplementares




Exerc´ıcio 1.29 Seja A uma matriz sime´trica de ordem n. Mostre que:
a) se A e´ invert´ıvel, A−1 e´ sime´trica.
b) BTAB e´ uma matriz sime´trica, qualquer que seja a matriz B de ordem n.
c) se B e´ uma matriz sime´trica, enta˜o:
i) A+B e´ uma matriz sime´trica.
ii) AB e´ uma matriz sime´trica sse AB = BA
Exerc´ıcio 1.30 Seja A uma matriz de ordem n. Mostre que:
a) A+A∗ e´ uma matriz herm´ıtica.
b) A−A∗ e´ uma matriz anti-herm´ıtica.
c) AA∗ e A∗A sa˜o matrizes herm´ıticas.
Exerc´ıcio 1.31 Indique, justificando, quais das seguintes afirmac¸o˜es sa˜o verdadeiras e quais sa˜o falsas.
a) A matriz quadrada A = (aij), definida por
aij =
{
i− j , se i ≥ j
0 , se i < j
e´ uma matriz triangular inferior.
b) A matriz
A =
 0 0 10 1 0
−1 0 0
 ,
e´ uma matriz ortogonal.












. A matriz A = I3 − uuT e´ uma matriz sime´trica.
e) A u´nica matriz simultaneamente sime´trica e antissime´trica e´ a matriz nula.
f) Toda a matriz sime´trica e´ herm´ıtica.
g) A inversa de uma matriz triangular superior invert´ıvel e´ uma matriz triangular inferior.
Exerc´ıcio 1.32 Seja A uma matriz de ordem m×n e sejam e1, . . . , en as diversas colunas da matriz identidade
de ordem n (consideradas como matrizes de ordem n×1). A que e´ igual o produto Aej (j = 1, 2, . . . , n)?
Exerc´ıcio 1.33 Sejam A,B ∈ Rm×n. Prove que:
a) se Ax = Bx para todo a matriz x ∈ Rn×1, enta˜o A = B;
b) se Ax = 0 para todo a matriz x ∈ Rn×1, enta˜o A e´ a matriz nula.
Sugesta˜o: Use o resultado do exerc´ıcio anterior.
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Exerc´ıcio 1.34 Discuta, em func¸a˜o do paraˆmetro real α, a caracter´ıstica da seguinte matriz
Aα =

1 α α2 α3
α α2 α3 1
α2 α3 1 α
α3 1 α α2
 .
Exerc´ıcio 1.35 Indique, se poss´ıvel, duas matrizes 2× 3, que:
a) tenham a mesma caracter´ıstica, mas na˜o sejam equivalentes por linhas;
b) tenham a mesma caracter´ıstica e com pivoˆs nas mesmas colunas, mas na˜o sejam equivalentes por
linhas.
Exerc´ıcio 1.36 Considere uma matriz A = (aij)m×n e uma matriz B = (bij)m×(n+1) tal que
aij = bij , i = 1, . . . ,m, j = 1 . . . , n.
a) Se A tiver a forma em escada, podemos concluir que B tambe´m tem essa forma? Justifique.
b) Se B tiver a forma em escada, podemos concluir que A tambe´m tem essa forma? Justifique.
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2. Sistemas de equac¸o˜es lineares
Exerc´ıcios para as aulas
Exerc´ıcio 2.1 Considere o sistema de equac¸o˜es lineares Ax = b, onde
A =
 1 −1 1 12 1 0 1
1 0 0 1




Sem resolver o sistema, mostre que:
a) (1, 1, 1, 0) e´ soluc¸a˜o do sistema;
b) (1,−1, 1, 1) na˜o e´ soluc¸a˜o do sistema.
Exerc´ıcio 2.2 Considere novamente a matriz A da questa˜o anterior. Justifique que existe um sistema de
equac¸o˜es lineares ATx = b tal que (1, 2, 3) e´ soluc¸a˜o desse sistema. Indique as equac¸o˜es de um sistema
nessas condic¸o˜es.
Exerc´ıcio 2.3 Cada uma das seguintes matrizes ampliadas e´ uma matriz em escada. Para cada uma delas,
indique se o sistema de equac¸o˜es lineares correspondente e´ ou na˜o poss´ıvel e, em caso afirmativo,
determine as suas soluc¸o˜es.
a)
 1 2 40 1 3
0 0 1
 b)
 1 3 10 1 −1
0 0 0
 c)
 1 −2 4 10 0 1 3
0 0 0 0

d)
 1 −2 2 −20 1 −1 3
0 0 1 2
 e)
 1 3 2 −20 0 1 4
0 0 0 1
 f)

1 −1 3 8
0 1 2 7
0 0 1 2
0 0 0 0





2x1 − 3x2 = 5
−4x1 + 6x2 = 8
3x1 − 2x2 = 0
b)

x1 + x2 = 0
2x1 + 3x2 = 0
3x1 − 2x2 = 0
c)

2x1 + 3x2 + x3 = 1
x1 + x2 + x3 = 3
3x1 + 4x2 + 2x3 = 4
d)

x1 − x2 + 2x3 = 4
2x1 + 3x2 − x3 = 1
7x1 + 3x2 + 4x3 = 7
e)

−x1 + 2x2 − x3 = 2
−2x1 + 2x2 + x3 = 4
3x1 + 2x2 + 2x3 = 5
−3x1 + 8x2 + 5x3 = 17
f)

x1 − 3x2 + x3 = 1
2x1 + x2 − x3 = 2
x1 + 4x2 − 2x3 = 1
5x1 − 8x2 + 2x3 = 5
Exerc´ıcio 2.5 Indique um exemplo de, ou justifique porque na˜o existe, um sistema que seja:
a) poss´ıvel, com mais equac¸o˜es que inco´gnitas;
b) poss´ıvel e determinado, com menos equac¸o˜es que inco´gnitas;
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c) imposs´ıvel, com tantas equac¸o˜es como inco´gnitas;
d) poss´ıvel e determinado, com tantas equac¸o˜es como inco´gnitas;
e) poss´ıvel e determinado, com um nu´mero de equac¸o˜es diferente do nu´mero de inco´gnitas;
f) imposs´ıvel, com menos equac¸o˜es que inco´gnitas;
g) poss´ıvel indeterminado, com grau de indeterminac¸a˜o 2.
Exerc´ıcio 2.6 Considere um sistema cuja matriz ampliada tem a forma
 1 2 1 1−1 4 3 2
2 −2 a 3
. Determine os
valores de a para os quais o sistema tem uma u´nica soluc¸a˜o.
Exerc´ıcio 2.7 Considere um sistema cuja matriz ampliada tem a forma 1 2 1 02 5 3 0
−1 1 β 0

a) Diga, justificando, se o sistema pode ser imposs´ıvel.
b) Indique os valores de β para os quais o sistema tem uma infinidade de soluc¸o˜es.
Exerc´ıcio 2.8 Considere os seguintes sistemas de equac¸o˜es nas inco´gnitas x, y e z. Classifique-os, em func¸a˜o
dos valores dos paraˆmetros reais α e β, quanto a` existeˆncia e unicidade de soluc¸a˜o.
a)

x− y + 2z = 1
−x+ 3y − 2z = β − 2
2x− y + (2 + α)z = 2
b)

x− y + z = −3
−x+ 4y − z = 3α
βx+ z = 3
c)

x− y + z = −1
2x+ z = 2
x− y + αz = β
Exerc´ıcio 2.9 Discuta os seguintes sistemas de equac¸o˜es lineares nas inco´gnitas x, y e z, em func¸a˜o dos
respetivos paraˆmetros e resolva-os nos casos em que sa˜o poss´ıveis.
a)

x+ 2y − z = 2
2x+ 6y + 3z = 4, a ∈ R
3x+ 8y + (a2 − 2)z = a+ 8
b)

x− y + 2z = b
2x+ az = 2, a, b ∈ R
x+ y + z − 1 = 0
c)

x+ y + z = 0
kx + 2ky − kz = 1, k, t ∈ R
(t+ 1)x+ y − (t+ 1)z = 0
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Exerc´ıcio 2.10∗ Considere um sistema homoge´neo Ax = 0, onde A e´ uma matriz de ordem m× n e sejam
u e v matrizes de ordem n× 1.
a) Mostre que, se u e v sa˜o soluc¸o˜es do sistema, enta˜o u + v tambe´m e´ soluc¸a˜o do sistema.
b) Mostre que, se u e´ soluc¸a˜o do sistema, enta˜o, para todo o escalar α, αu tambe´m e´ soluc¸a˜o do
sistema.
c) Use o resultado da al´ınea anterior para concluir que: Se um sistema homoge´neo tem uma soluc¸a˜o
na˜o nula, enta˜o tem uma infinidade de soluc¸o˜es.
Exerc´ıcio 2.11∗ Sejam A e b matrizes de ordem n×n e n× 1, respetivamente. Mostre que A e´ invert´ıvel se
e so´ se o sistema Ax = b e´ poss´ıvel e determinado.
Exerc´ıcio 2.12∗ Sejam A e X matrizes de ordem n tais que AX = In. Mostre que A e´ invert´ıvel e X = A−1.
Exerc´ıcio 2.13 Determine, caso exista, a inversa de cada uma das seguintes matrizes.
a)
 1 1 10 1 1
0 0 1
 b)
 1 2 22 −1 1
1 3 2
 c)




2 3 4 5
3 3 4 5
4 4 4 5
5 5 5 5









onde 0n×m designa a matriz nula de ordem n×m. Determine a inversa de B.
Exerc´ıcio 2.15 Determine a inversa da matriz
1 0 0 0 0
0 1 0 0 0
83 −47 1 0 0
−55 94 0 1 0
62 −71 0 0 1
 .
Exerc´ıcio 2.16∗ Considere o seguinte sistema de equac¸o˜es nas inco´gnitas x1, . . . , xn.
(n− 1)x1 = x2 + x3 + · · ·+ xn
(n− 1)x2 = x1 + x3 + · · ·+ xn
...
(n− 1)xn = x1 + x2 + · · ·+ xn−1
Justifique que o sistema e´ poss´ıvel indeterminado e que, qualquer que seja α ∈ R, o n-uplo (α, . . . , α)
e´ soluc¸a˜o do sistema.
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Exerc´ıcios suplementares
Exerc´ıcio 2.17 Apresente, casa exista, um exemplo de:
a) matrizes A, b e c tais que o sistema Ax = b e´ poss´ıvel determinado e Ax = c e´ poss´ıvel
indeterminado;
b) matrizes A, b e c tais que o sistema Ax = b e´ poss´ıvel determinado e Ax = c e´ imposs´ıvel;
c) matrizes A, b e c tais que o sistema Ax = b e´ poss´ıvel indeterminado e Ax = c e´ imposs´ıvel;
d) matrizes A e b tais que o sistema Ax = b e´ poss´ıvel determinado e Ax = 0 e´ poss´ıvel indetermi-
nado;
e) matrizes A e b tais que o sistema Ax = b e´ poss´ıvel determinado e Ax = 0 e´ imposs´ıvel;
f) matrizes A e b tais que o sistema Ax = b e´ poss´ıvel indeterminado e Ax = 0 e´ poss´ıvel determi-
nado;
g) matrizes A e b tais que o sistema Ax = b e´ poss´ıvel indeterminado com grau de indeterminac¸a˜o
2 e Ax = 0 e´ poss´ıvel indeterminado com grau de indeterminac¸a˜o 1.
Exerc´ıcio 2.18 Discuta, em func¸a˜o dos paraˆmetros reais a e b, os seguintes sistemas de equac¸o˜es lineares,
nas inco´gnitas x, y, z, t .
a)

ax+ y − z + at = 0
(a+ 1)y + z + t = 1
−x+ y + (a+ 1)t = b
b)

2x+ y + t = 2
3x+ 3y + az + 5t = 3
3x− 3z − 2t = b
c)

x+ ay + bz − t = a
x− bz − 2t = a
2x+ ay + bz − 4t = 3a
x+ 2ay + 2t = 0
Exerc´ıcio 2.19 Considere um sistema Ax = b, com A uma matriz m× n e b uma matriz m× 1 e sejam u
e v matrizes de ordem n× 1.
a) Mostre que, se u e v sa˜o soluc¸o˜es do sistema, enta˜o u − v e´ soluc¸a˜o do sistema homoge´neo
associado, Ax = 0.
b) Mostre que, se u e´ soluc¸a˜o do sistema e v e´ soluc¸a˜o do sistema homoge´neo associado Ax = 0,
enta˜o u + v e´ soluc¸a˜o do sistema.
c) Prove que: Um sistema poss´ıvel ou tem apenas uma soluc¸a˜o ou tem uma infinidade delas.
Exerc´ıcio 2.20 Considere as matrizes Aα =
−1 −1 α−2 0 1
−3 3 −3
 , α ∈ R.
a) Indique para que valores de α o sistema Aαx = (1 1 − 2)T e´ poss´ıvel.
b) Resolva o sistema homoge´neo A1x = 0.
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Exerc´ıcio 2.21 Considere o sistema 
3x− y + 2z = β
2x+ 2y + αz = 2
x+ y + z = −1
,
nas inco´gnitas x, y, z.
a) Discuta este sistema, em func¸a˜o dos paraˆmetros α e β, e resolva-o nos casos em que for poss´ıvel.
b) Seja A a matriz dos coeficientes do sistema que se obte´m fazendo α = 1. Justifique que A e´
invert´ıvel e calcule A−1.
Exerc´ıcio 2.22 Considere a matriz de ordem n, A = (aij), definida por:
aij =
{
1 + x, se i = j
1, se i 6= j
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 0 3 13 2 4
1 1 2
 d)




3 0 0 0
1 2 0 0
2 4 8 0
1 2 1 1

Exerc´ıcio 3.2 Calcule, de duas formas diferentes, o determinante de cada uma das seguintes matrizes.
a)




1 −3 0 0
5 −2 2 1
−2 4 0 1
0 0 0 1
 c)

1 0 1 1
−1 1 2 −1
1 0 2 0




 a b cd e f
g h i















a− d b− e c− f
g h i
∣∣∣∣∣∣
Exerc´ıcio 3.4 Calcule o determinante de cada uma das seguintes matrizes, usando o me´todo de eliminac¸a˜o
de Gauss.
a)




1 2 −1 3
0 1 0 1
0 1 4 −1
1 0 2 4
 c)

0 0 2 1 1
0 1 −1 3 0
0 −1 0 2 0
1 2 0 6 −3
0 0 0 1 1
 .
Exerc´ıcio 3.5 Para cada k ∈ R, considere a matriz
Ak =

1 0 −1 0
2 −1 −1 k
0 k −k k
−1 1 1 2
 .
Determine os valores de k para os quais se tem detAk = 2.
Exerc´ıcio 3.6 Seja
A =
2 1 01 1 0
0 0 1
 .
Determine os valores de λ para os quais se tem det(A− λ I3) = 0.
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Exerc´ıcio 3.7 Mostre que ∣∣∣∣∣∣
1 + a b c
a 1 + b c
a b 1 + c
∣∣∣∣∣∣ = 1 + a+ b+ c.
Sugesta˜o: Adicione a` coluna 1 as colunas 2 e 3.





∣∣∣∣∣∣ = (b− a)(c− a)(b− c).
Observac¸a˜o: Este determinante e´ chamado de determinante de Vandermonde.






∣∣∣∣∣∣ = (y1 − x1)(y2 − x2) b)
∣∣∣∣∣∣∣∣
1 x1 x2 x3
1 y1 x2 x3
1 y1 y2 x3
1 y1 y2 y3
∣∣∣∣∣∣∣∣ = (y1 − x1)(y2 − x2)(y3 − x3)
Exerc´ıcio 3.10∗ Resolva a seguinte equac¸a˜o nas varia´veis x1, x2, . . . , xn−1
det

x1 a a . . . a a
a x2 a . . . a a






a a a . . . xn−1 a
a a a . . . a a

= 0,
supondo a 6= 0.








 2 −1 0−1 2 −1
0 −1 1
 .
Observac¸a˜o: Recorde que a inversa de uma matriz sime´trica invert´ıvel e´ tambe´m sime´trica.
c) C =
1 1 10 1 1
0 0 1
 .




1 0 −1 0
0 1 1 0
0 0 1 0









e´ invert´ıvel e calcule a sua inversa.
Exerc´ıcio 3.13 Para cada α ∈ R, considere a matriz Aα =
 2 −1 α1 −1 1
α −1 2
 .
a) Determine os valores de α para os quais carAα = 3.
b) Calcule detA0.
c) Justifique que a matriz A−1 e´ invert´ıvel e calcule a primeira coluna da sua inversa, usando deter-
minantes.
Exerc´ıcio 3.14 Para cada t ∈ R, considere a matriz
At =

1 1 1 1 1
1 2 + t 1 1 1
1 1 2 + t 1 1
1 1 1 2 + t 1
1 1 1 1 2 + t
 .
a) Calcule o determinante de At.
b) Diga para que valores do paraˆmetro real t a matriz At e´ invert´ıvel.
c) Fac¸a t = 0 e determine A−10 , usando o me´todo da matriz adjunta.
Exerc´ıcio 3.15 Use a regra de Cramer para resolver os sistemas:
a)
{
2x1 − x2 = 6
4x1 + 5x2 = 2
b)

3x1 + x2 − x3 = 1
−x1 − x2 + 4x3 = 7
2x1 + x2 − 5x3 = −8
c)

x1 + x2 − x3 = 0
2x1 + x2 = 1
x1 − x3 = 1
Exerc´ıcio 3.16 Considere as matrizes:
A =
 1 −1 21 −1 −1
−3 4 1
 e B =
 cos θ − sin θ 0− sin θ − cos θ 0
0 0 1
 .
a) Calcule o determinante de A e de B, usando o Teorema de Laplace.
b) Determine as matrizes adjA e adjB.
c) Calcule a inversa de cada uma das matrizes, usando os resultados das al´ıneas anteriores.
d) Use a regra de Cramer para resolver o sistema Ax = (1 0 1)T .
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Exerc´ıcio 3.17 Seja A uma matriz de ordem n cuja soma dos elementos de cada linha e´ igual a zero. Justifique
que detA = 0.
Observac¸a˜o: Note que, se x for uma matriz coluna com n componentes todas iguais a 1, enta˜o Ax = 0.
Exerc´ıcio 3.18∗ Seja A uma matriz quadrada de ordem n (n ≥ 2).
a) Sendo Aij o complemento alge´brico do elemento aij , mostre que:
ai1Ak1 + ai2Ak2 + · · ·+ ainAkn =
{
detA, se i = k,
0, se i 6= k, .
Conclua, enta˜o, que A adjA = detAIn.






c) Mostre que, se A na˜o for invert´ıvel, enta˜o
A adjA = 0n×n.
Exerc´ıcio 3.19 Seja A uma matriz de ordem n (n ≥ 2), invert´ıvel. Mostre que:
a) | adjA| = |A|n−1.
b) A matriz adjA tambe´m e´ invert´ıvel e (adjA)−1 = adj(A−1).
Exerc´ıcio 3.20 Calcule o determinante da seguinte matriz de ordem n, n > 1:
A =

a b . . . b b






b b . . . a b
b b . . . b a
 .
Exerc´ıcio 3.21∗ Diga, justificando, se as seguintes afirmac¸o˜es sa˜o verdadeiras ou sa˜o falsas.
a) det((A+B)2) = (det(A+B))2;
b) det((A+B)2) = det(A2 + 2AB +B2);
c) se A e´ uma matriz ortogonal enta˜o detA = 1;
d) se A e B sa˜o matrizes reais de ordem 3 tais que detA = 12 e detB = −2, enta˜o
det(A−1B2) + det(2ATB) = 6;




Nos exerc´ıcios 3.22 e 3.23, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F).
Exerc´ıcio 3.22 Considere as matrizes
A =
 1 1 11 2 3
1 3 6
 e B =




a) A = B−1. © ©
b) detA = 1. © ©
c) O sistema Bx = 0 tem soluc¸a˜o u´nica. © ©
Exerc´ıcio 3.23 Considere a matriz
A =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 .
V F
a) A2 = 4I4. © ©
b) detA = 16. © ©
c) adjA = 4A. © ©
Exerc´ıcio 3.24∗ Indique, justificando, se as seguintes afirmac¸o˜es sa˜o verdadeiras ou sa˜o falsas.
a) Se AT = −A2 e A e´ na˜o singular, enta˜o detA = −1.
b) Se A = (aij) ∈ Rn×n (n ≥ 2) e´ uma matriz tal que
aij =

α, se j = 1
1, se j > 1 e j 6= i
j, se j > 1 e j = i
,
enta˜o detA = α(n− 1)!.
c) Se A e´ uma matriz de ordem 6 tal que detA = −1, enta˜o det(adjA) = −1.
Exerc´ıcio 3.25 Sejam
Aα =
 1 1 01 0 0
1 2 α




a) Justifique que a matriz Aα e´ invert´ıvel e calcule A
−1
α , usando determinantes.





a) Seja A quadrada de ordem n, com n ≥ 2. Mostre que se A e´ uma matriz sime´trica, enta˜o adj A
tambe´m e´ sime´trica.
b) Considere as matrizes
Aα =

1 α −1 0
α 1 0 0
−1 0 1 1
0 0 1 1







Justifique que a matriz Aα e´ invert´ıvel e calcule A
−1
α , usando determinantes. Use A
−1
α para calcular
a soluc¸a˜o do sistema Aαx = b.
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4. Espac¸os vetoriais
Exerc´ıcios para as aulas
Exerc´ıcio 4.1 Verifique que o conjunto Pn(x) dos polino´mios na varia´vel x de grau menor ou igual a n com
coeficientes reais, algebrizado por meio da adic¸a˜o de polino´mios e da multiplicac¸a˜o de um polino´mio por
um nu´mero real, e´ um espac¸o vetorial real.
Exerc´ıcio 4.2 Considere o conjunto C([a, b]) das func¸o˜es reais de varia´vel real cont´ınuas em [a, b]. Se f, g ∈
C([a, b]) considere definida a soma f + g por
(f + g)(x) = f(x) + g(x), x ∈ [a, b].
Se α ∈ R e f ∈ C([a, b]) considere α f definida por
(α f)(x) = α f(x), x ∈ [a, b].
Prove que C([a, b]) e´ um espac¸o vetorial real para as operac¸o˜es acima definidas.
Exerc´ıcio 4.3 Mostre que se U e´ um subespac¸o vetorial de um espac¸o vetorial V enta˜o 0V ∈ U .
Exerc´ıcio 4.4 Verifique se os seguintes conjuntos sa˜o subespac¸os vetoriais do espac¸o vetorial V indicado.
a) V = R2, S = {(x1, x2) ∈ R2 : x1 = x2 }.
b) V = R2, T = {(x1, x2) ∈ R2 : x1 ≥ 0 }.
c) V = R3, U = {(x1, x2, x3) ∈ R3 : x3 = 0 }.
Exerc´ıcio 4.5 Prove que o conjunto formado pelas matrizes reais sime´tricas de ordem n e´ um subespac¸o
vetorial de Rn×n.
Exerc´ıcio 4.6 Seja A ∈ Rm×n e b ∈ Rm, b 6= 0. Mostre que:
a) O conjunto das soluc¸o˜es do sistema homoge´neo Ax = 0 e´ um subespac¸o de Rn.
(Recorde o Exerc´ıcio 2.10.)
b) O conjunto das soluc¸o˜es do sistema Ax = b na˜o e´ um subespac¸o de Rn.
Exerc´ıcio 4.7 Indique, sem efetuar quaisquer ca´lculos, quais dos seguintes conjuntos sa˜o subespac¸os do espac¸o
V indicado.
a) V = R3, U1 = {(x1, x2, x3) ∈ R3 : x1 + x2 + x3 = 0};
b) V = R3, U2 = {(x1, x2, x3) ∈ R3 : x1 + x2 + x3 = 1};
c) V = R4, U3 = {(x1, x2, x3, x4) ∈ R4 : x1 = x2 e x3 = x4};
d) V = R4, U4 = {(x1, x2, x3, x4) ∈ R4 : x1 = x2 + x3 e x4 = 5}.
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Exerc´ıcio 4.8 Identifique o subespac¸o de R3 gerado pelos vetores:
a) u1 = (1, 0, 0) e u2 = (0, 1, 1).
b) v1 = (1, 2, 1),v2 = (2,−1,−3) e v3 = (0, 1, 1).
c) w1 = (1, 1, 1),w2 = (2, 1, 1) e w3 = (0, 1, 3)

















Exerc´ıcio 4.10 Sejam v1,v2, . . . ,vn vetores de um espac¸o vetorial V e α ∈ R, α 6= 0. Prove que:
a)∗ 〈v1,v2, . . . ,vn〉 = 〈αv1,v2, . . . ,vn〉 .
b) 〈v1,v2, . . . ,vn〉 = 〈v1 + v2,v2, . . . ,vn〉 .
Exerc´ıcio 4.11 Considere os vetores de R2, v1 = (1, 0) e v2 = (1, 1).
a) Escreva v = (3,−1) como combinac¸a˜o linear de v1 e v2.
b) Mostre que v1 e v2 sa˜o linearmente independentes.
c) Verifique que qualquer vetor x = (a, b) ∈ R2 pode ser escrito como combinac¸a˜o linear de v1 e v2.
Exerc´ıcio 4.12 Verifique se sa˜o linearmente independentes os vetores de R3 apresentados em seguida. No
caso de serem linearmente dependentes escreva um deles como combinac¸a˜o linear dos restantes.
a) (1, 0, 0), (0, 1, 0), (1,−1, 1).
b) (1, 0, 1), (0, 1, 0), (1,−1, 1).
Exerc´ıcio 4.13 Sejam v1,v2, . . . ,vn vetores de um espac¸o vetorial V e α ∈ R, α 6= 0. Mostre que, se
v1,v2 . . . ,vn sa˜o vetores linearmente independentes (dependentes), enta˜o:
a)∗ αv1,v2 . . . ,vn tambe´m sa˜o linearmente independentes (dependentes);
b) v1 + v2,v2, . . . ,vn tambe´m sa˜o linearmente independentes (dependentes).
Exerc´ıcio 4.14 Determine uma base e a dimensa˜o dos subespac¸os apresentados nos Exerc´ıcios 4.4 e 4.7.
Exerc´ıcio 4.15 Determine uma base e a dimensa˜o dos seguintes subespac¸os de R4:
a) U = {(x1, x2, x3, x4) ∈ R4 : x1 + x2 = x3 + x4 };
b) W = {(x1, x2, x3, x4) ∈ R4 : x1 = x2 = x3 }.
Exerc´ıcio 4.16 Apresente uma base e indique a dimensa˜o dos subespac¸os de R2×2 formado pelas matrizes:
a) Sime´tricas de ordem 2.
b) Triangulares superiores de ordem 2.
c) Diagonais de ordem 2.
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Exerc´ıcio 4.17∗ Seja V um espac¸o vetorial de dimensa˜o n. Mostre que:
a) Se V = 〈v1, . . . ,vn〉, enta˜o (v1, . . . ,vn) e´ uma base de V .
b) Se v1, . . . ,vn sa˜o vetores de V linearmente independentes, enta˜o (v1, . . . ,vn) e´ uma base de V .
Exerc´ıcio 4.18∗ Seja V um espac¸o vetorial e (v1, . . . ,vn) uma sua base. Mostre que qualquer vetor v ∈ V
se escreve, de forma u´nica, como combinac¸a˜o linear dos vetores v1, . . . ,vn.
Observac¸a˜o: Os coeficientes da combinac¸a˜o linear sa˜o chamados as coordenadas do vetor em relac¸a˜o a
essa base.
Exerc´ıcio 4.19 a) Determine as coordenadas do vetor x = (1,−4, 2) em relac¸a˜o a` base cano´nica de R3.
b) Sejam u1 = (1, 0, 0), u2 = (1,−1, 0), e u3 = (1, 0,−1). Mostre que (u1,u2,u3) e´ uma base de
R3. Determine as coordenadas de vetor x, dado na al´ınea anterior, relativamente a esta base.
Exerc´ıcio 4.20 a) No espac¸o P2(x), determine as coordenadas, na base (1, x, x2), de
p(x) = 1− 4x+ 2x2.
b) Considere os polino´mios definidos por
p1(x) = 1, p2(x) = 1− x, p3(x) = 1− x2,
Mostre que (p1, p2, p3) e´ uma base de P2(x). Determine as coordenadas do polino´mio p, dado na
al´ınea anterior, relativamente a esta base.
Exerc´ıcio 4.21 a) Mostre que os vetores u1 = (1, 0), u2 = (1, 1) e u3 = (0,−1) constituem um sistema
de geradores de R2.
b) Retire vetores, entre os dados, para obter uma base de R2.
Exerc´ıcio 4.22 Determine os valores de k para os quais ((1, 0, 2), (−1, 2,−3), (−1, 4, k)) e´ uma base de R3.
Exerc´ıcio 4.23 Determine uma base do subespac¸o de R3, U = 〈(1, 0, 1), (2, 2, 4), (0, 0, 1), (1, 2, 3)〉.
Exerc´ıcio 4.24 Seja U = {(3a+ b, 2a− b, a+ 2b) : a, b ∈ R}.
a) Verifique que U e´ um subespac¸o vetorial de R3.
b) Determine uma base de U .
c) Determine α de modo que o vetor (2, 3, α) pertenc¸a a U .
Exerc´ıcio 4.25 Seja S = {(x, y, z) ∈ R3 : x+ 2y + z = 0}.
a) Verifique que S e´ um subespac¸o vetorial de R3.
b) Determine uma base de S.
c) Determine α ∈ R de modo que S = 〈(1, 0,−1), (−1, 1, α)〉.
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Exerc´ıcio 4.26 Determine a dimensa˜o e indique uma base para o espac¸o das colunas e para o espac¸o das
linhas de cada uma das seguintes matrizes.
a) A =

0 2 1 1
0 0 3 1
0 0 0 0
0 0 0 0








 −1 3 0 20 2 2 0
−1 3 0 2
 d) D =
 0 1 0 00 0 1 0
0 0 0 1
 e) E = ( 3 0 −6 0
1 0 −2 0
)
Exerc´ıcio 4.27 Determine a dimensa˜o e indique uma base para o nu´cleo de cada uma das matrizes do exerc´ıcio
anterior.
Exerc´ıcio 4.28∗ Construa uma matriz cujo espac¸o nulo seja gerado pelo vetor (2, 0, 1).
Exerc´ıcio 4.29∗ Existe alguma matriz A tal que (1, 1, 1) ∈ L(A) e (1, 0, 0) ∈ N (A)?
Exerc´ıcio 4.30 Considere a matriz A =

1 −1 0 2 1
0 0 2 4 0
2 −2 −1 2 1
−1 1 2 2 1
0 0 0 0 0
 .
a) Calcule a nulidade e a caracter´ıstica de A.
b) Determine bases para o espac¸o das colunas de A e para o espac¸o nulo de A.
c) Indique uma soluc¸a˜o do sistema de equac¸o˜es lineares Ax = b, onde b = (1 0 2 − 1 0)T .
(Note que b e´ a primeira coluna de A.)
Exerc´ıcios suplementares
Nas questo˜es 4.31 a 4.39, indique, a(s) al´ınea(s) correta(s).
Exerc´ıcio 4.31 Os seguintes subconjuntos de R4 sa˜o subespac¸os vetoriais de R4.
a) A1 = {(x, y, z, w) ∈ R4 : x− y = 2}.
b) A2 = {(x, y, z, w) ∈ R4 : z = x+ 2y e w = x− 3y}.
c) A3 = {(x, y, z, w) ∈ R4 : x = 0 e y = −w}.
d) A4 = {(x, y, z, w) ∈ R4 : x = y = 0}.
e) A5 = {(x, y, z, w) ∈ R4 : x = 1, y = 0, x+ w = 1}.
f) A6 = {(x, y, z, w) ∈ R4 : x > 0 e y < 0}.
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Exerc´ıcio 4.32 Os seguintes subconjuntos de Rn×n sa˜o subespac¸os vetoriais de Rn×n.
a) O conjunto de todas as matrizes invert´ıveis de ordem n.
b) O conjunto de todas as matrizes diagonais de ordem n.
c) O conjunto de todas as matrizes triangulares superiores de ordem n.
d) O conjunto de todas as matrizes singulares de ordem n.
Exerc´ıcio 4.33 Os seguintes vetores geram R3.
a) (1,−1, 2), (0, 1, 1).
b) (1, 2,−1), (6, 3, 0), (4, 1, 1), (−1, 1, 1).
c) (2, 2, 3), (−1,−2, 1), (0, 1, 0).
d) (1, 1,−1), (1, 0, 3), (−1,−2, 5).
Exerc´ıcio 4.34 Os seguintes polino´mios geram P2(x).
a) x2 + 1, x2 + x, x+ 1.
b) x2 + 1, x2 + x.
c) x2 + 2, 2x2 − x+ 1, x+ 2, x2 + x+ 4.
d) x2 − 3x+ 2, x2 − 1.
Exerc´ıcio 4.35 Os seguintes vetores de R3 sa˜o linearmente dependentes.
a) (1, 2,−1), (3, 2, 5).
b) (4, 2, 1), (2, 6,−5), (1,−2, 3).
c) (1, 1, 0), (0, 2, 3), (1, 2, 3), (3, 6, 6).
d) (1, 2, 3), (1, 1, 1), (1, 0, 1).
Exerc´ıcio 4.36 Os seguintes vetores de P2(x) sa˜o linearmente dependentes.
a) x2 + 1, x− 2, x+ 3.
b) 2x2 + 1, x2 + 3, x.
c) 3x+ 1, 3x2 + 1, 2x2 + x+ 1.
d) x2 − 4, 5x2 − 5x− 6, 3x2 − 5x+ 2, 2x− 1.





























































Exerc´ıcio 4.38 Os seguintes vetores de R3 formam uma base de R3.
a) (1, 2, 0), (0, 1,−1).
b) (1, 1,−1), (2, 3, 4), (1,−2, 3), (2, 1, 1).
c) (1, 1, 0), (0, 2, 3), (−2, 0, 3).
d) (3, 2, 2), (−1, 2, 1), (0, 1, 0).
Exerc´ıcio 4.39 Os seguintes vetores de P2(x) formam uma base de P2(x).
a) −x2 + x+ 2, 2x2 + 2x+ 3, 4x2 − 1.
b) 2x2 + 1, x2 + 3.
c) x2 + 1, 3x2 + 1, 2x2 + x+ 1, 3x2 − 5x+ 2.
d) 3x2 + 2x+ 1, x2 + x+ 1, x2 + 1.
Nas questo˜es 4.40 a 4.46, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F).
Exerc´ıcio 4.40 Seja V um espac¸o vetorial real. V F
a) Se (v1,v2, · · · ,vn) e´ uma base de V , enta˜o (3v1,v2, · · · ,vn) tambe´m e´ uma
base de V . © ©
b) Se V = 〈v1,v2, · · · ,vn〉, enta˜o dim V = n. © ©
c) Se (v1,v2, · · · ,vn) e´ uma base de V , enta˜o o vetor nulo na˜o pode escrever-
-se como combinac¸a˜o linear dos vetores v1,v2, · · · ,vn. © ©
d) Se dim V = n e v1,v2, · · · ,vn sa˜o vetores de V linearmente independentes,
enta˜o (v1,v2, · · · ,vn) e´ uma base de V . © ©
Exerc´ıcio 4.41 Seja V um espac¸o vetorial real de dimensa˜o n. V F
a) Se V = 〈v1,v2, · · · ,vn〉, enta˜o (v1,v2, · · · ,vn) e´ uma base de V . © ©
b) Se (v1,v2, · · · ,vn) e´ uma base de V , enta˜o (v1,v2, · · · ,v1 + vn) tambe´m
e´ uma base de V . © ©
c) Quaisquer n− 1 vetores de V sa˜o linearmente independentes. © ©
d) O conjunto T = {αv1 + βv2 : α, β ∈ R,v1,v2 ∈ V } e´ um subespac¸o
vetorial de V . © ©
Exerc´ıcio 4.42 Seja S = 〈(1, 0, 1), (1, 2, 1), (3, 4, 3)〉. Enta˜o: V F
a) S = R3. © ©
b) S = {(x, y, z) ∈ R3 : x = z}. © ©
c) (2, 3, 4) ∈ S. © ©
d) os vetores (−2, 4,−2) e (−2, 0,−2) constituem uma base de S. © ©
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Exerc´ıcio 4.43 Seja T = 〈(1, 1, 0, 0), (1, 0,−1, 0), (1, 1, 1, 1)〉 . Enta˜o: V F
a) T = R3. © ©
b) T = {(a, b, c, d) ∈ R4 : a = b− c+ d}. © ©
c) (0, 0, 0, 0) ∈ T . © ©
d) ((1, 1, 0, 0), (1, 0,−1, 0), (0, 0, 1, 1)) e´ uma base de T . © ©
Exerc´ıcio 4.44 Seja A uma matriz de ordem 4× 5. V F
a) As colunas de A sa˜o linearmente dependentes. © ©
b) O sistema Ax = 0 tem soluc¸a˜o u´nica. © ©
c) carA ≤ 4. © ©
d) A dimensa˜o do nu´cleo de A e´ 2. © ©
Exerc´ıcio 4.45 Seja S = {(α + β, α− β, 2α) : α, β ∈ R}. V F
a) S = {(x, y, x) ∈ R3 : x+ y − z = 0}. © ©
b) (1, 1, 1) ∈ S. © ©
c) S = 〈(1,−1, 0), (1, 1, 2), (1, 0, 1)〉. © ©
d) S e´ um subespac¸o vetorial de R3 de dimensa˜o 2. © ©
Exerc´ıcio 4.46 Considere as matrizes
A =

1 1 1 1
1 2 3 4
2 3 4 5
0 1 2 5
 e B =

1 1 1 1
0 1 2 3
0 0 0 1
0 0 0 0
 .
V F
a) B pode obter-se por operac¸o˜es elementares sobre as linhas de A. © ©
b) ((1, 1, 2, 0), (1, 2, 3, 1), (1, 4, 5, 5)) e´ uma base do espac¸o das colunas de A. © ©
c) ((1, 1, 1, 1), (1, 2, 3, 4), (2, 3, 4, 5)) e´ uma base do espac¸o das linhas de A. © ©




Exerc´ıcios para as aulas
Exerc´ıcio 5.1 Verifique quais das seguintes aplicac¸o˜es sa˜o lineares.
a) f : R3 → R3 definida por f(x, y, z) = (x, y, 0);
b) g : R2 → R2 definida por g(x, y) = (x+ 1, y + 2);
c) h : R3 → R2 definida por h(x, y, z) = (x+ y, z);
d) p : R3 → R2 definida por p(x, y, z) = (xy, z);
e) d : P3(x) −→ P3(x)
p(x) 7→ p′′(x)
f) t : Rm×n −→ Rn×m
A 7→ AT
Exerc´ıcio 5.2 Para cada uma das aplicac¸o˜es lineares do exerc´ıcio anterior, determine o nu´cleo e indique a sua
dimensa˜o.
Exerc´ıcio 5.3∗ Seja f : R3 → R2 uma aplicac¸a˜o, tal que
f(x, y, z) = (x+ k, z + k), k constante real.
a) Indique para que valores de k essa aplicac¸a˜o e´ linear.
b) Para o valor de k encontrado na al´ınea anterior, determine Nuc f e uma sua base.
Exerc´ıcio 5.4 Seja f : R3 → R4 a aplicac¸a˜o linear definida por
f(x, y, z) = (x+ 2y − z, y + 2z, 2x+ 5y, x+ 3y + z).
a) Determine a representac¸a˜o matricial de f .
b) Calcule, de duas formas distintas, f(1, 2, 3).
c) Determine Nuc f e uma sua base.
d) Indique uma base para Im f .
Exerc´ıcio 5.5 Seja T : R3 → R3 a aplicac¸a˜o linear cuja representac¸a˜o matricial e´ MT =
2 −1 12 1 3
3 0 3
 .
a) Determine a expressa˜o de T (x1, x2, x3), com (x1, x2, x3) ∈ R3.
b) Diga, justificando, se o vector (5, 7, 9) ∈ ImT . Determine uma base para NucT .
c) Indique uma base para ImT .
Exerc´ıcio 5.6 Para cada uma das aplicac¸o˜es lineares seguintes, determine o nu´cleo e a sua dimensa˜o e diga se
a aplicac¸a˜o e´ injetiva. Indique ainda a dimensa˜o do espac¸o imagem e diga se a aplicac¸a˜o e´ sobrejetiva.
a) f : R3 → R3, definida por f(x, y, z) = (x, x− y, x + z).









c) h : R4 → R3, definida por
h(1, 0, 0, 0) = (1,−1, 2)
h(0, 1, 0, 0) = (−2, 5, 3)
h(0, 0, 1, 0) = (−7, 16, 7)
h(0, 0, 0, 1) = (−3, 6, 1).
Exerc´ıcio 5.7 Seja T : R3 → R3 a aplicac¸a˜o linear representada pela matriz A =
 1 0 10 1 2
2 0 2
 .
a) Determine T (1, 2, 4).
b) Verifique se T e´ bijetiva.
c) Determine uma base para ImT .
d) Determine uma base para NucT .
e) Determine {u ∈ R3 : T (u) = (4,−3, 8)}.
Exerc´ıcio 5.8∗
a) Justifique que ((1, 1), (−1, 1)) e´ uma base de R2 e determine as coordenadas dos vetores e1 = (1, 0)
e e2 = (0, 1) nessa base.
b) Seja T : R2 → R3 a transformac¸a˜o linear tal que
T (1, 1) = (1, 2, 1), T (−1, 1) = (−1, 0, 3).
(i) Construa a representac¸a˜o matricial de T .
(ii) Determine T (x, y), com (x, y) ∈ R2.
(iii) Diga, justificando, se T e´ injetiva e/ou sobrejetiva.
Exerc´ıcio 5.9 Seja Φk a aplicac¸a˜o linear cuja representac¸a˜o matricial e´
Ak =
 −1 k − 2 12 8 k
k + 1 2k −k − 1
 , k ∈ R.
a) Determine os valores de k para os quais a aplicac¸a˜o Φk e´ injetiva.
b) Determine Nuc Φ−2 e diga qual a sua dimensa˜o.
c) Determine uma base para Im Φ1.
Exerc´ıcio 5.10 Diga porque na˜o existe ou apresente um exemplo de uma transformac¸a˜o linear nas condic¸o˜es
indicadas.
a) f : R6 → R2 cujo nu´cleo tenha dimensa˜o 2.
b) g : R3 → R3 tal que dim Nuc g = 2.
c) h : R2 → R2 tal que h(3, 3) = (1, 2) e h(5, 5) = (2, 1).




Exerc´ıcio 5.11 Seja f : R3 → R3 a aplicac¸a˜o linear tal que
f(1, 0, 0) = (1, 1, 2), f(0, 1, 0) = (−1, 2, 0), f(0, 0, 1) = (−1, 5, 2).
a) Determine f(−1,−2, 1).
b) Determine {u ∈ R3 : f(u) = (0, 3, 3)}.
c) Diga, justificando, se f e´ injetiva e/ou sobrejetiva.
Exerc´ıcio 5.12 Seja T
α,β




 1 −α 00 −1 β
1 0 −β
, α, β ∈ R.
a) Calcule α e β de modo que (1, 1, 1) ∈ ImTα,β .
b) Indique, justificando, para que valores de α e β a aplicac¸a˜o linear e´ bijetiva.
c) Calcule T2,2(1,−1, 1).
d) Calcule uma base do nu´cleo de T1,1 .
Exerc´ıcio 5.13 Considere a aplicac¸a˜o linear f : R3 → R3 definida por
f(x, y, z) = (x+ y + z,−x+ 2z, x+ 2y + 4z)
a) Indique, justificando, se a aplicac¸a˜o f e´ injetiva.
b) Verifique se (1, 1, 1) ∈ Im f.
Nas questo˜es seguintes, indique, a(s) al´ınea(s) correta(s).
Exerc´ıcio 5.14 Considere, para cada k ∈ R, a aplicac¸a˜o linear φk : R3 → R3 associada a` matriz
Ak =




a) dim(Im φ2) = 2. © ©
b) φ1(1, 2, 3) = (6, 1, 6). © ©
c) A aplicac¸a˜o φ3 na˜o e´ injetiva. © ©
d) Se φk e´ sobrejetiva, enta˜o k 6= 0. © ©
29
transformac¸o˜es lineares
Exerc´ıcio 5.15 Seja f : R4 → R3 uma aplicac¸a˜o linear e Mf a matriz de f .
V F
a) Mf e´ uma matriz 3× 4. © ©
b) f na˜o pode ser injetiva. © ©
c) f na˜o pode ser sobrejetiva. © ©
d) Se dim Nuc f = 2, enta˜o dim C(Mf ) = 2. © ©
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6. Valores e vetores pro´prios
Exerc´ıcios para as aulas
Exerc´ıcio 6.1 Verifique quais dos seguintes vetores sa˜o vetores pro´prios da matriz −5 2 0−12 5 0
0 0 −1
 .
a) (0, 0, 2) b) (1, 3, 0) c) (0, 0, 0) d) (1, 1, 3).
Exerc´ıcio 6.2 Verifique quais dos seguintes valores sa˜o valores pro´prios da matriz4 0 21 1 3
0 0 −2
 .
a) 2 b) −2 c) 4 d) 1 e) 0
















2 0 10 3 0
1 0 2
 e) E =
 3 −1 0−1 2 −1
0 −1 3
 f) F =

3 0 −1 0
0 3 0 −1
−1 0 3 0
0 −1 0 3
 .
Exerc´ıcio 6.4 Sabendo que λ = 1 e´ um valor pro´prio da seguinte matriz
A =
5 −7 74 −3 4
4 −1 2
 ,
determine os restantes valores pro´prios de A.
Exerc´ıcio 6.5 Considere a matriz
A =
2 1 00 1 −1
0 2 4
 .
a) Substitua a terceira linha pela sua soma com a segunda multiplicada por −2 transformando-a numa
matriz triangular superior U .
b) Calcule os valores pro´prios de A e de U e verifique que as matrizes na˜o teˆm o mesmo conjunto de
valores pro´prios.
Exerc´ıcio 6.6 Determine vetores pro´prios associados a cada um dos valores pro´prios reais das matrizes apre-
sentadas no Exerc´ıcio 6.3.
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Exerc´ıcio 6.7 Considere a matriz
A =
0 0 30 3 0
3 0 0
 .
a) Calcule os valores pro´prios de A indicando a sua multiplicidade alge´brica.
b) Calcule o subespac¸o pro´prio associado a cada um dos valores pro´prios de A, indicando a multipli-
cidade geome´trica de cada valor pro´prio.
Exerc´ıcio 6.8 Seja λ um valor pro´prio de uma matriz A e seja x um vetor pro´prio associado a λ. Mostre que
a)∗ αλ e´ um valor pro´prio da matriz αA, sendo x um vetor pro´prio associado a esse valor pro´prio;
b) λ−p e´ um valor pro´prio da matriz A−pI, sendo x um vetor pro´prio associado a esse valor pro´prio;
c) λk(k ∈ N) e´ um valor pro´prio da matriz Ak, sendo x um vetor pro´prio associado a esse valor
pro´prio.
Exerc´ıcio 6.9 Seja A uma matriz de ordem 3 com valores pro´prios −1, 1 e 2. Indique os valores pro´prios de
uma matriz B relacionada com A do seguinte modo:
a) B = 4A.
b) B = −A.
c) B = A+ 3I3.
d) B = A−1.
e) B = AT .
f) B = A3.
Exerc´ıcio 6.10 Considere a matriz
A =

1 0 0 1
−1 1 0 1
0 1 1 −1
1 0 0 1

a) Determine os valores pro´prios de A.
b) Determine o subespac¸os pro´prio associado a cada um dos valores pro´prios de A.
c) Indique, justificando, se a matriz A e´ diagonaliza´vel.
d) Indique uma matriz B, de ordem 4, que tenha os mesmos valores pro´prios que a matriz A.
Exerc´ıcio 6.11 Considere novamente as matrizes apresentadas no Exerc´ıcio 6.3. Indique, para cada matriz,
as multiplicidades alge´brica e geome´trica de cada valor pro´prio real. Diga, justificando, se as matrizes
sa˜o diagonaliza´veis.
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Exerc´ıcio 6.12∗ Recorde que uma matriz A se diz idempotente se A2 = A (ver Exerc´ıcio 1.19). Mostre que,
se λ e´ um valor pro´prio de uma matriz idempotente, enta˜o λ = 0 ou λ = 1. Deˆ um exemplo de uma
matriz idempotente que tenha 0 e 1 como valores pro´prios.
Exerc´ıcio 6.13∗ Seja A uma matriz que tem u = (1, 2, 1, 3) como vetor pro´prio associado ao valor pro´prio 2 e
v = (−1, 2, 2, 1) como vetor pro´prio associado ao valor pro´prio −3. Calcule A2w, onde w = (3, 2, 0, 5)T.
Exerc´ıcios suplementares
Nas questo˜es 6.14 a 6.16, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F).
Exerc´ıcio 6.14 Seja A uma matriz de ordem 4, com valores pro´prios −2,−1, 1 e 2 e seja B = −2A. V F
a) detA = 4. © ©
b) Os valores pro´prios da matriz B sa˜o −4,−2, 2 e 4. © ©
c) As matrizes A e B sa˜o semelhantes. © ©
d) O sistema (A− 2I4)x = 0 e´ poss´ıvel e determinado. © ©
Exerc´ıcio 6.15 Considere a matriz
A =




a) (0, 0, 0) e´ um vetor pro´prio associado ao valor pro´prio 0. © ©
b) (2, 2, 2) e´ um vetor pro´prio associado ao valor pro´prio 1. © ©
c) (−1,−1,−1) e´ um vetor pro´prio associado ao valor pro´prio 0. © ©
d) (1, 0,−1) e´ um vetor pro´prio associado ao valor pro´prio 0. © ©
Exerc´ıcio 6.16 Seja A uma matriz de ordem 3, com valores pro´prios 0, 1 e 2. V F
a) A e´ uma matriz invert´ıvel. © ©
b) O sistema Ax = 0 e´ poss´ıvel e determinado. © ©
c) Os valores pro´prios da matriz 2A− I3 sa˜o 1, 3 e 5. © ©
d) Existe uma base de R3 formada por vetores pro´prios de A. © ©
Exerc´ıcio 6.17 Sejam A e B matrizes quadradas de ordem n tais que A e´ semelhante a B.
a) Mostre que A2 e´ semelhante a B2.
b) Mostre que An e´ semelhante a Bn, para todo o n ∈ N.







1 2 3 4
0 1 2 −1
2 2 3 1







 c) (1 2 3 4 50 1 2 3 4
)







1 0 0 0 0
0 2 0 0 0
0 0 −4 0 0
0 0 0 3 0




1 0 0 0
3 0 0 0
4 1 3 0
2 1 3 2
 h)






1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 B =

1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1
 C =

1 −1 0 0
−1 1 −1 0
0 −1 1 −1
0 0 −1 1
 D =

2 −3 4 −5
−3 4 −5 6
4 −5 6 −7
−5 6 −7 8
 .













 5 412 5
8 2
 ,
 5 4 012 5 0
8 2 0
 ,
 5 4 −512 5 −12
8 2 −8




 6 23 1
3 1











Exerc´ıcio 1.9 (A+B)3 = A3 +ABA+BA2 +B2A+A2B +AB2 +BAB +B3.
Se A e B comutam, enta˜o
(A+B)3 = A3 + 3A2B + 3AB2 +B3.
Exerc´ıcio 1.10 α = 1, β = 0.
Exerc´ıcio 1.13 3 5 −42 −3 16
2 −1 1
 ,
 8 −15 110 −4 −3
−1 −6 6
 ,
 5 5 8−10 −1 −9
15 4 6
 ,
 5 −10 155 −1 4
8 −9 6
 ,





 1− i −2i −i1 1 i
−i 1 0
 ,
 −1− i −i −2−i −i i
2 0 −i
 ,
 −1− i −i 2−i −i 0
−2 i −i
 ,
 2 2 i1− 2i 2 0
−3i i 1
 ,
 1 3 + 4i 12 + i 1 + 2i 0
1− i 4 2 + i
 .
Exerc´ıcio 1.14 Sime´trica: C e E;
Antissime´trica: H;
Herm´ıtica: B, E e G;




1 0 0 2/3 2/3 2/3
0 1 0 2/3 2/3 2/3
0 0 1 2/3 2/3 2/3
0 0 0 1/3 1/3 1/3
0 0 0 1/3 1/3 1/3




1 0 0 1 1 1
0 1 0 1 1 1
0 0 1 1 1 1
0 0 0 1/3 1/3 1/3
0 0 0 1/3 1/3 1/3




1 0 0 100 100 100
0 1 0 100 100 100
0 0 1 100 100 100
0 0 0 1/3 1/3 1/3
0 0 0 1/3 1/3 1/3
0 0 0 1/3 1/3 1/3
 .
Exerc´ıcio 1.20 a) 3 b) Na˜o c) 2 d) Na˜o e) 2 f) 1 g) 3 h) 2.
Exerc´ıcio 1.21 (soluc¸a˜o na˜o u´nica)
a)
 1 −1 10 3 −3
0 0 1
 b)
 4 −8 12 00 3 −3 6
0 0 6 −18
 c)

2 1 1 1
0 0 1 2
0 0 0 0




1 2 0 0
0 −3 2 0
0 0 7 6
0 0 0 −5
 e)

1 2 1 3 3
0 0 −2 −2 −2
0 0 0 0 0
0 0 0 0 0
 f)

1 −1 0 2 1
0 0 2 4 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0

Exerc´ıcio 1.22 carA0 = carA2 = carA−1 = 2, carAα = 3, nos outros casos.
Exerc´ıcio 1.23 β = 0 ou α = 1.





 1 0 00 1 0
0 0 1
 b)
 1 0 0 70 1 0 −1
0 0 1 −3
 c)

1 12 0 −12
0 0 1 2
0 0 0 0




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 e)

1 2 0 2 2
0 0 1 1 1
0 0 0 0 0
0 0 0 0 0
 f)

1 −1 0 2 0
0 0 1 2 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0

Exerc´ıcio 1.27 As matrizes na˜o sa˜o equivalentes por linhas, uma vez que
A −−−−−→
linhas
 1 0 00 1 0
0 0 1
 e B −−−−−→
linhas
 1 1 00 0 1
0 0 0

Exerc´ıcio 1.31 V V F V V F F.
Exerc´ıcio 1.32 Aej e´ uma matriz coluna formada pela coluna j da matriz A.






















Exerc´ıcio 1.36 a) Na˜o; b) Sim.
Sistemas
Exerc´ıcio 2.3 a) Sem soluc¸a˜o; b) (4,−1); c) (−11 + 2α, α, 3), α ∈ R; d) (4, 5, 2); e) Sem soluc¸a˜o;
f) (5, 3, 2).
Exerc´ıcio 2.4 a) Imposs´ıvel; b) (0, 0); c) (8 − 2α,−5 + α, α), α ∈ R; d) Imposs´ıvel; e) (0, 3/2, 1);
f) (1 + 2α, 3α, 7α), α ∈ R.
Exerc´ıcio 2.6 a 6= −2. Exerc´ıcio 7. a) Na˜o. Trata-se de um sistema homoge´neo. b) β = 2.
Exerc´ıcio 2.8 (SI → sistema imposs´ıvel; SPD → sistema poss´ıvel e determinado; SPI → sistema poss´ıvel e indeter-
minado)
a) α = 2 e β = 1, SPI; α = 2 e β 6= 1, SI; α 6= 2, SPD. b) β = 1 e α = 7, SPI; β = 1 e α 6= 7, SI;
β 6= 1, SPD. c) α = 1 e β = −1, SPI; α = 1 e β 6= −1, SI; α 6= 1, SPD.
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Exerc´ıcio 2.9 a) a = 2, SI; a = −2, SPI. Soluc¸a˜o: x = 2 + 6α, y = −5
2
α, z = α, α ∈ R;
a 6= 2 e a 6= −2, SPD. Soluc¸a˜o: x = 2a+ 2
a− 2 , y =
−5
2a− 4 , z =
1
a− 2.
b) a = 3 e b 6= 1, SI; a = 3 e b = 1, SPI. Soluc¸a˜o: x = 1− 3α, y = α, z = 2α, α ∈ R;
a 6= 3, SPD. Soluc¸a˜o: x = −ab− a+ 6
6− 2a , y =
(2− a)(1− b)
6− 2a , z =
b− 1
3− a .












 1 −1 00 1 −1
0 0 1
; b)
 −53 23 43−1 0 1
7
3 −13 −53
; c) Na˜o invert´ıvel; d)

−1 1 0 0
1 −2 1 0
0 1 −2 1
0 0 1 −45
.








1 0 0 0 0
0 1 0 0 0
−83 47 1 0 0
55 −94 0 1 0
−62 71 0 0 1
 .
Exerc´ıcio 2.17 b) A =
1 10 1
2 2
 ; b =
01
0
 ; c =
01
1















a) a 6= −1, SPI (grau de indet. 1); a = −1 e b = 1, SPI (grau de indet. 2); a = −1 e b 6= 1, SI.
b) a 6= 3, SPI (grau de indet. 1); a = 3 e b = 3, SPI (grau de indet. 2); a = 3 e b 6= 3, SI.
c) a 6= 0 e b 6= 0, SPD; a 6= 0 e b = 0, SI; a = 0 e b 6= 0, SPI (grau de indet. 1); a = 0 e b = 0,
SPI (grau de indet. 2).




− 32 1 −16
−1 1 −13
.
Exerc´ıcio 2.21 a) α = 2, SI; α 6= 2, SPD.
Soluc¸a˜o: x =
αβ − α− 2β − 10
4(α− 2) , y =
2(1 + β)− α(3 + β)














Exerc´ıcio 2.22 x 6= 0 e x 6= −n, onde n e´ a ordem da matriz.
Determinantes
Exerc´ıcio 3.1 a) −4; b) 0; c) −5; d) −15; e) 48.
Exerc´ıcio 3.2 a) 2; b) 4; c) −11.
Exerc´ıcio 3.3 a) 54; b) 12 ; c) 2; d) −2 .
Exerc´ıcio 3.4 a) 6; b) 18; c) 10.
Exerc´ıcio 3.5 k = −2 ou k = 1.














 1 1 11 2 2
1 2 3
; c)




1 0 1 0
0 1 −1 0
0 0 1 0












Exerc´ıcio 3.14 a) (1 + t)4; b) t 6= −1; c) A−1 =

5 −1 −1 −1 −1
−1 1 0 0 0
−1 0 1 0 0
−1 0 0 1 0
−1 0 0 0 1
 .
Exerc´ıcio 3.15 a) x1 =
16
7 , x2 = −107 ; b) x1 = 1, x2 = 0, x3 = 2; c) x1 = 1, x2 = −1, x3 = 0.




 3 9 32 7 3
1 −1 0
 ; adjB =










 ; B−1 =
 cos θ − sin θ 0− sin θ − cos θ 0
0 0 1




Exerc´ıcio 3.20 (a+ (n− 1)b)(a− b)n−1.
Exerc´ıcio 3.21 a) V; b) F; c) F; d) F; e) V.
Exerc´ıcio 3.22 V V V Exerc´ıcio 3.23 V V V Exerc´ıcio 3.24 a) F; b) V; c) V.
Exerc´ıcio 3.25
a) Aα e´ invert´ıvel, porque detAα = −α 6= 0. A−1α =
 0 1 01 −1 0
− 2α 1α 1α
 .












Exerc´ıcio 4.4 a) Sim b) Na˜o c) Sim
Exerc´ıcio 4.7 a) e c)






: a, b, c ∈ R
}
, ou seja, o conjunto das matrizes de ordem 2 triangulares superiores.
Exerc´ıcio 4.11 v = 4v1 − v2.
Exerc´ıcio 4.12 a) Sim b) Na˜o; (1,−1, 1) = (1, 0, 1)− (0, 1, 0).
Exerc´ıcio 4.14
[4.4] a) dimS = 1; base de S : ((1, 1)).
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[4.4] c) dimT = 2; base de T : ((1, 0, 0), (0, 1, 0)).
[4.7] a) dimU1 = 2; base de U1: ((−1, 1, 0), (−1, 0, 1)).
[4.7] c) dimU3 = 2; base de U3: ((1, 1, 0, 0), (0, 0, 1, 1)).
Exerc´ıcio 4.15 a) dimU = 3; base de U : ((−1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1)).
b) dimW = 2; base de W : ((1, 1, 1, 0), (0, 0, 0, 1)).










































Exerc´ıcio 4.19 a) (1,−4, 2) b) (−1, 4,−2). Exerc´ıcio 4.20 a) (1,−4, 2) b) (−1, 4,−2).
Exerc´ıcio 4.21 b) ((1, 0), (1, 1)). Exerc´ıcio 4.22 k 6= −4.
Exerc´ıcio 4.23 ((1, 0, 1), (0, 1, 1), (0, 0, 1))
Exerc´ıcio 4.24 b) ((3, 2, 1), (1,−1, 2)) c) α = −1. Exerc´ıcio 4.25 b) ((−2, 1, 0), (−1, 0, 1))
c) α = −1.
Exerc´ıcio 4.26
dimL(A) = dim C(A) = 2,
base L(A) : ((0, 2, 1, 1), (0, 0, 3, 1)), base C(A) : ((2, 0, 0, 0), (1, 3, 0, 0))
dimL(B) = dim C(B) = 3,
base L(B) : ((1, 0, 0), (0, 1, 0), (0, 0, 1)), base C(B) : ((1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0))
dimL(C) = dim C(C) = 2,
base L(C) : ((−1, 3, 0, 2), (0, 2, 2, 0)), base C(C) : ((−1, 0,−1), (3, 2, 3))
dimL(D) = dim C(D) = 3,
base L(D) : ((0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)), base C(D) : ((1, 0, 0), (0, 1, 0), (0, 0, 1))
dimL(E) = dim C(E) = 1,
base L(E) : ((3, 0,−6, 0)), base C(E) : ((3, 1))
Exerc´ıcio 4.27 dimN (A) = 2, base N (A) : ((0,−1,−1, 3), (1, 0, 0, 0))
dimN (B) = 0, base N (B) : ∅
dimN (C) = 2, base N (C) : ((2, 0, 0, 1), (−3,−1, 1, 0))
dimN (D) = 1, base N (D) : ((1, 0, 0, 0))




1 0 −20 1 0
0 0 0
 Exerc´ıcio 4.29 Na˜o.
Exerc´ıcio 4.30 a) 2 e 3 b) Base de C(A): ((1, 0, 2,−1, 0), (0, 2,−1, 2, 0), (1, 0, 1, 1, 0))
Base de N (A): ((1, 1, 0, 0, 0), (−2, 0,−2, 1, 0)) c) Uma soluc¸a˜o e´: x1 = 1, x2 = x3 = x4 = x5 = 0.
Nota: O conjunto das soluc¸o˜es e´ {(1 + α− 2β, α,−2β, β, 0) : α, β ∈ R}.
Exerc´ıcio 4.31 F V V V F F Exerc´ıcio 4.32 F V V F Exerc´ıcio 4.33 F V V F
Exerc´ıcio 4.34 V F V F Exerc´ıcio 4.35 F F V F Exerc´ıcio 4.36 F F V V Exerc´ıcio 4.37 V F V
Exerc´ıcio 4.38 F F F V Exerc´ıcio 4.39 V F F V Exerc´ıcio 4.40 V F F V Exerc´ıcio 4.41 V V F V
Exerc´ıcio 4.42 F V F V Exerc´ıcio 4.43 F V V V Exerc´ıcio 4.44 V F V F Exerc´ıcio 4.45 V F V V
Exerc´ıcio 4.46 V V V F
Transformac¸o˜es lineares
Exerc´ıcio 5.1 f, h, d e t sa˜o aplicac¸o˜es lineares.
Exerc´ıcio 5.2 Nuc f = 〈(1, 0, 0), (0, 1, 0)〉, dim Nuc f = 2; Nuch = 〈(−1, 1, 0)〉, dim Nuch = 1;
Nuc d = 〈1, x〉, dim Nuc d = 2; Nuc t = {0m×n}; dim Nuc t = 0.









b) f(1, 2, 3) = (2, 8, 12, 10).
c) Nuc f = 〈(5,−2, 1)〉; Base de Nuc f : ((5,−2, 1)).
d) Base de Im f : ((1, 0, 2, 1), (2, 1, 5, 3)).
Exerc´ıcio 5.5 a) T (x1, x2, x3) = (2x1 − x2 + x3, 2x1 + x2 + 3x3, 3x1 + 3x3).




Nuc dim Nuc dim Im injetiva sobrejetiva
f {(0, 0, 0)} 0 3 S S
g {(0, 0, 0)} 0 3 S N
h 〈(1,−3, 1, 0), (1,−1, 0, 1)〉 2 2 N N
Exerc´ıcio 5.7 a) T (1, 2, 4) = (5, 10, 10).
b) T na˜o e´ bijetiva.
c) Base de ImT : ((1, 0, 2), (0, 1, 0)).
d) Base de NucT : ((−1,−2, 1)).
e) {(4− α,−3− 2α, α) : α ∈ R}.
Exerc´ıcio 5.8 a) e1 =
1
2 (1, 1)− 12 (−1, 1), e2 = 12 (1, 1) + 12 (−1, 1).
b) (i) MT =
 1 01 1
−1 2
 .
(ii) T (x, y) = (x, x+ y,−x+ 2y). (iii) E´ injetiva; na˜o e´ sobrejetiva.
Exerc´ıcio 5.9 a) k 6= −2 e k 6= 1.
b) Nuc Φ−2 = 〈(−4, 1, 0), (1, 0, 1)〉; dim Nuc Φ−2 = 2.
c) Base de Im Φ1: ((−1, 2, 2), (−1, 8, 2)).
Exerc´ıcio 5.10 a) Na˜o existe.
b) Por exemplo, g definida por: g(1, 0, 0) = (0, 0, 0), g(0, 1, 0) = (0, 0, 0), g(0, 0, 1) = (1, 2, 3).
c) Na˜o existe.
d) Por exemplo, t definida por: t(1, 1, 1) = (0, 0), t(1, 1, 0) = (0, 0), t(1, 0, 0) = (1, 3).
Exerc´ıcio 5.11 a) f(−1,−2, 1) = (0, 0, 0). b) ∅. c) Na˜o e´ injetiva nem sobrejetiva.
Exerc´ıcio 5.12 a) (α 6= 1 e β 6= 0) ou α = 0. b) α 6= 1 e β 6= 0. c) T2,2(1,−1, 1) = (3, 3,−1).
d) Base de NucT : ((1, 1, 1)).
Exerc´ıcio 5.13 a) Na˜o. b) Na˜o.
Exerc´ıcio 5.14 V V F V Exerc´ıcio 5.15 V V F V
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Valores e vetores pro´prios
Exerc´ıcio 6.1 a), b)
Exerc´ıcio 6.2 b), c), d)
Exerc´ıcio 6.3
Matriz A B C D E F
p(λ) (−1 + λ)(1 + λ) 1 + λ2 −(−2 + λ)3 −(−3 + λ)2(−1 + λ) −(−4 + λ)(−3 + λ)(−1 + λ) (−4 + λ)2(−2 + λ)2
v.p. −1, 1 i, −i 2 1, 3 1, 3, 4 2, 4
Exerc´ıcio 6.4 5 e −2.
Exerc´ıcio 6.5
Matriz A U
v.p. 2, 3 1, 2, 6
Exerc´ıcio 6.6
Matriz A C D E F
(1, 0, 1) (1,−1, 1) (0,−1, 0, 1)−→v.p. (−1, 1) (1, 0, 0) (0, 1, 0) (−1, 0, 1) (−1, 0, 1, 0)
(1, 1) (−1, 0, 1) (1, 2, 1) (0, 1, 0, 1)
(1, 0, 1, 0)
Exerc´ıcio 6.7
a) v.p.: −3 e 3, com m.a. 1 e 2, respetivamente.
b) V−3 = 〈(−1, 0, 1)〉 e V3 = 〈(1, 0, 1), (0, 1, 0)〉.
Exerc´ıcio 6.9 a) −4, 4, 8 b) −2,−1, 1 c) 2, 4, 5 d) −1, 1/2, 1 e) −1, 1, 2 f) −1, 1, 8.
Exerc´ıcio 6.10
a) v.p.: 0, 1 e 2, com m.a. 1, 2 e 1, respetivamente.
b) V0 = 〈(−1,−2, 3, 1)〉, V1 = 〈(0, 0, 1, 0)〉 e V2 = 〈(1, 0,−1, 1)〉.
c) A matriz na˜o e´ diagonaliza´vel, porque na˜o ha´ 4 vetores pro´prios linearmente independentes.
d) Por exemplo, B =

2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 .
Exerc´ıcio 6.11 A matriz C na˜o e´ diagonaliza´vel.
Exerc´ıcio 6.13 A2w = (17,−2,−10, 15).
Exerc´ıcio 6.14 V V F F Exerc´ıcio 6.15 F F V F Exerc´ıcio 6.16 F F F V
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¬ distributividade da multiplicac¸a˜o de matrizes em relac¸a˜o a` adic¸a˜o
­ definic¸a˜o de inversa de uma matriz
® propriedade da matriz identidade









































o que prova que A−1 +B−1 e´ invert´ıvel, sendo (A−1 +B−1)−1 = B(A+B)−1A.
Justificac¸o˜es:
¬ resultado da al´ınea anterior
­ associatividade da multiplicac¸a˜o de matrizes
® definic¸a˜o de inversa de uma matriz
¯ propriedade da matriz identidade
Falta apenas mostrar que a inversa da matriz A−1 +B−1 tambe´m pode ser dada por A(A+B)−1B.
Usando a comutatividade da adic¸a˜o de matrizes e o resultado anterior (com os pape´is de A e B
trocados), vem, de imediato
(A−1 +B−1)−1 = (B−1 +A−1)−1 = A(B +A)−1B = A(A+B)−1B.
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Exerc´ıcio 1.15 a) Temos
(A+AT )T =
¬





o que mostra que a matriz A+AT e´ sime´trica.
Justificac¸o˜es:
¬ propriedade da transposic¸a˜o de matrizes
­ comutatividade da adic¸a˜o de matrizes

























conclu´ımos que AB e´ ortogonal.
Justificac¸o˜es:
¬ propriedade da transposic¸a˜o de matrizes
­ associatividade da multiplicac¸a˜o de matrizes
® B e´ ortogonal
¯ propriedade da matriz identidade
° A e´ ortogonal
Exerc´ıcio 1.18 a) Seja B = A2 = (bij). Usando a definic¸a˜o de produto de matrizes, temos, para i =
1, . . . , n e j = 1, . . . , n:
bij = ai1a1j + ai2a2j + · · ·+ ainanj = 1× 1 + 1× 1 + · · ·+ 1× 1︸ ︷︷ ︸
n parcelas
= n = n× 1,
o que mostra que a matriz A2 = nA.
Nota: A partir de agora, as justificac¸o˜es das diversas passagens das demonstrac¸o˜es apresentadas
ficam ao cuidado dos alunos.
b) Como
(In −A)(In − 1










= In −A+ ( n
n− 1 −
1
n− 1)A = In −A+A = In
e
(In − 1










= In −A+ ( n
n− 1 −
1
n− 1)A = In −A+A = In,
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conclu´ımos que (In −A)−1 = In − 1n−1A.
Exerc´ıcio 1.26 Na resoluc¸a˜o deste exerc´ıcio, usamos o facto de sabermos que a forma em escada reduzida
equivalente por linhas a uma dada matriz A e´ u´nica, ou seja, se A −−−−→
linhas
A′ e A −−−−→
linhas
A′′ com A′, A′′
matrizes na forma em escada reduzida, enta˜o A′ = A′′.
Seja AR a matriz em escada reduzida equivalente por linhas a A e BR a matriz em escada reduzida
equivalente por linhas a B. Vamos comec¸ar por mostrar que, se A e´ equivalente por linhas a B, enta˜o













AR, conclu´ımos que AR = BR.
Suponhamos agora que A −−−−→
linhas
C e B −−−−→
linhas





















Exerc´ıcio 2.10 a) Se u e v sa˜o soluc¸o˜es do sistema, enta˜o temos Au = 0 e Av = 0. Mas, enta˜o, vem
A(u + v) = Au +Av = 0 + 0 = 0,
o que mostra que u + v e´ soluc¸a˜o do sistema.
b) Se u e´ soluc¸a˜o do sistema, tem-se Au = 0. Enta˜o
A(αu) = α(Au) = α0 = 0.
Logo, αu e´ soluc¸a˜o do sistema.
c) Se o sistema tem uma soluc¸a˜o na˜o nula, enta˜o, multiplicando essa soluc¸a˜o por qualquer α ∈ R
obtemos uma nova soluc¸a˜o; existem assim infinitas soluc¸o˜es.
Exerc´ıcio 2.11 A invert´ıvel se e so´ se carA = n o que equivale a afirmar que o sistema e´ poss´ıvel e determi-
nado. Ale´m disso, neste caso, a soluc¸a˜o do sistema e´ x = A−1b; com efeito, A(A−1b) = (AA−1)b =
Inb = b.
Exerc´ıcio 2.12 Vamos primeiramente mostrar que a condic¸a˜o AX = In garante que carX = n, o que, como
sabemos, equivale a afirmar que X e´ invert´ıvel. Suponhamos que carX < n e vejamos que isto leva
a uma contradic¸a˜o. Se carX < n, o sistema homoge´neo cuja matriz simples e´ X sera´ indeterminado,
isto e´, existira´ u ∈ Rn×1, u 6= 0 tal que Xu = 0. Mas, enta˜o, ter-se-a´
u = Inu = (AX)u = A(Xu) = A0 = 0
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o que contradiz o facto de ser u 6= 0.
Uma vez que existe X−1, tem-se
AX = In ⇒ (AX)X−1 = InX−1 ⇒ A(XX−1) = X−1 ⇒ AIn = X−1 ⇒ A = X−1
Mas
A = X−1 ⇒ XA = XX−1 = In
Como AX = In e XA = In, conclu´ımos que A e´ invert´ıvel e que X = A
−1.





























AC + E AD + F
)
.









AC + E = 0m×n












Exerc´ıcio 2.16 O sistema pode ser reescrito como
(n− 1)x1 − x2 − x3 − · · · − xn = 0
−x1 + (n− 1)x2 − x3 − · · · − xn = 0
...
−x1 − x2 + · · · − xn1 + (n− 1)xn = 0
o que mostra que e´ um sistema homoge´neo, logo sempre poss´ıvel. Se considerarmos a matriz simples
deste sistema e somarmos as linhas 1, . . . , n− 1 a` linha n vemos que se obte´m
(n− 1) −1 . . . −1 −1






−1 −1 . . . (n− 1) −1
−1 −1 . . . −1 (n− 1)
→

(n− 1) −1 . . . −1 −1






−1 −1 . . . (n− 1) −1
0 0 . . . 0 0

o que mostra que a caracter´ıstica da matriz do sistema e´ inferior a n, logo, o sistema e´ indeterminado.
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Para ver que qualquer n-uplo da forma (α, α, . . . , α) e´ uma soluc¸a˜o do sistema basta multiplicar a matriz








(n− 1) −1 . . . −1 −1






−1 −1 . . . (n− 1) −1










(n− 1)α− α− . . .− α
−α + (n− 1)α− · · · − α− α
...
−α− α− · · ·+ (n− 1)α− α


















0 y1 − x1 0
0 0 y2 − x2
∣∣∣∣∣∣ =(det mat. triang.) (y1 − x1)(y2 − x2)
Exerc´ıcio 3.10 Temos∣∣∣∣∣∣∣∣∣∣∣∣∣
x1 a a . . . a a
a x2 a . . . a a






a a a . . . xn−1 a





x1 − a 0 0 . . . 0 0
0 x2 − a 0 . . . 0 0






0 0 0 . . . xn−1 − a 0




a(x1 − a)(x2 − a) . . . (xn−1 − a).
Justificac¸o˜es:
¬ Subtraindo a`s linhas 1, 2, , . . . , n− 1, a linha n
­ determinante de uma matriz triangular
Enta˜o, sendo a 6= 0, tem-se
det

x1 a a . . . a a
a x2 a . . . a a






a a a . . . xn−1 a
a a a . . . a a

= 0 ⇐⇒ a(x1 − a)(x2 − a) . . . (xn−1 − a) = 0
⇐⇒ x1 = a ∨ x2 = a ∨ · · · ∨ xn−1 = a.
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Exerc´ıcio 3.18 a) Para i = k, trata-se simplesmente da aplicac¸a˜o do Teorema de Laplace ao longo da linha
i da matriz A, isto e´, como sabemos
ai1Ai1 +ai2Ai2 + · · ·+ainAin = (−1)i+1ai1Mi1 +(−1)i+2ai2Mi2 + · · ·+(−1)i+nainMin = detA.
Se i 6= k, novamente pelo Teorema de Laplace, a expressa˜o dada e´ igual ao determinante da matriz
que se obte´m da matriz A substituindo a sua linha k pela linha i; como esta matriz tem duas linhas
iguais, este determinante e´ nulo. Enta˜o, tem-se
A adjA =









an1 an2 . . . ann


A11 . . . Ak1 . . . An1








detA 0 . . . 0





0 0 . . . detA
 = detAIn.





o que mostra que A−1 = 1detA adjA.
c) Se A for na˜o invert´ıvel, ter-se-a´ detA = 0. Como A adjA = detAIn, vem
A adjA = 0In = 0n×n.
Exerc´ıcio 3.21 a) Verdadeira, porque detM2 = det(MM) = detM detM = (detM)2.










. (Note-se que A e
B na˜o comutam, pelo que (A+B)2 = A2 +AB +BA+B2 6= A2 + 2AB +B2.)
c) Falsa; se A e´ uma matriz ortogonal enta˜o AAT = I, logo det(AAT ) = 1, isto e´, detA det(AT ) =
1, ou seja (detA)2 = 1 (pois detA = det(AT )). Conclui-se enta˜o que (detA)2 = 1, donde






d) Falsa; det(A−1B2) + det(2ATB) = det(A−1) det(B2) + det(2AT ) detB
= 1detA(detB)
2 + 23 det(AT ) detB = 1detA(detB)




1− n 1 1 . . . 1 1







1 1 1 . . . 1− n 1




0 0 0 . . . 0 0







1 1 1 . . . 1− n 1
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Exerc´ıcio 3.24
a) Falsa. Se AT = −A2, enta˜o
det(AT ) = det(−A2)⇔ detA = (−1)n(detA)2 ⇔ detA = 0 ou detA = (−1)n.




α 1 1 . . . 1 1
α 2 1 . . . 1 1







α 1 1 . . . n− 1 1




1 1 1 . . . 1 1
1 2 1 . . . 1 1







1 1 1 . . . n− 1 1




1 1 1 . . . 1 1
0 1 0 . . . 0 0







0 0 0 . . . n− 2 0
0 0 0 . . . 0 n− 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= α× 1× 1× · · · × (n− 2)× (n− 1) = α(n− 1)!
c) Verdadeira, porque det(adjA) = (detA)n−1 = (−1)5 = −1 (ver Exerc´ıcio 3.19).
Exerc´ıcio 3.26
a) Como A e´ sime´trica, enta˜o A = AT . Logo,
adjA = (detA)A−1 = (detA)(AT )−1 = (detA)(A−1)T = ((detA)A−1)T = (adjA)T ,
o que mostra que a matriz adjA tambe´m e´ sime´trica.
b) detAα = −1 6= 0, logo a matriz e´ invert´ıvel.
A−1α =

0 0 −1 1
0 1 α −α
−1 α −1 + α2 1− α2
1 −α 1− α2 α2
 .
A soluc¸a˜o pode ser obtida calculando A−1α b. Como b = e3, a soluc¸a˜o e´ terceira coluna da matriz
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Espac¸os vetoriais
Exerc´ıcio 4.10 a) Comecemos por mostrar que 〈v1,v2, . . . ,vn〉 ⊆ 〈αv1,v2, . . . ,vn〉.
Seja v um elemento arbitra´rio de 〈v1,v2, . . . ,vn〉 e mostremos que ele pertence tambe´m a
〈αv1,v2, . . . ,vn〉. Por definic¸a˜o de espac¸o gerado por um conjunto de vetores, dizer que v ∈
〈v1,v2, . . . ,vn〉 significa dizer que v e´ uma combinac¸a˜o linear dos vetores v1,v2, . . . ,vn, ou seja,
que existem escalares α1, α2, . . . , αn tais que v = α1v1 + α2v2 + · · ·+ αnvn. Mas, como α 6= 0,
tem-se








)αv1 + α2v2 + · · ·+ αnvn,
o que mostra que v e´ uma combinac¸a˜o linear dos vetores αv1,v2, . . . ,vn, ou seja, pertence a
〈αv1,v2, . . . ,vn〉, como quer´ıamos mostrar.
Mostremos agora que 〈αv1,v2, . . . ,vn〉 ⊆ 〈v1,v2, . . . ,vn〉, ou seja, mostremos que todo o ele-
mento de 〈αv1,v2, . . . ,vn〉 pertence a 〈v1,v2, . . . ,vn〉.
Seja u um elemento qualquer de 〈αv1,v2, . . . ,vn〉. Isto significa que u e´ um vetor da forma
u = β1(αv1) + β2v2 + · · ·+ βnvn, com β1, β2, . . . , βn ∈ R. Temos, enta˜o
u = β1(αv1) + β2v − 2 + · · ·+ βnvn
= (β1α)v1 + β2v2 + · · ·+ βnvn,
o que significa que u ∈ 〈v1,v2, . . . ,vn〉.
Como 〈v1,v2, . . . ,vn〉 ⊆ 〈αv1,v2, . . . ,vn〉 e 〈αv1,v2, . . . ,vn〉 ⊆ 〈v1,v2, . . . ,vn〉, conclu´ımos
que 〈v1,v2, . . . ,vn〉 = 〈αv1,v2, . . . ,vn〉.
Exerc´ıcio 4.13 a) Vamos demonstrar apenas a afirmac¸a˜o relativa a` independeˆncia linear.
Temos
α1(αv1) + α2v2 + · · ·+ αnvn = 0⇒
¬
(α1α)v1 + α2v2 + · · ·+ αnvn = 0
⇒
­
α1α = 0 ∧ α2 = 0 ∧ · · · ∧ αn = 0
⇒
®
α1 = 0 ∧ α2 = 0 ∧ · · · ∧ αn = 0,
o que mostra que os vetores αv1,v2, . . . ,vn sa˜o linearmente independentes, tal como quer´ıamos
provar.
Justificac¸o˜es:
¬ Uma das propriedades que define um espac¸o vetorial.
­ Por hipo´tese, os vetores v1,v2, . . . ,vn sa˜o linearmente independentes.
® α 6= 0.
Exerc´ıcio 4.17 a) Uma vez que v1, . . . ,vn sa˜o, por hipo´tese, geradores de V , para mostrar que formam
uma base de V apenas teremos de mostrar que sa˜o vetores linearmente independentes.
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Comecemos por estabelecer o resultado para o caso em que n = 1. Sendo V = 〈v1〉 e dimV = 1,
e´ imediato concluir que v1 6= 0 (pois caso contra´rio, seria V = {0} e ter-se-ia, dimV = 0), ou
seja, que v1 e´ linearmente independente.
Consideremos agora o caso em que n > 1 e mostremos que v1, . . . ,vn na˜o podem ser linearmente
dependentes. Suponhamos que v1, . . . ,vn sa˜o linearmente dependentes. Isto significa que um
deles e´ combinac¸a˜o linear dos restantes; suponhamos, por exemplo, que vn e´ combinac¸a˜o linear de
v1, . . . ,vn−1 (a demonstrac¸a˜o nos outros casos seria ana´loga). Isso implica que
V = 〈v1 . . . ,vn−1,vn〉 = 〈v1, . . . ,vn−1〉.
Mas, uma vez que dimV = n, tal sera´ imposs´ıvel, ja´ que, como sabemos, um espac¸o de dimensa˜o
n na˜o pode ser gerado por um conjunto de vetores com menos de n elementos.
b) Neste caso, uma vez que, por hipo´tese, v1, . . . ,vn sa˜o linearmente independentes, para mostrar
que formam uma base de V , apenas teremos de mostrar que geram V . Se v1, . . . ,vn na˜o gerassem
V , existiria um vetor v ∈ V que na˜o seria combinac¸a˜o linear dos vetores v1, . . . ,vn. Mas, nesse
caso, como sabemos, os n + 1 vetores v1, . . . ,vn,v seriam vetores linearmente independentes;
como dimV = n, tal e´ imposs´ıvel (num espac¸o de dimensa˜o n, qualquer conjunto com mais do
que n vetores e´ formado por vetores linearmente dependentes).
Exerc´ıcio 4.18 Sendo (v1, . . . ,vn) uma base de V , v1, . . . ,vn geram V , portanto qualquer vetor v ∈ V se
escreve como combinac¸a˜o linear desses vetores. O que teremos apenas de demonstrar e´ a unicidade
dessa combinac¸a˜o linear. Suponhamos, enta˜o, que v = α1v1 + · · · + αnvn e v = β1v1 + · · · + βnvn
para certos escalares αi, βi; i = 1, . . . , n. Pretendemos mostrar que αi = βi; i = 1, . . . , n. Mas, temos
(justifique as passagens!)
v = α1v1 + · · ·+ αnvn
v = β1v1 + · · ·+ βnvn
}
⇒ α1v1 + · · ·+ αnvn = β1v1 + · · ·+ βnvn
⇒ (α1 − β1)v1 + · · ·+ (αn − βn)vn = 0
⇒ α1 − β1 = 0 ∧ · · · ∧ αn − βn = 0
⇒ α1 = β1 ∧ · · · ∧ αn = βn,
tal como quer´ıamos mostrar.
Exerc´ıcio 4.28







x− 2α = 0
y = 0
z − α = 0
Assim, e´ fa´cil de ver que, uma poss´ıvel matriz A que tenha como espac¸o nulo o conjunto indicado sera´
a matriz
A =
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= 0, onde 0 representa o vetor nulo (com tantas
entradas quantas as linhas de A). Isso significa que a primeira coluna de A e´ nula, pelo que todas as
linhas de A tera˜o a primeira componente nula. Mas, tal implica que (1, 1, 1) na˜o podera´ pertencer ao
espac¸o das linhas de A. Logo, na˜o existe nenhuma matriz satisfazendo as duas condic¸o˜es indicadas.
Transformac¸o˜es lineares
Exerc´ıcio 5.3 a) Para f ser linear, teremos de ter f(0, 0, 0) = (0, 0), ou seja, tera´ de ser (k, k) = (0, 0),
o que significa que tera´ de ser k = 0. Vemos, assim, que e´ necessa´rio que k = 0, para que f
seja linear. Vejamos agora que, sendo k = 0, temos que f e´ linear. Para k = 0, a aplicac¸a˜o f e´
definida por f(x, y, z) = (x, z). Temos, enta˜o, para quaisquer (x, y, z), (x, y′, z′) ∈ R3:
f((x, y, z) + (x′, y′, z′)) = f(x+ x′, y + y′, z + z′) = (x+ x′, z + z′)
= (x, z) + (x′, z′) = f(x, y, z) + f(x′, y′, z′).
Temos tambe´m, para qualquer (x, y, z) ∈ R3 e qualquer α ∈ R:
f(α(x, y, z)) = f(αx, αy, αz) = (αx, αz) = α(x, z) = αf(x, y, z).
Logo, para k = 0 a aplicac¸a˜o e´, de facto, linear.
b)
Tem-se
Nuc f = {(x, y, z) ∈ R3 : f(x, y, z) = (0, 0)}
= {(x, y, z) ∈ R3 : (x, z) = (0, 0)}
= {(0, y, 0) : y ∈ R}.
Enta˜o, temos que Nuc f = 〈(0, 1, 0)〉, sendo ((0, 1, 0)) uma sua base.
Exerc´ıcio 5.8 a) Sejam u1 = (1, 1) e u2 = (−1, 1). Como nenhum dos vetores e´ um mu´ltiplo do outro,
os vetores sa˜o linearmente independentes. Como sa˜o dois vetores linearmente independentes em
R2, formam uma base desse espac¸o. Temos
(1, 0) = α1(1, 1) + α2(−1, 1) ⇐⇒ (1, 0) = (α1 − α2, α1 + α2)
⇐⇒
{
α1 − α2 = 1
α1 + α2 = 0
⇐⇒ α1 = 1
2
∧ α2 = −1
2
e
(0, 1) = β1(1, 1) + β2(−1, 1) ⇐⇒ (0, 1) = (β1 − β2, β1 + β2)
⇐⇒
{
β1 − β2 = 0
β1 + β2 = 1
⇐⇒ β1 = 1
2
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Logo, as coordenadas de e1 na base (u1,u2) sa˜o (
1
2 ,−12 ) e as coordenadas de e2 nessa mesma

















































= (0, 1, 2)
Portanto,
MT =
 1 01 1
−1 2
 .










T (x, y) = (x, x+ y,−x+ 2y).
(iii) T na˜o e´ sobrejetiva, uma vez que a dimensa˜o do espac¸o de partida e´ inferior a` dimensa˜o do









Assim, temos que carMT = 2, pelo que dim NucT = 2 − carMT = 2 − 2 = 0. Como
dim NucT = 0, T e´ injetiva.
Valores e vetores pro´prios
Exerc´ıcio 6.8 a) Temos
(αA)x = α(Ax) = α(λx) = (αλ)x,
o que mostra que o vetor x e´ um vetor pro´prio da matriz αA associado ao valor pro´prio αλ.
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Exerc´ıcio 6.12 Seja λ uma valor pro´prio de A. Isto significa que, existe um vetor x 6= 0 tal que Ax = λx.
Mas,
Ax = λx⇒ A(Ax) = A(λx)
⇒ A2x = λ(Ax)
⇒ Ax = λ(λx)
⇒ λx = λ2x
⇒ (λ− λ2)x = 0
⇒ (λ− λ2) = 0






e´ idempotente e os seus valores pro´prios sa˜o 0 e 1.
Exerc´ıcio 6.13 Se a matriz A tem u = (1, 2, 1, 3) como vetor pro´prio associado ao valor pro´prio 2 e v =
(−1, 2, 2, 1) como vetor pro´prio associado ao valor pro´prio −3, enta˜o a matriz A2 tem u como vetor
pro´prio associado ao valor pro´prio 4 e v como vetor pro´prio associado ao valor pro´prio 9. Por outro
lado, e´ fa´cil de verificar que o vetor w = (3, 2, 0, 5) e´ uma combinac¸a˜o linear dos vetores u e v; mais
precisamente, tem-se
w = (3, 2, 0, 5) = 2(1, 2, 1, 3)− (−1, 2, 2, 1) = 2u− v.
Enta˜o, vem
A2w = A2(2u− v) = 2A2u−A2v
= 2(4u)− 9v = 8u− 9v
= 8(1, 2, 1, 3)− 9(−1, 2, 2, 1) = (17,−2,−10, 15).
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1o Teste [MIEINF 2015/2016]
Nas questo˜es 1 a 3, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F), assinalando a
opc¸a˜o conveniente.
Questa˜o 1 Considere a matriz
A =




a) carA = 1. © ©
b) A2 = 03×3. © ©
c) A e´ uma matriz invert´ıvel. © ©
d) A e´ equivalente por linhas a` matriz
 1 0 00 0 0
0 0 0
 . © ©
Questa˜o 2 Considere as matrizes
A =

1 2 1 1
2 5 4 3
1 2 1 0
2 4 3 4
 e B =

−6 −2 5 3
5 1 −3 −2
−4 0 2 1
1 0 −1 0
 .
V F
a) A = B−1. © ©
b) detB = 1. © ©
c) A e´ equivalente por linhas a I4. © ©
d) O sistema Bx = 0 tem apenas a soluc¸a˜o nula. © ©
Questa˜o 3 Considere a matriz
Ak =
 −1 2 52 −4 k − 7
1 −1 k − 2
 ,
com k ∈ R.
V F
a) Se k 6= −3, enta˜o car(Ak) = 3. © ©
b) detA0 > 0. © ©
c) O complemento alge´brico do elemento na posic¸a˜o (1, 2) da matriz A0 e´ −3 . © ©
d) O elemento na linha 2, coluna 1 da matriz A−10 e´ igual a −13 . © ©
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Questa˜o 4 Para cada uma das al´ıneas seguintes, diga, justificando, se a afirmac¸a˜o e´ verdadeira ou falsa.
a) Se A e´ uma matriz 4× 4 tal que det(A3) = −18 , enta˜o det(2AT ) + det(A−1) = −3.
b) Um sistema com menos equac¸o˜es do que inco´gnitas e´ poss´ıvel e indeterminado.
c) Se A e´ uma matriz de ordem 4 tal que (A+ I4)
2 = 04×4, enta˜o A e´ invert´ıvel.
d) Se A e B sa˜o matrizes de ordem 5 tais que Ax 6= Bx, para toda a matriz na˜o nula x ∈ R5×1,
enta˜o car(A−B) = 5.
Questa˜o 5 Considere, para α, β ∈ R, a matriz Mα,β =
 1 1 1 3−1 0 2 −2β
1 −1 α β
 .
a) Escreva o sistema, nas inco´gnitas x, y e z, cuja matriz ampliada e´ Mα,β.
b) Discuta esse sistema, em func¸a˜o dos paraˆmetros α e β.
c) Indique a soluc¸a˜o do sistema para α = β = 0.
d) Justifique que a matriz
A =
 1 1 1−1 0 2
1 −1 1

e´ invert´ıvel e calcule A−1.
Questa˜o 6 Seja A uma matriz quadrada de ordem n e sejam B e C matrizes de ordens n ×m e m × n,
respetivamente, com m < n.
a) Justifique que o sistema homoge´neo Cx = 0 e´ indeterminado.
b) Mostre que se A = BC, enta˜o A na˜o e´ invert´ıvel.
c) Diga, justificando, se existem matrizes X e Y de ordens 3 × 2 e 2 × 3, respetivamente, tais que
X Y = I3.
1o Teste [MIEINF 2015/2016] :: resoluc¸a˜o
Questa˜o 1
a)
 5 −3 215 −9 6
10 −6 4
→
 5 −3 20 0 0
0 0 0
⇒ car(A) = 1. A afirmac¸a˜o e´ verdadeira.
b) A2 =
 5 −3 215 −9 6
10 −6 4
 5 −3 215 −9 6
10 −6 4
 =
 0 0 00 0 0
0 0 0
 = 03×3. A afirmac¸a˜o e´ verdadeira.




 5 −3 215 −9 6
10 −6 4
→
 5 −3 20 0 0
0 0 0
→
 1 −3/5 2/50 0 0
0 0 0

A matriz com forma em escada reduzida equivalente por linhas a A e´ a matriz
A′ =
 1 −3/5 2/50 0 0
0 0 0
 .
Por sua vez, a matriz A′′ =
 1 0 00 0 0
0 0 0
 ja´ esta´ na forma em escada reduzida. Com A′ 6= A′′,
A na˜o e´ equivalente por linhas a` matriz A′′. A afirmac¸a˜o e´ falsa.
Questa˜o 2 a) Como
AB =

1 2 1 1
2 5 4 3
1 2 1 0
2 4 3 4


−6 −2 5 3
5 1 −3 −2
−4 0 2 1
1 0 −1 0
 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 = I4




−6 −2 5 3
5 1 −3 −2
−4 0 2 1
1 0 −1 0
∣∣∣∣∣∣∣∣ = −
∣∣∣∣∣∣∣∣
1 0 −1 0
5 1 −3 −2
−4 0 2 1
−6 −2 5 3
∣∣∣∣∣∣∣∣ = −
∣∣∣∣∣∣∣∣
1 0 −1 0
0 1 2 −2
0 0 −2 1
0 −2 −1 3
∣∣∣∣∣∣∣∣











= −(−1)1+1 × 1×
∣∣∣∣−2 13 −1




1 2 1 1
2 5 4 3
1 2 1 0
2 4 3 4
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
1 2 1 1
0 1 2 1
0 0 0 −1
0 0 1 2
∣∣∣∣∣∣∣∣ = −
∣∣∣∣∣∣∣∣
1 2 1 1
0 1 2 1
0 0 1 2
0 0 0 −1
∣∣∣∣∣∣∣∣ = − (1× 1× 1× (−1)) = 1.
Logo detB = 1detA = 1. A afirmac¸a˜o e´ verdadeira.
c) Como A e´ uma matriz de ordem 4, invert´ıvel, enta˜o A e´ equivalente por linhas a I4. A afirmac¸a˜o
e´ verdadeira.




Questa˜o 3 a) Ak =
 −1 2 52 −4 k − 7
1 −1 k − 2
→
 −1 2 50 0 k + 3
0 1 k + 3
→
 −1 2 50 1 k + 3
0 0 k + 3
.
Logo, se k 6= −3, temos k + 3 6= 0 e carAk = 3. A afirmac¸a˜o e´ verdadeira.
b) Atendendo a`s operac¸o˜es que fizemos para converter Ak na forma triangular (que incluiu uma troca






∣∣∣∣∣∣ = −(−3) = 3 > 0.
A afirmac¸a˜o e´ verdadeira.
c) (A0)12 = (−1)1+2 detM12 = (−1)×
∣∣∣∣2 −71 −2
∣∣∣∣ = −(−4 + 7) = −3. A afirmac¸a˜o e´ verdadeira.





3 × (−3) = −1 6= −13 .
A afirmac¸a˜o e´ falsa.
Questa˜o 4 a) det(A3) = −18 ⇒ (detA)3 = −18 ⇒ detA = −12 . Enta˜o
det(2AT ) + det(A−1) = 24 det(AT ) + det(A−1) = 16 detA+
1
detA
= −8− 2 = −10 6= −3.
A afirmac¸a˜o e´ falsa.
b) A afirmac¸a˜o e´ falsa, pois o sistema pode ser imposs´ıvel. Por exemplo, o sistema{
x1 + x2 + x3 = 1
x1 + x2 + x3 = 2
tem menos equac¸o˜es do que inco´gnitas e e´ imposs´ıvel.
c)
(A+ I4)
2 = 04×4 ⇐⇒ (A+ I4)(A+ I4) = 04×4
⇐⇒ A2 +A+A+ I4 = 04×4
⇐⇒ A2 + 2A+ I4 = 04×4
⇐⇒ −A2 − 2A = I4 ⇐⇒ A(−A− 2I4) = I4
Logo, A e´ invert´ıvel e A−1 = (−A− 2I4) = −(A+ 2I4). A afirmac¸a˜o e´, portanto, verdadeira.1
d) Se A e B sa˜o matrizes de ordem 5 tais que Ax 6= Bx, para toda a matriz na˜o nula x ∈ R5×1,
temos que (A−B)x 6= 0 para para toda a matriz na˜o nula x ∈ R5×1; isto significa que, o sistema
homoge´neo cuja matriz e´ A−B tem apenas a soluc¸a˜o nula, isto e´, e´ determinado; como A−B e´
uma matriz de ordem 5, tera´ de ser car(A−B) = 5. Logo, a afirmac¸a˜o e´ verdadeira.2
1De (A+ I4)
2 = 04×4 na˜o podemos concluir que tera´ de ser (A+ I4) = 04×4. Na questa˜o I-1. b) e´ dado um exemplo de uma
matriz na˜o nula cujo quadrado e´ a matriz nula!
2Racioc´ınio falacioso: argumentar que a condic¸a˜o dada implica que A 6= B (o que e´ verdade), pelo que A − B na˜o teria
nenhuma linha nula (o que na˜o e´ necessariamente verdade, pois duas matrizes diferentes podem ter algumas linhas iguais...) e
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Questa˜o 5 a) 1 1 1 3−1 0 2 −2β
1 −1 α β
→
 1 1 1 30 1 3 −2β + 3
0 −2 α− 1 β − 3
→
 1 1 1 30 1 3 −2β + 3
0 0 α + 5 −3β + 3

• Para α = −5 e β 6= 1, tem-se carA = 2 < car(A|b) = 3 −→ SI
• Para α = −5 e β = 1, tem-se carA = 2 = car(A|b) = 2 < n = 3 −→ SPI (grau de
indeterminac¸a˜o igual a 1)
• Para α 6= −5, tem-se carA = car(A|b) = n = 3 −→ SPD
b) Para α = β = 0, tem-se a seguinte matriz em escada equivalente ao sistema dado: 1 1 1 30 1 3 3
0 0 5 3

Resolvendo o sistema correspondente a esta matriz ampliada por substituic¸a˜o inversa, obte´m-se
x = 65 , y =
6
5 e z =
3
5 .
c) A matriz A e´ a matriz simples do sistema para o caso α = 1; como vimos, essa matriz tem
caracter´ıstica 3, igual a` sua ordem, pelo que e´ invert´ıvel. Calculando a inversa (pelo me´todo de
Gauss-Jordan ou pelo me´todo da matriz adjunta), obte´m-se
A−1 =
 1/3 −1/3 1/31/2 0 −1/2
1/6 1/3 1/6
 .
Questa˜o 6 a) Como car(C) ≤ min{m,n} = m < n, tem-se que a caracter´ıstica de C e´ inferior ao nu´mero
de inco´gnitas, pelo que o sistema Cx = 0 e´ poss´ıvel (pois trata-se de um sistema homoge´neo) e
indeterminado.
b) Pela al´ınea anterior, sabemos que existe u ∈ Rn×1,u 6= 0 tal que Cu = 0. Mas, enta˜o, vem
Au = (BC)u = B(Cu) = B0 = 0.
Tem-se, assim, que o sistema homoge´no Ax = 0 e´ indeterminado, o que significa que car(A) < n,
ou seja, que A na˜o e´ invert´ıvel.
c) De acordo com o resultado da al´ınea anterior, se X tem ordem 3× 2 e Y tem ordem 2× 3, o seu
produto X Y na˜o pode ser uma matriz invert´ıvel; como a matriz I3 e´ invert´ıvel, conclui-se que na˜o
podem existir matrizes X e Y satisfazendo as condic¸o˜es indicadas.3
que, portanto, car(A−B) teria de ser igual a 5; por exemplo, a seguinte matriz na˜o tem nenhuma linha nula e a sua caracter´ıstica
e´ igual a 1.
A =

1 1 1 1 1
2 2 2 2 2
3 3 3 3 3
4 4 4 4 4
5 5 5 5 5

3Racioc´ınio falacioso: na˜o existem matrizes X e Y nas condic¸o˜es indicadas porque, para que o produto XY seja I3, X e Y
teˆm de ser invert´ıveis, o que na˜o e´ poss´ıvel por as matrizes na˜o serem quadradas (logo, na˜o terem inversa); no exemplo seguinte












1o Teste [MIECOM 2013/2014]
Questa˜o 1 Indique, justificando, se as seguintes afirmac¸o˜es sa˜o verdadeiras ou falsas.
a) Seja A uma matriz de ordem 3× 1 com todos os elementos iguais a 1 e I3 a matriz identidade de
ordem 3. A matriz B = AAT − I3 tem diagonal nula.
b) Sejam A e B matrizes sime´tricas da mesma ordem. A matriz AB + BA tambe´m e´ uma matriz
sime´trica.
c) Se A e´ uma matriz de ordem 5× 2, enta˜o carA ≤ 2.
d) Se A e´ uma matriz de ordem 2× 5 enta˜o o sistema Ax = 0 tem grau de indeterminac¸a˜o 3.
e) Se A = (aij) e´ a matriz de ordem 3 tal que aij = min{i, j}, enta˜o detA = 6.
f) Se A e B sa˜o matrizes de ordem 4 tal que det(−ATB2) = 4 e det(B−1) = 12 , enta˜o detA = −1.
Questa˜o 2 Considere o sistema 
3x− y + 2z = β
2x+ 2y + αz = 2
x+ y + z = −1
nas inco´gnitas x, y, z.
a) Escreva o sistema na forma matricial.
b) Classifique o sistema, em func¸a˜o dos paraˆmetros α e β.
c) Resolva o sistema que se obte´m fazendo α = 0 e β = 1.
d) Seja A a matriz dos coeficientes do sistema que se obte´m fazendo α = 1. Justifique que A e´
invert´ıvel e calcule A−1, usando o me´todo de Gauss-Jordan.
Questa˜o 3 Seja An a matriz real de ordem n× n, n > 1,
An =

a1 1 1 · · · 1 1
a1 a2 1 · · · 1 1






a1 a2 a3 · · · an−1 1
a1 a2 a3 · · · an−1 an

.
a) Determine uma matriz em forma de escada, equivalente, por linhas, a` matriz An.
b) Determine os valores de a1, a2 e a3 para os quais a matriz A3 e´ invert´ıvel e calcule, nestes casos,
a u´ltima linha de A−13 , usando determinantes.
c) Indique, justificando, se o seguinte sistema, nas inco´gnitas x, y e z, e´ um sistema de Cramer e,
em caso afirmativo, apresente a sua soluc¸a˜o.
−x+ y + z = 1
−x+ 2y + z = 2
−x+ 2y + 3z = 3
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1o Teste [MIECOM 2013/2014] :: resoluc¸a˜o
Questa˜o 1
a) Verdadeira. Se A =
 11
1
, enta˜o B =
 0 1 11 0 1
1 1 0
 .
b) Verdadeira. Se A e B sa˜o matrizes sime´tricas, enta˜o A = AT e B = BT . Como (AB+BA)T =
(AB)T + (BA)T = BTAT +ATBT = BA+AB = AB+BA, conclui-se que AB+BA tambe´m
e´ uma matriz sime´trica.
c) Verdadeira. A caracter´ıstica de uma matriz de ordem m× n e´ sempre menor ou igual a m e a n.
d) Falsa. O grau de indeterminac¸a˜o de um sistema cuja matriz dos coeficientes e´ de ordem m× n e´







f) Falsa. Se det(B−1) = 12 , enta˜o detB = 2. Se det(−ATB2) = 4, enta˜o (−1)4 det(AT ) det(B2) =
4, ou seja detA(detB)2 = 4, o que implica que detA = 1.
Questa˜o 2
a) Mα,β =
 3 −1 2 β2 2 α 2
1 1 1 −1

b) Mα,β −→
 1 1 1 −10 −4 −1 β + 3
0 0 α− 2 4

Se α = 2, o sistema e´ imposs´ıvel; se α 6= 2, o sistema e´ poss´ıvel e determinado.
c)

x+ y + z = −1












∣∣∣∣∣∣ = 4 6= 0. Logo a matriz A e´ invert´ıvel. A−1 =




a) Substituindo cada linha Li por Li − Li−1; i = n, n− 1, . . . 2, obte´m-se
a1 1 1 · · · 1 1
0 a2 − 1 0 · · · 0 0






0 0 0 · · · an−1 − 1 0








0 a2 − 1 0
0 0 a3 − 1
∣∣∣∣∣∣ = a1(a2− 1)(a3− 1). A matriz e´ invert´ıvel se a1 6= 0 e a2 6= 1 e
a3 6= 1. Para obter a u´ltima linha de A−13 , basta calcular os elementos da u´ltima coluna da matriz

































1o Teste [MIEBIO 2012/2013]
Nas questo˜es 1 a 3, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F), assinalando a
opc¸a˜o conveniente.
Questa˜o 1 Considere as matrizes
A =
 3 9 3−1 1 2
0 1 4
 e B =




a) detA = 11. © ©
b) A e B comutam, i.e. AB = BA. © ©
c) det(AB) = − detA. © ©
d) B e´ invert´ıvel. © ©
Questa˜o 2 Considere a matriz
A =

1 1 −1 2
3 −1 3 1
−2 2 −2 1
−2 −2 4 −4
 .
V F
a) carA = 3. © ©
b) detA 6= 0. © ©




























com a, b, c, d nu´meros reais tais que ad− bc = 1. V F
a) detA = 1. © ©
b) carA = carB. © ©
c) A matriz B e´ invert´ıvel e det(B−1) = 12 . © ©
d) A e´ equivalente por linhas a` matriz I2. © ©
Questa˜o 4 Considere, para α ∈ R, a matriz Aα =
1 3 11 α + 1 α− 1
2 8− α 3




a) Discuta, em func¸a˜o do valor do paraˆmetro α, o sistema Aαx = bα.
b) Resolva o sistema A2x = b2.
c) Justifique que a matriz A3 e´ invert´ıvel e calcule a 1
a coluna da sua inversa.
Questa˜o 5 Considere as seguintes matrizes
A =

2 3 6 −1
0 −1 4 1
0 0 −2 1
0 0 0 3
 e B =

1 4 0 0
0 2 1 0
2 0 1 3
2 4 −3 2
 .
a) Calcule detA e detB.
b) Considere o sistema Ax = b, onde x =
(




2 2 3 −6)T . Determine
o valor da inco´gnita x3, usando a regra de Cramer.
Questa˜o 6 Uma matriz A, quadrada de ordem n, diz-se ortogonal se e so´ se verificar
AAT = In.
a) Prove que o produto de duas matrizes ortogonais (da mesma ordem) e´ uma matriz ortogonal.
b) Seja A uma matriz ortogonal. Indique para que valores α ∈ R se tem αA ortogonal.
Questa˜o 7 Seja A uma matriz quadrada de ordem n com todos os elementos iguais a 1.
a) Verifique que A2 = nA.
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c) Use o resultado da al´ınea anterior para calcular a inversa da matriz
C =

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
 .
1o Teste [MIEBIO 2012/2013] :: resoluc¸a˜o
Questa˜o 1
a) Como os elementos da primeira linha de A sa˜o todos mu´ltiplos de 3, enta˜o detA e´ um mu´ltiplo
de 3, pelo que na˜o pode ser igual a 11; a afirmac¸a˜o e´ falsa.
b) AB obte´m-se a A trocando as colunas 1 e 2 e BA obte´m-se de A trocando as linhas 1 e 2, ou
seja AB =
9 3 31 −1 2
1 0 4
 e BA =
−1 1 23 9 3
0 1 4
, donde, temos AB 6= BA; a afirmac¸a˜o e´ falsa.
c) A matriz B obte´m-se da matriz identidade I3 trocando duas linhas; logo, detB = − det I3 =
−1; como det(AB) = detA detB, temos det(AB) = detA × (−1) = − detA; a afirmac¸a˜o e´
verdadeira.




1 1 −1 2
0 −4 6 −5
0 4 −4 5
0 0 2 0
→

1 1 −1 2
0 −4 6 −5
0 0 2 0
0 0 2 0
→

1 1 −1 2
0 −4 6 −5
0 0 2 0
0 0 0 0
 .
Temos carA = 3; a afirmac¸a˜o e´ verdadeira.
b) Como carA = 3 < 4 (sendo 4 a ordem da matriz), conclu´ımos que A na˜o e´ invert´ıvel e que
detA = 0; a afirmac¸a˜o e´ falsa.
c) Como detA = 0, tem-se det(A2) = detA detA = 0, logo A2 na˜o e´ invert´ıvel; a afirmac¸a˜o e´ falsa.






 seja soluc¸a˜o do sistema Ax = b, ele na˜o pode ser a u´nica soluc¸a˜o, uma
vez que, sendo car(A) < 4, o sistema na˜o pode ser determinado, ou seja, na˜o pode ter uma u´nica




a) Temos detA = ad− bc = 1; a afirmac¸a˜o e´ verdadeira.
b) Como B se obte´m de A por uma operac¸a˜o elementar sobre as linhas, carB = carA; a afirmac¸a˜o
e´ verdadeira.
c) Como B se obte´m de A por uma operac¸a˜o elementar de tipo O3, tem-se detB = detA = 1; logo
B e´ invert´ıvel. Mas, det(B−1) = 1detB = 1 6= 12 , pelo que a afirmac¸a˜o e´ falsa.
d) Como detA 6= 0, conclu´ımos que carA = 2; sendo A uma matriz de ordem 2, a condic¸a˜o carA = 2
garante que que a forma em escada reduzida de A e´ I2; logo, a afirmac¸a˜o e´ verdadeira.
Questa˜o 4
a) Temos  1 3 1 −11 α + 1 α− 1 2α− 5




 1 3 1 −10 α− 2 α− 2 2α− 4




 1 3 1 −10 α− 2 α− 2 2α− 4
0 0 α− 1 α
 .
Enta˜o:
• Para α 6= 2 e α 6= 1, temos carAα = car(Aα|bα) = 3 = nu´mero de inco´gnitas, pelo que o
sistema e´ poss´ıvel e determinado.
• Para α = 1, obtemos a matriz  1 3 1 −10 −1 −1 −2
0 0 0 1

Logo, temos carA1 = 2 < car(A1|b1) = 3, pelo que o sistema e´ imposs´ıvel.
• Para α = 2, temos a matriz 1 3 1 −10 0 0 0
0 0 1 2
→
 1 3 1 −10 0 1 2
0 0 0 0
 .
Logo, nesse caso, temos carA2 = 2 = car(A2|b2), pelo que o sistema e´ poss´ıvel; como
carA2 = 2 < 3, e uma vez que temos 3 inco´gnitas, o sistema e´ (simplesmente) indeterminado.
b) Quando α = 2, temos, como vimos na al´ınea anterior, um sistema equivalente ao sistema cuja
matriz ampliada e´  1 3 1 −10 0 1 2
0 0 0 0

ou seja, ao sistema {




Trata-se, como vimos, de um sistema indeterminado; vamos considerar para inco´gnitas principais
x1 e x3 e para inco´ginta livre x2. Tem-se, assim




de onde se obte´m x1 = −3 − 3α, x2 = α, x3 = 2, com α um valor arbitra´rio em R. Enta˜o, o
conjunto de soluc¸o˜es desse sistema e´
S = {(−3− 3α, α, 2) : α ∈ R}.
c) Vimos, na al´ınea a), que carAα = 3, para α 6= 1, 2. Logo, carA3 = 3, o que garante que A3 e´
invert´ıvel. A 1a coluna de A−13 pode encontrar-se resolvendo o sistema A3x = e1, onde e1 designa
a primeira coluna da matriz identidade (de ordem 3, neste caso), isto e´, o sistema cuja matriz
ampliada e´:  1 3 1 11 4 2 0
2 5 3 0

Convertendo essa matriz na forma em escada, vem 1 3 1 11 4 2 0
2 5 3 0
→
 1 3 1 10 1 1 −1
0 −1 1 −2
→
 1 3 1 10 1 1 −1
0 0 2 −3
 .
A u´ltima matriz corresponde ao sistema
x1 + 3x2 + x3 = 1
x2 + x3 = −1
2x3 = −3
Resolvendo este sistema por substituic¸a˜o inversa, obte´m-se x3 = −32 , x2 − 32 = −1 ⇐⇒ x2 = 12
e x1 +
3





Questa˜o 5 a) Como A e´ uma matriz triangular, o seu determinante e´ o produto dos elementos da sua
diagonal principal, logo, tem-se
detA = 2× (−1)× (−2)× 3 = 12.
detB =
∣∣∣∣∣∣∣∣
1 4 0 0
0 2 1 0
2 0 1 3
2 4 −3 2
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
1 4 0 0
0 2 1 0
0 −8 1 3
0 −4 −3 2





















∣∣∣∣∣∣ = 2× (−1)2 ×
∣∣∣∣ 5 3−1 2
∣∣∣∣ = 2(5× 2− 3× (−1)) = 26
Logo4, detB = 26.
4No ca´lculo de detB, usa´mos operac¸o˜es elementares do tipo O3 e o Teorema de Laplace. Haveria, naturalmente, outras formas
de calcular o determinante
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b) Usando a regra de Cramer, sabemos que x3 =
detB3
detA
onde B3 e´ a matriz que se obte´m de A,
substituindo a coluna 3 pela coluna dos termos independentes, i.e.
B3 =

2 3 2 −1
0 −1 2 1
0 0 3 1





2 3 2 −1
0 −1 2 1
0 0 3 1
0 0 −6 3
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
2 3 2 −1
0 −1 2 1
0 0 3 1
0 0 0 5








Questa˜o 6 a) Ver Questa˜o 1.17.
b) Seja A uma matriz ortogonal de ordem n, i.e. seja A tal que AAT = In. Enta˜o, temos
αA ortogonal ⇐⇒ (αA)T (αA) = In ⇐⇒ (αAT )(αA) = In
⇐⇒ α2(ATA) = In ⇐⇒ α2In = In
⇐⇒ α2 = 1 ⇐⇒ α = 1 ou α = −1.
Logo a matriz αA sera´ ortogonal se e so´ se for α = 1 ou α = −1.




0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
 =

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
−

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 = A− I4,
onde A e´ a matriz quadrada de ordem 4 com todos os elementos iguais a 1. Enta˜o, usando a




A− I4 = 1
3

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
−

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 =

−2/3 1/3 1/3 1/3
1/3 −2/3 1/3 1/3
1/3 1/3 −2/3 1/3




1o Teste [MIEMEC 2011/2012]
Nas questo˜es 1 a 4, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F), assinalando a
opc¸a˜o conveniente.
Questa˜o 1 Considere a matriz A =




a) A e´ uma matriz em forma de escada reduzida. © ©
b) A2 = 03×3. © ©
c) A e´ equivalente por linhas a` matriz
 1 0 00 0 1
0 0 0
 . © ©
d) adjA = 03×3. © ©
Questa˜o 2 Considere as matrizes
A =
 2 −1 0−1 2 −1
0 −1 1
 e B =




a) A = B−1. © ©
b) carA = 3. © ©
c) A e´ equivalente por linhas a I3. © ©
d) A matriz BTB − I3 e´ uma matriz sime´trica. © ©
Questa˜o 3 Considere as matrizes
A =
 a b ac d c
0 0 1
 e B =
 a b aa+ 2c b+ 2d a+ 2c
−a −b 1− a
 ,
com a, b, c, d nu´meros reais tais que ad− bc = 1.
V F
a) detA = 1. © ©
b) detB = 2. © ©
c) carA = carB. © ©
d) O sistema Bx = 0 tem uma infinidade de soluc¸o˜es. © ©
Questa˜o 4 V F
a) Se A e´ uma matriz 5× 5 tal que det(A3) = 8, enta˜o 2 det(A−1) + det(2ATA) = 9. © ©
b) Se A e´ uma matriz de ordem m× n tal que carA = m, enta˜o m ≤ n. © ©
c) Um sistema com menos equac¸o˜es que inco´gnitas e´ sempre poss´ıvel. © ©





Questa˜o 5 Considere, para α, β ∈ R, a matriz
Mα,β =
 1 −1 1 11 −2 α + 1 β − 1
3 −4 2α + 4 2β − 1
 .
a) Defina caracter´ıstica de uma matriz e indique, sem efetuar ca´lculos, quais os valores poss´ıveis de
carMα,β.
b) Escreva o sistema, nas inco´gnitas x, y e z, cuja matriz ampliada e´ Mα,β. Discuta esse sistema,
em func¸a˜o dos paraˆmetros α e β.
c) Justifique que a matriz
A =
 1 −1 11 −2 1
3 −4 4

e´ invert´ıvel e calcule A−1, usando o Me´todo de Gauss-Jordan.
Questa˜o 6 Mostre que ∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 a2 . . . an−1 an
−x x 0 . . . 0 0







0 0 0 . . . x 0






1o Teste [MIEMEC 2011/2012] :: resoluc¸a˜o
Questa˜o 1 V F F F Questa˜o 2 V V V V Questa˜o 3 V V V F Questa˜o 4 F V F V
Questa˜o 5
a) A caracter´ıstica de uma matriz A e´ o nu´mero de linhas na˜o nulas que uma matriz em forma de
escada, equivalente por linhas a A, tem. Como a matriz dada tem 3 linhas, sendo que a primeira e´
na˜o nula, conclui-se que 1 ≤ carMα,β ≤ 3. Analisando com mais cuidado poderia ainda concluir-se
que 2 ≤ carMα,β ≤ 3.
b) O sistema que tem como matriz ampliada Mα,β e´
x− y + z = 1
x− 2y + (α + 1)z = β − 1
3x− 4y + (2α + 4)z = 2β − 1
Me´todo de eliminac¸a˜o de Gauss:
 1 −1 1 11 −2 α + 1 β − 1
3 −4 2α + 4 2β − 1
→
 1 −1 1 10 −1 α β − 2
0 −1 2α + 1 2β − 4
→
 1 −1 1 10 −1 α β − 2




Denotando por Aα a matriz simples do sistema, conclui-se que:
α = −1 e β 6= 2 Sistema imposs´ıvel, porque carA−1 = 2 e carM−1,β = 3.
α = −1 e β = 2 Sistema poss´ıvel e indeterminado, porque carA−1 = 2 = carM−1,2 < 3,
(g.i.: 1)
Soluc¸a˜o: x = 1− 2t, y = −t, z = t, t ∈ R.
α 6= −1 Sistema poss´ıvel e determinado, porque carAα = carMα,β = 3.
Soluc¸a˜o: x =









c) Como A = A0, pela al´ınea anterior, podemos concluir que carA = 3, logo A e´ invert´ıvel.
Ca´lculo de A−1 pelo Me´todo de Gauss-Jordan
 1 −1 1 1 0 01 −2 1 0 1 0
3 −4 4 0 0 1
→
 1 −1 1 1 0 00 −1 0 −1 1 0
0 −1 1 −3 0 1
→
 1 −1 1 1 0 00 1 0 1 −1 0
0 0 1 −2 −1 1

→
 1 0 0 4 0 −10 1 0 1 −1 0
0 0 1 −2 −1 1
 A−1 =
 4 0 −11 −1 0
−2 −1 1

Questa˜o 6 Mostre que ∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 a2 . . . an−1 an
−x x 0 . . . 0 0







0 0 0 . . . x 0






Denotemos por Dn+1 a seguinte matriz de ordem n+ 1,
Dn+1 =

a0 a1 a2 . . . an−1 an
−x x 0 . . . 0 0







0 0 0 . . . x 0
0 0 0 . . . −x x

.
Recordando que o determinante de uma matriz na˜o se altera se uma coluna for substitu´ıda pela soma
dessa coluna com uma (ou mais) colunas, obte´m-se, substituindo cada coluna Cj pela soma Cj+Cj+1 +
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i=2 ai . . .
∑n
i=n−1 ai an
0 x 0 . . . 0 0







0 0 0 . . . x 0






uma vez que se trata do determinante de uma matriz triangular superior.
Resoluc¸a˜o alternativa




i=0 ai a1 a2 . . . an−1 an
0 x 0 . . . 0 0







0 0 0 . . . x 0
0 0 0 . . . −x x
∣∣∣∣∣∣∣∣∣∣∣∣∣
.






x 0 . . . 0 0






0 0 . . . x 0







2o Teste [MIEINF 2015/2016]
Nas questo˜es 1 a 3, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F), assinalando a
opc¸a˜o conveniente.
Questa˜o 1 Sejam u1, u2, u3 treˆs vetores distintos de um espac¸o vetorial real V e seja
U = 〈u1,u2,u3〉.
V F
a) dimU = 3. © ©
b) U = 〈u1,u2,u3,u1 + u2 + u3〉. © ©
c) Seja u ∈ U . Enta˜o existem sempre α1, α2, α3 ∈ R tais que u = α1u1 + α2u2 + α3u3. © ©
d) 0 ∈ U. © ©
Questa˜o 2 Seja A uma matriz real de ordem 3× 4 associada a uma transformac¸a˜o linear T . V F
a) As colunas de A sa˜o linearmente dependentes. © ©
b) Im T e´ um subespac¸o de R4. © ©
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c) T na˜o pode ser sobrejetiva. © ©
d) T na˜o pode ser injetiva. © ©
Questa˜o 3 Seja A uma matriz cujo polino´mio caracter´ıstico e´ pA(λ) = (λ− 1)(λ2 − 4). V F
a) Os valores pro´prios de AT + 2I sa˜o 0, 3 e 4. © ©
b) O sistema (A− 4I)x = 0 e´ poss´ıvel e determinado. © ©
c) A e´ diagonaliza´vel. © ©
d) detA = 4. © ©
Questa˜o 4 Para cada uma das al´ıneas seguintes, diga, justificando, se a afirmac¸a˜o e´ verdadeira ou falsa.
a) A transformac¸a˜o T : R2 7→ R2 definida por T (x, y) = (x+y, x−2xy) e´ uma transformac¸a˜o linear.
b) Se A e´ uma matriz real de ordem n, enta˜o S = {x ∈ Rn : Ax = 2x} e´ um subespac¸o vetorial de
Rn.
c) As coordenadas de p(t) = 6− 5t+ 2t2 ∈ P2 na base (1,−1 + t, 1− 2t+ t2) de P2 sa˜o (3,−1, 2).
d) Se A =
 1 2 1 0 −12 4 1 −1 −4
5 10 3 −2 4
 , enta˜o C(A) = {(x, y, z) ∈ R3 : x+ 2y − z = 0}.
Questa˜o 5 Considere os vetores u1 = (1, 2, 3,−1), u2 = (−1, 1, 0, 1), u3 = (2, 1, 0,−1) e u4 = (−1,−2,−6, 2).
a) Verifique se os vetores u1, u2, u3 e u4 sa˜o linearmente independentes.
b) Determine o subespac¸o S de R4 gerado pelos quatro vetores. Qual e´ a dimensa˜o de S?
c) Determine α de modo que o vetor (1,−1, 0, α) pertenc¸a a S.
Questa˜o 6 Considere a matriz A =
 4 −1 212 −3 6
−4 1 −2
 .
a) Mostre que 0 e´ valor pro´prio duplo da matriz A.
b) Determine o subespac¸o pro´prio associado ao valor pro´prio 0. Qual e´ a multiplicidade geome´trica
deste valor pro´prio?
c) Diga, justificando, se a matriz A e´ semelhante a` matriz
 −1 0 00 0 0
0 0 0
.
d) Seja f : R3 → R3 a transformac¸a˜o linear associada a` matriz A. Determine:
i. f(1,−1, 0); ii. Nuc f e diga se f e´ sobrejetiva.
Questa˜o 7 Seja A uma matriz real de ordem n tal que A2 = In. Seja u ∈ Rn um vetor na˜o nulo que na˜o e´
vetor pro´prio de A.




b) Justifique que os vetores u +Au e u−Au sa˜o linearmente independentes.
2o Teste [MIEINF 2015/2016] :: resoluc¸a˜o
Questa˜o 1 F V V V Questa˜o 2 V F F V Questa˜o 3 V V V F
Questa˜o 4 a) A afirmac¸a˜o e´ falsa; tem-se, por exemplo,
T (1, 0) = (1, 1)
T (0, 1) = (1, 0)
}
⇒ T (1, 0) + T (0, 1) = (2, 1)
e
T (1, 1) = (2,−1) 6= T (1, 0) + T (0, 1),
o que mostra que T na˜o e´ linear.
b) A afirmac¸a˜o e´ verdadeira; se λ = 2 e´ um valor pro´prio de A, enta˜o S e´ o subespac¸o pro´prio
associado a λ (que sabemos ser um subespac¸o de Rn); se λ = 2 na˜o e´ valor pro´prio de A, enta˜o
S = {0} (subespac¸o nulo Rn).
Tambe´m poder´ıamos dizer que
S = {x ∈ Rn : Ax = 2x} = {x ∈ Rn : (A− 2I)x = 0},
pelo que S e´ o conjunto das soluc¸o˜es do sistema homoge´neo (A − 2I)x = 0 com A − 2I uma
matriz de ordem n, pelo que S e´ um subespac¸o de Rn.
c) A afirmac¸a˜o e´ verdadeira; com efeito, tem-se
3× 1− 1× (−1 + t) + 2× (1− 2t+ t2) = (3 + 1 + 2) + (−1− 4)t+ 2t2 = 6− 5t+ 2t2.
d) Seja S = {(x, y, z) ∈ R3 : x+ 2y− z = 0}. Pretende-se verificar se C(A) = S. Convertendo A na
forma escada, tem-se
A =
 1 2 1 0 −12 4 1 −1 −4
5 10 3 −2 4
→
 1 2 1 0 −10 0 −1 −1 −2
0 0 −2 −2 9
→
 1 2 1 0 −10 0 −1 −1 −2
0 0 0 0 13

Assim, temos carA = 3, logo dim C(A) = 3 e, como C(A) ⊆ R3, conclu´ımos que C(A) = R3.
Como S esta´ estritamente contido em R3 (dimS ≤ 2), a afirmac¸a˜o e´ falsa.5
Questa˜o 5 a) Convertendo a matriz cujas linhas sa˜o esses vetores na forma em escada, tem-se
1 2 3 −1
−1 1 0 1
2 1 0 −1
−1 −2 −6 2
→

1 2 3 −1
0 3 3 0
0 −3 −6 1
0 0 −3 1
→

1 2 3 −1
0 3 3 0
0 0 −3 1
0 0 −3 1
→

1 2 3 −1
0 3 3 0
0 0 −3 1
0 0 0 0
 .
Como a caracter´ıstica dessa matriz e´ 3 (inferior ao nu´mero de vetores) conclu´ımos que os vetores
na˜o sa˜o linearmente independentes.
5Neste caso, como (−1,−4, 4) /∈ S (e (−1,−4, 4) ∈ C(A)), conclui-se que C(A) na˜o esta´ contido em S, o que permite concluir
de imediato que a afirmac¸a˜o e´ falsa. Chama-se a atenc¸a˜o para o facto de que, se todos as colunas estivessem em S, apenas estaria
provado que C(A) ⊂ S. Faltaria ainda verificar se S ⊂ C(A) (i.e. se x ∈ S enta˜o x ∈ C(A)).
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b) Pela al´ınea anterior, sabemos que ((1, 2, 3,−1), (0, 3, 3, 0), (0, 0,−3, 1)) e´ uma base de S, pelo que
dimS = 3.
Para identificar o subespac¸o S = 〈(1, 2, 3,−1), (0, 3, 3, 0), (0, 0,−3, 1)〉, vejamos qual a condic¸a˜o
que os vetores (x, y, z, w) ∈ R4 devem satisfazer para estarem em S, ou seja, para serem com-
binac¸a˜o linear dos vetores (1, 2, 3,−1), (0, 3, 3, 0) e (0, 0,−3, 1). Como
1 0 0 x
2 3 0 y
3 3 −3 z
−1 0 1 w
→ · · · →

1 0 0 x
0 3 0 y − 2x
0 0 1 w + x
0 0 0 2x− y + z + 3w
 ,
conclu´ımos que S = {(x, y, z, w) ∈ R4 : 2x− y + z + 3w = 0}.
c) (1,−1, 0, α) ∈ S ⇐⇒ 2× 1− (−1) + 0 + 3α = 0 ⇐⇒ 3α = −3 ⇐⇒ α = −1.
Questa˜o 6
a) Calculemos o polino´mio caracter´ıstico de A:
pA(λ) =
∣∣∣∣∣∣
4− λ −1 2
12 −3− λ 6




12 −3− λ 6




12 −3− λ 6





12 −3− λ −6
−4 1 2− λ
∣∣∣∣∣∣ = −λ× (−1)1+2 × 1×
∣∣∣∣−3− λ −61 2− λ
∣∣∣∣
= −λ ((−3− λ)(2− λ) + 6) = −λ(λ2 + λ) = −λ2(λ+ 1).
Como λ = 0 e´ um zero duplo de pA(λ), conclu´ımos que λ = 0 e´ um valor pro´prio duplo (i.e. com
multiplicidade alge´brica igual a 2) de A.
b) V0 = {x ∈ R3 : Ax = 0}. Temos 4 −1 2 012 −3 6 0
−4 1 −2 0
→
 4 −1 2 00 0 0 0
0 0 0 0
 ,
pelo que
V0 = {(α, 4α + 2β, β) : α, β ∈ R} = 〈(1, 4, 0), (0, 2, 1)〉 .
Como ((1, 4, 0), (0, 2, 1)) e´ uma base de V0, dimV0 = 2 e a multiplicidade geome´trica do valor
pro´prio λ = 0 e´ igual a 2.
c) A matriz A tem valores pro´prios6 λ1 = λ2 = 0 e λ3 = −1. Como o valor pro´prio duplo tem
multiplicidade geome´trica igual a 2, vai ser poss´ıvel encontrar treˆs vetores pro´prios linearmente
6Racioc´ınio errado: A e´ semelhante a` matriz dada porque ambas teˆm os mesmos valores pro´prios (com as mesmas multipli-
cidades alge´bricas). De facto, a igualdade dos valores pro´prios de duas matrizes e´ uma condic¸a˜o necessa´ria, mas na˜o suficiente,











teˆm os mesmos valores pro´prios (valor pro´prio duplo, igual a 1) e na˜o sa˜o semelhantes, uma vez que A na˜o e´ diagonaliza´vel (pois
a multiplicidade geome´trica do valor pro´prio 1 e´ apenas igual a 1), logo, na˜o pode ser semelhante a B.
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independentes (dois deles associados ao valor pro´prio 0 e um terceiro associado ao valor pro´prio
−1), pelo que a matriz e´ diagonaliza´vel; assim, A e´ semelhante a uma matriz diagonal com os
valores pro´prios dispostos na diagonal, isto e´, e´ semelhante a` matriz











. Assim, f(1,−1, 0) = (5, 15,−5).
ii. Nuc f = {x ∈ R3 : f(x) = 0} = {x ∈ R3 : Ax = 0}
= V0 = {(α, 4α + 2β, β) : α, β ∈ R} = 〈(1, 4, 0), (0, 2, 1)〉.
Como Nuc f 6= {0}, a aplicac¸a˜o f na˜o e´ injetiva. Como f : R3 → R3, f tambe´m na˜o e´
sobrejetiva, pois uma aplicac¸a˜o linear de Rn em Rn e´ sobrejetiva se e so´ se for injetiva.
Questa˜o 7
a) Comecemos por mostrar que os vetores u +Au e u−Au sa˜o ambos na˜o nulos. Com efeito,
u +Au = 0⇒ Au = −u =⇒
(u6=0)
u e´ vetor pro´prio de A asociado ao valor pro´prio − 1
(contra a hipo´tese); de modo ana´logo,
u−Au = 0⇒ Au = u =⇒
(u 6=0)
u e´ vetor pro´prio de A associado ao valor pro´prio 1
(contra a hipo´tese). Por outro lado, temos
A(u +Au) = Au +A2u = Au + Inu = Au + u = u +Au = 1(u +Au).
Como u + Au 6= 0, a igualdade anterior significa que u + Au e´ vetor pro´prio de A associado ao
valor pro´prio 1. Temos tambe´m
A(u−Au) = Au−A2u = Au− Inu = Au− u = −u +Au = −1(u−Au),
o que, atendendo a que u−Au 6= 0, significa que u−Au e´ vetor pro´prio de A associado ao valor
pro´prio −1.
b) Basta notar que os vetores em causa sa˜o dois vetores pro´prios associados a valores pro´prios distintos.
2o Teste [MIECOM 2013/2014]
Questa˜o 1 Apresente um exemplo de, ou justifique porque na˜o existe(m):
a) vetores v1 e v2 de R3, linearmente independentes, tais que 〈v1,v2〉 = 〈v1,v1 + v2〉;
b) uma matriz cujo nu´cleo conte´m o vetor (1, 2, 3);
c) uma aplicac¸a˜o linear f : R3 → R2 injetiva;
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d) uma aplicac¸a˜o linear f : R3 → R2 tal que f(1, 0, 3) = (1, 1) e f(−2, 0,−6) = (−2,−1);
e) uma matriz A tal que (1, 2) e´ um vetor pro´prio de A associado ao valor pro´prio 1 e (2, 4) e´ um
vetor pro´prio de A associado ao valor pro´prio 2.
Questa˜o 2 Considere os vetores de R4, u = (1, 0,−1, 0), v = (0, 0, 0, 1) e w = (−1, 1,−1, 0) e o subespac¸o
vetorial S = {(x, y, z, t) ∈ R4 : x+ 2y + z = 0}.
a) Mostre que B = (u,v,w) e´ uma base de S.
b) Determine as coordenadas de (1,−1, 1, 2) na base B.
c) Indique uma base de R4 que inclua os vetores u, v e w.
Questa˜o 3 Seja f : R5 → R3 uma aplicac¸a˜o linear cuja representac¸a˜o matricial e´:
M =
 0 1 −2 2 0−1 3 0 1 6
−2 5 2 0 12
 .
a) Determine f(1,−1, 2, 0, 1).
b) Determine, caso exista, u ∈ R5 tal que f(u) = (1,−1, 1).
c) Indique, justificando, se a aplicac¸a˜o f e´ injetiva e/ou sobrejetiva.
d) Determine uma base para L(M) e Im f .
Questa˜o 4 Considere a matriz
A =
 3 −1 0−1 3 0
−1 1 4
 .
a) Mostre que os valores pro´prios de A sa˜o 2 e 4.
b) Indique os valores pro´prios da matriz (A− 3I)4.
c) Determine a multiplicidade geome´trica do maior valor pro´prio de A.
d) Indique, justificando, uma matriz B de ordem 3, na˜o semelhante a A, mas com os mesmos valores
pro´prios de A.
2o Teste [MIECOM 2013/2014] :: resoluc¸a˜o
Questa˜o 1
a) Como 〈v1,v2〉 = 〈v1,v1 + v2〉, para quaisquer v1 e v2 (na˜o necessariamente linearmente inde-
pendentes), basta escolher dois vetores de R3, linearmente independentes, por exemplo (1, 0, 0) e
(0, 1, 0).
b) u = (1, 2, 3) ∈ N (A)⇔ Au = 0. Por exemplo, A = (−2 1 0) .
c) Na˜o existem aplicac¸o˜es injetivas de Rn → Rm, com m < n.
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d) Se f e´ uma aplicac¸a˜o linear, enta˜o, f(−2, 0,−6) = f(−2(1, 0, 3)) = −2f(1, 0, 3) = −2(1, 1) =
(−2, 2). Logo na˜o existe tal aplicac¸a˜o.
e) Vetores pro´prios associados a valores pro´prios distintos sa˜o necessariamente linearmente indepen-
dentes. Como (1, 2) e (2, 4) na˜o sa˜o linearmente independentes, na˜o existe uma matriz A nestas
condic¸o˜es.
Questa˜o 2
a) B = (u,v,w) e´ uma base de S sse
1. S = 〈u,v,w〉.
〈u,v,w〉 = {(x, y, z, t) ∈ R4 : (x, y, z, t) = αu + βv + γw, α, β, γ ∈ R}
(x, y, z, t) = (α−γ, γ,−α−γ, β) −→

1 0 −1 x
0 0 1 y
−1 0 −1 z
0 1 0 t
 −→

1 0 0 x+ y
0 1 0 t
0 0 1 y
0 0 0 x+ z + 2y

O sistema anterior e´ poss´ıvel sse x+ z + 2y = 0, i.e. sse (x, y, z, t) ∈ S.
2. u,v,w sa˜o linearmente independentes
Analisando as 3 primeiras colunas da matriz anterior, facilmente se conclui que os vetores
u,v,w sa˜o linearmente independentes.
Logo os treˆs vetores constituem uma base de S.
b) (1,−1, 1, 2) = αu + βv + γw. Analisando a resposta a` questa˜o anterior, conclui-se, de imediato
que, α = 0, β = 2, γ = −1. As coordenadas sa˜o, por isso, (0, 2,−1).
c) Se r e´ um vetor tal que r /∈ S, enta˜o (u,v,w, r) sa˜o necessariamente linearmente independentes.
Basta, por isso, escolher um qualquer vetor que na˜o pertenc¸a a S, para ter uma base. Por exemplo,
(u,v,w, (0, 1, 0, 0)) e´ uma base de R4.
Questa˜o 3
a)
 0 1 −2 2 0−1 3 0 1 6











. Logo f(1,−1, 2, 0, 1) = (−5, 2, 9)
b)
 0 1 −2 2 0 1−1 3 0 1 6 −1
−2 5 2 0 12 1
 −→
 −1 3 0 1 6 −10 1 −2 2 0 1
0 0 0 0 0 4
.
O sistema anterior e´ imposs´ıvel, logo na˜o existe u nestas condic¸o˜es.
c) A aplicac¸a˜o na˜o e´ sobrejetiva, porque (1,−1, 1) /∈ Im f ou porque carM = 2 < 3. Tambe´m na˜o
e´ injetiva, porque dim(Nuc f) = n− dim(Im f) = 5− 2 = 3 6= 0.
d) base L(M) = ((−1,−3, 0,−1,−6), (0, 1,−2, 2, 0));






3− λ −1 0
−1 3− λ 0
−1 1 4− λ
∣∣∣∣∣∣ = 0⇔ (4− λ) ((3− λ)2 − 1) = 0⇔ λ = 2 ∨ λ = 4.
Os valores pro´prios sa˜o 2 (mult. alg. 1) e 4 (mult. alg. 2).
b)
matriz v.p.
A 2 e 4
A− 3I 2− 3 = −1 e 4− 3 = 1
(A− 3I)4 (−1)4 = 1 e 14 = 1
c) Determinac¸a˜o do subespac¸o pro´prio associado ao valor pro´prio λ = 4: 3− 4 −1 0−1 3− 4 0
−1 1 4− 4
→
 1 0 00 1 0
0 0 0
 .
V4 = {(0, 0, z) : z ∈ R} = 〈(0, 0, 1)〉. Como dimV4 = 1, a multiplicidade geome´trica do v.p. 4 e´
1.
d) Note-se que a matriz A na˜o e´ diagonaliza´vel, porque na˜o existe uma base formada por vetores
pro´prios, ja´ que a multiplicidade geome´trica do valor pro´prio λ = 4 (que e´ igual a 1) e´ inferior a`
sua multiplicidade alge´brica (que e´ igual a 2). A matriz A, na˜o e´, por isso, semelhante a` matriz
B =
 4 0 00 4 0
0 0 2
 ,
mas esta matriz tem exatamente os mesmos valores pro´prios que a matriz A.
2o Teste [MIEBIO 2012/2013]
Questa˜o 1 a) Considere, no espac¸o vetorial Rn (n ∈ N), k vetores v1,v2, . . . ,vk. Defina subespac¸o gerado
por v1,v2, . . . ,vk, 〈v1,v2, . . . ,vk〉.
b) Considere os seguintes subespac¸os do espac¸o vetorial R4:
U =
〈
(1, 2, 2, 3), (2, 5, 4, 8), (−1,−1,−2,−1), (0, 2, 0, 4)〉
e
V = {(x, y, z, w) ∈ R4 : 2x− y = 0 e 3z − 2w = 0}.
(i) Determine uma base e indique qual a dimensa˜o de cada um dos subespac¸os U e V .
(ii) Mostre que (1, 2, 2, 3) ∈ V , mas U 6⊆ V .
Questa˜o 2 a) Seja T : Rn → Rm (m,n ∈ N) uma transformac¸a˜o linear. Defina nu´cleo de T , NucT , e
mostre que NucT e´ um subespac¸o vetorial de Rn.
b) Considere a aplicac¸a˜o linear T : R3 → R3 definida por
T (x, y, z) = (−x+ 3y + 2z,−2x+ 8y + 10z, x− 5y − 8z), ∀(x, y, z) ∈ R3.
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(i) Determine a matriz da aplicac¸a˜o T .
(ii) Seja v = (−2,−2, 0). Diga, justificando, se v ∈ ImT e, em caso afirmativo, determine o
conjunto de vetores x ∈ R3 tais que T (x) = v.
(iii) Indique uma base para NucT e diga, justificando, se T e´ injetiva.
Questa˜o 3 Considere a matriz
A =

2 0 0 0
0 2 −1 2
0 0 2 1
0 0 4 2
 .
a) Determine os valores pro´prios de A e os respetivos subespac¸os pro´prios.
b) Indique a multiplicidade alge´brica e a multiplicidade geome´trica de cada um dos valores pro´prios
de A.
c) Diga, justificando, se A e´ diagonaliza´vel.
d) Sem efetuar quaisquer ca´lculos adicionais, diga, justificando, se A e´ invert´ıvel.
Questa˜o 4 Sejam A uma matriz (real) quadrada de ordem n tal que A2 = In e u ∈ Rn um vetor na˜o nulo
que na˜o e´ vetor pro´prio de A.
a) Mostre que, se λ e´ um valor pro´prio de A, enta˜o λ ∈ {−1, 1}.
b) Mostre que os vetores v = u+Au e w = u−Au sa˜o vetores pro´prios de A e diga a que valores
pro´prios esta˜o associados.
c) Justifique que os vetores v e w considerados na al´ınea anterior sa˜o vetores linearmente indepen-
dentes.
2o Teste [MIEBIO 2012/2013] :: resoluc¸a˜o
Questa˜o 1 a) Ver textos de apoio.
b) (i) Seja A a matriz cujas colunas sa˜o os vetores geradores de U . Uma base de U podera´ ser




1 2 −1 0
2 5 −1 2
2 4 −2 0
3 8 −1 4
→

1 2 −1 0
0 1 1 2
0 0 0 0
0 2 2 4
→

1 2 −1 0
0 1 1 2
0 0 0 0
0 0 0 0
 .
Os vetores correspondentes a`s duas colunas principais da matriz A formam uma base do
subespac¸o U , i.e.
B =
(
(1, 2, 2, 3), (2, 5, 4, 8)
)
e´ uma base e U . Logo, a dimensa˜o de U (igual ao nu´mero de vetores de qualquer sua base)
e´ igual a 2. V e´ o conjunto das soluc¸o˜es do seguinte sistema{
2x− y = 0
3z − 2w = 0 ,
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a que corresponde a seguinte matriz simples
(
2 −1 0 0
0 0 3 −2
)























, 1, 0, 0) + β(0, 0,
2
3








Os vetores ( 12 , 1, 0, 0) e (0, 0,
2
3 , 1) sa˜o geradores de V e tambe´m linearmente independentes
(ja´ que nenhum deles e´ mu´ltiplo do outro), pelo que constituem uma base de V . A dimensa˜o
de V e´, portanto, igual a 2.
(ii) O vetor (1, 2, 2, 3) pertence a V , uma vez que as suas coordenadas satisfazem as equac¸o˜es
que definem V :
2× 1− 2 = 0 e 3× 2− 2× 3 = 0.
No entanto, o vetor (2, 5, 4, 8), que pertence a U (ja´ que e´ um dos geradores de U) na˜o
pertence a V , uma vez que 3× 2− 5 = 6− 5 = 1 6= 0. Como existe uma vetor que pertence
a U e na˜o pertence a V , tem-se U 6⊆ V .
Questa˜o 2 a) Ver textos de apoio.
b) (i) Temos
T (e1) = T (1, 0, 0) = (−1,−2, 1)
T (e2) = T (0, 1, 0) = (3, 8,−5)
T (e3) = T (0, 0, 1) = (2, 10,−8).
Enta˜o
MT =
−1 3 2−2 8 10
1 −5 −8
 .
(ii) Uma vez que
v ∈ ImT ⇐⇒ ∃x ∈ R3 :MTx = v,
para saber se v ∈ ImT teremos de verificar se o sistema MTx = v tem ou na˜o soluc¸a˜o; caso
esse sistema seja poss´ıvel, o conjunto de todas as suas soluc¸o˜es sera´ precisamente o conjunto
pretendido. Consideremos enta˜o o sistema de matriz ampliada −1 3 2 −2−2 8 10 −2
1 −5 −8 0
 .
Convertendo a matriz anterior na forma em escada, obte´m-se −1 3 2 −20 2 6 2




Vemos, enta˜o, que o correspondente sistema e´ poss´ıvel – o que significa que v ∈ ImT – e
indeterminado (o que significa que existe uma infinidade de vetores em R3 cuja imagem por
T e´ o vetor v.) Resolvendo o sistema da forma habitual, encontramos o seguinte conjunto de
soluc¸o˜es:
S = {(−7α + 5,−3α + 1, α) : α ∈ R}
Temos enta˜o {
x ∈ R3 : T (x) = v} = {(−7α + 5,−3α + 1, α) : α ∈ R} .
(iii) Como
x ∈ NucT ⇐⇒ T (x) = 0 ⇐⇒ MTx = 0,
temos que NucT = N (MT ). Resolvamos, enta˜o, o sistema homoge´neo MTx = 0. Tendo
em conta os ca´lculos ja´ efetuados na al´ınea anterior, vemos que as soluc¸o˜es desse sistema sa˜o
obtidas resolvendo o sistema homoge´neo de matriz simples −1 3 20 2 6
0 0 0
 .
Resolvendo esse sistema, vemos que
NucT = {(−7α,−3α, α) : α ∈ R}
Assim,
NucT = {α(−7,−3, 1) : α ∈ R} = 〈(−7,−3,−1)〉.
O vetor u = (−7,−3, 1) forma uma base de NucT , sendo a dimensa˜o de NucT igual a 1.
Como NucT 6= {(0, 0, 0)}, conclu´ımos que T na˜o e´ injetiva.
Questa˜o 3 a)
pA(λ) = det(A− λI) =
∣∣∣∣∣∣∣∣
2− λ 0 0 0
0 2− λ −1 2
0 0 2− λ 1




2− λ −1 2
0 2− λ 1
0 4 2− λ
∣∣∣∣∣∣ = (2− λ)(2− λ)
∣∣∣∣2− λ 14 2− λ
∣∣∣∣
= (2− λ)2 [(2− λ)2 − 4] = (2− λ)2(λ2 − 4λ) = (2− λ)2λ(λ− 4).
Enta˜o,
pA(λ) = 0 ⇐⇒ (2− λ)2λ(λ− 4) = 0 ⇐⇒ λ = 2 ∨ λ = 0 ∨ λ = 4.
Assim, A tem 3 valores pro´prios: λ1 = 2, λ2 = 0, λ3 = 4.
Temos
A− λ1I = A− 2I =

0 0 0 0
0 0 −1 2
0 0 0 1




Convertendo a matriz na forma em escada, vem
0 0 0 0
0 0 −1 2
0 0 0 1
0 0 4 0
→

0 0 −1 2
0 0 0 1
0 0 4 0
0 0 0 0
→

0 0 −1 2
0 0 0 1
0 0 0 8
0 0 0 0
→

0 0 −1 2
0 0 0 1
0 0 0 0
0 0 0 0
 .
Resolvendo o sistema homoge´neo correspondente, obte´m-se
V2 = {(α, β, 0, 0) : α, β ∈ R} .


















α, α) : α ∈ R
}
b) Nota: Denotaremos por m.a.(λ) e m.g.(λ), respetivamente a multiplicidade alge´brica e a multi-
plicidade geome´trica do valor pro´prio λ.
Como o valor pro´prio λ1 = 2 e´ uma raiz dupla da equac¸a˜o carater´ıstica e λ2 = 0 e λ3 = 4 sa˜o
ra´ızes simples, temos m.a.(λ1) = 2 e m.a.(λ2) = m.a.(λ3) = 1.
Sendo λ2 e λ3 valores pro´prios simples, tem-se, como sabemos
m.g.(λ2) = m.g.(λ3) = 1.
Quanto ao valor pro´prio duplo, λ1, tem-se
m.g.(λ1) = dim(Vλ1) = 4− car(A− λ1I) = 4− 2 = 2.
(A caracter´ıstica da matriz A− λ1I veˆ-se, de imediato, da forma em escada a que reduzimos essa
matriz, na al´ınea anterior).
c) Como
m.g.(λ1) + m.g.(λ2) + m.g.(λ3) = 2 + 1 + 1 = 4
e A e´ uma matriz de ordem 4, podemos concluir que A e´ diagonaliza´vel.
d) Como um dos valores pro´prios de A e´ λ2 = 0, a matriz A na˜o e´ invert´ıvel.
Questa˜o 4 Confronte com Questa˜o 7 do 2o teste de MIEINF.
a) Seja λ um valor pro´prio de A. Enta˜o, com sabemos (visto nas aulas) λ2 e´ um valor pro´prio da
matriz A2. Mas, como A2 = In, tem-se que λ
2 e´ um valor pro´prio de In. Como a matriz In e´
triangular, os seus valores pro´prios sa˜o os elementos que formam a sua diagonal principal, ou seja,
sa˜o todos iguais a 1. Enta˜o, temos λ2 = 1 e o resultado segue-se, de imediato.
b) Comecemos por mostrar que os vetores v e w sa˜o na˜o nulos. Temos
v = 0 ⇐⇒ u +Au = 0 ⇐⇒ Au = −u,
o que, por hipo´tese na˜o e´ poss´ıvel, uma vez que u na˜o e´ um vetor pro´prio de A. A demosnstrac¸a˜o
de que w 6= 0 e´ totalmente ana´loga.
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Vejamos agora que v e´ um vetor pro´prio de A. Temos
Av = A(u +Au) = Au +A2u
= Au + Inu = Au + u
= u +Au = v,
o que, uma vez que v 6= 0, mostra que v e´ um vetor pro´prio de A associado ao valor pro´prio 1.
De modo ana´logo, temos
Aw = A(u−Au) = Au−A2u
= Au− Inu = Au− u
= −(u−Au) = −w,
de onde se conclui (tendo em conta que w 6= 0) que w e´ um vetor pro´prio de A associado ao valor
pro´prio −1.
c) Os vetores v e w sa˜o vetores linearmente independentes, porque sa˜o vetores pro´prios associados a
valores pro´prios distintos.
2o Teste [MIEMEC 2011/2012]
Nas questo˜es 1 a 3, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F), assinalando a
opc¸a˜o conveniente.
Questa˜o 1 Seja S = 〈(1, 0,−1), (−2, 1, 0), (1, 1,−3)〉. V F
a) S = R3. © ©
b) dimS = 2. © ©
c)
(
(1, 0,−1), (1, 1,−3)) e´ uma base de S. © ©
d) (1, 1, 5) ∈ S. © ©
Questa˜o 2 Considere a matriz
A =




a) Existe um vetor na˜o nulo u tal que Au = 3u. © ©
b) (1,−2, 1) e´ um vetor pro´prio de A. © ©
c) Os valores pro´prios de A2 − 3I sa˜o 1, 6 e −3. © ©
d) A matriz A e´ diagonaliza´vel. © ©
Questa˜o 3 Considere as matrizes
A =
 1 −1 10 −1 2
1 −2 3
 e B =






a) −1 e´ valor pro´prio de A. © ©
b) A e B sa˜o semelhantes. © ©
c) L(A) = 〈(1,−1, 1), (0,−1, 2)〉. © ©
d) C(A) = 〈(1, 0, 0), (−1,−1, 0)〉. © ©
Questa˜o 4 Considere os vetores u1 = (0, 0, 1, 1), u2 = (0, 1, 1, 1), u3 = (1, 1, 1, 2), u4 = (−1, 0, 1, 0).
a) Verifique, pela definic¸a˜o, se os vetores u1, u2, u3 e u4 sa˜o linearmente independentes.
b) Identifique o subespac¸o S de R4 gerado pelos quatro vetores. Qual e´ a dimensa˜o de S?
c) Determine λ de modo que o vetor (1,−1, 0, λ) pertenc¸a a S.
Questa˜o 5 Considere, para cada k ∈ R, a aplicac¸a˜o linear f : R3 → R3, cuja matriz cano´nica e´
A =
 3 1 k0 2 0
k 1 3
 .
a) Calcule f(1, 1, 1).
b) Determine k de forma que f seja bijetiva. Justifique.
c) Fac¸a k = 3 e determine uma base para o nu´cleo de f e uma base para C(A).
d) Verifique que a matriz A que se obte´m quando k = 0 tem um valor pro´prio duplo. Determine a
sua multiplicidade geome´trica.
Questa˜o 6 Seja A uma matriz real de ordem n tal que A+AT = αIn, para algum α ∈ R.
Mostre que, se x e´ um vetor pro´prio de A associado ao valor pro´prio λ, enta˜o x e´ um vetor pro´prio de
AT associado ao valor pro´prio α− λ.
2o Teste [MIEMEC 2011/2012] :: resoluc¸a˜o
Questa˜o 1 F V V F Questa˜o 2 V V F V Questa˜o 3 F F V F
Questa˜o 4
a) Os vetores u1, u2, u3 e u4 sa˜o linearmente independentes se
α1u1 + α2u2 + α3u3 + α4u4 = 0⇒ α1 = α2 = α3 = α4 = 0.
Mas
α1(0, 0, 1, 1) + α2(0, 1, 1, 1) + α3(1, 1, 1, 2) + α4(−1, 0, 1, 0) = (0, 0, 0, 0)
e´ equivalente ao sistema
α3 − α4 = 0
α2 + α3 = 0
α1 + α2 + α3 + α4 = 0
α1 + α2 + 2α3 = 0
cuja matriz dos coeficientes e´ A =

0 0 1 −1
0 1 1 0
1 1 1 1




Este sistema homoge´neo tem apenas a soluc¸a˜o nula sse carA = 4. Usando o me´todo de eliminac¸a˜o
de Gauss, facilmente se conclui que
A −→

1 1 1 1
0 1 1 0
0 0 1 −1
0 0 1 −1
 −→ B =

1 1 1 1
0 1 1 0
0 0 1 −1
0 0 0 0
 ,
i.e. carA = 3. Logo, os vetores sa˜o linearmente dependentes.
b) Ja´ sabemos, da al´ınea anterior, que S = 〈u1,u2,u3,u4〉 = 〈u1,u2,u3〉, porque as primeiras 3
colunas de A (correspondentes a`s colunas de B que conteˆm pivoˆs) sa˜o exatamente u1, u2 e u3.
Ale´m disso, a dimensa˜o deste subespac¸o e´ 3, porque carA = 3.
Processo 1:
O vetor u = (x, y, z, t) ∈ 〈u1,u2,u3〉 sse existirem escalares α1, α2, α3 tais que u = α1u1 +
α2u2 + α3u3, o que equivale a dizer que o seguinte sistema tem que ser poss´ıvel.
α3 = x
α2 + α3 = y
α1 + α2 + α3 = z
α1 + α2 + 2α3 = t
Como 
0 0 1 x
0 1 1 y
1 1 1 z
1 1 2 t
 −→

1 1 1 z
0 1 1 y
0 0 1 x
0 0 1 −z + t
 −→

1 1 1 z
0 1 1 y
0 0 1 x
0 0 0 −x− z + t
 ,
o sistema e´ poss´ıvel sse −x− z + t = 0, donde se conclui que
S = {(x, y, z, t) ∈ R4 : x = t− z}.
Processo 2:
O vetor u = (x, y, z, t) ∈ 〈u1,u2,u3〉 sse 〈u1,u2,u3,u〉 = 〈u1,u2,u3〉, ou seja, se e so´ se a
caracter´ıstica da(s) seguinte(s) matriz(es) for 3.
0 0 1 1
0 1 1 1
1 1 1 2
x y z t
 −→

1 1 1 2
0 1 1 1
0 0 1 1
0 0 0 −x− z + t
 .
Consequentemente x = t− z.
c) Processo 1: (usando a al´ınea anterior)
(1,−1, 0, λ) ∈ S sse 1 = λ− 0, i.e. λ = 1.
Processo 2: (na˜o usando a al´ınea anterior)
(1,−1, 0, λ) ∈ S sse
car

0 0 1 1
0 1 1 1
1 1 1 2
1 −1 0 λ
 = 3⇐⇒ car

1 1 1 2
0 1 1 1
0 0 1 1
0 0 1 λ











 =⇒ f(1, 1, 1) = (4 + k, 2, 4 + k).
Processo 2:
(1, 1, 1) = (1, 0, 0) + (0, 1, 0) + (0, 0, 1) =⇒ f(1, 1, 1) = f(1, 0, 0) + f(0, 1, 0) + f(0, 0, 1)
= (3, 0, k) + (1, 2, 1) + (k, 0, 3)
= (4 + k, 2, k + 4).
b) Como f : R3 → R3, se f for injetiva tambe´m sera´ sobrejetiva e vice-versa. Como f e´ sobrejetiva
sse carA = 3, basta usar o me´todo de eliminac¸a˜o de Gauss, para concluir que
carA = 3⇐⇒ car
3 1 k0 1 0
0 0 −k2 + 9
 = 3⇐⇒ k 6= −3 ∧ k 6= 3.
c) Usando a al´ınea anterior podemos concluir que, para k = 3, carA=2, pelo que sabemos ja´ que
dim Nuc f = 3− 2 = 1 e dim C(A) = 2.
Como
Nuc f = {(x, y, z) ∈ R3 : f(x, y, z) = (0, 0, 0)} = {(x, y, z) ∈ R3 : x = −z, y = 0} = 〈(−1, 0, 1)〉 ,
uma base para Nuc f pode ser ((−1, 0, 1)). Ale´m disso,3 1 30 2 0
3 1 3
 −→




C(A) = 〈(3, 0, 3), (1, 2, 1)〉
e uma base para C(A) pode ser ((3, 0, 3), (1, 2, 1)).
d) Aplicando o Teorema de Laplace a` segunda linha da matriz A− λI, obte´m-se
pA(λ) = det(A− λI) = det
3− λ 1 00 2− λ 0
0 1 3− λ
 = (3− λ)2(2− λ).
Logo, 3 e´ um valor pro´prio duplo de A. Para determinar a multiplicidade geome´trica deste valor
pro´prio, calculemos o subespac¸o pro´prio associado a 3, i.e. V3 = {x = (x1, x2, x3) ∈ R3 :
(A− 3I)x = 0}. Como
A− 3I =
0 1 00 −1 0
0 1 0
 −→
0 1 00 0 0
0 0 0
 =⇒ (A− 3I)x = 0⇐⇒ x2 = 0.
Logo, V3 = {(x1, 0, x3) ∈ R3} = 〈(1, 0, 0), (0, 0, 1)〉, donde se conclui que dimS3 = 2 e a
multiplicidade geome´trica do valor pro´prio 3 e´ igual a 2 (igual a` sua multiplicidade alge´brica).
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Questa˜o 6 Se x e´ um vetor pro´prio de A associado ao valor pro´prio λ, enta˜o x 6= 0 e Ax = λx. De
A+AT = αIn, obte´m-se
(A+AT )x = (αIn)x⇔ Ax+ATx = αx⇔ λx+ATx = αx⇔ ATx = αx−λx⇔ ATx = (α−λ)x.
Logo, x e´ um vetor pro´prio de AT associado ao valor pro´prio α− λ.
Exame [MIEINF 2015/2016]
Nas questo˜es 1 a 4, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F), assinalando a
opc¸a˜o conveniente.
Questa˜o 1 Considere as matrizes
A =
 3 3 33 6 9
3 9 18
 e B =
 1 −1 1/3−1 5/3 −2/3
1/3 −2/3 1/3
 V F
a) A = B−1. © ©
b) car(A) = 2. © ©
c) detA = 27. © ©
d) detB = −19 . © ©
Questa˜o 2 Considere o seguinte sistema de equac¸o˜es lineares nas inco´gnitas x, y e z:
−x+ 3y − 2z = α− 2
x− y + 2z = 2
2x− y + (2 + β)z = 2
, α, β ∈ R.
V F
a) Se β = 2 e α = −4, o sistema e´ poss´ıvel e determinado e (0,−2, 0) e´ a sua soluc¸a˜o. © ©
b) Se β = −2, o sistema e´ poss´ıvel e determinado qualquer que seja o valor de α. © ©
c) Se β 6= 2 e α = −4, o sistema e´ imposs´ıvel. © ©
d) O sistema nunca e´ duplamente indeterminado. © ©
Questa˜o 3 Sejam u1,u2,u3 treˆs vetores linearmente independentes do espac¸o vetorial R4. V F
a) dim〈u1,u2,u3,u1 + u2〉 = 4. © ©
b) Os vetores u1,u2,u3 geram um subespac¸o de R4 de dimensa˜o 3. © ©
c) O vetor nulo na˜o pode escrever-se como combinac¸a˜o linear de u1,u2,u3. © ©
d) Qualquer vetor de R4 e´ combinac¸a˜o linear de u1,u2,u3 . © ©
Questa˜o 4 Considere a matriz A =






a) Os valores pro´prios de A sa˜o −1, 1, 3. © ©
b) det(A+ 3I3) = 0. © ©
c) O subespac¸o pro´prio associado ao maior valor pro´prio e´ 〈(2, 0, 2)〉 . © ©
d) A e´ diagonaliza´vel. © ©
Questa˜o 5 Considere, no espac¸o vetorial R4, os seguintes subespac¸os:
U = {(x, y, z, w) ∈ R4 : x+ y − z = 0} e V = 〈(1, 0, 1, 2), (0, 1, 1, 0), (3,−3, 0, 6)〉.
a) Determine uma base do subespac¸o U .
b) Diga, justificando, se U = V .
c) Determine k ∈ R tal que (1, 2, 3, k) ∈ V .
Questa˜o 6 Considere, para cada k ∈ R, a matriz Ak =
 3 0 k1 2 1
k 0 3
.
a) Determine, em func¸a˜o do valor de k, car(Ak).
b) Justifique que A0 e´ uma matriz invert´ıvel e calcule a terceira coluna de A
−1
0 .
c) Seja Ak a matriz de uma aplicac¸a˜o linear φk.
i. Determine φk(x, y, z).
ii. Indique os valores de k para os quais a aplicac¸a˜o φk e´ injetiva.
iii. Determine Nucφ3 e diga qual a sua dimensa˜o.
Questa˜o 7 Seja A uma matriz quadrada de ordem n, anti-sime´trica.
a) Mostre que, se n for ı´mpar, enta˜o detA = 0.
b) Mostre, atrave´s de um exemplo, que, se n for par, enta˜o na˜o se tem necessariamente detA = 0.
Exame [MIEINF 2015/2016] :: resoluc¸a˜o
Questa˜o 1 V F V F Questa˜o 2 F V F V Questa˜o 3 F V F F Questa˜o 4 V F V V
Questa˜o 5
a) Temos
U = {(x, y, z, w) ∈ R4 : x+ y − z = 0}
= {(x, y, z, w) ∈ R4 : z = x+ y}
=
{




x(1, 0, 1, 0) + y(0, 1, 1, 0) + w(0, 0, 0, 1) : x, y, w ∈ R
}
= 〈(1, 0, 1, 0), (0, 1, 1, 0), (0, 0, 0, 1)〉,
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o que mostra que os vetores u1 = (1, 0, 1, 0),u2 = (0, 1, 1, 0) e u3 = (0, 0, 0, 1) geram U . Por
outro lado, a matriz com esses vetores dispostos em linha1 0 1 00 1 1 0
0 0 0 1

e´ uma matriz (em escada) cuja caracter´ıstica e´ igual a 3. Isso significa que os vetores u1,u2,u3
sa˜o linearmente independentes. Assim, podemos afirmar que ((1, 0, 1, 0), (0, 1, 1, 0), (0, 0, 0, 1)) e´
uma base de U .
b) Como 1 0 1 20 1 1 0
3 −3 0 6
→
1 0 1 20 1 1 0
0 −3 −3 0
→
1 0 1 20 1 1 0
0 0 0 0
 ,
temos que ((1, 0, 1, 2), (0, 1, 1, 0)) e´ uma base de V , pelo que dimV = 2; o resultado da al´ınea
anterior diz-nos que dimU = 3, pelo que U 6= V .
c) Mostra´mos, na al´ınea anterior, que V = 〈(1, 0, 1, 2), (0, 1, 1, 0)〉. Seja A a matriz cujas colunas
sa˜o os vetores (1, 0, 1, 2) e (0, 1, 1, 0) e seja u = (1, 2, 3, k)T . Temos que






















0 0 k − 2
0 0 0

Assim, podemos concluir que
(1, 2, 3, k) ∈ V ⇐⇒ k − 2 = 0 ⇐⇒ k = 2.
Outra forma de resolver esta questa˜o:
Temos








1 0 1 2








1 0 1 20 1 1 0
1 2 3 k
→
1 0 1 20 1 1 0
0 2 2 k − 2
→
1 0 1 20 1 1 0
0 0 0 k − 2

Assim, v = (1, 2, 3, k) ∈ V ⇐⇒ k − 2 = 0 ⇐⇒ k = 2
Questa˜o 6 a) Convertamos Ak na forma em escada:
Ak =
 3 0 k1 2 1
k 0 3
→
 3 0 k0 0 1− k3








= 0 ⇐⇒ 9− k2 = 0 ⇐⇒ k = −3 ou k = 3.
Assim:
Para k 6= −3 e k 6= 3, tem-se carAk = 3; para k = 3 ou k = −3, tem-se carAk = 2.
b) Como vimos na al´ınea anterior, tem-se carA0 = 3; sendo A0 uma matriz quadrada com carac-
ter´ıstica igual a` ordem, podemos concluir que A0 e´ invert´ıvel. A terceira coluna de A
−1
0 pode
obter-se resolvendo o sistema A0x = e3 onde e3 = (0, 0, 1)
T . Tem-se 3 0 0 01 2 1 0
0 0 3 1
→
 3 0 0 00 2 1 0
0 0 3 1

A u´ltima matriz acima e´ a matriz ampliada do seguinte sistema
3x1 = 0
2x2 + x3 = 0
3x3 = 1
Resolvendo este sistema por substituic¸a˜o inversa, obte´m-se
x1 = 0, x2 = −1/6, x3 = 1/3.









 3x+ kzx+ 2y + z
kx + 3z
 ,
tem-se φk(x, y, z) = (3x+ kz, x+ 2y + z, kx+ 3z).
ii. Temos que
φk injetiva ⇐⇒ dim Nuc(φk) = 0 ⇐⇒ carAk = 3.
Usando os resultados da al´ınea a), conclu´ımos que φk e´ injetiva se e so´ se k 6= −3 e k 6= 3.
iii. Temos que
Nucφ3 = {x ∈ R3 : φ3(x) = 0} = {x ∈ R3 : A3x = 0}.
Temos, enta˜o, de encontrar as soluc¸o˜es do sistema homoge´neo A3x = 0. Na al´ınea a) ja´
convertemos Ak na forma em escada; fazendo k = 3, tem-se a matriz 1 2 10 −6 0
0 0 0
 .
Calculando as soluc¸o˜es do sistema homoge´neo correspondente, vem
x3 = α, x2 = 0, x1 = −α, α ∈ R.
Assim, tem-se
Nucφ3 = {(−α, 0, α) : α ∈ R} = 〈(−1, 0, 1)〉,
de onde se conclui de imediato que dim Nucφ3 = 1.
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Questa˜o 7 a) Tem-se
A anti-sime´trica ⇔ A = −AT
⇒ detA = det(−AT )
⇒ detA = (−1)n detAT




⇒ 2 detA = 0
⇒ detA = 0.






e´ uma matriz anti-sime´trica e tem-se detA = 1.
Exame [OCV 2011/2012]
Nas questo˜es 1 a 5, indique, para cada al´ınea, se a afirmac¸a˜o e´ verdadeira (V) ou falsa (F), assinalando a
opc¸a˜o conveniente.
Questa˜o 1 Considere as matrizes
A =
2 2 22 0 −2
2 −2 2
 e B =




a) detA = −32. © ©
b) A = B−1. © ©
c) detB = −3/8. © ©
d) x = (1, 0, 3) e´ um vetor pro´prio de A. © ©
Questa˜o 2 Considere o seguinte sistema de equac¸o˜es lineares
x− y + 2z = 1
−x+ 3y − 2z = α− 2
2x− y + (2 + β)z = 2
, α, β ∈ R.
V F
a) O sistema e´ poss´ıvel e determinado para β 6= 2. © ©
b) O sistema e´ poss´ıvel e indeterminado para β = 2 e α = 1 e
(4, 1,−1) e´ uma das suas soluc¸o˜es. © ©
c) O sistema e´ poss´ıvel e indeterminado para β = 2 e α = 1 e
(−6, 0, 3) e´ uma das soluc¸o˜es do sistema homoge´neo associado. © ©
d) O sistema e´ imposs´ıvel para β = −2 e α = 2. © ©
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Questa˜o 3 Seja A uma matriz quadrada de ordem 3, tal que detA = 5. V F
a) det(2AT ) = 10. © ©
b) O espac¸o das linhas de A tem dimensa˜o 3. © ©
c) 0 e´ um dos valores pro´prios de A. © ©
d) det( 15 adjA) =
1
5 . © ©
Questa˜o 4 Seja U = 〈(1, 1,−1, 1), (2, 1, 3, 0), (4, 3, 1, 2), (3, 1, 7,−1)〉. V F
a) B = ((1, 1,−1, 1), (2, 1, 3, 0)) e´ uma base de U . © ©
b) U = 〈(1, 1,−1, 1), (2, 1, 3, 0), (−1, 1,−9, 3)〉 . © ©
c) dimU = 3. © ©
d) (4, 1, 11, k) ∈ U se e so´ se k = −2. © ©
Questa˜o 5 Considere a aplicac¸a˜o linear T : R3 → R4 definida por
T (x, y, z) = (x− y + 3z, 2x+ 2y + 2z,−x+ y − 3z, 3x+ 4y + 2z), ∀(x, y, z) ∈ R3.
V F
a) dim ImT = 2. © ©
b) NucT = 〈(−2, 1, 1)〉 . © ©
c) T e´ uma aplicac¸a˜o sobrejetiva. © ©
d) (−3, 2, 3, 5) ∈ ImT . © ©
Questa˜o 6 Considere a matriz
A =
−1 −1 0−1 0 −1
0 −1 −1
 .
a) Determine os valores pro´prios de A.
b) Determine o subespac¸o pro´prio associado ao menor valor pro´prio de A e indique uma sua base.
c) Justifique que A e´ uma matriz invert´ıvel e determine a segunda coluna da matriz A−1.
Questa˜o 7 Sejam v1,v2, . . . ,vn vetores linearmente independentes de um espac¸o vetorial V . Prove que:
a) Sendo β 6= 0, os vetores βv1,v2, . . . ,vn, sa˜o linearmente independentes.
b) Os vetores v1 + v2,v2, . . . ,vn sa˜o linearmente independentes.
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Exame [Exame [OCV 2011/2012]] :: resoluc¸a˜o
Questa˜o 1 V V F F Questa˜o 2 V F V F Questa˜o 3 F V F V
Questa˜o 4 V V F V Questa˜o 5 V V F V
Questa˜o 6 a)
p(λ) = det
−1− λ −1 0−1 −λ −1
0 −1 −1− λ

= (−1− λ)(−λ)(−1− λ)−
[
(−1− λ) + (−1− λ)
]





= (−1− λ)(λ2 + λ− 2)
Enta˜o
p(λ) = 0 ⇐⇒ −1− λ = 0 ∨ λ2 + λ− 2 = 0 ⇐⇒ λ = −1 ∨ λ = −2 ∨ λ = 1
Assim, os valores pro´prios de A sa˜o λ1 = −2, λ2 = −1 e λ3 = 1.
b) O menor v.p. de A e´ λ1 = −2. Temos, enta˜o, de procurar o conjunto soluc¸a˜o do sistema
homoge´neo cuja matriz e´
A+ 2I =
 1 −1 0−1 2 −1
0 −1 1

Tem-se  1 −1 0−1 2 −1
0 −1 1
→
1 −1 00 1 −1
0 −1 1
→
1 −1 00 1 −1
0 0 0

A matriz condensada corresponde ao sistema{
x− y = 0
y − z = 0
Fazendo z = α e substituindo nas equac¸o˜es anteriores obte´m-se x = α, y = α. Assim,
V−2 = {(α, α, α) : α ∈ R} = 〈(1, 1, 1)〉.
Como o vetor (1, 1, 1) e´ na˜o nulo (logo linearmente independente), conclu´ımos que esse vetor
constitui uma base de V−2.
c) A e´ invert´ıvel porque na˜o tem zero como valor pro´prio. A segunda coluna da inversa de A e´ a
soluc¸a˜o do sistema Ax = e2, onde e2 =
01
0









α1(v1 + v2) + α2v2 + · · ·+ αnvn = 0⇒ α1v1 + (α1 + α2)v2 + · · ·+ αnvn = 0
⇒ α1 = 0, α1 + α2 = 0, . . . αn = 0 (porque v1, . . . ,vn sa˜o l. i.)
⇒ α1 = 0, α2 = 0, . . . , αn = 0 (porque α1 6= 0)
Logo, os vetores v1 + v2,v2, . . . ,vn, sa˜o linearmente independentes.
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