Zeroth-order (gradient-free) method is a class of powerful optimization tool for many machine learning problems because it only needs function values (not gradient) in the optimization. In particular, zeroth-order method is very suitable for many complex problems such as black-box attacks and bandit feedback, whose explicit gradients are difficult or infeasible to obtain. Recently, although many zeroth-order methods have been developed, these approaches still exist two main drawbacks: 1) high function query complexity; 2) not being well suitable for solving the problems with complex penalties and constraints. To address these challenging drawbacks, in this paper, we propose a novel fast zeroth-order stochastic alternating direction method of multipliers (ADMM) method (i.e., ZO-SPIDER-ADMM) with lower function query complexity for solving nonconvex problems with multiple nonsmooth penalties. Moreover, we prove that our ZO-SPIDER-ADMM has the optimal function query complexity of O(dn + dn 2 ). Finally, we utilize a task of structured adversarial attack on black-box deep neural networks to demonstrate the efficiency of our algorithms.
Introduction
Zeroth-order (gradient-free) method is a powerful optimization tool for many machine learning problems, where the gradient of objective function is not available or computationally prohibitive. For example, zeroth-order optimization methods have been applied to bandit feedback analysis [1] , reinforcement learning [6] and adversarial attacks on black-box deep neural networks (DNNs) [5, 26] . Table 1 : Convergence properties comparison of the zeroth-order ADMM algorithms for finding an -approximated (local) solution. C, NC, S, NS and mNS are the abbreviations of convex, non-convex, smooth, non-smooth and the sum of multiple non-smooth functions, respectively. d is the dimension of data and n denotes the sample size. attack to black-box DNNs [5, 26] . Thus, Ghadimi and Lan [10] studied the zeroth-order stochastic gradient descent (ZO-SGD) methods for nonconvex optimization. To accelerate the ZO-SGD, Liu et al. [26, 24] proposed fast zeroth-order stochastic variance-reduced gradient (ZO-SVRG) methods using the SVRG [21] . For big data optimization, asynchronous parallel zeroth-order methods [23, 12] and distributed zeroth-order methods [13] have been developed. More recently, to reduce function query complexity, the SPIDER-SZO [7] and ZO-SPIDER-Coord [19] have been introduced using stochastic path-integrated differential estimator, i.e., SPIDER [7] , which is improved by SpiderBoost [37] and is also a variant of stochastic recursive gradient algorithm (SARAH [29] ). To deal with the nonsmooth regularization, Ghadimi et al. [11] , Huang et al. [18] proposed some zeroth-order proximal stochastic gradient methods. However, these nonconvex zeroth-order methods still are not competent for many machine learning problems with complex nonsmooth penalties and constraints, such as the structured adversarial attack to black-box DNNs in [17] . More recently, thus, Huang et al. [17] proposed a class of nonconvex zeroth-order stochastic ADMM methods (i.e., ZO-SVRG-ADMM and ZO-SAGA-ADMM) to solve these complex problems. However, these zeroth-order ADMM methods suffer from high function query complexity (please see in Table 1 ).
In this paper, thus, we propose a class of faster zeroth-order stochastic ADMM methods with lower function query complexity to solve the following nonconvex nonsmooth problem: 
where A ∈ R l×d , B j ∈ R l×p , c ∈ R l , and f (x) : R d → R is a nonconvex and smooth function, and ψ j (y j ) : R p → R is a convex and possibly nonsmooth function for all j ∈ [m], m ≥ 1. Note that the explicit gradients of {f i (x)} n i=1 are difficult or infeasible to obtain. Under this case, we have to use the zeroth-order methods [28, 26] to estimate gradient of each f i (x). For the problem (1), its finite-sum subproblem generally comes from the empirical loss minimization in machine learning, and its online subproblem generates from the expected loss minimization, where the random variable ξ follows an unknown data distribution. To address the online subproblem, we extend our ZO-SPIDER-ADMM to the online setting, and propose an online ZO-SPIDER-ADMM algorithm. In summary, our main contributions are summarized as follows:
1) We propose a fast zeroth-order stochastic ADMM method (i.e., ZO-SPIDER-ADMM ) with lower function query complexity to solve the problem (1).
2) We prove that the ZO-SPIDER-ADMM has the optimal function query complexities of O(dn + dn 3) We extend the ZO-SPIDER-ADMM to the online setting, and propose a faster online zeroth-order ADMM method (i.e., ZOO-SPIDER-ADMM). Moreover, we prove that the ZOO-SPIDER-ADMM has the optimal query complexities of O(d −   3 2 ), which improves the existing best result by a factor O( 
Related Work
ADMM [8, 4] is a popular optimization method in solving the composite and constrained problems in machine learning. Due to the flexibility in splitting the objective function into loss and complex penalty, the ADMM can relatively easily solve some problems with complicated structure penalty such as the graph-guided fused lasso [22] , which are too complicated for the other popular optimization methods such as proximal gradient methods [3] . Thus, ADMM has been widely studied in recent years [30, 39] . For large-scale optimization, some stochastic ADMM methods [31, 33, 40 , 27] have been proposed. In fact, the ADMM method is also successful in solving many nonconvex machine learning problems such as training neural networks [34] . Thus, the nonconvex ADMM and its stochastic version methods have been developed in [35, 36, 14, 20] . At the same time, the nonconvex stochastic ADMM methods [15, 16] have been studied. So far, the above ADMM methods need to repeatedly calculate gradients of the loss function over the iterations. However, in many machine learning problems, the gradients of objective functions are difficult or infeasible to obtain. For example, in adversarial attack to black-box DNNs [5, 26] , only evaluation values (i.e., function values) are provided. Thus, [25, 9] have proposed the zeroth-order online and stochastic ADMM methods for solving some convex problems. More recently, [17] has proposed the nonconvex ZO-SVRG-ADMM and ZO-SAGA-ADMM methods.
Faster Zeroth-Order Stochastic ADMM Methods
In this section, we propose a faster zeroth-order stochatic ADMM method (i.e., ZO-SPIDER-ADMM) to solve the problem (1) based on the SPIDER method. Moreover, we extent the ZO-SPIDER-ADMM to the online setting, and propose a faster online zeroth-order ADMM, i.e., ZOO-SPIDER-ADMM.
First, we give the augmented Lagrangian function of the problem (1) as follows:
where λ ∈ R l denotes the dual variable and ρ > 0 denotes the penalty parameter. In the problem Algorithm 1 ZO-SPIDER-ADMM Algorithm 1: Input: b, K, ρ > 0 and η > 0; 2: Initialize:
if mod (k, q) = 0 then 5:
Uniformly randomly pick a mini-batch S (|S| = b) from {1, 2, · · · , n} with replacement, then update
end if 9:
Hj for all j ∈ [m];
10:
11:
− c); 12: end for 13: Output: {x, y [m] , λ} chosen uniformly random from {x k , y
(1), the explicit expression of gradient for each function f i (x) is not available, and only function value of f i (x) is available. Thus, we use the coordinate smoothing gradient estimator [26] to evaluate gradients as follows:
where µ j > 0 is a coordinate-wise smoothing parameter, and e j is a standard basis vector with 1 at its j-th coordinate, and 0 otherwise. Without loss of generality, let µ = µ 1 = · · · = µ d . Considering the case that the sample size n is large, we use the mini-batch size samples instead of the whole samples in estimating gradient of f (x). Algorithm 1 describes the ZO-SPIDER-ADMM algorithm.
Since we use the inexact stochastic zeroth-order gradient to update x, we define an approximated function of L ρ (x, y [m] , λ) over x k as follows:
where η > 0 is a step size and G 0. At the step 10 of Algorithm 1, we can easily obtain
To avoid computing inverse of matrix
Algorithm 2 ZOO-SPIDER-ADMM Algorithm 1: Input:
At the step 9 of Algorithm 1, we update the parameter y j by solving the following subproblem
2 , then we can use the following proximal operator to update each y j :
where
Next, we extend the above ZO-SPIDER-ADMM method to the online setting, and propose an online ZO-SPIDER-ADMM (i.e., ZOO-SPIDER-ADMM) to solve the online problem (1). In the online setting, f (x) = E ξ [f (x, ξ)] denotes a population risk over an underlying data distribution. The online problem 1 can be viewed as having infinite samples, so we are not able to estimate zerothorder gradient of the function f (x). In this case, we use the sampling method to evaluate the full zeroth-order gradient. The online ZO-SPIDER-ADMM is described in Algorithm 2.
Theoretical Analysis
In the section, we study the convergence properties of both the ZO-SPIDER-ADMM and ZOO-SPIDER-ADMM methods. All related proofs are provided in the supplementary document. First, we restate the standard -approximate stationary point of the problem (1), used in [20, 16] . Definition 1. Given > 0, the point (x * , y *
[m] , λ * ) is said to be an -stationary point of the problem (1), if it holds that
Next, we give some standard assumptions regarding the problem (1) as follows:
Assumption 2. For the expectation setting, the variance is bounded, i.e., E ∇f (
Full gradient of loss function f (x) is bounded, i.e., there exists a constant δ > 0 such that for all x, it follows that ∇f (x) 2 ≤ δ 2 .
Assumption 3. f (x) and ψ j (y j ) for all j ∈ [m] are all lower bounded, and let f * = inf x f (x) > −∞ and ψ * j = inf yj ψ j (y j ) > −∞. Assumption 4. Matrix A is full row or column rank.
Assumption 1 imposes the smoothness on individual loss functions, which is commonly used in the convergence analysis of nonconvex algorithms [11] . Assumption 2 shows that both the full gradient and the variance of stochastic gradients have the bounded norm. Assumption 2 of the variance boundedness assumption is only needed for the online case. Assumptions 3 guarantees the feasibility of the optimization problem, which has been used in the study of nonconvex ADMMs [14, 20] . Assumption 4 guarantees the matrix A T A or AA T is non-singular, which is commonly used in the convergence analysis of nonconvex ADMM algorithms [14, 20] . Without loss of generality, we will use the full column rank matrix A in the following.
Convergence Analysis of the ZO-SPIDER-ADMM
In this subsection, we study the convergence properties of the ZO-SPIDER-ADMM algorithm. Throughout the paper, let c k = k/q such that c k q ≤ k ≤ (c k + 1)q − 1. For notational simplicity, let
is generated from Algorithm 1, and define a Lyapunov function Ω k as follows:
, then we have
and Ω * is a lower bound of the function Ω k .
Next, based on the above Lemma 1, we give convergence properties of the ZO-SPIDER-ADMM. We begin with defining a useful variable
, ν max = max{ν 1 , ν 2 , ν 3 } and Ω * is a lower bound of the function Ω k . It implies that the iteration number K and the smoothing parameter µ satisfy
, the ZO-SPIDER-ADMM has convergence rate of O( ) is generated from the following two parts: The first part O(nd) is generated from using 2nd function values to compute the zeroth-order full gradient; The second part O(n
is generated from using 4bd function values to compute b = n 1 2 mini-batch zeroth-order stochastic gradient at each iteration, and our algorithm needs to K = O( 1 ) iterations to obtain -approximate stationary point.
Convergence Analysis of Online ZO-SPIDER-ADMM
In this subsection, we study the convergence properties of online ZO-SPIDER-ADMM (i.e., ZOO-SPIDER-ADMM) algorithm. Lemma 2. Suppose the sequence {x k , y
is generated from Algorithm 2, and define a Lyapunov function Φ k as follows:
, and Φ * is a lower bound of the function Φ k .
Next, based on the above Lemma 2, we give convergence properties of the ZOO-SPIDER-ADMM.
Theorem 2. Suppose the sequence {x k , y
, ν max = max{ν 1 , ν 2 , ν 3 }, and Φ * is a lower bound of the function Φ k . It implies that K, µ and b 1 satisfy
is an -approximate stationary point of (1), where k * = arg min k θ k .
Remark 2. Theorem 2 shows that given
, the ZOO-SPIDER-ADMM has the optimal function query complexity of
2 ) for finding an -approximate stationary point.
Experimental Results
In this section, we utilize the task of structured adversarial attacks on black-box DNNs [17] to verify efficiency of our algorithms. In the experiment, we compare our algorithm (ZO-SPIDER-ADMM) with the ZO-SVRG-ADMM [17] , ZO-SAGA-ADMM [17] , and zeroth-order stochastic ADMM (ZO-SGD-ADMM) without variance reduction. 10,000 32 × 32 × 3 10
Experimental Setup
In this experiment, we focus on generating some adversarial samples to attack the pre-trained DNNs, whose parameters and structures are hidden from us and only its outputs are accessible. As in [38, 17] , we try to learn some interesting structures in the adversarial samples, which can fool the black-box DNNs. Specifically, we try to find an universal structured adversarial perturbation w ∈ R d that could fool the samples
. In fact, this task can be described as the following problem:
represents the final layer output before softmax of neural network, and the overlapping groups {G p,q }, p = 1, · · · , P, q = 1, · · · , Q generate from dividing an image into sub-groups of pixels. Here φ(x) ensures validness of the generated adversarial examples. Specifically, φ(w) = 0 if
In the experiment, we use the pre-trained DNN models on four benchmark datasets in Table 2 as the target black-box models. These pre-trained DNNs on MNIST, Fashion-MNIST, SVHN and CIFAR10 can attain 99.4%, 91.8%, 93.2% and 80.8% test accuracy, respectively. In the experiment, we set the tuning parameters ε = 0.4, τ 1 = τ 2 = 0.5, τ 3 = 1, and the smoothing parameter µ =
. For these datasets, the kernel size for overlapped group lasso is set to 3 × 3 and the stride is one. In the non-online setting, we select 40 samples from each class, and choose 4 as the batch size. In the online setting, we select 500 samples from each class, and choose 10 as the batch size. Figure 3 : Learned structured perturbations. The red label represents successfully attack. Figure 1 shows that the attack loss (i.e. the first term in the problem (9)) of our algorithm faster decrease than the other algorithms, as the iterate number increases. Figure 2 shows that the attack loss of online algorithm also faster decrease than the other online algorithm, as the iterate number increases. Note that the ZOO-ADMM [25] and ZO-GADM [9] are similar algorithms, and ZOO-ADMM uses better zeroth-order gradient estimator, so we choose the ZOO-ADMM as a comparative method. These results demonstrate that our algorithm has lower function query complexity than other algorithms. Figure 3 shows that some structure perturbations are estimated by our methods, which can successfully attack the corresponding DNNs.
Experimental Results

Conclusion
In this paper, we proposed a fast ZO-SPIDER-ADMM method with lower function query complexity to solve the problem (1). Moreover, we proved that the ZO-SPIDER-ADMM has the optimal function query complexity of O(dn + dn ). Further, we extended the ZO-SPIDER-ADMM method to the online setting, and propose a fast ZOO-SPIDER-ADMM method. We also proved that the ZOO-SPIDER-ADMM method has the optimal function query complexity of O(d [21] Rie Johnson and Tong Zhang. Accelerating stochastic gradient descent using predictive variance reduction.
In NIPS, pages 315-323, 2013.
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A Supplementary Materials
In this section, we at detail study the convergence properties of both the ZO-SPIDER-ADMM and ZOO-SPIDER-ADMM algorithms. Throughout the paper, let c k = k/q such that c k q ≤ k ≤ (c k + 1)q − 1. First, we restate some useful lemmas.
Lemma 3.
[32] For random variables z1, · · · , zn are independent and mean 0, we have
ej, for any given smoothing parameter µ > 0 and any x ∈ R d , we have
Proof. Applying the mean value theorem to the gradient ∇f (x), we have, for some 0 < tj < 1,
where the third equality holds by the definition of ej ( i.e., a standard basis vector with 1 at its j-coordinate, and 0 otherwise. ) , and the second inequality holds by Assumption 1.
where I(·) is the indicator function, and σ satisfies the inequality
Proof. First, we set zi =∇coordfi(xc k q ) −∇coordf (xc k q ) and Ii = I(i ∈ S1). It easy verifies that E[I
, i = j. Then, we have
where the last equality follows by 1 n n i=1 zi = 0, and the last inequality follows by Lemma 4 and the inequality
Lemma 6.
[19] Under Assumption 1, and given
with S2 ⊆ {1, 2, · · · , n}, then we have, for any c k q ≤ k ≤ min{(c k + 1)q − 1, K},
where I(·) is the indicator function, and
Proof. First we consider the case when k ≥ c k q + 1.
It follows that the sequence {vt −∇coordf (xt)} h t=c k q is a martingale.
By using the property of square-integrable martingales in [7] , we have, for c k q + 1 ≤ h ≤ k,
The above equality (16) implies that
Next, we give an upper bound of the term T1, we have
where the second equality holds by the Lemma 3; the forth equality holds by the equality
2 ; and the last inequality holds by the Lemma 4. Combining (17) with (18), we have
Telescoping the above inequality (19) over h from c k q + 1 to k, we have
where the second inequality follows by the Lemma 5.
For the case when k = c k q, by
, it is easy verify that the inequality (15) also holds.
Notations: To make the paper easier to follow, we give the following notations:
• · denotes the vector 2 norm and the matrix spectral norm, respectively.
where G is a positive definite matrix.
• σ A min and σ A max denote the minimum and maximum eigenvalues of A T A, respectively.
• σ • σmin(Hj) and σmax(Hj) denote the minimum and maximum eigenvalues of matrix Hj for all j ∈ [m], respectively; σmin(H) = min j∈[m] σmin(Hj) and σmax(H) = max j∈[m] σmax(Hj).
• σmin(G) and σmax(G) denotes the minimum and maximum eigenvalues of matrix G, respectively; the conditional number κG =
.
• µ denotes the smoothing parameter of the zeroth-order gradient estimator.
• η denotes the step size in updating variable x.
• L denotes the Lipschitz constant of ∇f (x).
A.1 Convergence Analysis of the ZO-SPIDER-ADMM
In this subsection, we study the convergence analysis of the ZO-SPIDER-ADMM. We begin with giving some useful lemmas.
Lemma 7. Given zeroth-order gradient v k used in Algorithm 1, we have
Proof. In Algorithm 1, we have |S2| = b, and |S1| = n. By Lemma 6, we have
where the second inequality holds by I(|S1| < n) = 0, and the inequality
It follows that
where the second inequality holds by the above inequality (21), and Lemmas 4.
from Algorithm 1, it holds that
Proof. Using the optimal condition of the step 10 in Algorithm 1, we have
Using the step 11 of Algorithm 1, we have
It follows that 
where the first inequality follows by
, and the third inequality follows by Lemma 7.
Lemma 9. Suppose the sequence {x k , y
Proof. By the optimal condition of step 9 in Algorithm 1, we have, for
,y k
where the first inequality holds by the convexity of function ψj(y), and the second equality follows by applying the equality (a − b)
Telescoping inequality (29) over j from 1 to m, we obtain
where σ
Using the optimal condition of step 10 in Algorithm 1, we have
Combining (31) and (32), we have
where the second equality follows by applying the equality (a − b)
Bjy k+1 j − c); the third inequality follows by the inequality
, and the forth inequality holds by Lemma 7. It follows that
By using the step 11 in Algorithm 1, we have
where the above inequality holds by Lemma 8.
Combining (30), (33) and (34), we have
Next, we define a useful Lyapunov function Ω k as follows:
where the first inequality holds by the inequality (35) and the equality
Since c k q ≤ k ≤ (c k + 1)q − 1, and let c k q ≤ t ≤ (c k + 1)q − 1, then telescoping inequality (37) over k from c k q to k, we have
where the second inequality holds by the fact that
Since b = q, we have
, we have
where the first inequality holds by κG ≥ 1 and b ≥ 1 ≥ α 2 and the second inequality holds by ρ =
Since A is a full column rank matrix, we have (
. Using (26), then we have
where the first inequality is obtained by applying a, b ≤ 1 2β
, respectively, and the second inequality follows by Lemma 7 and Assumption 2, and the last inequality holds by Assumption 3. By the definition of Ω k , then we have, for all k = 0, 1, 2, · · ·
It follows that the function Ω k is bounded from below. Let Ω * denotes a lower bound of function Ω k .
Telescoping inequality (38) over k from 0 to K, we have
Since b = q, we obtain
Next, based on the above lemmas, we study the convergence properties of ZOO-SPIDER-ADMM algorithm. For notational simplicity, let
and νmax = max{ν1, ν2, ν3} and Ω * is a lower bound of the function Ω k . It implies that the iteration number K and smoothing parameter µ satisfy
is an -approximate stationary point of the problem (1), where k * = arg min k θ k .
Proof. First, we define a useful variable
By the optimal condition of the step 9 in Algorithm 1, we have, for all j ∈ [m]
where the first inequality follows by the inequality
By the step 10 of Algorithm 1, we have
where the second inequality holds by b = q.
By the step 11 of Algorithm 1, we have
Next, combining the above inequalities (46), (47) and (48), we have
where the second inequality holds by the inequality (44) and
and νmax = max{ν1, ν2, ν3}.
, since m is relatively small, it easy verifies that νmax = O(1) and γ = O(1), which are independent on n and K. Thus, we obtain
A.2 Convergence Analysis of Online ZO-SPIDER-ADMM
In this subsection, we study the convergence analysis of the Online ZO-SPIDER-ADMM (i.e., ZOO-SPIDER-ADMM). We begin with giving some useful lemmas.
Lemma 10. Given the zeroth-order gradient v k used in Algorithm 2, we have
Proof. Since the online problem (1) can be viewed as having infinite samples, i.e., n = +∞, we have I(|S1| < n) = 1. In Algorithm 1, we have |S1| = b1 and |S2| = b2. By the Lemma 6, and Assumption 2, i.e.,
where the second inequality follows by k − c k q ≤ q, and I(|S1| < n) = 1.
It follows that
where the second inequality holds by the above inequality (52) and the Lemma 4.
Lemma 11. Given the sequence {x k , y
from Algorithm 2, it holds that
Proof. The proof of this lemma is the same as the proof of Lemma 8.
Lemma 12. Suppose the sequence {x k , y
Proof. The proof of this lemma is the similar to Lemma 9. By the optimal condition of step 9 in Algorithm 2, we have, for
Telescoping inequality (57) over j from 1 to m, we obtain
Using the optimal condition of step 10 in Algorithm 2, we have
Combining (59) and (60), we have
, and the forth inequality holds by Lemma 10. It follows that
Using the step 10 in Algorithm 2, we have
where the above inequality holds by Lemma 11.
Combining (58), (61) and (62), we have
Next, we define a useful Lyapunov function Φ k as follows:
Since c k q ≤ k ≤ (c k + 1)q − 1, and let c k q ≤ t ≤ (c k + 1)q − 1, then telescoping inequality (37) over k from c k q to k, we have 
Since b2 = q, we have 
Since b2 = q, we obtain , then we have
where ϑ1 = and νmax = max{ν1, ν2, ν3}, and Φ * is a lower bound of the function Φ k . It implies that the parameters K, b1 and µ satisfy
then (x k * , y k *
[m] , λ k * ) is an -approximate stationary point of the problem (1), where k * = arg min k θ k .
Proof. First, we define a useful variable θ k = E x k+1 − x k 2 + x k − x k−1 2 + 
By the step 10 of Algorithm 2, we have
where the second inequality holds by the inequality (72) and
