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VIIIIntroduzione
Negli ultimi anni, molti studiosi hanno portato la loro attenzione sullo studio
del comfort negli ambienti di lavoro e di vita quotidiana scoprendo la presenza di
una forte corrispondenza tra i dati ambientali ottenuti ed il rendimento cognitivo
e il livello di attenzione delle persone occupanti i luoghi indagati. Il qui presente
lavoro di tesi, riguarda appunto la progettazione e lo sviluppo di un sistema per
il monitoraggio ambientale per ambienti indoor: ` e stato pensato e progettato es-
senzialmente per poter stabilire la presenza di persone all’interno di un ambiente
chiuso. La novit` a portata da questo lavoro sta nel fatto che, l’indice di presenza
o meno, viene deciso in base ad alcune grandezze ﬁsiche tipiche del monitoraggio
ambientale dell’aria; infatti, si ` e cercato di raggiungere lo scopo voluto racco-
gliendo semplicemente dati di temperatura, umidit` a, luce e CO2. Un sistema che
riesca a determinare la presenza di persone o meno, riuscirebbe in questo caso a
dare delle informazioni importanti ai sistemi di comfort installati ( impianti di
areazione , tapparelle automatizzate, ecc...) per migliorare le condizioni di lavoro
in uﬃci o altro.
Non sempre l’installazione di un sistema elettonico nell’ambito delle infra-
strutture (uﬃci,scuole,ecc...) si rivela di facile attuazione: molte volte, infatti,
non ` e possibile agire nell’impianto elettrico dei locali per aggiungere cavi di ali-
mentazione, di rete e quant’altro. Alcune applicazioni cercano di ovviare a tale
questione utilizzando sistemi wireless in cui non ` e necessaria alcuna modiﬁca
all’impianto gi` a esistente.
Anche in questo progetto di tesi si ` e utilizzata una rete si sensori wireless
per il monitoraggio di pi` u nodi contemporaneamente. La rete utilizzata ` e di tipo
Mesh con protocollo ZigBee; tutti i nodi comunicano le proprie informazioni con
un nodo centrale, un miniPC, collegato a quest’ultimo riesce ad immagazzinarli
e a pubblicarli su una pagina web diventando disponibili agli utenti della rete.
IXXCapitolo 1
Monitoraggio e Reti Wireless
In questo primo capitolo, verr` a aﬀrontato il tema delle reti di sensori wireless
per scopi di monitoraggio ambientale; in particolare, verranno discusse le princi-
pali caratteristiche di tali tipi di sistema partendo dai punti di forza, vedondone
le possibili applicazioni sino ad arrivare ai possibili sviluppi per il futuro.
1.1 Monitoraggio tramite WSN
Con il termine ‘Wireless Sensor Network’ (o WSN) si indica una determinata
tipologia di rete che, caratterizzata da una architettura distribuita, ` e realizza-
ta da un insieme di dispositivi elettronici autonomi in grado di prelevare dati
dall’ambiente circostante e di comunicare tra loro.
Una WSN pu` o quindi essere deﬁnita come un insieme di nodi wireless in-
terconnessi (anche detti mote, sensor node), aventi poca RAM e una CPU con
prestazioni relativamente basse. La struttura di una Wireless Sensor Network
prevede solitamente diversi nodi wireless sparsi in un’area, che inviano periodi-
camente dati rilevati tramite sensori ad un punto di raccolta, detto base station
o gateway oppure coordinatore, il quale gestisce la rete, raccoglie i dati dei nodi
e li inoltra ad un altro sistema remoto per ulteriori elaborazioni.
Come precedentemente accennato, una Sensor network oﬀre una vasta gam-
ma di utilizzi per esempio potrebbero essere la raccolta dati, la sorveglianza, il
monitoraggio, la telemetria e molti altri ancora.
In base alle prestazioni del mini-processore montato su ogni nodo ` e possibile
costruire una piccola applicazione con la quale, per esempio, si possono gestire ed
azionare degli attuatori o dei sistemi di controllo.
Le componenti basilari di una rete per un sistema di questo tipo sono:
1. un insieme di sensori distribuiti
2. una rete di interconnessioe (wireless nel caso in questione)
3. un punto di raccolta dei dati
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4. un insieme di risorse computazionali con prestazioni medio elevate nel punto
di arrivo dei dati della rete al ﬁne di eﬀettuare datalogging, correlazioni dei
dati, elaborazione, monitoraggio dello stato ecc...
Uno schema sempliﬁcativo della struttura di una rete di questo tipo ` e mostrato
in ﬁgura 1.1.
Figura 1.1: Struttura tipica di una WSN
Parte dell’elaborazione dei dati pu` o essere gi` a svolta all’interno della rete, in
modo da alleggerire il carico di lavoro dell’unit` a centrale (che altrimenti dovrebbe
eﬀettuare calcoli su molti dati). Le architetture di elaborazione e di comunicazione
dei dati sono speciﬁche del tipo di applicazione che si sta realizzando; quindi, un
sistema di monitoraggio ambientale sar` a diverso da uno di sorveglianza militare.
1.2 Le WSNs nel corso degli anni
1.2.1 Scelte tecnologiche
I sensori di una rete WSN possono avere varie funzioni, scopi e possibilit` a
e, grazie alla continua evoluzione tecnologica, si scoprono sempre pi` u ambiti di
utilizzo. Le reti di sensori esistono gi` a da parecchio tempo: le centraline meteoro-
logiche, i radar di controllo del traﬃco aereo e la rete elettrica nazionale rappre-
sentano alcuni esempi. Tuttavia esse richiedono hardware specializzato e speciﬁci
protocolli, che rendono queste reti particolarmente costose, l’esatto contrario delle
WSN.
Lo sviluppo delle Wireless Sensor Network ` e iniziato molto recentemente ed
` e un ambito multidisciplinare poich´ e richiede conoscenze di radio e networking,
signal processing, gestione di database, intelligenza artiﬁciale, ottimizzazione del-
le risorse, algoritmi di risparmio energetico, architetture di sistemi per l’utente e
piattaforme tecnologiche (hardware e software). Inoltre, proprio il continuo svi-
luppo della tecnologia, spinge sempre pi` u lontano eventuali limiti progettuali.1.2. LE WSNS NEL CORSO DEGLI ANNI 3
Ad esempio, oggi esistono molti tipi di sensori, in grado di valutare diverse gran-
dezze, di dimensioni veramente ridotte, dall’ottima aﬃdabilit` a e dal basso con-
sumo energetico. I sensori attualmente sul mercato possono rilevare elettricit` a,
campo magnetico, onde radio, raggi infrarossi, coordinate geograﬁche, suoni, pres-
sione, parametri ambientali (luminosit` a, temperatura, umidit` a, vento,anidride
carbonica...), parametri biologici, parametri biochimici e altri ancora.
Un obiettivo commerciale che ` e stato preﬁssato ` e quello di realizzare sistemi
con sensori basati sui micro sistemi elettromeccanici (MEMS) della dimensione
totale di 1mm3 [1]. I dati rilevati dai sensori vengono spediti all’interno della
rete tramite dei collegamenti wireless a bassa potenza al punto di raccolta, che
` e spesso connesso ad Internet e che a sua volta pu` o inoltrare i dati ad un pun-
to di analisi. Il meccanismo di accesso al canale wireless ` e solitamente di tipo
contention-oriented ad accesso casuale, come deﬁnito nello standard IEEE 802.
Le WSN sono caratterizzate da alcuni aspetti chiave come, per esempio, i vin-
coli di potenza elaborativa, la durata limitata della batteria, un basso dutycycle
e connessioni many-to-one (molti-a-uno), che creano delle sﬁde progettuali nel-
l’ambito di trasporto dei dati, gestione della rete, disponibilit` a, conﬁdenzialit` a,
integrit` a e in-network processing.
Per di pi` u, lo stack del protocollo realizzato deve essere quanto pi` u leggero
possibile, per poter soddisfare i vincoli imposti dai limiti hardware dei nodi. Il
superamento di queste diﬃcolt` a, ha comportato un primo passo verso la creazione
di uno standard per le WSN: gi` a nei primi anni del 2000 furono deﬁniti degli
standard, che tuttavia erano proprietari. Solamente in seguito si ` e cercato di
crearne uno aperto.
Dapprima sono stati esaminati quelli gi` a disponibili ma son risultati non adatti
a tale scopo, in particolare:
• IEEE 802.11: richiede troppe risorse hardware e oﬀre una banda ben oltre
le necessit` a di un nodo della WSN (che trasmette pochissimi byte alla volta)
.
• Sistemi ad infrarossi: richiedono un allineamento visivo tra i nodi.
• IEEE 802.15.1 (Bluetooth): risulta troppo complesso e oneroso in ter-
mini pecuniari.
Cos` ı si ` e arrivati a deﬁnire un nuovo standard, l’IEEE 802.15.4 e lo ZigBee
(ZigBee deﬁnisce solo i layer software sopra l’802.15.4 e supporta diverse appli-
cazioni). Come si vedr` a meglio nei prossimi capitoli, l’IEEE 802.15.4 opera nella
banda radio ISM a 2.4 Ghz, permette data rate ﬁno a 250 kbps e un range tipico
tra i 10 e i 75 metri (in ambiente di utilizzo).
Ben prima della deﬁnizione di questi standard, furono create delle reti che
potrebbero sembrare molto simili alle WSN, le MANET , ma che in realt` a pre-
sentano sostanziali diﬀerenze. Le MANET, ovvero Mobile Ad Hoc Network, sono
reti costituite ad un preciso scopo e per soddisfare una necessit` a comunicativa im-
mediata. Solitamente le MANET sono reti wireless multihop e i nodi sono mobili.4 1. MONITORAGGIO E RETI WIRELESS
Una tipica MANET ` e quella che viene creata tra le varie squadre di soccorso du-
rante una situazione di disaster-recovery. Le sﬁde principali di una MANET sono
quelle di riorganizzare la rete quando i nodi si muovono e gestire i problemi deri-
vanti dalla comunicazione wireless (perdita di connessione, perdita di pacchetti,
distanza massima di trasmissione,...); in parte queste sono anche le sﬁde di una
WSN, ma i punti dove le due reti si diﬀerenziano veramente sono i seguenti:
1. Equipaggiamento e applicazioni: nelle MANET i terminali sono laptop,
alimentati da batterie grosse e vi ` e un utente umano; le applicazioni tipiche
sono le chiamate vocali o l’accesso a computer remoti (Web Server,...).
2. Speciﬁca d’uso: le MANET non hanno la stessa versatilit` a d’uso delle
WSN, e sono progettate solo a speciﬁci scopi ed usi, nonch´ e numero di
nodi.
3. Interazione con l’ambiente: le WSN interagiscono con l’ambiente. Ci` o
signiﬁca, ad esempio, che per un periodo in cui non vi sono cambiamenti
ambientali particolari, il traﬃco di rete ` e molto basso, mentre durante una
situazione di allarme, il traﬃco pu` o essere molto elevato. Le MANET invece
supportano un tipo di traﬃco classico, consumer, caratterizzato da voce e
dati.
4. Scalabilit` a: le WSN possono gestire migliaia di nodi, le MANET molti
meno.
5. Autoconﬁgurazione: entrambi i tipi di rete richiedono questa funziona-
lit` a, anche se ` e pi` u diﬃcile implementarla sulle WSN, a causa dei molti
vincoli gi` a presenti. In ogni caso, l’autoconﬁgurazione ` e l’aspetto in cui le
due reti pi` u si assomigliano.
6. Energia: le reti di sensori hanno vincoli di consumo energetico molto pi` u
restrittivi delle MANET, per le quali la sostituzione di una batteria non
presenta particolari problemi.
7. Aﬃdabilit` a e QoS: in una MANET ogni nodo deve garantire una certa
aﬃdabilit` a; in una rete di sensori, la perdita di un nodo non deve destare
preoccupazione. Per quanto riguarda il Quality of Service (QoS), una MA-
NET pu` o implementare delle politiche di QoS (ad esempio per il traﬃco
voce), mentre una WSN possiede una tipologia di QoS totalmente diversa,
dettata da altre regole (risparmio energetico in primis).
8. Semplicit` a e risorse limitate: il software di un nodo di una WSN deve
essere il pi` u leggero possibile e occupare poca RAM; in una MANET i tipi
di protocolli adoperati non soddisfano nessuna di queste condizioni.
9. Mobilit` a: in entrambi le reti ci possono essere nodi o gruppi di nodi in
movimento, ma nelle WSN ci` o pu` o implicare complicazioni maggiori.1.2. LE WSNS NEL CORSO DEGLI ANNI 5
Quindi, il fatto che le Sensor Network supportino vari tipi di applicazione,
interagiscano con l’ambiente e debbano ponderare vari tradeoﬀ, permette di con-
siderarle un sistema diverso dalle MANET. Dunque, anche a causa di queste dif-
ferenze tra le WSN e le MANET, ` e stato necessario deﬁnire un nuovo standard,
ovvero il gi` a citato IEEE 802.15.4.
1.2.2 Un p` o di storia
La storia di queste reti pu` o essere divisa in quattro fasi principali:
1. Sensor Network dell’epoca della guerra fredda: durante la guerra
fredda furono sviluppate negli Stati Uniti delle reti acustiche di sorveglianza
sottomarina, che vengono usate ancora oggi per rilevare attivit` a sismiche
sottomarine. Inoltre, nel Nord America, furono create delle reti di radar per
la difesa aerea, i cui sensori erano costituiti da degli aerei Airborn Warning
and Control System (AWACS) .
2. Iniziative del DARPA: Il maggior stimolo allo sviluppo delle reti di sen-
sori fu nei primi anni 80, quando il DARPA (Defence Advanced Research
Projects Agency) sponsorizz` o la creazione di Distributed Sensor Network
(DSN) per determinare se protocolli TCP/IP, insieme alla rete ARPA, po-
tessero essere usati come reti di sensori. Le DSN prevedevano diversi nodi
autonomi equamente spaziati, in grado di collaborare tra loro, il cui obiet-
tivo era quello di raccogliere i dati in nodi che potessero utilizzare al meglio
quelle informazioni. Le applicazioni delle DNS erano il calcolo distribuito,
il signal processing e il tracking. I componenti di queste reti erano sensori
acustici, protocolli di comunicazione di alto livello, algoritmi di calcolo e
software distribuito.
3. Applicazioni militari degli anni 80 e 90: in questo periodo furono svi-
luppati i primi prodotti commerciali derivanti dalla tecnologia delle DSN
che, proprio grazie alla commercializzazione, erano caratterizzati da un co-
sto minore e dall’implementazione dei primi standard. Tali reti di sensori
erano adoperati in situazioni di network-centric warfare, ovvero in ambienti
in cui i sistemi d’arma devono cooperare tra di loro scambiandosi infor-
mazioni sull’obiettivo. I sensori infatti erano in grado di tracciare obiettivi
multipli, anche molto distanti e con ottimi tempi di risposta. Esempi di que-
sta tecnologia erano le reti di radar per rilevare obiettivi aerei, reti di sensori
acustici negli oceani per rilevare sottomarini e reti di sensori schierate sul
campo di battaglia.
4. Ricerca attuale: dopo l’evoluzione tecnologica degli anni 90 e dei primi
anni del 2000, si ` e giunti ad una nuova generazione di sensori, che pu` o essere
deﬁnita come seconda generazione di prodotti commerciali. Il progresso ha
consentito lo sviluppo di tecnologie ad alta densit` a come i MEMS e i recen-
ti NEMS (Nanoscale Electromechanical Systems). La standardizzazione ` e6 1. MONITORAGGIO E RETI WIRELESS
diventata un fattore determinante per la diﬀusione delle WSN e la nascita
di sistemi Bluetooth, WiFi, Wimax e ZigBee ` e un fattore che abilita la con-
nettivit` a totale. Tutto ci` o, insieme a nuovi processori a basso costo e basso
consumo energetico, consente oggi di adoperare le reti di sensori per mol-
teplici applicazioni. La ricerca nelle soluzioni commerciali si sta muovendo
verso la deﬁnizione di topologie di rete mesh, peer-to-peer e cluster-tree, di
standard di sicurezza e di proﬁli di applicazioni comuni.
1.3 Applicazioni
Le reti di sensori fanno parte di un’area di studio molto attiva dal punto di
vista dell’innovazione tecnologica; grazie alle loro potenzialit` a riescono ad essere
impiegate in molti campi d’utilizzo. Per l’analisi delle varie applicazioni, una
prima suddivisione pu` o essere fatta in base alla ﬁnalit` a della rete. Di seguito si
riportano quattro macro-settori in cui ` e possibile dividere il mondo delle WSN.
• Monitoraggio. Questo tipo di rete viene utilizzata per tracciare in maniera
continuativa una certa grandezza. La sorgente da monitorare pu` o essere un
singolo sensore o una sottorete da cui proviene un aggregato di dati. Una
rete di questo genere richiede un campionamento solitamente isocrono e
ﬁsso con un consumo energetico considerevole.
• Riconoscimento di eventi. Un’altro importante scenario applicativo ri-
sulta essere l’event detection: la rete deve accorgersi di situazioni di ‘allar-
me’, ossia di quando una determinata grandezza esce dai livelli stabiliti.
Questo monitoraggio ` e potenzialmente meno pesante del precedente a li-
vello energetico, in quanto il nodo entra in uno stato attivo solo in casi
eccezionali.
• Classiﬁcazione di oggetti. L’obiettivo di queste reti ` e il riconoscimento di
alcune grandezze tra un insieme di prototipi noti. Questo implica un carico
computazionale superiore agli altri tipi di rete.
• Tracciamento di oggetti. In questo caso la rete funge da sistema di sor-
veglianza, riconoscendo e stimando la posizione di alcuni oggetti in una
determinata area geograﬁca.
Oltre a questa prima suddivisione si possono descrivere i vari scenari in cui
le WSN sono presenti. Inizialmente le Sensor Network erano adoperate solo in
contesti particolari come la rilevazione di radiazioni, tracciamento di obiettivi
e sorveglianza militare, rilevazione di dati biomedici, monitoraggio di un’area e
rilevazione di attivit` a sismiche. Pi` u recentemente, l’attenzione ` e stata rivolta verso
reti di sensori biologici e chimici per applicazioni di sicurezza nazionale, nonch´ e
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Un piccolo elenco di possibili applicazioni ` e il seguente:
• Settore Militare:
– monitoraggio di forze nemiche
– monitoraggio di forze alleate ed equipaggiamenti
– sorveglianza di campi di battaglia
– stima dei danni
– rilevazione di attacchi nucleari e biochimici
Come precedentemente detto, le WSN son nate, assieme a molte altri sistemi
e tecnologie oggi presenti nel mercato, da sviluppi per applicazioni belliche
e militari.
• Settore ambientale:
– rilevamento di incendi boschivi
– rilevamento di inondazioni
– monitoraggio di smottamenti e frane
– monitoraggio di microclimi
– agricoltura di precisione
Uno dei campi di maggior utilizzo delle WSN ` e il monitoraggio ambienta-
le. Con l’avanzare dell’industria e degli agenti inquinanti diventa essenziale
controllare aree geograﬁche molto estese, soprattutto a ridosso dei centri
abitati, per valutare l’impatto ambientale di alcune scelte umane.
Un altro ambito d’interesse ` e lo studio di zone pericolose, come vulcani o
zone a rischio sismico.
Gli studi scientiﬁci su ﬂora e fauna si possono avvalere di una rete di moni-
toraggio ambientale: questo porta anche nell’agricoltura un’ulteriore rivo-
luzione tecnologica, permettendo di controllare un certo tipo di coltura e
intervenire in tempo reale con trattamenti opportuni per debellare insetti
o situazioni critiche.
• Settore biomedico:
– monitoraggio a distanza di parametri ﬁsiologici
– tracking di medici e pazienti all’interno di un ospedale
– gestione dei medicinali
L’utilizzo di WSN all’interno di ospedali pu` o essere un valido supporto per
seguire costantemente alcuni parametri ﬁsiologici dei pazienti e rendere pi` u
ﬂessibili e portabili alcuni macchinari. Ma questo scenario ` e solo il primo8 1. MONITORAGGIO E RETI WIRELESS
passo verso una rete di sensori molto piccoli e distribuiti all’interno dei
tessuti che possano misurare la temperatura, la pressione sanguigna e molti
altri parametri di rilievo. Le prime applicazioni in questo senso si hanno
nei dispositivi di personal healthcare (per attivit` a ginniche soprattutto),
magari integrati in orologi da polso o bracciali appositi che rilevino il battito
cardiaco o le calorie bruciate durante l’attivit` a.
• Settore domestico
– Home Automation
– lettura contatori (Smart metering)
Tutti gli elettrodomestici pi` u moderni hanno un’elettronica molto evoluta e
il futuro consiste nell’interazione tra i vari elettrodomestici. L’unit` a di con-
trollo di questi dispositivi permette funzioni sempre pi` u avanzate, aprendo
uno scenario in cui i vari elettrodomestici possano collaborare autonoma-
mente per gestire in maniera eﬃciente le faccende domestiche. La chiave
per questo ` e la possibilit` a di comunicare: sicuramente la tecnologia dovr` a
essere di tipo wireless. Un’altra applicazione importante ` e la gestione del
riscaldamento, della ventilazione e dell’illuminazione. L’uso di sensori wire-
less riduce i costi di installazione e rende molto meno invasiva la modiﬁca di
sistemi esistenti (si pensi alla necessit` a di forare le pareti: con la tecnologia
wireless questo non ` e pi` u necessario).
• Settore commerciale (automotive).
– controllo ambientale in costruzioni industriali ed ediﬁci
– controllo di inventari
– tracking di veicoli
– monitoraggio della supply chain1
In questa categoria rientrano molti scenari diversi. Sicuramente alcuni
fra i pi` u interessanti sono: ambiente automotive (utilizzo delle WSN su
automobili), antifurto intelligenti e versatili, servizi all’interno di musei
o scuole (localizzazione di persone o oggetti). Nell’ambito automobi-
listico si intende sia un monitoraggio del traﬃco sia strumenti di na-
vigazione autonoma, anche se per questi ultimi il livello di aﬃdabilit` a
necessario ` e molto elevato, superiore a quello ottenibile attualmente.
1Le reti utilizzate in questi ambienti sono relativamente statiche e gerarchiche, ma hanno
dei vincoli di aﬃdabilit` a e prestazioni molto pi` u stringenti che in altri scenari.Gli utilizzi sono
molteplici, ma tutti ﬁnalizzati al controllo dei processi produttivi. Spesso si intende realizzare
una sottorete di monitoraggio wireless da interfacciare mediante opportuni gateway (ossia dei
traduttori di protocolli) con bus di campo tipici degli ambienti industriali (ossia bus di tipo
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1.4 Sﬁde progettuali di una WSN
Non ` e possibile creare un prototipo di WSN in grado di gestire tutte le ap-
plicazioni sopra elencate. Tuttavia, anche se ognuna di esse avr` a sﬁde particolari,
molte saranno condivise. Tali sﬁde comuni si possono riassumere nelle seguenti
caratteristiche:
• Type of Service. Le WSN non sono delle reti tradizionali che si limitano
a comunicare dei bit, bens` ı devono provvedere informazioni utili o agire
ad eventi particolari. Per questo motivo servono nuovi paradigmi, nuove
interfacce utente e nuovi modi di pensare ai servizi della rete.
• Quality of Service (QoS). I parametri QoS adottati tradizionalmente
come ritardo, banda minima e jitter, non servono se si stanno utilizzando
software che tollerano i ritardi e se i nodi scambiano pochi pacchetti alla
volta. Inoltre, in alcuni casi basta ricevere qualche dato ogni tanto, mentre
in altri tutti i dati devono essere ricevuti oppure devono essere ricevuti
entro un certo tempo. Ci` o che conta ` e quindi la quantit` a e la qualit` a dei
dati ricevuti da un nodo di raccolta di una certa area. Ad esempio, delle
metriche valide possono essere l’aﬃdabilit` a nel rilevamento di certi eventi o
l’approssimazione di certe misure.
• Tolleranza ai guasti. Un nodo potrebbe esaurire la batteria, subire danni
ﬁsici o perdere in qualunque altro modo il collegamento wireless con gli
altri nodi (presenza di un ostacolo di disturbo non previsto tra i nodi). Una
simile situazione non deve per` o danneggiare il resto della rete e un altro
nodo dovrebbe possibilmente prendere il posto del nodo perso.
• Lifetime. Nella maggior parte degli scenari, i nodi sono alimentati da batte-
rie che non ` e possibile o non ` e conveniente sostituire. In ogni caso, l’obiettivo
di una WSN ` e quello di rimanere attiva pi` u a lungo possibile o, almeno, per
la durata della sua missione. Quindi, il risparmio energetico assume un
ruolo fondamentale in una Wireless Sensor Network. Anche nelle applica-
zioni in cui ` e previsto l’ausilio di un piccolo pannello solare per ricaricare
la batteria dei nodi, il risparmio energetico rimane un fattore critico e in
queste situazioni l’obiettivo ` e quello di mantenere la rete attiva per un tem-
po indeterminato. Tuttavia, l’implementazione di meccanismi di risparmio
energetico richiede dei compromessi con la qualit` a del servizio: la soluzione
` e ovviamente quella di trovare un giusto bilanciamento tra le due carat-
teristiche. La deﬁnizione di lifetime non ` e univoca, nel senso che dipende
dall’applicazione che si vuole misurare: a volte infatti si indica con lifetime
il tempo entro il quale il primo nodo della rete ﬁnisce la propria energia (o
comunque non funziona pi` u); altre volte invece corrisponde al momento in
cui il 50% dei nodi vengono persi; oppure indica la prima volta in cui una
regione sotto controllo non ` e pi` u monitorata da alcun nodo.10 1. MONITORAGGIO E RETI WIRELESS
• Scalabilit` a. Una WSN pu` o contenere ﬁno a migliaia di nodi e la sua
architettura deve essere in grado di supportarli tutti.
• Densit` a di nodi non uniforme. In una rete di sensori possono esserci
zone molto aﬀollate (con molti nodi) e zone con pochissimi nodi sparsi. La
densit` a dei nodi pu` o variare nello spazio e nel tempo (ad esempio perch´ e i
nodi ﬁniscono la batteria) e la rete deve essere in grado di adattarsi a queste
variazioni.
• Programmabilit` a. I nodi devono essere in grado di poter cambiare i propri
compiti in qualunque momento, ovvero devono poter essere riprogramma-
bili. A tal proposito, son molti gli studi relativi a reti che riescono a ripro-
grammarsi autonomamente senza dover programmare manualmente ogni
singolo nodo viral.
• Auto-mantenimento. Dato che sia la WSN sia l’ambiente in cui si tro-
va sono in continuo mutamento, la rete deve essere in grado di adattarsi,
monitorando il proprio stato di salute, aggiornando i propri parametri, deci-
dendo tra nuovi compromessi (ad esempio diminuendo la qualit` a del servizio
quando l’energia sta per terminare).
Per risolvere tutte queste sﬁde progettuali, nel corso degli anni, sono sta-
ti sviluppati diversi meccanismi per la comunicazione, architetture di sistema e
protocolli di varie tipologie. Con tali sviluppi si riescono ad ottenere le seguenti
importanti funzionalit` a:
• Connessioni wireless multihop.
La comunicazione diretta tra due nodi non ` e sempre possibile, poich´ e po-
trebbero esserci ostacoli oppure perch´ e i nodi sono molto distanti tra loro e
l’utilizzo di una potenza trasmissiva elevata comporterebbe un rapido esau-
rimento della batteria. Quindi la soluzione ` e quella di adoperare dei nodi
che fungano da relay verso altri nodi (Fig.1.2).
Figura 1.2: Rappresentazione del multi-hop
• Operazioni energeticamente eﬃcienti.
E’ importante che tutte le operazioni compiute tengano in considerazione
il risparmio energetico e bisogna, possibilmente, evitare la formazione di1.4. SFIDE PROGETTUALI DI UNA WSN 11
hotspot, ovvero regioni o gruppi di nodi che esauriscono la propria energia
molto piu rapidamente degli altri.
• Autoconﬁgurazione.
La rete deve essere in grado di conﬁgurare automaticamente tutti i suoi
parametri vitali. Per esempio deve gestire autonomamente l’ingresso di un
nuovo nodo oppure l’aggiornamento delle tabelle di routing dopo la perdita
di alcuni nodi.
• Collaborazione e in-network processing.
In alcune applicazioni, un singolo nodo non ` e in grado di capire se si e
veriﬁcato un evento. Per questo motivo ` e necessario che i nodi collaborino
tra di loro e compiano in-network processing, ovvero eseguano alcuni calcoli
sui dati, tipicamente data-aggregation (ad esempio il calcolo della tempe-
ratura media di una zona) in modo da ridurre la quantit` a di dati trasmessa
attraverso la rete; oppure sfruttando la correlazione tra misurazioni di pi` u
sensori.
• Data-centric.
In una rete di comunicazione tradizionale, lo scambio di dati avviene tra
entit` a aventi ognuna un indirizzo di rete speciﬁco, quindi si tratta di un’ar-
chitettura address-centric. In una WSN, non importa tanto chi fornisce il
dato, ma da quale regione proviene. D’altronde un nodo pu` o essere ridon-
dato da pi` u nodi, e quindi si perde l’individualit` a dei vari componenti. Ci` o
che interessa ` e richiedere una certa informazione ad una certa area moni-
torata, e non richiedere una certa informazione ad un certo nodo. E’ un
concetto simile alla query di un database ‘Visualizza tutte le aree in cui la
temperatura ` e maggiore di X’oppure ‘Richiedi i dati di umidit` a della regione
X’.
• Localit` a.
Per risparmiare risorse hardware, il nodo deve interessarsi e memorizza-
re informazioni di routing solo verso i nodi vicini a lui. Cos` ı facendo, nel
momento in cui la rete dovesse crescere esponenzialmente, le risorse hard-
ware occupate rimarrebbero inalterate. Chiaramente, conciliare localit` a e
protocolli di routing eﬃcienti ` e una delle sﬁde da aﬀrontare.
• Bilanciamento dei tradeoﬀ.
Sia durante la fase di progettazione della Wireless Sensor Network sia duran-
te il suo runtime, bisogna ponderare diversi trade-oﬀ, anche contraddittori
tra loro. Alcuni di questi sono gi` a stati accennati: lifetime e qualit` a del
servizio, lifetime della rete e lifetime del singolo nodo, densit` a della rete ed
eﬃcienza del routing, solo per citarne alcuni.12 1. MONITORAGGIO E RETI WIRELESS
Data unit Layer Function
7.Application Network process to application
Host layers Data 6.Presentation Data representation, encryption
and decryption
5.Session Interhost communication
Segments 4.Transport End-to-end connections and re-
liability, ﬂow control
Packet 3.Network Path determination and logical
addressing
Media Layers Frame 2.Data Link Physical addressing
Bit Physical media, signal and binary tran-
smission
Tabella 1.1: Il modello di riferimento OSI (Open System Interconnection)
1.5 Architettura di un rete Wireless (modello
OSI)
Per descrivere l’architettura di rete di una Wireless Sensor Network, si pu` o
ricorrere al modello OSI(Open Systems Interconnection), descritto dalla tabella
1.1. Venga tenuto da subito in considerazione che la separazione dei layer in una
WSN non ` e cos` ı netta; al contrario, i layer si sovrappongono tra loro, in particolare
il livello 2 (livello MAC) e il livello 3 (livello Network).
Questa ` e una scelta progettuale dovuta, per motivi che vanno ricondotti alle
caratteristiche e ai limiti di una Sensor Network. ` E insomma una conseguenza
dei tradeoﬀ elencati nei paragraﬁ precedenti: per creare dei protocolli di comuni-
cazione eﬃcienti, leggeri, capaci di supportare avanzate funzionalit` a di risparmio
energetico e ﬂessibili ai cambiamenti della rete stessa, il livello Mac e il livello
Network si trovano spesso a lavorare in stretta collaborazione tra loro, violando
cos` ı il principio di separazione dei livelli.
I livelli che costituiscono il cuore di una WSN sono il secondo e il terzo, proprio
poich´ e vanno a deﬁnire il ‘carattere’ della rete, ovvero sono questi due livelli che
si occupano di risolvere le sﬁde pi` u diﬃcili di una reti di sensori wireless. I layer
rimanenti assumono invece un’importanza minore, specialmente dal quinto in su.
` E vero che anche il livello ﬁsico svolge un ruolo fondamentale, senza il quale
la rete non esisterebbe nemmeno; tuttavia tutte le reti di sensori senza ﬁli a
bassa potenza sfruttano apparati radio con caratteristiche simili, ovvero bassa
potenza di trasmissione, basso consumo, basso bit-rate. Quindi, al di l` a di fattori
come la frequenza o il tipo di modulazione adoperato, il proﬁlo di una WSN a
bassa potenza non ` e deﬁnito dal livello Fisico. Il livello del Trasporto, se viene
implementato, non ` e deﬁnito da particolari regole e, in ogni caso, non ` e complicato
come nelle reti classiche TCP/IP. I livelli 5, 6 e 7 sono solitamente validi solo per
i gateway o per gli host. Fanno eccezioni le reti ZigBee e altre soluzioni OEM,
che implementano anche parte del livello Applicazione nei nodi. Verranno ora1.5. ARCHITETTURA DI UN RETE WIRELESS (MODELLO OSI) 13
802.11 802.15.1/ 802.15.4/ZigBee
Bluetooth
Copertura(metri) 100 10-100 10-75
Throughput(Mbps 2-30 1-2 0.25
Consumo Energetico Medio Basso Molto basso
Autonomia Minuti/ Diverse ore/ Giorni/
poche ore pochi giorni pochi anni
Dimensioni Medie Piccole Molto Piccole
Rapport costo/ Alto Medio Basso
complessit` a
Tabella 1.2: Tecnologie Wireless a confronto ([3])
analizzati i primi layer del modello.
1.5.1 Livello ﬁsico (tecnologie a confronto)
Esistono varie tecnologie utilizzabili per le Wireless Sensor Network: Wi-
Fi,3G, Wimax, Bluetooth e 802.15.4/ZigBee. Dato che solitamente esse ricorrono
all’802.15.4/Zigbee, le altre tipologie di connessione non verranno trattate. Infatti
connessioni WiFi,3G o Wimax vengono per lo pi` u sfruttate per il collegamento del
nodo gateway ad Internet o ad un altro host, ma non per creare collegamenti tra
i vari nodi. La Figura 1.3 mostra queste tecnologie a confronto per range di tra-
smissione e data rate, mentre la Tabella 2.1, analizza altri aspetti delle tecnologie
nel dettaglio.
Figura 1.3: Tecnologie a confronto per quel che riguarda rapporto distanza di
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Gli aspetti che devono essere tenuti in considerazione a livello ﬁsico di comu-
nicazione radio sono quelli tipici di una comunicazione senza ﬁli, quali principal-
mente:
1. Riﬂessione.
Avviene quando un’onda che si sta propagando in un mezzo incontra un
oggetto di dimensioni maggiori della sua lunghezza d’onda.
2. Diﬀrazione.
In questo caso la traiettoria tra trasmettitore e ricevitore ` e ostruita da
alcune superﬁci con contorni irregolari: l’onda si ‘piega’ attorno all’ostacolo.
In alcuni casi, questo fenomeno pu` o risultare vantaggioso, soprattutto se ` e
assente il line-of-sight(LOS); Fig.1.4
Figura 1.4: Rappresentazione di una comunicazione radio mediante il fenomeno
della diﬀrazione
3. Diﬀusione (Scattering).
Fenomeno che avviene se l’onda incontra oggetti con una dimensione infe-
riore della propria lunghezza d’onda (foglie, cartelli stradali, ecc).
Questi fenomeni causano distorsione e attenuazione del segnale radio, che ri-
sulta essere la somma di varie componenti riﬂesse, diﬀratte e diﬀuse dagli ostacoli
incontrati dall’onda. Tale eﬀetto viene denominato multipath; infatti, riﬂessione,
diﬀrazione e diﬀusione danno origine a traiettorie (path) di propagazione diver-
se, oltre a quella LOS tra mittente e destinatario. Quando ci sono pi` u percorsi
di propagazione radio, il segnale ﬁnale ricevuto ` e la somma vettoriale di tutte
queste componenti provenienti da ogni direzione e da ogni angolo. Alcune di es-
se si sommeranno al segnale del path diretto, dando origine ad un’interferenza
costruttiva, altre invece si sottrarranno, causando cos` ı un interferenza distrutti-
va. Un altro fattore critico nella propagazione radio ` e la mobilit` a: anche quando
le due parti comunicanti sono ferme, l’ambiente circostante pu` o essere in movi-
mento (ad esempio i rami delle piante che si muovono con il vento), provocando
cos` ı improvvise ﬂuttuazioni del segnale, dovute ai fenomeni appena descritti. Se
si ` e all’interno di ediﬁci, la situazione risulta ancora pi` u diﬃcile, a causa della
presenza di muri, pavimenti, tubature e persone in movimento che degradano ul-
teriormente il segnale. Inﬁne, un problema critico che si veriﬁca con i protocolli1.5. ARCHITETTURA DI UN RETE WIRELESS (MODELLO OSI) 15
MAC di tipo CSMA (Carrier Sense Multiple Access2) ` e quello del nodo nascosto
e del nodo esposto.
Il nodo nascosto ` e deﬁnito come il nodo entro il raggio d’azione del destinatario
ma fuori dalla copertura del nodo trasmettitore. Si faccia riferimento alla Figura
1.5: si supponga che B sia nel raggio di copertura di A e di C, ma A e C siano
fuori copertura reciprocamente. A vuole trasmettere a B: eﬀettua il sensing del
canale, sente che non ` e occupato e avvia la trasmissione. Ad un certo punto, C
deve spedire un messaggio a B, mentre A sta ancora trasmettendo a B. C eﬀettua
il sensing del canale, lo considera libero, perch´ e non sente il segnale di A, e inizia
a trasmettere B, causando cos` ı una collisione in B, senza che gli altri nodi se ne
accorgano; con il risultato che B perde entrambi i messaggi, di A e di C.
Figura 1.5: Il problema del nodo nascosto
Il nodo esposto ` e quel nodo nel raggio di trasmissione del mittente ma non del
destinatario. L’esempio in questo caso ` e raﬃgurato in Figura 1.6: B si trova nel
raggio di trasmissione di A e C, ma A e C sono fuori copertura reciprocamente, e D
` e nel raggio di trasmissione di C. Si supponga che B voglia mandare un pacchetto
ad A: eﬀettua il sensing del canale, sente che ` e libero e trasmette. A questo punto,
C vuole trasmettere a D: eﬀettua il sensing del canale, sente che ` e occupato dalla
trasmissione di B e posticipa la sua trasmissione. Tuttavia, C avrebbe potuto
trasmettere lo stesso subito, poich´ e D ` e fuori dalla portata di B e non si sarebbero
veriﬁcate collisioni.
Per risolvere questi due problemi sono state proposte due soluzioni: la prima
consiste nell’utilizzo di due canali, uno per i dati e uno di controllo. Quest’ultimo
serve a segnalare agli altri nodi che ` e in corso la ricezione di un pacchetto. Tale
soluzione per` o non ` e quella solitamente implementata nei dispositivi wireless. In-
fatti, il meccanismo generalmente usato ` e quello del Collision Avoidance (da cui il
protocollo CSMA/CA), che risolve per` o solo il problema del nodo nascosto. Tale
tecnica consiste nella prenotazione del canale, da parte del nodo trasmettitore,
tramite un pacchetto RTS (Request to Send). Gli altri nodi nel raggio di coper-
2A diﬀerenza di quanto avviene nelle reti LAN su cavo (IEEE802.3), per le reti wireless ` e
stata adottata la tecnica di accesso multiplo con rilevamento della portante ed eliminazione delle
collisioni, CSMA-CA (Carrier Sense Multiple Access with Collision Avoidance). In sostanza,
signiﬁca che ogni dispositivo prima di iniziare una trasmissione deve ascoltare il mezzo e capire
se ` e gi` a in corso una trasmissione. Se c’` e gi` a un nodo che sta trasmettendo, allora sar` a eﬀettuata
la ritrasmissione successivamente con un ritardo casuale. La CSMA-CA viene adottata nelle reti
ZigBee semplici di tipo peer-to-peer come per esempio sistemi di sicurezza in cui il dispositivo
` e in modalit` a sleep per il 99,99% del tempo.16 1. MONITORAGGIO E RETI WIRELESS
Figura 1.6: Il problema del nodo esposto
tura del trasmettitore confermano la ricezione dell’RTS spedendo un messaggio
CTS (Clear to Send) al nodo e non occupano il canale per il tempo speciﬁcato
nell’RTS. Le caratteristiche del livello ﬁsico dipendono ovviamente dalla tecno-
logia scelta, ma, come gi` a accennato, per le WSN la tecnologia predominante ` e
l’IEEE 802.15.4/ZigBee.
1.5.2 Livello Data Link
Il livello Data Link ` e composta da due sottolivelli: LLC e MAC. Il primo,
detto Logical Link Control layer, fa da tramite tra i livelli superiori e il livello
ﬁsico, consentendo l’interoperabilit` a tra diversi tipi di rete. Tuttavia, l’uso di
questo sublayer ` e molto limitato, dato che l’interoperabilit` a ` e garantita da altri
protocolli del network layer. Il livello MAC (Medium Access Control) riveste
invece un ruolo molto importante e si occupa di tre funzioni fondamentali:
1. l’assemblaggio dei dati in frame tramite l’aggiunta di un header, contenen-
te informazioni sull’indirizzo, e un trailer, contenente informazioni per la
correzione degli errori;
2. il disassemblamento dei frame ricevuti per estrarre informazioni sull’indi-
rizzo e la correzione degli errori;
3. la gestione dell’accesso al mezzo di trasmissione condiviso.
Il requisito fondamentale di un MAC per reti WSN ` e la necessit` a di rispar-
miare pi` u energia possibile. Ci sono diversi fattori che contribuiscono allo spreco
energetico, come l’eccessivo overhead, l’idle listening, le collisioni di pacchetti e
l’overhearing. Inoltre l’accesso regolato al mezzo trasmissivo comporta lo scambio
di informazioni di controllo e di sincronizzazione tra i nodi. Il continuo scambio di
tali dati pu` o provocare perdite signiﬁcative di energia. Lo stesso eﬀetto e un th-
roughput di rete diminuito possono essere causati anche da un prolungato ascolto
del canale in attesa di pacchetti.
La ritrasmissione di pacchetti persi a causa di collisioni ` e un’ennesima fonte
di spreco, nonch´ e di degrado delle prestazioni. Allo stesso modo l’overhearing,
ovvero la ricezione e la decodiﬁca di pacchetti destinati ad altri nodi, comporta
inutili perdite prestazionali ed energetiche.1.5. ARCHITETTURA DI UN RETE WIRELESS (MODELLO OSI) 17
L’obiettivo di un MAC ` e quello di impedire queste situazioni appena descritte.
Ci sono tre gruppi principali di protocolli MAC: Schedule-based, Contention-based
e ibridi. I primi regolano l’accesso al canale tramite una schedulazione, preasse-
gnata ad ogni nodo, aﬃnch´ e un solo nodo alla volta possa occupare il mezzo
trasmissivo. I protocolli Contention-based non eﬀettuano invece alcuna preallo-
cazione delle risorse e l’accesso al canale condiviso ` e garantito on-demand. Se
due nodi tentano l’accesso contemporaneo, si veriﬁca una collisione. Il compito
di questo tipo di MAC ` e quello di minimizzare, e non di evitare completamente,
l’occorrenza di queste collisioni. Per ridurre il consumo energetico, questi pro-
tocolli MAC diﬀeriscono tra loro nel meccanismo adoperato per minimizzare la
probabilit` a di collisione, l’overhearing e l’overhead per il controllo di accesso al
canale. Il problema delle collisioni viene risolto tipicamente ricorrendo ad algo-
ritmi casuali distribuiti per schedulare l’accesso al canale tra i contendenti. Per
evitare l’overhearing, si mettono in stato dormiente i nodi (disattivando la radio)
il prima possibile. Ci` o pu` o per` o provocare diﬃcolt` a di comunicazione tra nodi
vicini, che possono essere risolte usando protocolli MAC con scheduling meno
restrittivi.
1.5.3 Livello Network
Il livello Network si occupa principalmente del routing. Il routing ha un ruolo
importantissimo, dato che lo scopo di una rete di sensori ` e quello di raccogliere
dati da vari punti di un dominio, processarli e farli convogliare tutti in un unico
punto (detto sink) dove risiede un’applicazione speciﬁca. Per far s` ı che questi dati
raggiungano la destinazione in maniera eﬃciente, cio` e in maniera aﬃdabile e con
un basso costo energetico, ` e necessario che i protocolli di routing individuino dei
cammini ottimali tra i nodi e il sink (o i sink). Le caratteristiche di una WSN come
la dinamicit` a (nodi che perdono il link o esauriscono la batteria, nodi aggiunti,...),
la densit` a (che pu` o variare molto di zona in zona), le risorse hardware limitate e
la bassa disponibilit` a energetica, rendono complicato lo sviluppo di protocolli di
routing.
Diﬀusione e raccolta dei dati
Il routing in una Wireless Sensor Network pu` o essere scomposto in due fasi:
diﬀusione dei dati e raccolta dati. Tipicamente, il processo di raccolta dati viene
innescato dal veriﬁcarsi di un evento nell’ambiente o dall’applicazione: a questo
punto i nodi eﬀettuano le rilevazioni con i propri sensori, li diﬀondono eventual-
mente ad altri nodi per eﬀettuare innetwork processing (ad esempio aggregazione
di dati) e li trasmettono a nodi intermedi, i quali faranno lo stesso ﬁnch´ e questo
processo di raccolta dati raggiunge il nodo sink. Questo schema di rete appena
descritto viene deﬁnito multi-hop, poich´ e i nodi possono essere distanti pi` u di un
hop dal sink. L’approccio multihop ` e molto pi` u conveniente rispetto al sigle-hop,
sebbene possano esserci scenari in cui quest’ultimo ` e pi` u indicato. In eﬀetti, un
approccio single-hop non consente una grande estensione geograﬁca della rete e18 1. MONITORAGGIO E RETI WIRELESS
inoltre richiede alte potenze trasmissive, non adatte ad una WSN; inoltre usando
MAC di tipo contention-based, i contendenti al canale potrebbero essere numero-
si, aumentando cos` ı il rischio di collisioni. In ambito multihop, invece, si possono
facilmente raggiungere distanze molto lunghe, nonostante i nodi siano posizionati
a poche decine di metri. Essendo cos` ı vicini tra loro, i nodi necessitano di una
bassa potenza trasmissiva e la possibilit` a di contesa del canale con altri nodi ` e
minore rispetto al caso singlehop.
Purtroppo per` o ci sono anche aspetti negativi: far s` ı che il pacchetto spedito
da un nodo lontano molti hop dal sink arrivi integro e senza un eccessivo ritardo
` e una delle sﬁde che il routing deve aﬀrontare. Il suo compito ` e proprio quello di
trovare quei nodi intermedi, situati tra il nodo lontano diversi hop e il sink, che
consentiranno al pacchetto di arrivare a destinazione, tenendo sempre presente i
limiti di energia e di banda di una WSN.
Sﬁde progettuali del routing
Il routing in una Wireless Sensor Network si diﬀerenzia particolarmente dal
routing di una qualsiasi rete cablata o wireless ad hoc proprio per le caratteristiche
peculiari delle WSN:
• Dinamicit` a e grandezza della rete: come gi` a accennato, la densita di
una rete puo variare molto di zona in zona, nuovi nodi posso entrare e altri
posso uscire dalla rete in qualsiasi momento e i link tra nodi potrebbero ca-
dere o degradarsi in seguito a variazioni ambientali. In tutti questi casi, una
Sensor Network deve dimostrare la propria capacita di autoconﬁgurazione,
cambiando alcuni parametri e compiendo decisioni in base alla situazione
presente. Gli algoritmi di routing sono self-conﬁguring, ovvero sono in grado
di reagire a questi cambiamenti improvvisi.
• Risorse limitate: le risorse limitate sono quelle hardware ed energetiche.
Per rientrare nel primo limite, serve che gli algoritmi abbiano una ridotta
occupazione di memoria (footprint) e siano facilmente eseguibili da CPU
poco potenti. Per quanto riguarda il secondo, il fatto di avere una rete multi-
hop ` e gia di per se un costo energetico maggiore rispetto ad una a single-
hop, poiche nel primo caso piu nodi devono essere tenuti accesi, ricevere e
inoltrare il pacchetto, mentre in un singlehop, solo due nodi sono coinvolti.
Quindi, l’unico modo per diminuire questo costo, ` e creare dei percorsi di
instradamento che bilancino fattori come il numero di nodi intermedi, le
risorse energetiche residue di ogni nodo e la potenza trasmissiva richiesta.
• Data model dell’applicazione: i data model descrivono il ﬂusso di infor-
mazioni tra nodi e sink. Questi modelli sono dipendenti dall’applicazione in
rapporto a quali informazioni, come vengono usate e quanto spesso vengono
richieste. Sono stati proposti vari modelli di raccolta dati, a seconda delle
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veriﬁcarsi di certi eventi nell’ambiente. In altri, ogni nodo rileva, salva, ela-
bora e aggrega i dati prima di inviarli al sink. In altri ancora, i dati vengono
prelevati interattivamente tramite una comunicazione bidirezionale tra sink
e nodi. Un protocollo di routing ideale dovrebbe essere ottimizzato per l’ap-
plicazione e al contempo essere in grado di supportare diversi data model,
oltre a risultare aﬃdabile, scalabile, eﬃciente e reattivo. Dal punto di vista
pratico ci` o non ` e facilmente realizzabile.
Strategie di routing
Il tradeoﬀ che un protocollo di routing deve bilanciare ` e quello tra capacit` a
di rispondere ai cambiamenti ed utilizzo eﬃciente delle risorse. In altre parole,
serve il giusto compromesso tra risorse hardware e di banda limitate e overhead
necessario per adattarli a queste.
L’overhead in una WSN viene misurato in termini di occupazione di banda,
utilizzo energetico e risorse di calcolo. Per valutare se esistessero gi` a protocolli in
grado di soddisfare questo tradeoﬀ, furono esaminati quelli adoperati nelle Ad Hoc
Wireless Network. In queste reti si usano tre tipi di routing che si diﬀerenziano
tra loro in base a come l’informazione ` e acquisita e mantenuta e al modo in cui
essa viene utilizzata per calcolare i percorsi ottimali. La prima strategie ` e detta
routing proattivo (o table driven) e consiste nel disseminare le informazioni di
routing aggiornato a tutti i nodi. La rete pu` o avere un organizzazione ﬂat o
gerarchica. In caso sia ﬂat, il routing sar` a ottimale ma l’overhead in seguito ad
un cambiamento nella rete sar` a enorme. Il routing gerarchico invece ` e adatto per
reti dalle grandi dimensioni.
La seconda strategia ` e detta di routing reattivo e calcola il percorso solo per
alcuni nodi on demand. Questi protocolli non prevedono il mantenimento di un
informazione globale della rete, perci` o, per scoprire nuovi cammini ` e necessario
interrogare tutta la rete tramite un ﬂooding, con le risposte che tornano indietro
seguendo il percorso inverso. Inﬁne l’ultima strategia ` e detta di routing ibrido,
adatta per reti molto grandi. In questo caso, i nodi vengono uniti in gruppi,
deﬁniti cluster, adiacenti. All’interno di un cluster il routing ` e di tipo proattivo,
mentre tra i cluster il routing ` e reattivo. Uno svantaggio di questa tecnica ` e che
mantenere dei cluster provoca un ulteriore overhead. In deﬁnitiva, i metodi di
routing delle ad hoc network non vanno bene per una WSN, poich´ e essi non
sono adatti a situazioni di rete dinamiche o che crescono in dimensione, dato che
overhead e traﬃco di rete sarebbero in continua crescita. Per questo motivo la
ricerca scientiﬁca ha prodotto diversi tecniche di routing, speciﬁche per le WSN.
1.5.4 Livello Trasporto
La natura data-centric delle WSN combinata con le risorse hardware limitate,
rende il protocollo TCP inutilizzabile in questo ambito. Inoltre, le rete di sensori
sono caratterizzate da un concetto di aﬃdabilit` a diﬀerente dalle reti classiche.
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dipendere dal tipo dei dati trasportati. Quindi, le funzionalit` a di questo livello
devono essere progettate trovando il giusto compromesso tra consumo energetico
e politiche implementate. Queste ultime sono per` o dipendenti anche dal percorso
seguito dai pacchetti: forward path (dai nodi verso il sink) o reverse path (dal
sink verso i nodi). Nel forward path si applica un principio di event-reliability,
ovvero non ha importanza che tutti i pacchetti arrivino a destinazione, ma serve
che arrivino almeno quelli necessari per un corretto monitoraggio dell’evento. Al
contrario, nel percorso inverso (reverse path), ` e richiesto che tutti i messaggi
spediti dal sink giungano ai nodi destinatari. Questo perch´ e i messaggi mandati
dal sink contengono informazioni critiche per il controllo dell’attivit` a del nodo,
come query dei dati o istruzioni di programmazione. Quindi, in questo caso, sono
necessarie delle regole di consegna dei pacchetti pi` u severe.
1.5.5 Livello Applicativo
Protocolli di questo tipo per una generica WSN non sono ancora diﬀusi, sebbe-
ne in passato ne siano stati proposti alcuni, tra cui Sensor Management Protocol
(SMP), Task Assignment e Data Advertisment Protocol (TADAP) e Sensor Query
Data Dissemination (SQDDP). SMP fornisce operazioni software per compiti di
amministrazione della rete, come data aggregation, clustering, sincronizzazione,
localizzazione, accensione sensori, monitoraggio e riconﬁgurazione dei nodi, au-
tenticazione e distribuzione di chiavi nelle comunicazione sicure. TADAP gestisce
l’assegnazione di ‘interessi’ riguardo un attributo o un evento e la pubblicizzazione
dei dati disponibili. SQDDP fornisce all’utente le interfacce per avviare e rispon-
dere a query e si occupa di assegnare identiﬁcativi ai nodi in base ad attributi o
alla loro locazione. Il discorso ` e diverso per le reti ZigBee. Infatti questo standard
deﬁnisce anche il livello applicativo. Nel capitolo successivo saranno illustrati nel
dettaglio le caratteristiche dello Stack ZigBee.
1.6 Sviluppi futuri
Dal punto di vista hardware, l’evoluzione tecnologica consentir` a lo sviluppo di
microcontrollori sempre pi` u piccoli, eﬃcienti e performanti, che integrano micro-
controllore e radio in una piattaforma di dimensioni sempre pi` u ridotte (la ﬁgura
1.7 mostra un dispositivo microcontrollore/RF chiamato Spec delle dimensioni
di una punta di una penna [4]). Anche i sensori subiranno miglioramenti non
trascurabili: avranno dimensioni sempre pi` u piccole grazie alle tecnologie MEMS
(Figura 1.8) e NEMS, saranno pi` u accurati, meno costosi, pi` u eﬃcienti, aﬃdabili,
in grado di sopportare condizioni di utilizzo estreme e potranno rilevare nuove
sostanze chimiche, individuando quelle tossiche, esplosivi e agenti biologici.
Da una prospettiva software sar` a necessaria l’adozione di standard di comu-
nicazione tra sensori e lo sviluppo di sistemi di service discovery, in modo che si
possano creare dialoghi tra nodi di diverse reti. Grazie a questi fattori, le WSN
diventeranno sempre pi` u diﬀuse in qualsiasi contesto, in una moltitudine di ap-1.6. SVILUPPI FUTURI 21
Figura 1.7: Dimensioni di una
penna e di uno Spec a confronto
Figura 1.8: Dimensioni di un
sensore di pressione MEMS
plicazioni: in ambito domestico, i sensori si troveranno in molti elettrodomestici e
dispositivi, compresi quelli di illuminazione e riscaldamento; in ambito biomedico
sar` a possibile monitorare diversi parametri corporei in tempo reale; in ambito
militare i sensori saranno disseminati sui campi di battaglia, sui veicoli e sugli
equipaggiamenti delle truppe; in ambito industriale e commerciale si assister` a
alla rivoluzione dell’agricoltura di precisione, al tracking dell’inventario e delle
catene di montaggio, al monitoraggio degli impianti produttivi. Nell’ambito dei
trasporti, le strade saranno delle lunghe reti di sensori per segnalare in tempo
reale traﬃco o condizioni di pericolo e le automobili potranno essere dotate di
nuovi meccanismi di prevenzione degli incidenti e dei furti; nell’ambito della ro-
botica, sar` a possibile creare microrobot autonomi e in grado di comunicare tra
loro.
Tutta questa innovazione per` o sollever` a problemi legali e di sicurezza. Infatti
serviranno nuove leggi per regolamentare l’utilizzo di queste tecnologie in situazio-
ni particolari di privacy e sar` a necessario implementare meccanismi di sicurezza
per evitare il tampering dei dati, ovvero la modiﬁca volontaria dei dati rilevati dai
sensori, piuttosto che la lettura di dati personali (ad esempio dei propri sensori
biologici) o la diﬀusione di virus nella rete. In deﬁnitiva, il potenziale per un’im-
portante rivoluzione della nostra vita quotidiana c’` e, ma il lavoro da aﬀrontare ` e
ancora molto.Capitolo 2
Monitoraggio Ambientale
2.1 Obiettivi del monitoraggio
Monitorare un ambiente signiﬁca raccogliere, tramite sensori, informazioni in
un’area, salvare e/o visualizzare queste informazioni ed eventualmente passarle
ad altri sistemi per analizzarle. Quali debbano essere le informazioni da prelevare
dall’ambiente dipende dagli obiettivi. Il sistema tipico di monitoraggio ambientale
tramite WSN, ` e costituito dai nodi, solitamente dotati di sensori di luminosit` a,
temperatura e umidit` a, distribuiti nell’area interessata. Tali nodi mandano i dati
rilevati ad un nodo coordinatore o gateway, il quale ` e connesso ad un host (un
miniPC) atto alla memorizzazione e alla gestione dei dati. Il risultato ﬁnale ` e che
l’utente (o un sistema) pu` o consultare (ad esempio tramite browser), anche in
tempo reale, le informazioni di un’area remota e agire di conseguenza.
2.2 Monitoraggio indoor e concetto di Comfort
L’espressione ambiente ‘indoor’ (o ambiente conﬁnato) ` e riferita agli ambien-
ti conﬁnati di vita e di lavoro non industriali, ed in particolare, a quelli adibiti
a dimora, svago, lavoro e trasporto. Secondo questo criterio, il termine ambiente
indoor comprende: le abitazioni, gli uﬃci pubblici e privati, le strutture comunita-
rie (ospedali, scuole, caserme, alberghi, banche. etc.), i locali destinati ad attivit` a
ricreative e/o sociali (cinema, bar, ristoranti, etc.) ed inﬁne i mezzi di traspor-
to pubblici e/o privati (auto, treno,etc.). Nelle societ` a moderne, la popolazione
trascorre una parte molto rilevante del proprio tempo negli ambienti conﬁnati.
In questi ultimi decenni sono stati condotti studi pi` u puntuali della qualit` a
dell’aria indoor (IAQ) documentando profondi mutamenti quali-quantitativi del-
la stessa, con un progressivo aumento in assoluto delle sostanze inquinanti. Anche
in Italia, come conseguenza delle varie crisi energetiche, si sono imposti nuovi cri-
teri tecnico-progettuali per gli ediﬁci ad uso civile. La necessit` a di contenere i
consumi per il riscaldamento e per la ventilazione ha imposto un migliore iso-
lamento degli ediﬁci, con conseguente spinta a sigillare gli ambienti interni ed a
sostituire le modalit` a naturali di aerazione ed illuminazione con mezzi artiﬁciali e
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con tecnologia sempre pi` u sviluppata. Alle trasformazioni strutturali degli ediﬁci
si sono accompagnate modiﬁche rilevanti degli arredi (nuovi materiali per mobili,
rivestimenti; ecc.) e degli strumenti di lavoro (crescente impiego di fotocopiatrici,
videoterminali, stampanti, ecc.).
L’aria interna ` e ritenuta un importante fattore ambientale da pi` u di un cen-
tinaio di anni, ovvero dall’inizio della rivoluzione sull’igiene, avvenuta intorno al
1850, per poi essere approfondita negli studi ambientali, per divenire tematica
dominante intorno agli anni ’60. L’IAQ svolge un ruolo fondamentale per quanto
riguarda la salute pubblica.
Per migliorare la qualit` a dell’aria sono oggi possibili varie strategie: control-
lo della fonte dell’aria, pulizia dell’aria (tramite assorbimento e fotocatalisi) e
utilizzo della ventilazione personalizzata. Quest’ultima tipologia di intervento
consiste nel fornire a ciascun occupante aria non inquinata dalle fonti presenti
nell’ambiente [5].
2.2.1 Comfort
Il comfort microclimatico ` e fondamentale in tutti gli ambienti di lavoro e
nei luoghi aperti al pubblico. Per ottenere situazioni di benessere microclimati-
co occorre garantire condizioni accettabili sia dal punto di vista delle grandez-
ze termo-igro-anemometriche che caratterizzano il microclima, sia del livello di
illuminazione, sia della qualit` a dell’aria.
Un microclima confortevole ` e quello che suscita nella maggioranza degli in-
dividui una sensazione di soddisfazione per l’ambiente, identiﬁcata col termine
‘benessere termoigrometrico’ o, semplicemente, ‘comfort’. I fattori microclimatici
negli ambienti di lavoro unitamente all’intensit` a dell’impegno ﬁsico svolto, e al-
l’abbigliamento condizionano nell’uomo una serie di risposte biologiche graduate
che vanno da sensazioni di benessere termoigrometrico a sensazioni di disagio
(disconfort) a vero e proprio impegno termoregolatorio (sudorazione pi` u o me-
no accentuata), a sindromi patologiche (stress da calore). Un rischio microclima,
quale il discomfort, nasce tanto dalla percezione globale del corpo umano quan-
to da situazioni di disagio localizzate e pu` o essere essenzialmente ricondotto a
sensazioni di caldo, di freddo, di eccessive correnti d’aria o sbalzi termici.
Studi sulle esposizioni in ambienti indoor e sugli eﬀetti sulla salute sono stati
condotti principalmente in Nord Europa e in Nord America. ` E emerso un forte
legame tra IAQ e cancro ai polmoni, allergie e altre reazioni all’ipersensibilit` a
(comprese le Sick Building Syndrome (SBS), e la Sensibilit` a Chimica Multipla
(MCS)), e le infezioni respiratorie (ARI). Le allergie sono in rapido aumento in
tutto il mondo, sia nei paesi sviluppati che in quelli in via di sviluppo, e sono
fortemente connesse con le esposizioni in ambienti interni; grande interesse ` e ora
posto sulla relazione fra esposizione agli ambienti e aumento dei sintomi. In molte
regioni del mondo, circa la met` a della popolazione ` e colpita, i giovani maggior-
mente degli anziani, e in molte regioni, l’incidenza ` e praticamente raddoppiata
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PMV PPD % Valutazione Ambiente Termico
+3 100 Molto caldo
+2 75.7 Caldo
+1 26.4 Leggermente caldo
−0.5 < PMV < +0.5 < 10 Accettabilit` a termica
-1 26.8 Fresco
-2 76.4 Freddo
-3 100 Molto freddo
Tabella 2.1: Tabella valori PMV e PPD
Il comfort termico viene deﬁnito dalla ASHRAE (American Society of Hea-
ting, Refrigerating and Air Conditioning Engineers INC) come una condizione di
benessere psicoﬁsico dell’individuo rispetto all’ambiente in cui vive e opera. La
valutazione di tale stato soggettivo pu` o essere oggettivata e quantiﬁcata median-
te l’utilizzo di indici integrati che tengono conto sia dei parametri microclimatici
ambientali (Ta, Tr, Va, RH), sia del dispendio energetico (dispendio metabo-
lico MET) connesso all’attivit` a lavorativa, sia della tipologia di abbigliamento
(isolamento termico CLO) comunemente utilizzato.
Tra gli indici quello che con maggiore precisione rispecchia l’inﬂuenza delle
variabili ﬁsiche e ﬁsiologiche sopracitate sul comfort termico ` e il PMV (Predicted
Mean Vote ). Esso deriva dall’equazione del bilancio termico il cui risultato viene
rapportato ad una scala di benessere psicoﬁsico ed esprime il parere medio (voto
medio previsto) sulle sensazioni termiche di un campione di soggetti allocati nel
medesimo ambiente.
Dal PMV ` e derivato un secondo indice denominato PPD (Predicted Percen-
tage of Dissatisﬁed) che quantiﬁca percentualmente i soggetti comunque ‘insod-
disfatti’ in rapporto a determinate condizioni microclimatiche. Il PMV risulta un
indice particolarmente adatto alla valutazione di ambienti lavorativi a microcli-
ma moderato, quali abitazioni, scuole, uﬃci, laboratori di ricerca, ospedali, ecc;
esso ` e utile nel rilevare anche limitati gradi di disagio termico nei residenti in tali
ambienti. Lo stato di comfort termico si raggiunge per valori di PMV compresi
tra +0,5 e −0,5, cui corrisponde una percentuale di insoddisfatti delle condizioni
termiche (PPD) inferiore al 10%.
La tabella 2.1 rappresenta i valori dei coeﬃcienti PMV e PPD in base alle
condizioni termiche dell’ambiente [7].
In aggiunta al miglioramento della qualit` a dell’aria, un monitoraggio indoor
permette un notevole risparmio energetico. Infatti,la corretta e precisa rileva-
zione dei parametri di un impianto (es. valori di soglia di temperatura, umidit` a,
pressione,...), il controllo della regolazione degli stessi in funzione delle stagiona-
lit` a, delle fasce orarie e della presenza di personale, le logiche di funzionamento
appropriate nello spegnimento ed avviamento impianti, oltre a garantire le con-
dizioni di benessere desiderate consentono di ottimizzare il consumo energetico.
Il controllo della qualit` a dell’aria, la segnalazione della presenza di gas quali il
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ventilazione con un risparmio di energia. E’ possibile persino tarare la ventilazio-
ne sul numero probabile di personale all’interno dell’ediﬁcio basandosi sui livelli
di CO2 all’interno di speciﬁche stanze dell’ediﬁcio.
2.3 Concetto di ‘Occupancy’
Lo scopo principale di questo lavoro di tesi, come detto precedentemente, ` e
riguardante la progettazione di un sistema di monitoraggio ambientale indoor
tramite WSN; in aggiunta alla progettazione, si ` e cercato di adempiere ad un
obiettivo che non ` e mai stato approfondito a fondo, cio` e di veriﬁcare se tramite
i dati raccolti di temperatura, umidit` a, luce e CO2 fosse possibile stabilire la
presenza o meno di persone all’interno di un ambiente conﬁnato (ottenendo una
stima della loro quantit` a). La presenza di persono prende dall’inglese il termine
di ‘occupancy’.
Tale risultato` e gi` a stato ottenuto senza l’utilizzo di questi sensori ma mediante
l’utilizzo di tecnologie completamente diverse e pi` u costose. Nei prossimi capitoli
verranno analizzate nel dettaglio tali tecnologie che raggiungono questo scopo.
2.3.1 Tecnologie per l’ occupancy sul mercato
Di seguito sono brevemente illustrate le principali tecnologie presenti sul
mercato.
Tecnologia IR
I sensori PIR (Passive InfraRed) sono i sensori di uso pi` u comune e sono
in grado di rilevare il ‘calore’ emesso dagli occupanti della stanza che stanno
monitorando. La rilevazione si ha nel momento in cui si veriﬁca un cambiamento
nei livelli di raggi infrarossi. I sensori PIR riescono ad ottenere buone prestazioni
di rilevazione.
Possiedono un raggio di azione mediamente di qualche metro (4-5 m) princi-
palmente per due motivi:
• Il pattern di monitoraggio presenta delle ‘zone morte’ che con l’aumentare
della distanza diventono via via pi` u ampie.
• Visto che il sensore ` e di tipo passivo, la sua sensibilit` a deriva principalmente
dalla quantit` a di calore emanata dal corpo stesso presente nel suo campo
di azione. In particolare, il calore umano rilevato decresce con il quadrato
della distanza, ci` o comporta una notevole diminuzione del range del campo
di azione [9].
Un tipico sensori a infrarossi passivo di tipo commerciale ` e mostrato in ﬁgura
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Figura 2.1: Esempio di rilevatore di presenza da parete a tecnologia PIR (Passive
InfraRed)
Tecnologia a ultrasuoni
Tale tecnologia permette la rilevazione della presenza di persone sfruttando
il principio Doppler. In particolare, viene emesso un segnale ad alta frequenza
ad ultrasuoni per tutto lo spazio, la frequenza del segnale ricevuto in riﬂessione
viene confrontata con quella del segnale originariamente emesso; una variazione
di frequenza viene quindi interpretata come presenza di un oggetto in movimento
nello spazio. A diﬀerenza dei sensori di tipo PIR, questi rilevano il movimento
e non la presenza statica di una persona; ci` o comporta una serie di vantaggi e
svantaggi che rendono tali sensori pi` u adatti per gli spazi aperti, spazi con ostacoli,
servizi igienici e spazi con superﬁci dure [10].
Tecnologia a onde acustiche
I sensoro acustici sono dispositivi passivi che rilevano livelli di pressione delle
onde sonore in uno spazio. In ambito industriale e commerciale, tali sensori sono
spesso utilizzati in combinazione con sensori di altra tecnologia (e.g PIR) in modo
da ridurre notevolmente il rischio di ‘falso allarme’ [11].
La ﬁgura 2.2 mostra i tre tipi di sensori appena citati.
Figura 2.2: Tecnologie per l’occupancy a confronto28 2. MONITORAGGIO AMBIENTALE
2.4 Monitoraggio tramite CO2
L’anidride carbonica (nota anche come biossido di carbonio o CO2), ` e un
gas presente nella miscela d’aria piuttosto stabile. Tale grandezza viene misurata
principalmente per il controllo della ventilazione in ambienti conﬁnati (stanze,
uﬃci, aule, ecc...). A seconda delle varie normative e standard, pu` o essere ri-
chiesto un tasso di ventilazione di 25.5m3/h , oppure una ventilazione continua
durante tutto il periodo nel quale il locale ` e occupato, oppure pu` o essere richiesto
una soglia massima di 1000 ppm (parti per milione) di CO2 [14].
La respirazione di una persona genera CO2 e consuma ossigeno in una quan-
tit` a variabile a seconda di certi parametri quali: grandezza del corpo e livello di
attivit` a ﬁsica che la persona sta eseguendo. La relazione tra livello di attivit` a
ﬁsica e el tasso di generazione di anidide carbonica ` e presentato nell’ASHRAE
Fundamentals Handbook (ASHRAE 1997). Il tasso di consumo di ossigeno di una
persona VO2, in L/s ` e dato dalla seguente equazione [16]:
VO2 =
0.00276ADM
(0.23RQ + 0.77)
(2.1)
dove:
• RQ ` e il quoziente di respirazione, cio` e il tasso relativo volumetrico di CO2
prodotto dal consumo di ossigeno.
• M ` e invece il livello di attivit` a ﬁsica e si misura in mets (1 met = 58.2W/m2)
• AD rappresenta l’area di superﬁcie DuBois in m2 che, considerando H
l’altezza del corpo e W la massa in Kg, pu` o essere stimata con l’equazione
AD = 0.203H
0.725W
0.425
Maggiori informazioni sono disponibili in [17]. Il valore del tasso di generazione
di anidride carbonica ` e ottenuto moltiplicando il valore di ossigeno risultato in
eq. 2.1 con RQ.
Tali sensori son parte di un sistema di tipo DVC (‘Demand-Controlled Ven-
tilation’) cio` e permettono di utilizzare una strategia che migliora l’eﬃcienza di
energia dell’ambiente in cui vengono utilizzati assicurando una qualita dell’aria
(IAQ) coerente con le esigenze corporee umane. Il risparmio energetico ` e con-
seguente alla limitazione della ventilazione, infatti, i sensori di CO2 forniscono
informazioni per l’apertura del dispositivo di ventilazione accendendo il motore di
areazione indipendentemente dal controllo sulla temperatura solamente quando
le condizioni ambientali dell’aria all’interno della stanza lo richiede.
Di seguito ` e riportata una tabella (2.2) che mostra per varie concentrazioni di
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Concentrazione CO2 Dettagli
∼ 40000ppm Concentrazione del respiro umano (20 l CO2/h)
5000ppm Limite di concentrazione per ambienti di lavoro
> 1000ppm Riduzione di concentrazione ed aﬀaticamento
1000ppm Livello standard per ambienti indoor
400ppm Livello tipico di CO2 nell’atmosfera (ambiente esterno)
Tabella 2.2: Tabella relativa alle varie concentrazioni di CO2
Un buon sistema di ventilazione dovrebbe essere in grado di gestire i ﬂussi di
aria in base ai valori di CO2 come segue:
• quando le letture di CO2 sono al di sopra delle soglie previste, il sistema
di ventilazione permette il ricircolo d’aria dall’ambiente esterno riducendo
i ivelli di CO2 e migliorando il IAQ, al contrario
• se la concentrazione di CO2 ` e molto inferiore al livello di CO2 ottimale, la
ventilazione ` e ridotta mantenendo un appriopriato IAQ.
La ﬁgura 2.3 mostra un esempio di gestione della ventilazione in un palazzo
con percentuale di occupancy diversa di piano in piano [15].
Il rapporto che intercorre tra anidride carbonica e tasso di ventilazione ` e sta-
to ben studiato negli anni passati [18]. Naturalmente, a parit` a di altre condizioni,
se il tasso di ventilazione in un ambiente conﬁnato diminuisce, la concentrazione
di anidride carbonica aumenta e viceversa.
Da [16], il modello che rappresenta la relazione tra CO2 e ventilazione include
un sistema di concentrazioni di anidride carbonica a stati stazionari ad un certo
tasso di costante cambiamento d’aria ed il tempo necessario per raggiungere que-
ste condizioni stazionarie. Le concentrazioni di CO2 allo stato stazionario possono
essere determinate per un dato tasso di ventilazione in una ‘singlezone’ tramite
bilancio di massa.
Assumendo che la concentrazione di CO2 in un certo locale possa essere ca-
ratterizzata da un singolo valore C, il bilancio di massa pu` o essere espresso
come:
V
dC
dt
= G + QCout − QC (2.2)
dove:
• V = volume del locale in esame m3 (mg)
• C = concentrazione di CO2 indoor mg/m3 (ppm(v))
• Cout = concentrazione di CO2 outdoor mg/m3 (ppm(v))
• t = tempo in s
• G = tasso di generazione indoor mg/s (m3/s)30 2. MONITORAGGIO AMBIENTALE
• Q = tasso di ventilazione del locale mg/s (m3/s)
per un certo tasso di generazione (oppure livello di occupancy) e un costan-
te tasso di ventilazione e di concentrazione outdoor, la concentrazione indoor
raggiunger` a un valore stazionario di equilibrio Css dato dalla relazione
Css = Cout +
1.8 × 106G
Q
con G e Q espressi in L/s; cosicch` e come il tasso di ventilazione aumenta, la
concentrazione all’equilibrio diminuisce.
Assumento che un certo locale (si consideri da ora in poi un uﬃcio) presenti
all’inizio della giornata lavorativa una concentrazione di anidride carbonica pari
a quella esterna, la concentrazione di CO2 indoor inizier` a via via ad aumentare
di un tasso dipendente a quello di ventilazione Q diviso il volume del locale stesso
V . Questa quantit` a
Q
V pu` o essere vista come un tasso di cambiamento dell’aria
esterna del locale mentre il suo inverso V
Q rappresenta la costante di tempo del
sistema. Durante il periodo di tempo in cui l’uﬃcio ` e occupato dai dipendenti, la
concentrazione indoor di CO2 ` e governata dalla soluzione dell’equazione 2.2 con
una soluzione del tipo:
C(t) = Cout +
G
Q
￿
1 − e
−Qt
V
￿
(2.3)
si noti che con t molto alto, il valore di C si stabilizza a quello statico calcolato
precedentemente. Il tempo necessario perch` e il sistema si stabilizzi dipende dal
tasso Q/V in quanto con alti valori (ricircolo d’aria alto) si hanno tempi inferiori
per raggiungere il valore stazionario di CO2.
2.4.1 State of the art
Il mercato oﬀre una discreta gamma di sensori per la rilevazione di CO2,
con principi di funzionamento piuttosto diﬀerenti; in particolare, vi sono sensori
a semiconduttore allo stato solido e sensori con principio di funzionamento a
infrarossi.
Stato dell’arte nella rilevazione di CO2 mediante semiconduttori a stato
solido
H.Endres [12] svilupp` o un sistema a sensore di CO2 capacitivo con una calibra-
zione numerica contro l’interferenza provocata dall’umidit` a. Tale sistema consiste
in un condensatore riscaldabile inter-digitale (IDC) con un ricoprimento che lavo-
ra come indicatore di CO2 e sensore di umidit` a capacitivo. Il range di misurazione
ottenuto va da 100 a 3000 ppm (parti per milione) con una temperatura ottimale
di lavoro di 60◦C.
P.Keller [13] ha sviluppato dei sensori allo stato solido basati su stradi di
BaTi03 nanocristallino depositato mediante tecniche di epitassia su un substrato
di allumina. Tale sensore lavora alla temperatura di 200-600 ◦C e sono stati testati
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Figura 2.3: Esempio di uno stabile di uﬃci con gestione dei ﬂussi di ricambio
dell’aria proporzionali alla percentuale di occupazione di ogni ambiente
Stato dell’arte nella rilevazione di CO2 a tecnologia IR
Un’altra tecnologia usata nel mondo del mercato per i sensori di CO2 ` e appun-
to quella che sfrutta il principio di assorbimento ai raggi infrarossi. In particolare,
proprio tale tipologia di sensore ` e stata utilizzata per la rilevazione dell’anidride
carbonica in questo lavoro di tesi.
Esistono principalmente due metodi per misurare la concentrazione di CO2
mediante assorbimento IR, esistono:
• sensori ad assorbimento IR non-dispersivo (NDIR)
• sensori foto-acustici
Il sensore preso in considerazione per il progetto utilizza la prima tecnologia
(NDIR) che comparata ai sensori foto-acustici oﬀre i seguenti vantaggi.
• minor sensibilit` a a variazioni di pressione
• minir sensibilit` a a vibrazione e interferenza acustica
• design pi` u compatto
Il sensore utilizzato usa un doppio principio di detection sfruttando una dop-
pia sorgente a raggio infrarosso per la rilevazione di una certa lunghezza d’onda
della luce infrarossa.
Il dispositivo utilizza una procedura di autocalibrazione, che sfrutta una diver-
sa periodicit` a nella rilevazione della luce emessa dalle due sorgenti sopra citate;
in particolare, come si pu` o vedere dalla ﬁgura 2.4, una sorgente IR opera per32 2. MONITORAGGIO AMBIENTALE
misurare la concentrazione di CO2 e genera un segnale IR ogni 30 secondi. La
seconda sorgente, invece, ` e usata come sorgente di riferimento per permettere
l’auto-calibrazione. Quest’ultima sorgente ` e attivata ogni 24 ore e, grazie ad un
confronto dei valori precedenti ed una modiﬁca di un oﬀset, permette di ottene-
re un dispositivo che fornisca delle misurazioni insensibili all’invecchiamento del
dispositivo stesso.
Figura 2.4: Rappresentazione del principio di funzionamento del sensore CO2 a
tecnologia NDIR
Altre caratteristiche tecniche di questo sensore sono analizzate nel corso dei
capitoli succcessivi.
2.5 Monitoraggio in Inthegra s.r.l.
Inthegra s.r.l. ` e un’azienda padovana nella quale ` e stato svolto il progetto di
tesi qui documentato. In tale ambiente sono state eﬀettuate numerosi test e prove
di vario tipo per quel che concerne la veriﬁca del conseguimento dell’obiettivo
ﬁnale; in particolare, i vari ambienti sono stati monitorati al ﬁne di veriﬁcare il
corretto funzionamento del sistema ﬁnito.
In appendice A ` e riportata la planimetria dell’ambiente completa di tutte le
informazioni riguardanti posizionamento dei sensori, porta ﬁnestre ecc...mentre
di seguito (Figura 2.5) ` e riportato uno schema pi` u essenziale delle varie stanze ed
uﬃci dell’azienda.
Come si pu` o vedere dalla ﬁgura, l’infrastuttura aziendale ` e composta princi-
palmente da sette ambienti conﬁnati (A,B,...,G) nei quli sono stati svolti i test
per l’acquisizione dei dati ambientali. In particolare, la tabella 2.31 contiene alcu-
1I valori dei campi della tabella sono piuttosto approsimativi, sono stati inseriti solamente
per dare un indicazione generica degli spazi pi` u o meno frequentati dai dipendenti aziendali. In
particolare, il campo Numero di persone stima il numero di dipendenti all’interno della stanza
nel periodo in cui` e frequentata mentre il campo Occupazione media giornaliera % rappresenta la
percentuale per la quale l’ambiente ` e occupato da almeno una persona all’interno della giornata
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Figura 2.5: Planimetria del campo di test
ni dettagli sull’occupazione media di ognuno di questi ambienti grazie alla quale
il lettore pu` o cogliere al meglio i risultati presentati successivamente.
2.6 Risultati ottenuti
Vari nodi sono stati posti all’interno dell’infrastuttura, uno per ogni stanza.
Il sistema prevede un periodo di campionamento variabile a scelta del client;
nelle prove per le quali saranno mostrati i prossimi risultati, ` e stato adoperato
un periodo di campionamento di 10 secondi. Come risultato ﬁnale, si possono
ottenere dei graﬁci che mostrano l’andamento di temperatura, umidit` a, luce e
CO2 all’interno di ogni stanza per un certo periodo di tempo.
Un periodo di campionamento di 10 secondi ` e stato utilizzato per riuscire a
cogliere le variazioni ambientali pi` u rapide e brusche, soprattutto per quel che
riguarda il campionamento dei valori di luce. In questo modo ` e possibile andare
a rilevare con pi` u precisione la presenza di persone in luoghi dove ci sono forti
variazioni di luce (per esempio, se veniva impostato un periodo di campionamento
maggiore non si poteva riscontrare la presenza di un dipendente che si lava le mani
in bagno o un altro che accende la luce in corridoio solo per il tempo necessario
a percorrerlo).
Quindi, considerando 6 campioni per ogni minuto, gli n dati raccolti nell’arco
di una giornata di 24 ore da un singolo nodo sono al massimo:
n = 24h ∗ 60m ∗ 6 = 8640.
Questo rappresenta il valore massimo perch` e ` e stato visto che alcuni campioni
non riescono a essere immagazzinati per problemi relativi al traﬃco di rete e
all’occupazione di risorse del database.
Si inizi ora ad analizzare i dati raccolti dai sensori posizionati in azienda,
suddivisi per locazione. Si vuol premettere che i dati successivi son stati raccolti34 2. MONITORAGGIO AMBIENTALE
Numero
di
persone
Occupazione
media gior-
naliera
(%)
Descrizione
ambiente
A 3-4 80-100% Uﬃcio contenente
stampanti e 4 PC
sempre accesi e ampie
vetrate
B 1-2 80-100% Uﬃcio di dimensione
ridotta con 2 PC accesi
C 1 10-30% Zona adibita a sala
riunioni, ampie vetrate
D 1 5-10% Bagno cieco (senza
fonti naturali di luce)
E 1-2 10-20% Zona adibita a labo-
ratorio, ampie vetrate
rivolte a EST
F 1-2 5-10% Zona di ingresso e
corridoio
G 1 5-10% Uﬃcio di un’altra
azienda (Non sono
stati svolti test in
questo ambiente)
Tabella 2.3: Contiene alcune informazione relative all’occupazione dell’ambiente
di test2.6. RISULTATI OTTENUTI 35
per un periodo temporale di una giornata intera (24 ore). Nei capitoli succes-
sivi, si svolger` a un’analisi pi` u dettagliata dei dati raccolti per meglio scoprire
le potenzialit` a di questo sistema utilizzato per stabilire l’occupancy di un certo
luogo.
2.6.1 Locale A
La ﬁgura 2.6 mostra l’andamento delle grandezze ﬁsiche raccolte (temperatu-
ra, umidit` a, e CO2) durante 24 h di monitoraggio 2. Dal graﬁco ` e possibile notare
un progressivo aumento durante l’arco della mattinata sia dei valori di tempera-
tura che di anidride carbonica. In tale periodo l’ambiente ` e stato occcupato da
circa 3/4 persone. Nel corso della mattinata sono riscontrabili nel proﬁlo della
CO2 due picchi verso il basso, tali sono dovuti all’apertura della porta del locale
verso il corridoio.
Un notevole sbalzo delle grandezze in gioco si ha dalle 13:15 alle 14:15 circa,
periodo nel quale i locali aziendali vengono lasciati per la pausa pranzo. In questo
frangente, le ﬁnestre vengono aperte per permettere un ricircolo d’aria con l’e-
sterno; quello che ne consegue ` e una diminuzione di temperatura da 23◦C a 20◦C
(il test ` e stato svolto con temperatura esterna di 10◦C circa), una diminuzione
dei livelli di anidride carbonica da 1120 a 437 ppm (vedi label) ed una brusca
variazione, seppur contenuta, dell’umidit` a.
Con il rientro del personale nei luoghi di lavoro, le ﬁnestre sono state chiuse;
i livelli iniziano a salire con pendenza e con valori comparabili con quelli della
prima mattinata.
Verso le ore 19:00 si nota un progressivo calo dei livelli di CO2 e temperatura,
in corrispondenza del termine della giornata lavorativa, che progressivamente si
portano verso i valori riscontrati nel primo mattino.
2.6.2 Locale B
Qui viene di seguito riportato il graﬁco relativo al monitoraggio dell’uﬃcio
B (Fig. 2.7). Il graﬁco mostra i valori delle grandezze raccolte per una ﬁnestra
temporale di 8 ore. In questa analisi, l’ambiente sottoposto a test era occupato
da 2 persone. Si vuol precisare che, l’uﬃcio in questione ` e quello pi` u di tutti
sottoposto a ‘via vai’ di persone e quindi la porta che lo collega all’ambiente pi` u
ampio del corridoio ` e spesso aperta. Ci` o genera molto spesso un cambio d’aria
abbastanza importante tra uﬃcio (B) e corridoio (F).
Dal graﬁco ` e possibile notare una serie di aspetti piuttosto interessanti. In par-
ticolrare si nota un incremento piuttosto costante della temperatura della stanza
durante tutto l’arco della giornata lavorativa, approssimativamente da 17◦C ﬁno
a temperature pi` u confortevoli di 23 ◦C grazie solo ad un piccolo contributo do-
vuto all’impianto di riscaldamento ma soprattutto dalle ampie vetrate del locale
che permettono di sfruttare al meglio il calore dei raggi solari.
2I dati raccolti relativi alla luce sono stati omessi dal graﬁco sia perch` e di intersse ridotto,
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Figura 2.6: Graﬁco del monitoraggio nel locale A
Figura 2.7: Graﬁco locale B
Un progressivo aumento dei valori di luce si ha a partire dalle ore 8:00 del mat-
tino ﬁno alle 16:00 circa; il gradino riscontrabile alle ore 9:00 ` e dovuto all’arrivo
degli occupanti dell’uﬃcio che hanno acceso le luci.
Per quel che riguarda l’andamento dell’umidit` a si riscontra una notevole sta-
bilit` a dei valori ﬁnch` e l’ambiente non viene occupato; solo successivamente, ` e
riscontrabile una continua variazione dei valori con un sensibile incremento du-
rante il periodo in cui la stanza ` e occupata ed una leggera diminuzione quando2.6. RISULTATI OTTENUTI 37
l’uﬃcio viene lasciato.
In questo caso, l’andamento della CO2 fornisce un’importante informazione
per quel che riguarda l’occupancy. Si nota ﬁn dall’inizio della giornata lavorativa
un progressivo aumento dei valori di anidride carbonica iniziato proprio in cor-
rispondenza del picco di luce dovuto all’accensione della luce; ﬁn tale istante, il
livello di CO2 ` e costante a 550 ppm. L’aumento durante la mattinata presenta
un culmine attorno ai 1400 ppm alle 13:00 circa; dalle ore 10:30 in poi ﬁno a tale
momento i valori di CO2 sono stabili ad un valore medio di 1300 ppm pur pre-
sentando notevoli oscillazioni. Tale eﬀetto ` e dovuto semplicemente allo scambio
d’aria con il corridoio come precedentemente accennato.
Dalle 13:00 alle 14:30 circa, si nota una netta diminuzione della concentrazione
di CO2, tale eﬀetto ` e dovuto al fatto che gli occupanti hanno lasciato il locale
per la pausa pranzo.
La fase di discesa ` e suddivisa in due momenti, dalle 13:10 alle 14:15 si ha la
diminuzione della CO2 con una certa pendenza mentre dalle 14:15 alle 14:25 si
nota una diminuzione ancora pi` u brusca. Durante il primo intervallo temporale,
la porta ` e rimasta chiusa e l’ambiente ` e stato sgomberato, il crollo della CO2
` e dovuto al fatto che all’arrivo degli occupanti, la porta ` e stata aperta ed uno
scambio di aria si ha avuto con il corridoio che ` e stato arieggiato, con un’apertura
della ﬁnestra, durante la pausa pranzo.
2.6.3 Locale C
Si tratta di una zona abbastanza ampia con ampie vetrate e con la porta verso
la zona pi` u ampia del corridoio. La ﬁgura 2.8 mostra l’esito di un monitoraggio
di 24 h dalle 16:00 alle 16:00. All’inizio del monitoraggio l’ambiente era occupato
da una persona. si pu` o notare lo scalino dei valori di luminosit` a poco dopo le
18:00; un andamento del genere, signiﬁca che la luce ` e stata spenta e l’inizio della
fase calante della concentrazione di CO2 ne ` e la prova. I livelli di luce iniziano ad
aumentare successivamente dalle 8:00 con i primi raggi di sole ﬁno ad arrivare ad
un culmine massimo attorno alle ore 15:00; infatti la presa alla quale il sensore ` e
stato collegato era rivolta verso Ovest.
Da questo graﬁco ` e semplice notare che il locale ` e stato occupato solo per uno
dei due giorni di monitoraggio, la seconda parte di questo periodo di monitoraggio
non presenta nette variazioni n` e di umidit` a che di CO2.
Molto interessante ` e stato notare la gobba che presenta l’andamento della
concentrazione di anidride carbonica durante la notte; dopo alcune prove, si ri-
conduce alla presenza di una pianta all’interno della sala che, per il processo di
fotosintesi, emette CO2 durante la notte.
2.6.4 Locale D
Come ` e descritto in tabella 2.3 tale ambiente ` e un bagno, per cui viene general-
mente occupato per un periodo piuttosto ridotto, normalmente di pochi minuti.
In particolare, si tratta di un bagno cieco, senza fonti di luce naturale esterna;38 2. MONITORAGGIO AMBIENTALE
Figura 2.8: Graﬁco locale C
l’accensione della luce ` e automatizzata grazie ad un sensore ad ultrasuoni che
rileva il movimento dell’occupante. Tutte queste catatteritiche si riscontrano fa-
cilemente nell’andamento dei valori di luce rilevati dal sensore. Ogni variazione
di luce ` e quindi a gradino (on/oﬀ) e, per come ` e posto il sensore, garantisce la
presenza di una persona all’interno della stanza.
In ﬁgura 2.9 ` e illustrato il risultato di un monitoraggio per un frangente di
mattinata nel locale D.
Figura 2.9: Graﬁco locale D2.6. RISULTATI OTTENUTI 39
In questo intervallo temporale, il bagno ` e stato occupato per 2 volte, la prima
volta alle 10:15 e la seconda poco prima delle 11:00. Si notano subito le variazioni
brusche dei valori di luce che passa da un valore nullo a quello massimo in modo
istantaneo.
Ad ogni utilizzo del bagno, si nota una sensibile variazione dei valori di CO2.
Tale grandezza aumenta di qualche ppm solamente dopo che il locale ` e stato
sgomberato; questo piccolo ritardo ` e stato rilevato anche in altri test ed ` e dovuto
al sensore utilizzato.
Anche l’umidit` a subisce una leggera variazione; l’utilizzo dell’asciugamani elet-
trico porta ad innalzare l’umidit` a della stanza di qualche punto percentuale.
2.6.5 Locale E
Tale ambiente viene utilizzato in azienda come laboratorio per praticare test,
saldature, assemblaggi, ecc...Non ` e quindi occupato perennemente; l’occupazio-
ne, infatti, si ha normalmente per un breve periodo (qualche decina di minuti);
in particolare la forma del locale non ` e omogenea ed i sensori non sono stati posti
al centro della stanza.
La ﬁgura 2.10 ` e frutto anch’essa di 24 ore di monitoraggio dalle 18:00 alle 18:00
del giorno successivo. Si pu` o notare una certa attivit` a nel laboratorio attorno le
19:30; la luce viene accesa e si nota una notevole variazione dei livelli di CO2
ed un sensibile aumento dell’umidit` a, proprio in questo periodo, il laboratorio ` e
stato utilizzato per eﬀettuare delle operazione proprio in prossimit` a dei sensori
da un dipendente.
Durante la nottata non si notano variazioni, solamente una fase di assestamen-
to della CO2 con decrescenza esponenziale. Il giorno successivo, ` e caratterizzato
da una notevole aumento di temperatura (da 16◦ a 25◦C) dovuto alla posizione
del laboratorio verso Est con un abbassamento del livello di umidit` a. I livelli di
CO2 indicano che il laboratorio ` e stato utilizzato solamente dalle ore 11:00 in poi
circa.
2.6.6 Locale F
Dalla ﬁgura 2.5 si nota come tale ambiente, si sviluppi con una forma a T e
si estenda in modo tale da essere occupato dai dipendenti dell’azienda ogni qual
volta ci sia un loro spostamento da un locale all’altro; ne consegue che esso sia
spesso occupato ma per un breve periodo. Di seguito, la ﬁgura 2.11 rappresenta,
a diﬀerenza di tutte le altre, un monitoraggio d’ambiente durante un giorno non
lavorativo.
Tale monitoraggio ` e stato infatti eﬀettuato durante una giornata intera di
sabato; in tale giorno non vi ` e presente nessun dipendente in ditta ma i locali
sono occupati per un breve tempo da un impresa di pulizie. La raccolta dati
ha permesso di stabilire con buona precisione l’orario di arrivo degli addetti alla
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Figura 2.10: Graﬁco locale E
Il graﬁco presenta dei valori di CO2 e umidit` a piuttosto costanti per tutta la
giornata ma proprio in prossimit` a delle ore 14:40 si ha una brusca variazione di
umidit` a, un calo repentino della temperatura di 2◦C (si ipotizza dovuto all’aper-
tura di una ﬁnestra) e un piccolo scalino nei valori di anidride carbonica. Tali
variazioni sono subito confrontate con altri dati raccolti contemporaneamente in
quel periodo da un altro nodo e si ` e visto che proprio in quel periodo la luce del
bagno si ` e accesa per pi` u di una volta, segno che eﬀettivamente qualcuno stava
occupando i locali monitorati. Anche in questo caso ` e possibile notare un aumen-
to dell’anidride carbonica durante la notte dovuto alla presenza di alcune piante
vicine al sensore.
Figura 2.11: Graﬁco locale F2.6. RISULTATI OTTENUTI 41
Nei capitoli successivi
Nei capitoli che seguiranno verr` a svolta un analisi pi` u dettagliata del sistema
progettato.
Nel capitolo 3 saranno meglio approfonditi l’impiego e le funzionalit` a delle reti
WSN con protocollo ZigBee; dopo una prima parte teorica sul funzionamento
del protocollo, si passer` a ad una sezione pi` u applicativa in cui verr` a analizzato
hardware e software dei moduli ZigBee utilizzati nel progetto.
Nel capitolo 4, si passer` a ad illustrare la parte di sistema relativa alla raccolta e
visualizzazione dei dati. L’analisi verr` a suddivisa in due parti, la prima relativa la
raccolta dei dati dalla rete, la loro interpretazione ed il salvataggio nel database
mentre la seconda relativa la loro visualizzazione nella pagina web a seconda
delle richieste del client. Anche in questo capitolo, saranno approfondite le risorse
harware e software utilizzate per ottenere tali funzionalit` a.
Il capitolo 5, invece, approfondisce pi` u parti distinte tra loro. La prima ` e re-
lativa ad alcuni test eﬀettuati in aule di scuola primaria, per tale occasione sono
state monitorate due aule di due scuole completamente diverse tra loro ottenendo
dei risultati piuttosto interessanti.
Nella seconda parte, invece, vengono analizzati e commentati i risultati conse-
guenti alle misurazioni dei consumi dei moduli wireless adoperati.
Nelle ultime due sezioni, viene discusso il progetto ﬁnito; elencando le funzionalit` a
che potrebbero essere ottimizzate e veriﬁcando il raggiungimento degli obiettivi
preposti grazie all’analisi del prodotto ﬁnito.Capitolo 3
WSN e protocollo ZigBee
Per la progettazione dell’architettura del sistema, si ` e dapprima svolta una ri-
cerca sulle varie funzionalit` a (MAC, routing, scheduling, power saving, topology
control...) presentate in lettura; solo successivamente la ricerca si ` e indirizzata
sui componenti hardware commerciali disponibili sul mercato. Sfruttando le co-
noscenze apprese, si ` e creata un’architettura adatta allo scopo di questo progetto
di tesi.
3.1 Il protocollo IEEE 802.15.4
3.1.1 Trasmissione dei bit a livello ﬁsico (PHY)
La trasmissione dei bit a livello ﬁsico dipende ovviamente dall’hardware a di-
sposizione. Dato che i nodi utilizzati in questo progetto di tesi (come si vedr` a
meglio nel seguito) sono dotati di modulo ZigBee, la modulazione radio avviene
secondo lo standard IEEE 802.15.4 [19]. Perci` o non verranno considerati altri
standard. Questo standard, rilasciato nel 2003, adotta una tecnica di Direct Se-
quence Spread Spectrum (DSSS). Le trasmissioni DSSS moltiplicano i dati da
trasmettere per un segnale di ‘rumore’. Questo segnale di rumore ` e una sequenza
pseudocasuale di 1 e -1, ad una frequenza molto maggiore di quella del segna-
le originale, distribuendo cos` ı l’energia di quest’ultimo su una banda molto pi` u
larga. Il segnale derivante sembra rumore bianco. Tuttavia, questo segnale di ‘ru-
more’ viene adoperato dal ricevente per ricostruire il segnale originale, attraverso
la moltiplicazione per la stessa sequenza pseudocasuale di 1 e -1. Questo processo
` e conosciuto con il nome di despreading. Aﬃnch´ e il despreading funzioni corret-
tamente, le sequenze di trasmissione e ricezione devono essere sincronizzate. Ci` o
richiede che il ricevitore sincronizzi la sua sequenza con quella del trasmettitore
attraverso un processo di ricerca del timing. Un beneﬁcio derivante dalla sincro-
nizzazione ` e la possibilit` a di usare il timing relativo per determinare la posizione
del ricevitore se si conosce quella del trasmettitore.
L’eﬀetto causato del despreading ` e un miglioramento del rapporto SNR (Si-
gnal to Noise Ratio) ed ` e deﬁnito process gain. Se un terzo trasmettitore invia
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una sequenza pseudocasuale diversa (o non la trasmette) sullo stesso canale, il
despreading non determina alcun process gain per quel segnale. Per questo moti-
vo il DSSS implementa il Code Division Multiple Access (CDMA), che permette
a diversi trasmettitori di utilizzare lo stesso canale, all’interno dei limiti delle
propriet` a di correlazione tra le sequenze pseudocasuali ([20]).
Ritornando allo standard 802.15.4, le bande deﬁnite sono tre:
• 868 Mhz per l’Europa
• 915 Mhz per gli Stati Uniti
• 2.4 Ghz in tutto il mondo
Per consentire la coesistenza di pi` u reti nella stessa area, ` e stato adottato
un approccio Frequency Division Multiplexing, dividendo le bande disponibili in
canali (1 canale per la banda 868 Mhz, 10 per la 915 Mhz con channel spacing di
2 Mhz, 16 per la 2.4Ghz con channel spacing di 5 Mhz). I canali delle prime due
bande sono stati deﬁniti per applicazioni a basso bit rate. Quest’ultimo ` e pari a
20 kbps per la banda 868 Mhz e 40 kbps per 915 Mhz. L’ampiezza dei canali della
banda 2.4 Ghz consente invece bit rate maggiori, ﬁno a 250 kbps.
Le principali funzioni del livello ﬁsico dell’802.15.4 sono le seguenti:
• Attivazione/Spegnimento del modulo radio
• Energy Detection (ED): stima la potenza del segnale ricevuto (parame-
tro utilizzato per la selezione del canale)
• Link Quality Indication (LDI): caratterizzazione del segnale ricevuto
in base alla potenza e alla qualit` a del segnale
• Selezione del canale
• Clear Channel Assessment: parametro per la rilevazione dell’energia del
canale per determinare se ` e gi` a occupato da una stazione che sta trasmet-
tendo.
• Trasmissione e Ricezione del bit a livello ﬁsico.
Il protocol data unit del livello ﬁsico dell’802.15.4 ` e mostrato in ﬁgura 3.1 ed
` e costituito dai seguenti campi:
• SHR: permette al ricevente di sincronizzarsi con il bit stream.
• PHR: contiene informazioni sulla lunghezza del frame.
• Payload: ` e di lunghezza variabile e contiene il MAC frame.3.1. IL PROTOCOLLO IEEE 802.15.4 45
Figura 3.1: Protocol Data Unit del livello ﬁsico dell’802.15.4
3.1.2 Livello di accesso al canale (MAC)
Le principali funzioni che tale layer dello stack va a svolgere sono:
• Creazione di una Personal Area Network (PAN)
• Associazione e dis-associazione ad una rete
• Trasmissione dei pacchetti Beacon
• Gestione del meccanismo del Guaranteed Time Slot (GTS)
• Attuazione dell’algoritmo CSMA-CA per l’accesso al canale
• Calcolo e veriﬁca del Frame Check Sequence (FCS)
• Supporto alla sicurezza basato sull’algoritmo di cifratura AES-128
Esso deve inoltre gestire il processo di rilevamento (Discovery) da parte di
un dispositivo, di quelli ad esso vicini. Il tempo richiesto per far ci` o ` e dell’ordine
di 30ms, mentre le tecnologie concorrenti, come Bluetooth, possono impiegare
ﬁno a 5-6s prima di poter iniziare ad utilizzare completamente il dispositivo. Le
principali funzioni del livello MAC sono implementate in software a diﬀerenza di
quanto avviene per il livello ﬁsico (PHY layer) e scritte generalmente in linguaggio
C.
Esistono 4 possibili tipi di frame a livello MAC, come illustrato in ﬁg.3.2:
• Frame di dati
• Frame ACK
• Frame di comando MAC
• Frame di beacon
Il frame di dati ` e costituito al massimo da 128 bytes; esso ` e numerato per
assicurare l’instradamento di tutti i pacchetti. Il campo Frame Check Sequence
assicura che tutti i pacchetti siano ricevuti senza errori; grazie a ci` o, l’aﬃdabilit` a
in condizioni sfavorevoli di trasmissione migliora notevolmente. Un altro frame
molto importante ` e il frame ACK. Esso fornisce la conferma che il pacchetto46 3. WSN E PROTOCOLLO ZIGBEE
Figura 3.2: I frame del MAC layer
inviato ` e stato ricevuto correttamente garantendo la consistenza dei dati, ma
ovviamente con un aumento di latenza. Il frame di comando MAC fornisce
un meccanismo per il controllo e conﬁgurazione remota dei nodi client. Come
ultimo frame, il frame di beacon ha il compito di ‘svegliare’ i dispositivi client,
i quali sono in ascolto del loro indirizzo e vanno in modalit` a sleep se non lo
ricevono. I beacon (che sono in pratica segnali di sincronismo) sono importanti
per le reti a maglia e cluster-tree per mantenere tutti i nodi sincronizzati senza la
necessit` a che essi rimangano in ascolto per luoghi periodi di tempo, consumando
cos` ı le batterie. Trattandosi di una trasmissione in cui il mezzo (radio) ` e condiviso
da tutti i dispositivi, ` e necessario disporre di qualche metodo di arbitraggio della
trasmissione, aﬃnch´ e due dispositivi non inviiono pacchetti contemporaneamente.
Esistono due tecniche utilizzate: la CSMA-CA ed il beacon.
Ora verr` a discussa solamente la seconda tecnica sopra citata in quanto la pri-
ma ` e gi` a stata discussa nel primo capitolo. La seconda tecnica consiste nell’invio
da parte del coordinatore di un superframe (modalit` a beacon) ad intervalli rego-
lari di tempo (multipli di 15.38ms, ﬁno a 252s). Tra un beacon e l’altro ci sono
16 time slot (slot temporali) di pari ampiezza, in ciascuno dei quali ` e garantita
l’assenza di collisione, come illustrato in ﬁgura 3.3.
Tutti i dispositivi si contendono i primi 9 time slot, mentre gli ultimi slot
temporali sono invece assegnati dal coordinatore ad un nodo speciﬁco e sono
detti GTS (Guaranteed Time Slot). Durante la fase di inattivit` a (Inactive) tutti
i nodi sono nella fase di sleep. Nella fase di attivit` a (Active) tutti i nodi possono
accedere al canale, in particolare tale intervallo ` e suddiviso a sua volta in:
• Contention Access Period (CAP): tale periodo ` e diviso in slot tempo-
rali lunghi 20 simboli, che costituiscono la base temporale per l’algoritmo
Slotted CSMA/CA
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Figura 3.3: Il superframe: accesso al mezzo in modalit` a beacon
pi` u slot temporali (GTS) che vengono riservati per la fase di trasmissione
e ricezione ai dispositivi che necessitano garanzie di accesso al canale.
Nel caso un nodo debba trasmettere una grande quantit` a di informazione, il
coordinatore pu` o assegnarli anche pi` u di un GTS. Tale struttura garantisce una
banda dedicata ed una bassa latenza rispetto alla prima tecnica. Inoltre consente
di ridurre notevolmente il consumo delle batterie, poich´ e ciascun dispositivo sa
esattamente quando trasmettere ed ` e sicuro che non ci saranno collisioni.
Esiste anche un ulteriore modalit` a di funzionamento, la modalit` a non beacon-
enabled. In questo modo di funzionamento, i messaggi Beacon vengono trasmes-
si solo in risposta alle interrogazioni dei dispositivi che voglio unirsi ad una rete
gi` a esistente o formarne una nuova. In tale modalit` a ogni dispositivo utilizza
l’algoritmo CSMA/CA per accedere al canale.
3.1.3 Livello di rete (NTW)
In questo livello s’inserisce il protocollo ZigBee il quale, come gi` a detto in
precedenza, fornisce i servizi di rete e livello applicativo. Brevemente, le funzioni
ZigBee del livello di rete riguardano:
• Esecuzione dei comandi MAC come livello superiore
• Individuazione delle ﬁgure di rete coordinatore, router ed end-device, ognu-
na con funzioni e compiti man mano decrescenti all’interno della rete
• Auto-formazione e gestione delle connessioni di rete
• Supporto dei pacchetti data e comando
• Possibilit` a d’implementazione di un ‘Trust Centre’ che gestisca le mansioni
di sicurezza dell’intera rete ZigBee
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• Assegnazione di indirizzi a 16 bit per l’utilizzo nelle politiche di routing
• Realizzazione dell’instradamento dei pacchetti.
Proprio quest’ultimo punto necessita un piccolo approfondimento, in quanto,
l’instradamento pu` o avvenire per due modi diversi:
1. Tree Routing: i pacchetti destinati ad altri dispositivi nella rete vengo-
no inviati al ‘padre’ o al ‘ﬁglio’ secondo le associazioni eﬀettuate con le
primitive IEEE802.15.4.
2. Table Routing: un ciclo di ‘discovery’ consente di conoscere quali sensori
sono stati raggiunti da un pacchetto inviato in broadcast. Le risposte dei
singoli dispositivi (pesati a seconda della funzione prescelta) consentono di
realizzare ad ogni hop la tabella di routing.
Il protocollo utilizzato, prevede la formazione di tre tipi diﬀerente di topologie
di reti (stella ,albero, mesh) che saranno discusse nei paragraﬁ seguenti.
3.1.4 Livello di Applicazione (APL)
Il layer applicazione ` e costituito dai driver e dal codice, contenuti nella ROM
del microcontrollore. Schematicamente di un nodo ZigBee si possono evidenziare,
oltre al blocco relativo all’alimentazione, anche quelli inerenti il transceiver, l’an-
tenna, il microcontrollre e l’interfaccia utente (rappresentata da Input/Output).
Il transceiver implementa il layer ﬁsico, ossia si occupa della modulazione del
segnale come descritto in precedenza. All’interno della ROM del microcontrollore
` e presente l’implementazione del livello MAC, NWK e applicazione.
Il protocollo ZigBee, a diﬀerenza di altri protocolli di comunicazione, deﬁnisce
anche il livello applicativo; in particolare esso ` e composto dall’Application Sup-
port Sublayer (APS), dal Zigbee Device Object (ZDO) e da oggetti applicativi
deﬁniti dal produttore. Nella Figura 3.4, si pu` o osservare come ` e strutturato tutto
lo stack di ZigBee.
L’APS si occupa di mantenere le tabelle delle associazioni tra dispositivi ca-
ratterizzati da servizi ed esigenze proprie, e di inoltrare i messaggi tra dispositivi
associati. Un altro suo compito ` e quello del discovery, cio` e della ricerca di altri
dispositivi che stanno operando nella zona. ZDO deﬁnisce il ruolo dei nodi, ini-
zializza e risponde a richieste di connessione e crea connessioni sicure tra nodi.
Gli oggetti applicativi deﬁniti dal produttore implementano le funzionalit` a scelte
in conformit` a alle regole dello standard ZigBee.
3.1.5 Tipi di nodo
Una WPAN ZigBee pu` o includere due diversi tipi di dispositivi: FFD (Full
Function Device) e RFD (Reduced Function Device). Un dispositivo del primo
tipo pu` o operare all’interno della rete secondo tre modalit` a: funzionando da coor-
dinatore della rete, da coordinatore semplice o da terminale di comunicazione. Un3.1. IL PROTOCOLLO IEEE 802.15.4 49
Figura 3.4: Architettura dello stack ZigBee
dispositivo FFD (Coordinatore o Router)pu` o dialogare con altri dispositivi di en-
trambe le categorie, mentre un RFD (EndDevice) pu` o comunicare direttamente
solo con un FFD. L’inclusione di terminali RFD all’interno della rete ` e orienta-
ta per applicazioni estremamente semplici, come interruttori di luce o sensori ad
infrarossi, che non necessitano dell’invio di grosse quantit` a di dati e possono quin-
di, essere supportate attraverso minime risorse energetiche e limitate capacit` a di
memoria.
I dispositivi possono quindi essere di tre tipi:
• Coordinatore
• Router
• EndDevice (nodo foglia)
Coordinatore
Tutte le reti di tipo ZigBee possiedono un nodo Coordinatore indipendente-
mente dalla tipologia di rete utilizzata (come vedremo nel prossimo paragrafo).
A livello di rete (NTW) il coordinatore svolge importanti funzionalit` a per
l’inizializzazione della rete infatti:
• seleziona la frequenza di canale da utilizzare (quella con l’attivit` a pi` u bassa),
• inizializza la rete,
• permette ad altri dispositivi di connettersi alla rete da esso gestita,50 3. WSN E PROTOCOLLO ZIGBEE
• fornisce messaggi di routing gestione della sicurezza e altri servizi.
Router
I Router sono dei nodi che adempiono alle seguenti funzionalit` a:
• ritrasmettono i messaggi da un nodo all’altro,
• permettono ai nodi ﬁgli di connettersi ad essi.
Come vedremo nel prossimo paragrafo, i Router compiono queste attivit` a in
modo diverso a seconda si tratti di una rete ad albero oppure mesh; infatti, in
una rete ad albero, i router sono posti in modo tale da passare i dati ‘su e gi` u’ per
l’albero mentre in una rete mesh, un router pu` o essere posizionato dappertutto.
Da notare il fatto importante che i router non possono dormire, in quanto
devono essere sempre in ascolto dei propri ﬁgli.
EndDevice
Sono dispositivi sempre collocati alle estremit` a della rete utilizzata. Tali nodi
non sono in grado di ritrasmettere messaggi e non possono permettere ad altri
nodi di aggiungersi alla rete.
La caratteristica principale di questi nodi ` e quella che svolgono la loro fase di
trasmissione e ricezione dati alternata con una fase di sleep in cui il processore
viene posto in uno stato dormiente a basso consumo energetico. In questo modo
sono spesso attrezzati con un’alimentazione a batteria facilmente integrabile con
una sorgente d’energia rinnovabile (pannello fortovoltaico, cella di Peltier, ecc...)
3.1.6 Topologie di rete
Come precedentemente accennato, le tipologie di rete supportate dallo stan-
dard ZigBee e quindi dallo standart IEEE 802.15.4 sono le seguenti:
1. Stella
2. Albero
3. Mesh
Rete a Stella
La rete a stella ` e la pi` u semplice delle reti ZigBee. Tale semplicit` a non garan-
tisce grosse potenzialit` a in quanto essa ` e composta solamente da un Coordinatore
e pi` u nodi EndDevice. Ogni EndDevice pu` o comunicare solamente con il Coordi-
nator; in questo modo, perch` e avvenga una comunicazione tra un EndDevice ed
un altro, tale messaggio dovr` a passare per il Coordinatore (ﬁg 3.5).3.1. IL PROTOCOLLO IEEE 802.15.4 51
Figura 3.5: Rappresentazione di rete a stella
Rete ad Albero
Tale topologia consiste in un nodo Coordinatore al quale gli altri nodi son
connessi con le seguenti due regole:
1. Il Coordinatore pu` o essere connesso con una serie di nodi Router o EndDe-
vice loro ﬁgli
2. Ogni Router pu` o essere connesso a pi` u Router e/o EndDevice.
3. Gli EndDevice non possono aver ﬁgli.
Tale gerarchia pu` o essere rappresentata come un albero con il Coordinatore
posto nel top come mostrato in ﬁg. 3.6
Figura 3.6: Rappresentazione di rete ad albero
la comunicazione avviene nel seguente modo: un nodo pu` o comunicare diretta-
mente solamente con il proprio padre o con i propri ﬁgli (se esistono). Per spedire
un messaggio attraverso la rete, esso dovr` a viaggiare dal nodo sorgente risalendo
l’albero ﬁnch` e trova il pi` u vicino nodo antenato del nodo destinatario, a questo
punto il messaggio potr` a scendere attraverso l’albero ﬁno a destinazione.
Uno svantaggio di questa topologia di rete ` e che non esistono percorsi alter-
nativi di comunicazione se un collegamento tra nodi dovesse fallire.52 3. WSN E PROTOCOLLO ZIGBEE
Rete Mesh
Tale rete oﬀre alcune potenzialit` a che le altre topologie non riscono ad oﬀrire.
Proprio questa topologia ` e stata utilizzata nel progetto di tesi per cui si cercher` a
di approfondirla pi` u nel dettaglio.
Come in una rete ad albero, il Coordinatore pu` o connettersi con una serie di
nodi Router e EndDevice; anche un Router pu` o connettersi con altri Router e
EndDevice.
A diﬀerenza delle reti ad albero, il modo di comunicazione ` e leggermente
diﬀerente, in particolare:
• Un Router pu` o comunicare direttamente con un suo ﬁglio, con un suo padre
ma anche con qualsiasi altro Router o Coordinatore all’interno del range
radio.
• Il Coordinatore pu` o direttamente comunicare con i suoi ﬁgli ma anche con
qualsiasi Router all’interno del range radio.
La topologia ottenuta ` e rappresentata in ﬁgura 3.7.
Figura 3.7: Rappresentazione di rete mesh
L’abilit` a di un nodo Router di comunicare direttamente con altri nodi vicini
(entro il raggio d’azione del segnale wireless) ` e la propriet` a principale che carat-
terizza le reti mesh rispetto a quelle ad albero. Sfruttando questa propriet` a, si
ottengono comunicazioni molto ﬂessibili che permettono di identiﬁcare percorsi
alternativi all’inteno della rete nel caso in cui un collegamento dovesse saltare.
Se un EndDevice ` e impostato in modalit` a di sleep, non ` e in grado di ricevere
messaggi direttamente; il protocollo permette che i dati destinati ad un nodo
EndDevice vengano buﬀerizzati al suo nodo padre; solamente una volta che il
nodo foglia ` e in fase non-dormiente, esso pu` o chiedere l’informazione ricevuta al
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In questo tipo di reti,` e prevista una propriet` a di ‘route discovery’ che permette
di trovare il percorso migliore disponibile nella rete per raggiungere un certo nodo.
Si vuol ricordare nuovamente, che la propagazione dei messaggi ` e gestita di-
rettamente dal network layer (NWL) dello stack ed ` e quindi trasparente all’ap-
plicazione caricata nel nodo.
3.2 ZigBee PRO
Dal momento in cui i dispositivi utilizzati per il progetto utilizzano questa
nuova versione di protocollo ZigBee, in questo breve capitolo esso sar` a introdotto
e le varie diﬀerenze con la versione standard. Attualmente, ZigBee PRO ` e l’ultima
versione rilasciata del protocollo ZigBee. Tale conﬁgurazione fornisce caratteristi-
che aggiuntive alle speciﬁche del protocollo ZigBee 2007 e si diﬀerenzia per molti
aspetti dalle speciﬁche Zigbee 2006. L’intento di ZigBee PRO ` e quello di miglio-
rare le funzionalit` a del protocollo ZigBee, rendendolo pi` u robusto ed eﬃciente in
scenari applicativi con elevato numero di nodi e possibili interferenti [21].
Le principali caratteristiche che contraddistingono tale protocollo sono le se-
guenti:
• Creazione di reti Beaconless: in tale maniera, non ` e presente un mec-
canismo di sincronizzazione fra padre e terminale ﬁglio in sleeping mode.
In aggiunta, ogni dispositivo terminale (foglia), ` e libero di conﬁgurare un
proprio duty cycle. In questo caso l’interazione tra padre e ﬁglio ` e gestita
con modalit` a polling, Il dispositivo padre deve memorizzare nella cache le
informazioni destinate al ﬁglio dormiente.
• Assegnamento degli indirizzi. Non viene pi` u gestito in maniera gerarchi-
ca, ma si usa una distribuzione stocastica. Ci` o permette l’implementazione
di procedure di gestione per i conﬂitti d’indirizzo e consente la possibilit` a
di riutilizzo degli indirizzi
• Routing. Implementazione di tecniche che permettono di minimizzare il
traﬃco di routing e la dimensione delle rispettive tabelle, specialmente in
presenza di nodi catalizzatori del traﬃco (aggregators), in particolare:
– Many-to-one routing: evita che ogni dispositivo della rete attivi
separatamente la procedura di discovery del nodo catalizzatore, de-
mandando al nodo aggregator il compito di comunicare in broadcast
la propria presenza.
– Source routing. Inserisce le informazioni di routing necessarie all’in-
stradamento all’interno del pacchetto stesso. In questo modo solo il
nodo sorgente deve possedere una entry relativa al percorso nella ta-
bella di routing. ` E necessario per` o che il nodo sorgente reperisca, in
precedenza, informazioni sulla topologia della rete e conosca per intero
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• Frequency agility. Oﬀre la possibilit` a di cambiare il canale di lavoro
mentre la rete ` e operativa garantendo maggior protezione dalle interferenze.
• Sicurezza. D` a la possibilit` a di scegliere fra due diﬀerenti proﬁli di sicurezza:
1. standard: non richiede nessun tipo di autenticazione fra dispositivi
padre-ﬁglio e fra neighbor; per il trust center ` e opzionale supportare
le link key; il cambio della network key avviene utilizzando la network
key corrente.
2. high: richiede l’autenticazione fra dispositivi padre-ﬁglio e fra neigh-
bor; i pacchetti provenienti da dispositivi non presenti nelle tabelle dei
neighbor sono scartati; tutti i dispositivi supportano le link key; non ` e
possibile cambiare la network key utilizzando la network key corrente.
• Compatibilit` a con ZigBeee. I dispositivi sono in grado di distinguere le
reti ZigBee da quelle ZigBee PRO attraverso un identiﬁcatore che le distin-
gue nel payload del pacchetto Beacon. In particolare, i dispositivi ZigBee
PRO possono unirsi ad una rete ZigBee solo come dispositivi terminali,
anche i dispositivi ZigBee possono unirsi ad una rete ZigBee PRO solo co-
me dispositivi terminali ma solo se la rete in questione utilizza il proﬁlo di
sicurezza standard.
3.3 Hardware utilizzato
Il mondo del mercato oﬀre una vasta scelta per quel concerne l’hardware uti-
lizzabile per implementare una WSN. Dopo un periodo di ricerca dei prodotti
disponibili, la scelta ` e ricaduta su un prodotto molto innovativo, ad alte pre-
stazioni e a ridotti consumi, si tratta del modulo JN148 della casa produttrice
Jennic. Il datasheet integrale del dispositivo ` e mostrato in appendice. Di seguito,
in ﬁgura 3.8 ` e riportato lo schema a blocchi del dispositivo.
Da tale schema, non ` e diﬃcile notare i principali blocchi del nodo wire-
less in questione. In particolare, i componenti hardware dei nodi di una WSN
comprendono CPU, memoria, radio, sensori, attuatori e fonte di alimentazione.
Componenti hardware
Di seguito son riportate alcune delle caratteristiche del nodo JN148 scelto1:
• Controller: ` e la CPU del nodo e si occupa di rilevare i dati tramite i sen-
sori, elaborarli, decidere dove e quando spedirli, ricevere dati da altri nodi,
gestire gli attuatori e i sensori. Il dispositivo utilizzato monta un microcon-
trollore, ovvero un processore per sistemi embedded. Poich´ e richiede poca
1Queste e molte altre caratteristiche sono disponibili nel datasheet del dispositivo [22] e del
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Figura 3.8: Schema a blocchi del modulo wireless JN148
energia, ha delle memoria integrata e senza controller di memoria; ` e facil-
mente programmabile e si integra bene con altri componenti come sensori
e attuatori e ha delle modalit` a di risparmio energetico.
Si tratta di un microcontrollore JN5148 proprio della casa costruttrice Jen-
nic; ` e un dispositivo RISC (Reduced Instruction Set Computer) a 32 bit
con frequenza di clock ﬁno a 32 MHz, diversi convertitori analogico/digitale
a 12bit, dei convertitori digitale/analogico e molte altre interfacce di comu-
nicazione con l’esterno. Si voglia far notare i consumi di corrente di tale
dispositivo, caratteristica fondamentale per renderlo eﬃcace come nodo in
una rete WSN ZigBee:
– 100nA in stato dormiente profondo (Deep sleep current)
– 1.25µA in stato dormiente con Timer attivo.
– 17.5mA in ricezione
– 15mA in trasmissione
• Memoria: la memoria ` e di tipo RAM per le variabili temporanee, mentre
per il codice si usano le EEPROM o le ﬂash. Il microcontrollore dispone di
128 KB di memoria RAM, altrettanti di memoria ROM, e 4Mbit di ﬂash
per il codice di programmazione e dati.
• Modulo di comunicazione: ` e costituito da un transceiver ad onde radio
che opera sui 2.4Ghz (protocollo IEEE 802.15.4).
• Fonte di alimentazione: per dare energia ad un nodo si potrebbe ricorre-
re a batterie, che possono essere di qualsiasi tipo, a seconda dell’hardware
e dell’applicazione da realizzare. Le reti che devono avere un lifetime molto
lungo potrebbero ricorrere a fonti energetiche ausiliare per ricaricare le bat-
terie dei nodi(celle fotovoltaiche, sistemi di ricarica a vibrazioni meccaniche,
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3.4 Programmazione dei nodi della WSN
3.4.1 Ambiente di sviluppo
Per la programmazione dei nodi wireless ` e stato utilizzato l’ambiente di svi-
luppo Eclipse. Si tratta di un ambiente di sviluppo integrato multi-linguaggio
e multipiattaforma sviluppato da una comunit` a strutturata sullo stile dell’open
source.
Eclipse pu` o essere utilizzato per la produzione di software di vario genere,
si passa infatti da un completo IDE per il linguaggio Java (JDT, Java Develo-
pment Tools) a un ambiente di sviluppo per il linguaggio C++ (CDT, C/C++
Development Tools) e a plug-in che permettono di gestire XML, Javascript, PHP
[24].
La piattaforma di sviluppo ` e incentrata sull’uso di plug-in; questi plug-in
permettono la programmazione dei moduli JN148 e sono progettati ad hoc e
forniti dalla casa costruttrice Jennic.
I plug-in utlizzati per la programmazione sono due:
• JenOS Conﬁg.Editor. Questo editor fornisce un’interfaccia graﬁca per la
gestione delle risorse ad alto livello come timer, task, mutex, ecc...
• ZPS Conﬁg.Editor. Tale editor garantisce una facile via per impostare i
parametri della rete ZigBee come per esempio le propriet` a del Coordinatore,
Router e EndDevice. Per un approfondimento delle propriet` a conﬁgurabili,
vedere [25].
Metodi di programmazione
I dispositivi vengono programmati grazie a due metodologie diﬀerenti ma
collegate tra loro.
• Il microcontrollore montato (JN5148) riesce a lavorare con metodologia
multitasking e riesce a gestire ﬁno a 32 task contemporaneamente. L’uti-
lizzo dei vari task ( passaggio dati, interrupt,ecc...) viene gestito dal plug-in
graﬁco di Eclipse.
• Ogni singolo task viene deﬁnito mediante uno script in linguaggio C. L’u-
tilizzo delle API (Application Programmable Interface) fornite da alcune
librerie permette di programmare facilmente il microcontrollore sfruttando
tutte le sue potenzialit` a sia a livello ZigBee sia a livello di applicazione2.
La ﬁgura 3.9 mostra il processo di build utilizzato dal motore di compilazione
che permette di ottenere i ﬁle binari da utilizzare a partire da i ﬁle in linguaggio
C dall’utente, dal ZPS Conﬁguration Editor e dal JenOS Conﬁguration Editor.
2La parte relativa agli script di codice utilizzato per il progetto sar` a omessa in questo
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Figura 3.9: Processo di ‘Build’ (dai ﬁle .c ai .bin)
Ora si proceder` a ad analizzare pi` u o meno dettagliatamente le strutture dei
programmi progettati per ognuno dei tipi di nodi della rete. In realt` a si dovrebbe
seguire una suddivisione tra quello che ` e il programma relativo la gestione del-
la rete (caratteristiche tipiche del protocollo ZigBee: routing, binding dei nodi,
ecc...) e quello relativo l’applicazione (raccolta dei dati dei sensori, gestione del-
l’UART,ecc...). In particolare, essendo lo ZigBee uno standard ben deﬁnito, la
casa costruttrice mette a disposizione dell’utilizzatore la parte di programma re-
lativa all’implementazione della rete. Si far` a una suddivisione tra software (SW)
progettato per il nodo coordinatore e software progettato per il nodo sensore.
3.4.2 Coordinatore (SW)
L’architettura software utilizzata per il nodo coordinatore ` e riportata in ﬁgura
3.10 in cui sono messi in relazione vari blocchi, in particolare, si possono notare
i blocchi messaggio, task e software timer. I primi sono degli oggetti che sono
utilizzati (e cos` ı si possono pensare) come dei mezzi di comunicazione dei dati,
i secondi sono rappresentati da alcuni blocchi di codice che vengono eseguiti se
attivati da un qualsiasi evento mentre gli ultimi sono dei veri e propri timer
implementati via software.
Nel dettaglio i vari task sono cos` ı utilizzati:
• App taskControllerNode. Rappresenta il task principale nel programma
applicativo del controllore. E’ attivato da un evento di Stack generato dal
ZigBee Protocol Stack (ZPS) che gli fornisce un messaggio contente l’evento
di stack. Tale task contiene il codice che permette l’inizializzazione della rete
mediante una macchina a stati.
• App taskLogData. Tale task rappresenta il SENSOR endpoint, in parti-
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Figura 3.10: Rappresentazione delle relazioni intercorrenti tra i blocchi di software
nel nodo coordinatore
EndDevice). Quando un nodo sensore spedisce le sue informazioni raccolte
al coordinatore, l’indirizzo del nodo che ha spedito il dato viene registrato e
i dati vengono salvati. Utilizzando questa tecnica di log ` e possibile vedere la
cronologia dei dati ricevuti (questo modo di lavorare non ` e stato utilizzato
visto che, in tale progetto, ` e il miniPC ad eﬀettuare il log dei dati). Il task ` e
attivato dal task ZPS che gli passa un messaggio contenente le informazio-
ni relative al data-frame. E’ anche attivato periodicamente da un software
timer per eﬀettuare una specie di controllo temporale sui dati.
• APP taskSendConf. Rappresenta il task che permette di impostare un
nuovo periodo di campionamento della WSN, tale valore gioca un ruolo
importante nella mole di dati che dovr` a essere gestita dal coordinatore.
Tale task ` e attivato da un interrupt proveniente da una delle due UART
del dispositivo; in particolare, quando il processore ARM (miniPC) invier` a
il nuovo dato per il periodo di campionamento tramite seriale UART, il task
si attiver` a subito e invier` a attraverso tutti i nodi della rete il nuovo dato.
• APP taskTogglePermitJoining. Questo task ` e gestito da un timer soft-
ware che ` e attivato a sua volta dallo stato di Permit-Joining. Tale funzio-
nalit` a ` e gestita da un tasto posto nella board del coordinatore che se ` e
premuto per pi` u di 2 secondi, questo task viene attivato. Se il tasto viene
premuto per meno di 2 secondi, il task del coordinatore principale blocca il
timer prima che esso scada evitando che questo task venga attivato.
3.4.3 Nodo Sensore (Router e EndDevice)
La struttura sofware del Nodo Sensore3 ` e rappresentata in ﬁgura 3.11
3D’ora in poi si parler` a di Nodo Sensore intendendo quel tipo di dispositivo che permette
l’acquisizione delle grandezze ﬁsiche dai vari sensori. In questo contesto si tratter` a dei nodi
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Figura 3.11: Rappresentazione delle relazioni intercorrenti tra i blocchi di software
nel nodo sensore
L’applicazione del nodo sensore ` e implementata dai seguenti task:
• APP taskSensorNode. Si tratta del task principale per questa tipologia
di nodi. E’ attivato da un evento dello stack generato dallo ZPS dal quale
riceve un messaggio contenente i dettagli dell’evento. Il taskSensorNode
contiene la macchina a stati necessaria per individuare una rete alla quale
aggregarsi.
• APP taskSampleSensors. Tale task coordina la macchina a stati per la
lettura dei dati di luce, temperatura, umidit` a e CO2. A lettura terminata,
tale task invia un frame di dati contenente tali valori appena letti al nodo
coordinatore. Nel caso in cui il nodo sensore sia un router, questo task ` e
periodicamente attivato da un timer software mentre nel caso in cui si tratti
di un EndDevice, il task ` e attivato da una chiamata di risveglio dallo stato
di sleep. In aggiunta, tale task gestisce i messaggi provenienti dal nodo
coordinatore (nel caso in questione, l’impostazione del tempo del periodo
di campionamento).
• APP taskSensorEvent. Questo ` e un task aggiuntivo presente solamente
nei nodi router e non negli EndDevice. In entrambi queste tipologie di nodo,
il led 2 posto sulla scheda indica l’attivit` a del nodo ma, mentre nel nodo
EndDevice esso si accende con il risveglio e si spegne con la dormienza del
nodo stesso, in un router, il LED si illumina quando un frame di dati ` e
passato allo stack per la trasmissione e si spegne quando lo stesso stack
ritorna un valore di conferma. Questo task implementa il SENSOR DATA
endpoint ed ha dunque il compito di ricevere la conferma APS generata
dallo ZPS dopo che il frame SENSOR DATA ` e stato spedito. Lo ZPS invia60 3. WSN E PROTOCOLLO ZIGBEE
un messaggio contente la conferma e tale messaggio attiva il task. Il task
proceder` a a questo punto con lo spegnimento del LED.
La diﬀerenza principale dell’applicazione caricata in un nodo sensore router
e quella di un nodo sensore EndDevice, sta semplicemente nel fatto che men-
tre il router sfrutta un timer sofware per attivare il processo di campionamento
dei dati dai sensori e procedere con il loro invio, il nodo EndDeviice, non essen-
do sempre acceso come il router, utilizza un timer interno a 32KHz progettato
appropriatamente per il risveglio del microcontrollore.Capitolo 4
Raccolta dati e Visualizzazione
In questo capitolo si andranno ad analizzare pi` u approfonditamente le risorse
hardware e i componenti software utilizzati per il sistema di monitoraggio.
4.1 Hardware
La parte ﬁsica del progetto ` e composta principalmente da 3 piattaforme hard-
ware distinte e con compiti diversi. Tali componenti sono: la sensor board (nodo
sensore), il nodo Coordinatore ed il miniPC.
4.1.1 Sensor Board (Nodo sensore)
Questa unit` a hardware risulta essere sostanzialmente una scheda elettronica
di dimensioni piuttosto contenute con integrati a bordo i sensori necessari per
l’acquisizione delle grandezze ﬁsiche richieste ed il modulo JN148 programmato
come Router o EndDevice. I sensori ricoprono un ruolo di notevole importanza nel
raggiungimento dello scopo ﬁnale, le loro caratteristiche di precisione, sensibilit` a
e fondo scala sono un aspetto molto importante da tenere in considerazione in
fase di progetto1.
Sensore di Temperatura e Umidit` a
La sensor board monta un sensore SHT11 della sensirion per la lettura dei
valori di umidit` a relativa e temperatura. Il dispositivo ` e composto da due micro-
sensori calibrati, un convertitore ADC a 14 bit e un minicircuito per la conversione
in seriale (I2C). Tale sensore viene interrogato mediante le API dei microcontrol-
lori JN148 che permettono una lettura della temperatura in un range da 0 124
◦C e una lettura di umidit` a da 0 al 100% [36].
1In tale progetto la sensor board non ` e stata assemblata direttamente dal progettista del
sistema ma ` e stata acquistata con i sensori di temperatura, umidit` a e luce gi` a montati; solamente
il sensore di CO2 ` e stato comperato a parte dopo un’ attenta analisi delle oﬀerte del mercato
per quel tipo di dispositivo e interfacciato per lavorare sulla sensor board.
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Sensore di Luce
La scheda del nodo sensore monta un sensore TAOS TSL2550 per la lettura
dei valori di luce. Si tratta di un sensore con uscita digitale seriale I2C; esso com-
bina due fotodiodi, uno sensibile alla luce visibile ed uno sensibile all’infrarosso,
accompagnati da un convertitore analogico/digitale con una precisione di 12-bit
ottendendo una risposta simile a quella dell’occhio umano [37]. Il valore restituito
dal sensore rappresenta la luce assorbita dai fotodiodi espressa in lux.
La ﬁgura 4.1 mostra una fotograﬁa della sensor board completa di modulo
RF, sensori di luce, umidit` a, temperatura e anidride carbonica. Tale circuito pu` o
essere alimentatao sia da due batterie AAA che da un alimentatore esterno.
Figura 4.1: Sensor Board utilizzata
4.1.2 Sensore di CO2
A diﬀerenza degli altri sensori, la scelta del sensore di CO2 ` e stata il risultato
di una ricerca piuttosto approfondita dei prodotti gi` a presenti sul mercato. L’ani-
dride carbonica, infatti, rappresenta la grandezza d’ambiente pi` u signiﬁcativa sia
per determinare il grado di comfort sia per valutare l’occupancy di un ambiente
indoor. A tal punto la scelta ` e ricaduta su un prodotto innovativo, di buona pre-
cisione e dalle grandezze piuttosto contenute; si tratta del sensore EE892 della
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Il principio di misurazione utilizzato (gi` a discusso nel paragrafo 2.4.1) dal
disposotivo ` e basato sulla tecnologia ad infrarossi (NDIR). Una caratteristica
importante del dispositivo ` e che non richiede alcuna manutenzione grazie alla
brevettata autocalibrazione E + E, che sopperisce agli eﬀetti dell’usura e garan-
tisce un’eccellente stabilit` a a lungo termine. In aggiunta, il sensore ha un bassis-
simo consumo e, grazie all’intervallo di misurazione regolabile, il consumo medio
pu` o essere ridotto a meno di 60µA oﬀrendo la perfetta soluzione per dispositivi
alimentati a batteria. Il sensore in questione ` e mostrato in ﬁgura 4.2.
Figura 4.2: Sensore di CO2 utilizzato
Tale dispositivo permette la lettura della concentrazione di CO2 da 0 ﬁno
ad un massimo di 2000 ppm con una discreta precisione; le altre caratteristiche
tecniche sono illustrate in appendice B.
Presenta un’interfaccia di comunicazione digitale con con protocollo di co-
municazione non propriamente open source; si tratta del protocollo chiamato E2
Interface.
Protocollo digitale E2
Il protocollo di comunicazione E2 ` e basato sui principi tipici della comuni-
cazione I2C. La diﬀerenza pi` u signiﬁcativa rispetto il pi` u conosciuto protocollo
I2C ` e rappresentata dalla pi` u bassa velocit` a di trasmissione, da un sistema di
addressing modiﬁcato e da un diverso meccanismo di gestione dell’errore (check-
sum byte). L’interfaccia E2 ` e usata principalmente per la trasmissione digitale
bi-direzionale tra un modulo master (per esempio un microcontrollore) e un mo-
dulo slave , nel caso citato il sensore di CO2. La trasmissione avviene in modo
sincrono e seriale con il master che ` e responsabile della generazione del clock; in
questo modo, lo slave non pu` o inviare dati in modo indipendente.
Il driver per la lettura del sensore ` e stato scritto in linguaggio C propriamente
per questo sensore (API relative alla comunicazione in I2C non sono state utlizzate
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4.1.3 MiniPC ARM
Il modulo hardware pi` u signiﬁcativo e pi` u potente del sistema ` e rappresentato
dal miniPC; ad esso spettano numerosi compiti: dal salvare i dati provenienti
dal coordinatore nel database sino alla loro visualizzazione nella pagina web. E’
stato utlizzato un processore ARM9 progettato appositamente per applicazioni
embedded; si tratta del TS-7500 della ditta Technologic Systems Inc.[38].
Il TS-7500 ` e composto da un processore ARM9 Cavium a 250MHz e di una
FPGA 5000 LUT; esso rappresenta una soluzione embedded potente e ﬂessibile
grazie ad una RAM da 64 MB, una ﬂash on-board per il boot da 4 MB e uno slot
per una carta Micro SD per il salvataggio dei dati.
Nel miniPC, sono disponibili parecchi modi diversi per interfacciarsi con l’e-
sterno; in particolare esso dispone di: porta Ethernet, porte USB, porte a I2C,
seriali UART e SPI (implementate dall’FPGA).
Caratteristica non meno importante del dispositivo` e rappresentata dalla bassa
potenza consumata; esso infatti consuma 400mA a 5V.
Il TS-7500 ARM Single Board Computer (SBC) ` e compatibile con un ampio
range di sistemi operativi; in questo caso ` e stato utilizzato con una distribuzione
Unix in modo tale da garantire un completo approccio open-source. Nel dispo-
sitivo ` e installato un Kernel Linux 2.6 con distibuzione Debian (version Lenny
Arm) operante out-of-the-box; tale Kernel include una serie di driver per l’utilizzo
dell’hardware on-board in modo da essere utilizzato per pi` u applicazioni possibili.
Il compatto ﬁlesystem iniziale ` e basato su Busybox e uClibc ed ` e progetta-
to per migliorare performance e ﬂessibilit` a. I TS-7500 SBC sono conﬁgurati per
caricare il sistema operativo Debian dalla carta SD durante la fase di boot; le
grosse potenzialit` a nell’utilizzo di un sistema operativo di questo tipo si riﬂetto-
no nella possibilit` a di disporre di un completo ambiente di sviluppo embedded
GNU in C/C++. In aggiunta a questo, altri servizi di notevole importanza sono
disponibili dal sistema quali: Apache Web Server, FTP, SSH, Telnet and Samba.
Per una maggior consultazione delle caratteristiche di questo prodotto, ci si
riferisca a [38].
L’ ARM ` e montato su un supporto meccanico provvisto di un p` o di elettronica
per oﬀrire, oltre alla copertura del processore, altre utili funzionalit` a come per
esempio: un interfaccia RS232, 3 rel` e, una porta RS485, 8 Buﬀered Inputs e 3
Buﬀered Outputs. La ﬁgura 4.3 mostra dunque il miniPC TS-7500 integrato nella
sua copertura.
4.2 Software
In questo paragrafo verr` a analizzato tutto il software progettato e funzionante
nel processore ARM9 del minipc; partendo dapprima da una visione pi` u estesa
dell’architettura per passare successivamente ad una analisi pi` u dettagliata.4.2. SOFTWARE 65
Figura 4.3: Immagine del miniPC (con scatola semi-aperta)
Architettura
Il progetto di tesi ` e stato sviluppato utilizzando pi` u linguaggi di programma-
zione, partendo da un livello di astrazione piuttosto basso ﬁno ad arrivare a un
linguaggio basato su oggetti ed altre strutture astratte.
Il sistema pu` o cos` ı essere pensato suddiviso in pi` u parti: la prima che comprende
tutto il codice e le risorse per l’immagazzinamento dei dati proveniente dalla rete
mentre la seconda implementa tutte le funzioni necessarie per visualizzare tali
dati in una pagina web.
La parte in comune tra queste due appena accennate ` e rappresentata dal database
utilizzato per il salvataggio dei dati e dei parametri di conﬁgurazione.
La ﬁgura 4.4 mostra una rappresentazione a blocchi dell’architettura del soft-
ware implementata dal miniPC.
Figura 4.4: Architettura software del sistema
Un’analisi pi` u dettagliata delle varie componenti del software sar` a eﬀettuta
nei prossimi due paragraﬁ descrivendo dapprima la parte di software relativa
l’immagazzinamento dei dati provenienti dalla rete (4.3) e successivamente quella
relativa la visualizzazione dati nella pagina web (4.4).66 4. RACCOLTA DATI E VISUALIZZAZIONE
4.3 Dalla rete al database
Come anticipato, in questo paragrafo si andranno ad esporre le varie caratte-
ristiche e funzionalit` a della raccolta e immagazzinamento dati provenienti dalla
rete. Il collegamento ﬁsico tra il nodo coordinatore e il miniPC ` e rappresentato
da un cavo USB con un convertitore seriale racchiuso al suo interno; la comunica-
zione, grazie alle potenzialit` a del sistema operativo Unix, avviene dunque per via
seriale mediante protocollo UART [33]. La scrittura e lettura avvengono infatti
per ‘caratteri’ che verranno interpretati dal programma come dati provenienti da
determinati nodi e immagazzinati nel database.
Per fare in modo di eseguire le operazioni appena elencate, si ` e pensato di
sviluppare un programma scritto in linguaggio C; linguaggio che bene si adatta
alle caratteristiche dell’hardware e del sistema operativo utilizzato.
Le funzioni principali di tale programma sono le seguenti:
• Apertura del database
• Inizializzazione delle periferiche USB e del buﬀer UART
• Interpretazione dati provenienti dall’ UART
• Salvataggio dei dati nel database
Per analizzare con pi` u facilit` a il modo di funzionamento del programma si pu` o
far riferimento al diagramma di ﬂusso presentato in ﬁgura 4.5. Si ` e pensato di uti-
lizzare un sistema di tipo ‘polling’ per la lettura del dato proveniente dall’UART;
con questo sitema si ha un controllo del dato in arrivo dal coordinatore ad ogni
secondo dopodich` e il processore si addormenta. Questo sistema ` e realizzabile gra-
zie al fatto che il protocollo UART abbinato all’hardware scelto, permette che i
dati, una volta giunti in ingresso, vengano memorizzati in un buﬀer di memoria
ﬁnch` e non vengono letti, cos` ı che se arriva pi` u di un dato nello stesso istante non
vi siano problemi di concorrenza.
4.3.1 Protocollo UART implementato
Per il passaggio dei dati dal coordinatore al miniPC ` e stato implementato un
protocollo ad hoc per questo tipo di applicazione. Come gi` a detto, i dati arrivano
sotto forma di singoli caratteri che devono essere interpretati e salvati; quando il
coordinatore riceve un dato da un certo nodo, le sue informazioni vengono spedite
sotto forma di stringa strutturata nel seguente modo:
“t--u--l--C---a-- ...”
in cui i trattini sono sostituiti dai valori delle varie grandezze. In particolare quelli
successivi al carattere:
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Figura 4.5: Diagramma di ﬂusso del programma in C per l’acquisizione e il
salvataggio dei dati dalla rete
• u rappresentano l’umidit` a,
• l rappresentano la luce,
• C rappresentano la concentrazione di CO2,
• a rappresentano il numero identiﬁcativo del nodo al quale appartengono i
valori in questione.
Il numero di cifre della stringa pu` o variare da caso a caso, a seconda del numero
di cifre di ogni singolo valore di grandezza; si riporta di seguito un esempio di
una stringa inviata tramite UART dal coordinatore al miniPC:
“t21u48l8C1287a4”
la quale rappresenta le grandezze campionate dal nodo numero 4 (temperatura
= 21◦C, umidit` a=48% , luce=8 CO2 = 1287 ppm).
Il programma in C legge la stringa carattere per carattere riuscendo ad estra-
polare i vari dati e salvarli in una ‘struttura’ contenente tutti i campioni raccolti
in un dato istante da un nodo. Dopo un primo utilizzo di tale protocollo in una
trasmissione seriale ci si ` e accorti dell’esistenza di una piccola probabilit` a di una
non corretta interpretazione nella lettura della stringa. L’utilizzo di una funzione
di check ` e stato necessario per evitare inconvenienti nella lettura; solamente dopo
questo controllo ` e possibile il salvataggio del dato nel data base.68 4. RACCOLTA DATI E VISUALIZZAZIONE
4.3.2 Scelta e caratteristiche del Database
Il primo passo per l’implementazione del database e stato scegliere quale
DBMS(Database management system) utilizzare. Il database ideale avrebbe do-
vuto avere le seguenti caratteristiche (oltre a quelle tipiche di un database):
• leggerezza: ` e assolutamente importante che il database occupi pochissime
risorse hardware, sia per l’installazione sia durante il suo funzionamento;
• buone performance: dato il contesto in cui il database viene adoperato,
le tabelle assumono abbastanza velocemente grandi dimensioni. Il database
deve essere in grado di rispondere comunque in tempi ragionevoli alle query
che riceve;
• disponibilita API: l’esistenza di API complete e ben documentate, pre-
feribilmente per il linguaggio C e php, consente uno sviluppo piu rapido
dell’applicazione;
• open source: ovviamente, come quasi tutto il software in questo progetto,
il DBMS deve essere open source e deve essere installabile su un sistema
Linux.
Dunque, caratteristiche come la gestione avanzata di piu utenti o funzioni di
sicurezza particolari non vengono richieste in quanto sono funzioni svolte dai livelli
gerarchici di sistema pi` u alti (webserver). Dati quindi questi vincoli, sono stati
scartati i piu diﬀusi DBMS come PostgreSQL e MySQL, poich´ e contengono tante
funzionalita avanzate che non servono al progetto in questione e, inoltre, occupano
molto spazio in memoria in fase di installazione. In particolare, MySQL occupa
quasi 100 Mb, mentre PostgreSQL circa 20 Mb ma e piu lento di MySQL. Alla ﬁne
la scelta e caduta su SQLite [30], che e proprio il database con le caratteristiche
ideali per il sistema realizzato.
SQLite
SQLite ` e un database relazionale embedded open source. ` E stato sviluppato
con lo scopo di fornire un modo comodo di gestire dati senza l’overhead introdotto
dai classici database relazionali. SQLite ` e famoso per la sua alta portabilit` a,
la facilit` a di utilizzo, la compattezza, l’eﬃcienza e l’aﬃdabilit` a. Esattamente le
caratteristiche del database cercato.
SQLite ` e di tipo embedded, ovvero non gira come un’applicazione indipenden-
te, bens` ı coesiste all’interno dell’applicazione che serve. Quindi, il suo codice ` e
integrato come una parte del programma che lo ospita. Il vantaggio che ne deriva
` e che server e client sono nello stesso processo e non richiedono dunque conﬁgu-
razioni di rete. SQLite oﬀre molte funzionalit` a, nonostante le sue dimensioni di
soli 250 KB. Supporta un gran numero di query ANSI SQL92 (transazioni, viste,
controlli sui dati, query composte), trigger, indici, colonne con autoincremento,
clausole LIMIT e OFFSET.
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• Nessuna conﬁgurazione: ` e assente qualsiasi forma di Database Admini-
stration; tutto cio che serve e incluso nel nucleo del programma.
• Portabilita: SQLite gira sotto qualsiasi piattaforma che sia Linux, Win-
dows, Mac, Solaris, Symbian o Palm Os. Inoltre funziona su architetture a
16, 32 e 64 bit. La portabilita poi riguarda non solo il software ma anche
il ﬁle del database. Inﬁne, SQLite pu` o contenere ﬁno a 2 TB di dati (se il
sistema operativo lo permette).
• Compattezza: SQLite ` e stato progettato per essere piccolo e leggero: in-
fatti comprende solo un ﬁle header e una libreria e il tutto non occupa
piu di mezzo megabyte. Altrettanto compatti sono i database creati, che
sono dei normali ﬁle del sistema operativo: tutti gli oggetti, come tabelle,
trigger, schemi, indici e viste sono contenute all’interno di un singolo ﬁle.
Inoltre, i record sono a lunghezza variabile, quindi viene allocato solo lo
spazio necessario per mantenere il dato del campo.
• Semplicit` a: l’API di SQLite ` e semplice e facile da utilizzare, ben documen-
tata e intuitiva; grazie a ci` o, una vasta community sviluppa in continuazione
nuove librerie.
• Nessun costo di licenza: tutto il codice ` e di pubblico dominio.
• Aﬃdabilit` a: tutto il codice in SQLite viene ampiamente testato.
• Convenienza: SQLite ha usa serie di caratteristiche, come la possibilita di
aggiungere diversi database ad una singola sessione, che lo rendono adatto
a molti scopi.
In termine di prestazioni, SQLite ` e tanto veloce, se non piu veloce, dei piu
diﬀusi DBMS, nell’eﬀettuare operazioni tipo INSERT, UPDATE o SELECT su
una tabella. Se invece si utilizzano query molto complicate, allora SQLite inizia a
mostrare i suoi limiti e i normali database relazionali rispondono piu agilmente.
I limiti di SQLite sono essenzialmente tre:
• Concorrenza: il sistema permette piu entit` a in lettura, ma solo una in
scrittura; le operazioni di scrittura bloccano il database.
• Dimensione del database: anche se la dimensione massima ` e di 2 TB,
avere database molto grandi costa in termine di occupazione della RAM.
Ad esempio, un database di 100 GB richiede l’allocazione di 25 MB di RAM
prima di ogni transazione.
• Networking: il supporto di rete ` e assente. Sebbene i database possano
essere condivisi su Networking File System, le prestazioni con questi sistemi
possono essere basse a causa della latenza introdotta da tali ﬁle system.
Le speciﬁche di tale progetto di tesi, fanno s` ı che tali limiti non risultino essere
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4.3.3 Utlizzo del Database
Il database creato in questo progetto di tesi, viene utilizzato sia per il salva-
taggio dei dati che per i parametri per la conﬁgurazione. Per tale motivo sono
state create pi` u tabelle all’interno dello stesso database con compiti ed imposta-
zioni diverse; esse sono elencate di seguito e verranno analizzate di seguito per
capirne le funzionalit` a principali:
• dataNow
• alldata
• dataFail
• conﬁg
Tabella: dataNow
Rappresenta la tabella nella quale vengono salvati tutti gli ultimi dati raccolti
dai vari nodi, contiene dunque solamente i dati pi` u aggiornati provenienti dai nodi
della rete; i dati sono inseriti mediante funzione di UPDATE. Le informazioni
raccolte riguardano numero identiﬁcativo del nodo, temperatura, umidit` a, luce,
CO2 e ora del campionamento. Di seguito ` e riportata la struttura del database
dataNow:
CREATE TABLE dataNow(
id INTEGER PRIMARY KEY,
num nodo INT,
temp INT,
umid INT,
luce INT,
co2 INT,
ora INT
)
Per meglio gestire date e orari di campionamento, si ` e utilizzato il formato
tipico dei sistemi UNIX per il salvataggio dell’ora. Si tratta di un formato stan-
dard in cui l’orario viene espresso sottoforma di numero intero (INTEGER); esso
rappresenta un oﬀset in secondi rispetto alla mezzanotte (UTC) del 1o gennaio
1970 (detta epoca) [39].
Questo tipo di rappresentazione, oltre che ad essere compatta, ` e indipendente
dai fusi orari, ed ` e quindi direttamente confrontabile anche tra calcolatori situati
a grandi distanze geograﬁche tra loro, ed evita di dover eﬀettuare aggiustamenti
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Tabella: alldata
Contiene le stesse informazioni della taballa dataNow ma i dati non vengono
aggiornati di volta in volta bens` ı vengono inseriti mediante una funzione di IN-
SERT. Tale tabella contiene dunque tutta la cronologia dei dati raccolti e risulta
essere di dimensioni notevoli (dopo pochi giorni di campionamento presenta de-
cine di migliaia di record salvati). E’ stato utilizzata l’impostazione di CREATE
INDEX sul campo relativo l’ora, come verr` a descritto in seguito ci` o render` a le
operazione di SELECT (necessarie per la visualizzazione del graﬁco) nettamente
pi` u veloci. La struttura della tabella alldata ` e la stessa dei quella della tabella
dataNow.
Tabella: dataFail
Come gi` a accennato alla ﬁne di 4.3.1, prima del salvataggio dei dati nel da-
tabase, la loro validit` a ` e veriﬁcata onde evitare che dati letti non correttamente
siano salvati nel database. Se il dato letto ` e considerato valido, viene salvato
nelle due tabelle precedentemente descritte (dataNow e alldata) in caso contra-
rio, viene salvato in un’altra tabella chiamata appunto dataFail. In questo modo,
l’utlizzatore del sistema pu` o, in caso di mal funzionamento, controllare l’istante
in cui ` e avvenuta l’errata lettura e quale campo ` e stato male interpretato. La
struttura della tabella dataFail ` e la stessa dei quella della tabella dataNow.
Tabella: conﬁg
Questa tabella ` e stata creata per contenere tutti i parametri relativi alla con-
ﬁgurazione della rete, e all’operativit` a del miniPC. In questo progetto ` e stata
utlizzata per contenere solamente il periodo di campionamento dei nodi; tale va-
lore ` e aggiornato dal client e successivamente spedito ai vari nodi della rete dal
coordinatore.
La struttura di tale tabella ` e del tipo
CREATE TABLE config(
id INTEGER PRIMARY KEY,
sample time INT,
...
)
4.4 Dal database al client
Una volta che i dati sono salvati nel database, ` e necessario l’utilizzo di una
serie di strumenti per renderli disponibile all’utilizzatore (lato client). Si ` e pensato
di caricarli su una pagina web visualizzabile dai pi` u comuni web browser. Per il
progetto in questione si ` e utilizzata una pagina web dinamica cio` e il cui contenuto
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ogni volta che viene richiamata. Questo signiﬁca che non si utilizza direttamente il
linguaggio HTML, ma che si ricorre a dei linguaggi di programmazione (i linguaggi
di scripting) che si occupano della creazione della pagina nel momento in cui
questa viene visitata, anche interagendo con i visitatori, e possono variare l’output
HTML successivo dopo calcoli eseguiti con apposite strutture messe a disposizione
dal linguaggio di scripting che si usa.
In questo progetto ` e stato utilizzato uno script in php per la gesione delle
query al database; richieste utilizzate sia per ottenere i dati dal database che per
aggiornare il valore di periodo di campionamento. Una volta eﬀettuata la query,
i dati vengono convertiti in una struttura XML per poi essere elaborati da un
programma scritto in Adobe Flex per la visualizzazione ﬁnale sul browser.
L’analisi di questo sistema ` e l’argomento di questo paragrafo partendo dalla
scelta del web server sino alla visualizzazione ﬁnale al client.
4.4.1 Web Server
Il Web Server funge da intermediario tra l’utente (client) e il database del
miniPC. Quindi il suo compito ` e di prelevare i dati dal database, elaborarli e
mandarli all’utente. Pi` u precisamente, si occupa di:
• richiedere al database i dati delle rilevazioni piu recenti o quelle speciﬁcate
dall’utente;
• salvare nel database alcuni parametri stabiliti dall’utente come un nuovo
periodo di campionamento dei sensori;
• generare dati XML;
• autenticare gli utenti.
4.4.2 Scelta del Web Server
La scelta del web server ` e dipesa dai vincoli di leggerezza, compattezza, perfor-
mance e tipo di licenza. Avere un web server leggero e compatto signiﬁca poterlo
installare su macchine molto vecchie o addirittura su processori ARM come quello
utilizzato, il che vuol dire risparmiare sul costo totale del progetto.
Esistono diverse soluzioni web server, di cui quella open source pi` u famosa ` e
Apache. Apache oﬀre molte potenzialit` a ed ` e stato quindi il candidato per questo
progetto. Le funzionalit` a disponibili da questo tipo di web server sono:
1. Autenticazione
2. Negoziazione dei contenuti in base alle capacit` a del client
3. Virtual hosting (pi` u siti Web sullo stesso server)
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5. Possibilit` a illimitata di URL rewriting, aliasing e redirecting. Con tale
strumento web si pu` o ottenere una manipolazione e riscrittura ﬂessibile
dell’URL.
Molte di queste funzioni sono completamente trasparenti al client una volta
che il web server ` e conﬁgurato correttamente.
Per queste caratteristiche, Apache ha costruito attraverso gli anni la sua fama
di web server d’eccellenza. Il vasto numero di moduli ad estensione delle funzio-
nalit` a di base del demone, la grande aﬃdabilit` a e la facilit` a di implementazione
di infrastrutture equipaggiate con Apache, ne hanno fatto una scelta aﬃdabile.
Apache presenta tra i vari punti di forza la modularit` a, con un numero di
estensioni veramente molto vasto, utilizzabili per qualsiasi tipo di esigenza, che
sia il proxying, l’autenticazione, il caching, il virtual hosting, ecc...Apache viene
utilizzato da pi` u di dieci anni sui web server di tutto il mondo e si ` e costruito
una reputazione di aﬃdabilit` a e solidit` a, oltre ad essere facilmente conﬁgurabile,
con una sintassi chiara ed esplicativa. Non ultimo ` e inoltre accompagnato da
un’ottima e ben fornita documentazione.
Quello che potrebbe essere un punto debole di questo web server, ` e il notevole
consumo di memoria del demone; Apache ` e infatti basato su un’architettura mul-
tithread nella quale, ogni singolo thread rappresenta un singolo processo che viene
diviso ed eseguito in modo parallelo e concorrente ad ogni richiesta eﬀettuata. E’
proprio questo tipo di esecuzione che coinvolge l’utilizzo di un certo quantitativo
di memoria2.
Per un approfondimento sul principio di funzionamento di Apache vedere [31].
4.4.3 Programma in php
PHP (PHP Hypertext Preprocessor) [32] ` e un linguaggio di scripting inter-
pretato con licenza open source adatto a sviluppare applicazioni web lato server,
anche se pu` o essere usato per scrivere script a linea di comando o applicazioni
standalone con interfaccia graﬁca.
Nel sistema realizzato ` e servito per costruire diverse applicazioni necessarie
per far interagire il client con i dati memorizzati nel miniPC. Di seguito sono
riportate le funzioni principali svolte dal programma php nel progetto:
• Lettura dei dati del database
• Salvataggio dei dati
• Conversione dei dati in formato xml
• Gestione delle scadenze delle pagine
2Altri web server come Ngin e Lighttpd sono stati sviluppati negli ultimi anni per andare
in contro a sistemi che esigono un consumo di memoria minore. Laddove Apache ` e basato su
un’architettura process-based e necessit` a di 1 thread per ogni richiesta da soddisfare, Nginx e
Lighttpd sono basati su un’architettura che consente di servire pi` u richieste con uno solo o con
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4.4.4 Flex Builder
Per la visualizzazione dei dati su una pagina web ` e stato utilizzatto come stru-
mento di design e di gestione dei dati della pagina un applicazione in Flex; ` esso un
framework open source gratuito ad alta produttivit` a per la creazione di applica-
zioni web interattive implementabili uniformemente su tutti i principali browser,
desktop e sistemi operativi, con l’ausilio dei runtime Adobe, Flash Player e Adobe
AIR. L’idea fondamentale ` e quella di ottenere applicazioni molto gradevoli sotto
il proﬁlo dell’esperienza utente, sfruttando la potenza del formato SWF, mini-
mizzando il lavoro di sviluppo e fornendo un modello di programmazione noto
agli sviluppatori di applicazioni classiche.
Flex utilizza un approccio allo sviluppo basato su componenti gi` a pronti. I
componenti si possono personalizzare o creare ex novo con ActionScript 3 e si
possono utilizzare dichiarandoli in documenti MXML, un formato proprietario
Adobe di documenti XML per la deﬁnizione di interfacce utente.
L’MXML viene usato per deﬁnire anche aspetti non visuali: accesso a dati
in remoto, data bindings e comportamenti (behaviors). Costruire un’applicazione
Flex con MXML presenta delle similarit` a con la progettazione con HTML, at-
traverso l’uso di tag che descrivono componenti e comportamenti. La diﬀerenza
tra i due linguaggi sta nel fatto che l’HTML ` e interpretato dal browser mentre
l’MXML viene compilato per generare un swf che a sua volta viene eseguito dal
Flash Player.
I ﬁle MXML seguono le regole dei ﬁle XML ben formati: presenza di un ele-
mento radice, corretto annidamento degli elementi, chiusura obbligatoria dei tag
vuoti. Lo scheletro di un ﬁle MXML contiene: una dichiarazione di un documento
XML, un root tag Application che funge da contenitore di pi` u alto livello.
Le applicazioni sviluppate con Flex vengono eseguite all’interno di un comune
browser ma sfruttano la potenza del run time enviroment del Flash Player 9 per
eseguire la logica client side, eﬀettuare il rendering degli elementi graﬁci e visuali,
riprodurre animazioni, audio e video.
Per questo progetto ` e stato utilizzato uno strumento di sviluppo per Flex ba-
sato sul noto Eclipse: Adobe Flex Builder. Flex Builder consente agli sviluppatori
di creare in modo rapido anche le pi` u complesse applicazioni che integrano XML,
Web Service o LiveCycle Data Service. Gli avanzati strumenti di progettazione e
layout aiutano gli sviluppatori a creare interfacce utente personalizzate, semplici
da utilizzare e arricchite da elementi multimediali come audio e video.
I compiti principali del programma sviluppato con Flex Builder riguardano:
• la progettazione del layout della pagina web,
• la gestione delle richieste alla pagina php.
Layout e rischieste sono sviluppate all’interno del programma in modo piut-
tosto indipendente; in particolare mentre il layout ` e scritto in MXML, la parte di
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Progettazione del layout
La pagina web ` e stata pensata per oﬀrire il massimo della semplicit` a da parte
dell’utente di reperire le informazioni dei dati della rete. La ﬁgura 4.6 mostra la
pagina web e la sua struttura; per garantire un facile utilizzo della tale s` ı utilizzata
una struttura a schede (tab). La pagina presenta cinque schede, nel particolare3:
1. Graﬁci. Dopo aver selezionato un nodo della rete, permette la visualizza-
zione dei dati di quest’ultimo sul graﬁco in due modalit` a diverse: in tempo
reale (‘Tempo Reale’) e per un certo intervallo temporale (‘Intervallo Tem-
porale’); nel primo caso ` e possibile scegliere quanti minuti devono essere mo-
strati mentre nel secondo va impostato un intervallo temporale selezionando
data,ore e minuti.
2. Ultimi dati. Contiene una tabella con i dati pi` u aggiornati dalla rete mo-
strando il numero del nodo, temperatura, umidit` a, luce, CO2 e l’orario di
acquisizione.
3. All data. Contiene anch’essa una tabella ma a diﬀerenza della scheda pre-
cedente, in questa vengono caricati tutti i dati mostrati nel graﬁco rela-
tivi ad un singolo nodo. La dimensione di questa tabella dipende dunque
principalmente dall’intervallo temporale speciﬁcato.
4. Data Fail. Contiene una tabella che raccoglie tutti i dati letti non corretta-
mante dal miniPC.
5. Conﬁgurazione. Rappresenta l’interfaccia graﬁca per modiﬁcare alcuni pa-
rametri relativi la rete, il database e non solo. In particolare, da qui si
pu` o modiﬁcare il periodo di campionamento dei nodi della rete, il periodo
del timer per la visualizzazione del graﬁco e si pu` o andare a cancellare il
contenuto dei database.
Gestione delle richieste
Come gi` a detto, i dati sono estrapolati dalle tabelle del database grazie ad uno
script in linguaggio php; ` e suﬃciente eﬀettuare delle richieste a tale script per
ottenere i risultati da visualizzare nella pagina web. In particolare, le richieste
al programma in php sono accompagnate da alcuni parametri passati tramite
metodo GET [35] necessari per far eseguire al web server compiti diversi.
Per come ` e stato progettato il sistema, il programma php pu` o ricevere 6
tipi diversi di richiesta da parte del programma swf di ﬂex; ogni richiesta viene
interpretata in modo diverso e viene seguita da una query speciﬁca al database, i
dati estrapolati sono ritornati in formato XML al programma swf. Nel dettaglio:
3Non si vuole ora entrare nel dettaglio allo sviluppo di questi tab in quanto la loro
progettazione non ha avuto grosse richieste dal punto di vista ingegneristico.76 4. RACCOLTA DATI E VISUALIZZAZIONE
Figura 4.6: Design della pagina web progettata
1. Aggiornamento tabella Ultimi dati. Tale richiesta permette la visualiz-
zazione del contenuto della tabella del database dataNow nella griglia della
scheda Ultimi dati; in questo caso la pagina php quando ricever` a tale ri-
chiesta eﬀettuer` a una query al database richiedendo con un SELECT tutto
il contenuto della tabella dataNow. Dalla riga del browser, la richiesta ` e del
tipo:
http:// .../ﬁlephp.php?ﬁrst=sort&second=num12
con ﬁrst e second le due variabili per il metodo GET. Il valore num pu` o
essere sostituito da altri campi (temp,umid,luce,co2) che rappresentano il
principio di ordinamento dei dati della tabella.
2. Graﬁco (Tempo reale). Per ottenere la visualizzazione del graﬁco in mo-
dalit` a Tempo reale (precedentemente discussa) ` e necessario eﬀettuare una
richiesta alla pagina php con due campi aggiuntivi: il primo che rappresenta
il nodo della rete preso in esame mentre il secondo che indica il valore di
data in formato UTC del primo dato del graﬁco. Quest’ultimo valore ` e cal-
colato dal valore della data espressa in formato UTC del dato pi` u recente
sottratto il numero di minuti impostati dal browser per la visualizzazione.
La pagina php eﬀettuer` a una query nella tabella alldata richiedendo i dati
del nodo voluto e con orario di campionamento non inferiore a quello passato
dal terzo campo del POST. In questo caso la richiesta ` e del tipo:
http:// .../ﬁlephp.php?ﬁrst=graph req&second=1&third=1297848200
in cui ` e richiesta la visualizzazione dei dati campionato dal nodo numero 1
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3. Graﬁco (Intervallo Temporale). Tale richiesta richiede l’aggiunta di un
ulteriore campo rispetto a quella precedente in quanto l’intervallo di visua-
lizzazione necessita sia del momento iniziale che di quello ﬁnale usando una
richiesta del tipo:
.../ﬁlephp.php?ﬁrst=graph req2&second=1&third=1297848200&fourth=1297850640
nota: L’utilizzo del campo CREATE INDEX nella colonna della data nella
tabella alldata ` e necessario per velocizzare notevolmente le query appena
dicusse. In questa maniera i dati sono gi` a ordinati nel tempo e le condizioni
nell’orario in fase di SELECT risultano pi` u agevoli e leggere.
4. Aggiornamento tabella data Fail. Per aggiornare la tabella relativa ai
dati letti non correttamente viene eﬀettuara una richiesta del tipo:
http:// .../ﬁlephp.php?ﬁrst=dataFail
alla quale il programma php far` a seguire una richiesta alla tabella dataFail
del database. Anche in questo caso i dati son convertiti in una struttura
XML e la tabella nella pagina web verr` a aggiornata.
5. Aggiornamento periodo di campionamento. Dalla pagina relativa la
conﬁgurazione del sistema ` e possibile inserire un nuovo periodo di campio-
namento dei sensori da parte dei nodi della rete; quando ` e premuto il tasto
invia, viene inoltrata una richiesta del tipo:
http:// .../ﬁlephp.php?ﬁrst=set sample&second=15
in cui il valore second rappresenta il nuovo periodo; tale valore andr` a a
sostituire quello gi` a salvato nella tabella conﬁg del database mediante una
richiesta di UPDATE.
6. Cancellazione tabelle database. La possibilit` a di cancellazione delle ta-
belle del database ` e stata pensata per non dover agire direttamente sul
miniPC; dalla pagina di conﬁgurazione ` e suﬃciente selezionare la tabella
che si vuole cancellare e dare conferma. Da ci` o partir` a una richiesta del
tipo:
http:// .../ﬁlephp.php?ﬁrst=delete&second=dataFail
in cui il parametro second ` e una stringa contenete il nome della tabella della
quale si vuol eﬀettuare il refresh.78 4. RACCOLTA DATI E VISUALIZZAZIONE
Ogni richiesta relativa ad una lettura nel database, ` e gestita dall’utilizzo di
alcuni timer gestiti via software; nel particolare, il programma in ﬂex gestisce 3
timer uno per l’aggiornamento della tabella degli ultimi dati, uno per i graﬁci
ed uno per la tabella dei data fail. Nel programma implementato, ` e possibile
gestire il periodo del timer relativo l’aggiornamento del graﬁco; tale opzione ` e resa
necessaria in quanto per quantit` a di dati piuttosto importanti, qualche migliaia di
punti, la visualizzazione del graﬁco non risulta immediata. Ci` o ` e dovuto al tempo
necessario al programma in php di interrograre il database; tempo che pu` o essere
anche di qualche secondo. Risulta quindi inutile aggiornare il graﬁco eﬀettuando
una richiesta ogni 10 secondi quando il programma php ne impiega magari 15 per
ricevere i dati dal database; in questo caso il problema risulterebbe risolto se il
periodo di aggiornamento venisse modiﬁcato a 20 secondi.Capitolo 5
Conclusioni
5.1 Altri risultati ottenuti
In aggiunta alla raccolta dei dati negli uﬃci di Inthegra, si ` e pensato di uti-
lizzare il sistema progettato per eﬀettuare alcune prove in alcune aule di scuola
primaria de Veneto.
5.1.1 Aula di scuola elementare
Negli ultimi anni, sono stati svolti molti studi riguardanti le problematiche che
potrebbe avere il corpo umano dovute ad alti livelli di anidride carbonica. Tale
analisi si ` e focalizzata per buona parte sugli eﬀetti di co2 in ambienti conﬁnati,
principalmente nelle aule di scuola. In tali locazioni, si ha la presenza di un
importante numero di persone, mediamente 15-25 compreso il docente, e spesso
i valori volumetrici degli spazi sono piuttosto ristretti. Questo, in aggiunta al
fatto che la salute dei bambini di giovane et` a ha un’importanza fondamentale, ha
portato molti gruppi di ricerca a svolgere degli studi a proposito.
Come esempio, l’istituto di Fisiologia Clinica CNR dell’universit` a di Pisa ha
svolto uno studio sulle aule europee [28]. Da tale analisi, si ` e visto come il valore
standard suggerito per esposizione a lungo termine (1000 parti per milione) viene
superato nel 66 per cento delle aule europee coinvolte, con Italia, Francia e Da-
nimarca prime a quasi 1900 ppm, cio` e quasi al doppio della soglia di sicurezza.
In aggiunta si ` e vista una correlazione tra le concentrazioni di PM10 [29] e CO2,
cio` e all’aumentare di un inquinante corrisponde un aumento dell’altro.
Oltre a far diminuire il livello di concentrazione cognitiva degli occupanti
dell’aula (studenti e docenti), un alto livello di CO2 (>1000ppm) ` e responsabile
di alcune patologie delle vie respiratorie; sempre dallo studio svolto dall’universit` a
di Pisa [28], l’anidride carbonica aumenta il rischio di tosse secca e rinite.
Dopo aver capito l’importanza dei livelli di CO2 nelle locazioni scolastiche, si ` e
pensato di utilizzare il sistema progettato in questo lavoro di tesi per monitorare i
livelli di anidride carbonica in alcune aule del Veneto. Lo studio si ` e svolto su due
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aule dalle caratteristiche completamente diﬀerenti, come si vedr` a successivamente,
la prima studiata (Aula A) presentava dimensioni piuttosto ridotte con un numero
di studenti contenuto; al contrario, la seconda (Aula B), ospitava un numero di
studenti pi` u numeroso, tipico per una classe elementare italiana.
L’aula A appartiene ad una scuola categorizzata ‘di montagna’ posta ad un’al-
titutine di 900 metri slm; durante il periodo di test la temperatura esterna era
di poco meno di 10 ◦C con un’umidit` a del 30% circa. Diﬀerentemente da A, la
scuola in cui ` e stato eﬀettuato il secondo monitoraggio, si trova in pianura e le
condizioni dell’ambiente esterno nel momento in cui il test ` e stato svolto erano
tipicamente ‘primaverili’ con temperatura di 16◦C e umidit` a di del 30%.
5.1.2 Aula A
Le caratteristiche basilari dell’ambiente in cui il test ` e stato svolto sono ripor-
tate in tabella 5.1.
Dimensioni Num. occupanti Ora inizio Ora ﬁne Ora intervallo
6 × 4 × 4 = 96m3 11 + 1 docente 8:30 12:30 10:30 - 11:00
Tabella 5.1: Caratteristiche dell’aula A
Si pu` o notare dai valori della tabella che il numero di studenti in questione
` e piuttosto ridotto. Non per questo, dai risultati ottenuti, sono stati riscontrati
livelli di anidride carbonica piuttosto elevati.
Le seguenti due immagini, raﬃgurano i graﬁci ottenuti durante un giorno
intero di monitoraggio. In particolare, la ﬁgura 5.1 mostra il risultato del mo-
nitoraggio complessivo eﬀettuato dalle ore 8:00 del 28/2/2011 alle ore 8:00 del
1/3/2011.
Figura 5.1: Graﬁco di una giornata intera di monitoraggio nell’aula A5.1. ALTRI RISULTATI OTTENUTI 81
Per analizzare nel dettaglio i dati ottenuti, la ﬁgura 5.2 mostra appunto l’an-
damento dei dati monitorati solamente per l’intervallo di tempo per il quale l’aula
` e stata occupata (dalle 8:30 alle 12:30).
Figura 5.2: Graﬁco del monitoraggio nell’aula A durante l’orario scolastico (lezione
+ intervallo)
I risultati ottenuti sono, dal punto di vista del test, piuttosto interessanti.
Si pu` o notare come, il livello di CO2 all’inizio del monitoraggio, quando l’aula
non era ancora occupata, ` e pittosto basso, paragonabile al livello di anidride
carbonica dell’atmosfera (poche centinaia di ppm). Appena l’aula inizia ad essere
occupata, attorno alle 8:30, si ha una variazione brusca nell’andamento sia della
CO2 che dell’umidit` a; anche uno scalino nei livelli di luce campionata rappresenta
un indicazione di occupazione dell’aula in quanto l’illuminazione a neon della
stanza ` e stata attivata con l’inizio delle lezioni.
Durante il proseguo della mattinata, i dati si possono analizzare divisi in 3
ﬁnestre temporali:
• Fase 1: dalle 8:30 alle 10:30.
• Fase 2: dalle 10:30 alle 11:05.
• Fase 3: dalle 11:05 alle 12:30.
Per ognuna di queste fasi, le grandezze in gioco si comportano in modo diverso.
Fase 1
Durante questa fase l’aula ` e occupata con ﬁnestre e porte chiuste; si nota che
tutti i valori misurati tendono ad aumentare, in particolare:
• Il valore di temperatura aumenta di un paio di gradi (informazione poco
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• Il valore di umidit` a aumenta progressivamente da 30% ﬁno ad un valore
di circa 45%.
• Il valore di luce aumenta ma l’informazione relativa non ` e piuttosto aﬃ-
dabile in quanto il valore letto dal sensore dipende da una serie di fattori
poco prevedibili 1
• Il valore di CO2 oﬀre la pi` u ricca informazione per identiﬁcare lo stato di
occupancy dell’aula. Si pu` o notare come esso aumenti in maniera esponen-
ziale secondo la relazione 2.3 precedentemente studiata. Attorno le 9:45 del
mattino, cio` e dopo 1h 15 m dopo l’inizio delle lezioni, i valori di CO2 era-
no tali da far saturare il sensore utilizzato. Il sensore satura alla soglia dei
2000ppm, soglia suﬃcientemente alta per degradare il livello di attenzione e
di salute degli studenti. Mediante un’interpolazione graﬁca, si pu` o stabilire
in maniera indicativa il massimo valore di CO2 raggiunto; esso si ottiene
proprio alla ﬁne della fase 1 attorno le 10:30. Cos` ı, se le linee della fase 1 e
della fase 2 venissero prolungate, si otterrebbe un punto con ascissa proprio
10:30 e valore di CO2 di addirittura 2700 ppm.
Fase 2
In questo periodo temporale, l’aula viene liberata dagli studenti e le ﬁnestre
vengono aperte arieggiando l’ambiente. Si nota con facilit` a:
• una diminuzione della temperatura in quanto la quella esterna era poco
superiore ai 10 gradi,
• una diminuzione dei valori di umidit` a, da 45% a 30%,
• un ulteriore aumento della luce, si pu` o ipotizzare infatti che sia dovuto sia
al fatto che il sole durante tale fase ` e in ascesa ma anche perch` e l’apertura
delle ﬁnestre magari comporta un apertura delle tende,
• un crollo dei valori di CO2 da un ipotetico valore di 2700 ppm a valori
tipici per esterni come 570 ppm; il tutto in una trentina di minuti (circa -70
ppm/min).
Fase 3
Gli studenti ritornano in aula dopo l’intervallo e le ﬁnestre vengono chiuse.
In tale fase si nota subito un aumento dei valore di co2 seguito da un ulteriore
calo per poi salire nuovamente. Ci` o ` e dovuto al fatto che la porta dell’aula che
d` a sul corridoio ` e stata aperta attorno le 11:30 ed rimasta aperta per il proseguo
della giornata; ci` o ha comportato un notevole ricircolo d’aria che ha mantenuto
1Il valore di luce dipende da dov’` e posto il sensore, se la luce della stanza ` e accesa oppure
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l’anidride carbonica su livelli ottimali. I valori di temperatura e umidit` a riman-
gono pressocch` e costanti mentre si nota un brusco aumento della luce presente in
aula dovuto al fatto che le ﬁnestre sono rivolte verso sud ed in questa fase il sole
raggiunge il culmine massimo di luminosit` a.
Con il proseguire della giornata, si notano delle leggere variazioni di CO2
dovute alla presenza saltuaria della bidella all’interno dell’aula.
5.1.3 Aula B
Quest’altro test ` e stato eﬀettuato su un aula di scuola elementare dalle carat-
teristiche completamente diﬀerenti; si ` e passati da un aula di quasi una dozzina
di alunni occupanti ad un’altra con un numero decisamente maggiore di studenti.
Come ` e presentato nella tabella 5.2 il numero di studenti ora ` e di 20 unit` a, quasi
il doppio rispetto al caso precedente.
Come si pu` o immaginare, questo sar` a frutto di un tasso di generazione di CO2
maggiore, anche se, in questo caso, i livelli saranno limitati da una notevole
dimensione dell’aula in esame.
Dimensioni Num. studenti Ora inizio Ora ﬁne Ora intervallo
7 × 6 × 3.5 ≃ 150m3 20 + 1 docente 8:15 16:30 10:30 - 11:00
13:00 - 13:30
Tabella 5.2: Caratteristiche dell’aula B
Si vuol ora analizzare meglio l’andamento delle grandezze ambientali raccolte
durante l’arco della giornata scolastica; in tale test, ` e stato chiesto alle maestre
di annotare dettagliatamente tutte le volte che l’aria all’interno dell’aula potesse
subire un cambio ( apertura delle ﬁnestre e delle porte ). In questa maniera, i
dati ottenuti possono essere commentati con pi` u sicurezza senza la necessit` a di
eﬀettuare delle ipotesi.
Dalla ﬁgura 5.3 si nota l’andamento delle grandezze di temperatura, umidit` a
e CO22 per tutto l’arco della giornata scolastica3.
• Partendo dall’analisi della temperatura si nota come essa sia contenuta tra
i 22 ed i 27 ◦C quest’ultimi raggiunti ad inizio mattinata e a ﬁne giornata.
Tali valori sono decisamente troppo elevati per una giornata di ﬁne inverno;
come si vedr` a successivamente il sistema di riscaldamento dell’aula non ` e
impostato correttamente ottenendo valori di temperatura sempre troppo
elevati.
2Il valore di luce ` e stato tralasciato perch` e di poca importanza in quanto il sensore ` e stato
posto in un luogo piuttosto riparato per evitare il rischio di subire dei danni.
3A diﬀerenza dell’analisi del caso precedente, qui non si vuole entrare nel dettaglio
suddividendo la giornata in pi` u fasi.84 5. CONCLUSIONI
Figura 5.3: Graﬁco del monitoraggio nell’aula B durante l’orario scolastico (lezione
+ intervalli)
• Di primo impatto, il lettore pu` o notare notevoli picchi nell’andamento nel
graﬁco 5.3 della CO2. Di primo mattino, ` e presente in aula una concen-
trazione di qualche centinaio di ppm per poi subire una grossa variazione
con l’inizio delle lezioni (verso le 8:30 circa). Dalle 9:30 alle 11:00 si nota
una serie di picchi causati dall’apertura delle ﬁnestre verso il cortile della
scuola; le ﬁnestre vengono chiuse solamente dopo qualche minuto, suﬃcien-
te comunque per riportare la concentrazione di CO2 da livelli alti (da 1600
a 1900 ppm) ﬁno a livelli pi` u accettabili (da 1000 a 1200 ppm).
Per il proseguo della giornata, i picchi si susseguono meno frequentemente
con un periodo di apertura delle ﬁnestre maggiore, da notare il picco del-
le ore 14:00 in cui l’anidride carbonica crolla da un valore di quasi 2000
ppm (fondoscala del sensore) sino a 550 ppm; in questo frangente anche la
temperatura subisce una diminuzione di un paio di gradi ﬁno a 22◦C.
Attorno alle ore 16:00 la giornata scolastica ` e conclusa e, l’andamento
esponenziale decrescente della CO2 ne d` a la conferma.
• L’andamento dell’umidit` a non presenta notevoli variazioni durante la gior-
nata; con un analisi accurata, per` o, si notano alcuni gradini discendenti di
umidit` a in corrispondenza dei picchi di CO2, segno dell’eﬀettiva apertura
delle ﬁnestre. Questi gradini si notano bene negli ultimi picchi della giorna-
ta (picco delle ore 14:00 e picco delle ore 15:30) in cui l’umidit` a scende dal
60% al 50% circa.
Il test ` e stato eﬀettuanto anche in questo caso per 24h, la ﬁgura 5.4 illustra
l’andamento delle grandezze del graﬁco precedente esteso a tutto il periodo di
monitoraggio.
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28◦C alle 22:30, segno di un malfunzionamento o di una non corretta conﬁgura-
zione dei parametri del sistema di riscaldamento. Mentre i valori di CO2 restano
costanti, durante la notte temperatura e umidit` a variano in maniera ‘speculare’(lo
stesso proﬁlo di ascesa della temperatura si nota come proﬁlo di discesa dell’u-
midit` a e viceversa); tale particolarit` a ` e dovuta al sistema di riscaldamento ad
aria (ventilconvettore) che emana aria calda abbassando l’umidit` a relativa della
stanza.
Figura 5.4: Graﬁco del monitoraggio nell’aula B durante 24h di campionamento)
Diﬀerenze tra aula A e aula B
Nel complesso, pur avendo un numero di alunni occupanti molto superiore,
nell’aula B si riscontrano livelli di CO2 piuttosto accettabili, in quanto si pu` o
notare un valore medio della giornata di circa 1500 ppm; questo solo grazie al
fatto che la stanza ` e stata spesso arieggiata, anche grazie alle ottime condizioni
ambientali esterne.
Tale conclusione non si pu` o di certo aﬀermare per i test svolti nell’aula A
in cui i livelli di anidride carbonica sono risultati troppo elevati (un’apertura
delle ﬁnestre tra l’inizio delle lezioni e l’intervallo sarebbe bastata per migliorare
notevolmente il comfort dell’aria).
L’apertura delle ﬁnestre ed il range di misurazione del sensore troppo limitato,
non ha permesso nei due casi di misurare un valore costante di CO2; la diﬀerenza
notevole nel numero di alunni occupanti l’aula ` e comunque riscontrabile dalle
pendenze degli andamenti di anidride carbonica rilevati; si ` e dunque preso in
esame l’andamento della CO2 nell’aula A dalle ore 8:30 alle 9:30 (ﬁg.5.5) e nel-
l’aula B dalle 14:30 alle 16:30 (ﬁg. 5.6). Linearizzando l’andamento, dalle ﬁgure si86 5. CONCLUSIONI
pu` o notare nel primo caso una pendenza di circa 30 ppm/minuto (2000 ppm/h)
mentre nel secondo, una pendenza di circa 40 ppm/minuto (2400 ppm/h)4.
Figura 5.5: Pendenza della CO2
nell’aula A
Figura 5.6: Pendenza della CO2
nell’aula B
5.2 Consumi misurati
Per ottenere delle informazioni pi` u dettagliate per quel che riguarda i consumi
misurati dai vari nodi, si ` e deciso di implementare un sistema di misurazione
della corrente. Tutto ci` o per ottenere un confronto tra i consumi eﬀettivi e quelli
dichiarati nel datasheet dalla casa costruttrice.
I valori ottenuti diventatno di notevole importanza nel caso in cui si decida di
alimentare i nodi con una batteria alimentata da una fonte di energia rinnovabile.
In tale paragrafo sar` a prima illustrato brevemente il sistema di misura utilizzato
e successivamente saranno analizzati i risultati ottenuti.
5.2.1 Sistema utilizzato
La corrente ` e stata misurata grazie al multimetro 34970a della casa Agilent
[26]. Tale strumento permette di essere interfacciato con un PC che eﬀettua pe-
riodicamente delle letture ottenendo una serie di valori misurati; il dispositivo
` e in grado di misurare tensioni, resistenze e correnti. Per rendere il sistema di
misura pi` u leggero e veloce, ` e stato scelto di aggiungere in serie al circuito una
resistenza di valore molto basso e di misurarne la caduta di tensione ai propri ca-
pi. Il programma per la lettura dei dati ` e stato scritto in linguaggio Vee [27] che
periodicamente eﬀettua una richiesta al multimetro che risponde con un valore
di tensione misurata. Il sistema ` e mostrato in ﬁgura 5.7.
Nei risultati seguenti la corrente ` e stata misurata all’ingresso della scheda del
nodo completa; ci` o vuol dire che essa non ` e relativa solamente a quella consumata
4Nel caso B sono presenti, nella prima parte della mattinata dei picchi di CO2 con pendenza
nettamente superiore, ma il loro andamento poco prolungato nel tempo non ha permesso di
eﬀettuare un’analisi suﬃcientemente accurata5.2. CONSUMI MISURATI 87
Figura 5.7: Schema per la misurazione dei consumi di corrente della sensor board
dal modulo wireless (JN148) ma comprende anche il consumo dei vari sensori
montati sulla scheda e di un p` o di altra elettronica di contorno (DC/DC, capacit` a,
LED, ecc...).
Con il sistema risultante, si riesce a campionare con una frequenza di circa 10
campioni al secondo. Tale valore ` e suﬃciente per ottenere una stima della corrente
consumata anche se alcuni picchi abbastanza rapidi saranno deﬁniti solamente da
pochi campioni.
5.2.2 Risultati ottenuti
I valori ottenuti sono quindi misurazioni in tensione. Il valore di corrente
consumata sar` a quindi, il valore di tensione diviso per la resistenza in serie.
Per tale esperimento ` e stato utilizzato una resistenza con valore misurato pari
a R ≃ 1.96Ω.
Le misurazioni sono state eﬀettuate su 3 tipi di nodi:
1. Nodo router privo di sensore di CO2
2. Nodo router con sensore di CO2
3. Nodo EndDevice
Router senza CO2
La ﬁgura 5.8 mostra l’andamento della tensione ai capi della resistenza posta
in serie ad una delle schedine utilizzate per il progetto con montato un modulo
JN148 e i vari sensori (temp.,umidit` a e luce) escluso quello di CO2. Dal graﬁco
si pu` o notare un andamento della tensione a picchi con periodo di 10 secondi;
la caduta di tensione media ai capi della resistenza a riposo ` e di circa 35.5 mV,
corrispondenti a circa 18 mA. In fase di trasmissione dei dati, si nota la presenza
di picchi di tensione pari a 42mV cio` e 21.4 mA con durata di circa 300 ms.88 5. CONCLUSIONI
Figura 5.8: Graﬁco del valore in tensione misurato ai capi della resistenza con
collegata una scheda che monta un nodo router priva di sensore di CO2
Router con CO2
A diﬀerenza del caso precendente, qui ` e stato aggiunto il contributo del sen-
sore di CO2 che, come si ` e visto, presenta dei consumi decisamente importanti
e confrontabili con quelli della scheda stessa. Dal graﬁco di ﬁgura 5.9 si possono
notare due fasi distinte durante il periodo di 10 secondi:
• A. In tale fase si pu` o notare un picco di corrente come nel caso preceden-
te corrispondente all’istante di comunicazione seguito da una ‘coda’ corri-
spondente al tempo impiegato per la lettura del sensore di CO2. La scheda
consuma circa 21 mA con un picco a 25 mA.
• B. Il consumo di corrente che si pu` o notare in questa fase corrisponde
solamente a delle operazioni interne del sensore di CO2. Se, infatti, il sensore
viene scollegato dal circuito ma con l’alimentazione ancora collegata, tale
consumo ` e ancora ben visibile. La scheda consuma circa 20 mA medi con
picchi di qualche mA in pi` u.
EndDevice
A diﬀerenza del primo caso in cui si analizzava il consumo di un router, qui
i livelli di corrente consumata sono decisamente minori in quanto il dispositivo ` e
normalmente spento e si riaccende solamente per comunicare (ﬁgura 5.10).
In questo caso, la corrente consumata dalla scheda quando il dispositivo ` e in
fase di sleep ` e ora di circa 2 mA con picchi in trasmissione di circa 12 mA.
5.3 Possibili Ottimizzazioni
Sin dalle prime fasi di progetto, il sistema ` e stato pensato e sviluppato in modo
da garantire un suo facile impiego come prodotto commerciale grazie alla sua
versatilit` a e al suo semplice utilizzo; l’interfaccia web, infatti, ` e stata predisposta
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Figura 5.9: Graﬁco del valore in tensione misurato ai capi della resistenza con
collegata una scheda che monta un nodo router ed il sensore di CO2
Figura 5.10: Graﬁco del valore in tensione misurato ai capi della resistenza con
collegata una scheda che monta un nodo EndDevice (priva di sensore di CO2)
Il sistema presentato risulta essere ben funzionante, ma come la maggior parte
dei progetti commerciali, esso non pu` o essere ritenuto perfettamente concluso; esi-
ste infatti un certo numero di aspetti e funzionalit` a che possono essere migliorati
e ottimizzati.
In particolare, solamente a progetto concluso, si ` e notato un utlizzo del data-
base non del tutto ottimizzato; tale aspetto si nota sia nelle fasi di lettura che di
scritura.90 5. CONCLUSIONI
• Problemi in scrittura. Nel momento in cui pi` u dati giungono al miniPC,
molte volte pu` o avvenire un conﬂitto tra di essi in fase di salvataggio nel
database; in questi casi, il programma in C si trova a memorizzare il secondo
dato ﬁnch` e il database ` e ancora occupato dalla scrittura del primo. Una
soluzione potrebbe essere quella di gestire la scrittura mediante l’utilizzo
di thread; essi sono essenzialmente dei mezzi usati dal C per gestire pi` u
processi che utilizzano risorse comuni (per esempio database). In questo
caso potrebbe essere lanciato un thread ogniqualvolta un dato debba essere
memorizzato; in questo modo, il problema della concorrenza viene eliminato
in quanto i thread successivi vengono lanciati solamente se quello corrente
` e concluso.
• Problemi in lettura. Qualora si vogliano caricare sulla pagina web dei
graﬁci che richiedono una mole di dati piuttosto elevata ( con un numero
di punti superiore a qualche migliaio), il sistema presenta alcune diﬃcolt` a
nell’eﬀetuare il caricamento con una certa rapidit` a. Per esempio, nel cari-
care un graﬁco contenente i valori di una mezza giornata, 3000 punti circa,
il sistema ci impiega non meno di una decina di secondi. Questo ritardo
temporale ` e dovuto alle prestazioni del processore del miniPC e del DBMS;
` e proprio la query del SELECT che richiede un tempo cos` ı elevato5. Se,
in campo applicativo, questo risultasse un problema, esso potrebbe essere
ovviato grazie ad una gestione diversa delle tabelle, per esempio creando
una tabella diversa per ogni nodo della rete.
Per ottimizzare al meglio il datalogging dei dati, si potrebbe gestire il cam-
pionamento in modo personalizzato da sensore a sensore e da nodo a nodo; la
grande mole di dati potrebbe, infatti, diventare un problema per la gestione del
database. A seconda dei casi, potrebbe accadere che molti campioni non siano
necessari e risultino ridondanti o che in alcune aree monitorate sia richiesto un
campionamento pi` u o meno frequente.
Per riferirsi ad un esempio concreto, nel caso di Inthegra, potrebbe essere che il
nodo sensore posto in bagno, non debba per forza campionare con lo stesso periodo
degli altri nodi posti in locazioni pi` u utilizzate; in aggiunta, il nodo potrebbe
essere programmato per campionare la luce con un certo periodo mentre i valori
di temperatura, umidit` a e anidride carbonica con un periodo molto inferiore al
ﬁne di ottenere una mole di dati di dimensioni decisamente inferiori.
5Come gi` a accennato le richieste di SELECT per la visualizzazione del graﬁco, sono di tipo
composto con codizioni sul numero di nodo e sull’orario, tra le limitazioni di SQlite (4.3.2),
infatti, era gi` a stata discussa la bassa velocit` a nell’eseguire query piuttosto complicate.5.4. CONCLUSIONI SUGLI OBIETTIVI RAGGIUNTI 91
5.4 Conclusioni sugli obiettivi raggiunti
Dopo un’approfondita analisi dei vari dati raccolti nei vari test eﬀettuati, si
vuol ora capire se il sistema implementato sia eﬀettivamente in grado oppure no
di stabilire se vi ` e la presenza di persone all’interno di un locale. I test sono stati
eﬀettuati in ambienti e condizioni sempre diverse tra loro ma ` e stato quasi sempre
possibile notare una variazione di almeno una delle grandezze rilevate qualora vi
fosse almeno una persona all’interno della stanza.
La maggior parte delle volte, per` o, le variazioni sono risultate piuttosto lievi e
paragonabili ad altre dovute a situazioni indipendenti dal grado di occupazio-
ne come per esempio l’apertura di porte, apertura di ﬁnestre ecc...Nei casi in
cui l’ambiente, magari di una certa dimensione volumetrica, era occupato da un
individuo, le variazioni erano s` ı presenti ma talmente lievi da non garantire la
presenza della persona nella stanza; molte volte era suﬃciente un’ apertura di
qualche secondo della porta per permettere ai sensori di rilevare le variazioni
dovute al ricircolo d’aria avvenuto.
Sar` a presentata ora una breve analisi per capire quali delle 4 grandezze ﬁsiche
rilevate siano quelle che meglio si adeguano per stabilire il grado di occupancy:
1. Temperatura: in tutti i test eﬀettuati non ha mai portato una grossa
informazione relativa l’occupazione dell’area di test; in eﬀetti, essa ` e mol-
to dipendente da fattori non collegati per forza all’occupancy, quali per
esempio:
• sistemi di riscaldamento/raﬀreddamento (ventilconvettori),
• livello di luce del sole (in un ambiente con ampie vetrate ` e suﬃciente
un tiepido sole invernale per riscaldare l’ambiente di qualche grado)
• altro...
2. Luce: dall’analisi dell’andamento di tale grandezza si ` e visto che il suo mo-
nitoraggio riesce a stabilire con precisione la presenza di persone solamente
nei casi in cui l’occupazione dell’ambiente comporta una variazione brusca
della grandezza stessa (in cui per variazione brusca si intende l’accensione
delle luci oppure l’apertura delle tapparelle). Si consideri nuovamente la ﬁ-
gura 2.9; in quel caso speciﬁco, grazie al fatto che il locale in questione era
un bagno cieco, la luce rappresentava la grandezza che meglio si adeguava a
stabilire la presenza di persone o meno. Nella maggior parte degli altri casi,
per` o, era suﬃciente che la stanza fosse occupata solamente durante le ore
di sole perch` e i valori di luce non portasso informazione relativa al grado di
occupancy.
3. Umidit` a: dai graﬁci raccolti, rappresenta assieme alla CO2 una valida gran-
dezza ﬁsica per determinare la presenza di persone; in quasi tutti i casi
la presenza di individui comporta un, seppur lieve, aumento dell’umidit` a.92 5. CONCLUSIONI
Ogniqualvolta si sia veriﬁcata un apertura delle ﬁnestre durante la matti-
nata lavorativa (o scolastica), si ` e notato un ripido crollo di qualche punto
percentuale di umidit` a seguito da una lenta risalita ai valori precedenti.
L’utilizzo dei valori di tale grandezza ﬁsica diventa ineﬃcace nel momento
in cui i livelli di umidit` a dell’aria esterna siano superiori, o peggio uguali,
con quelli dell’ambiente di test. In questo modo non sarebbe pi` u possibile
interpretare correttamente le variazioni di umidit` a rilevate.
4. Anidride Carbonica: Indubbiamente, tale grandezza riesce meglio di tut-
te a stabilire la presenza di persone visto che i livelli di CO2 presenti in un
determinato ambiente sono dovuti quasi essenzialmente alla respirazione
delle persone occupanti. In tutti i test eﬀettuati, la concentrazione di ani-
dride carbonica parte da livelli di qualche centinaio di ppm per aumentare
progressivamente con l’occupazione della stanza ﬁno a raggiungere livelli pi` u
o meno elevati a seconda del numero di occupanti e del volume dell’ambiente
(dai 1000 ppm in su).
Molte volte, il range di variazion` e ` e molto ampio, anche pi` u di un migliaio
di ppm (ﬁgura 5.2). Una variazione del genere per` o, non ` e immediata; essa
pu` o durare diversi minuti sino a raggiungere un valore stabile dipendente
da quante persone occupano il locale (se la variazione ` e positiva) o dal tasso
di ventilazione dell’aria (se la variazione ` e negativa). In aggiunta al tempo
di assestamento dei valori di CO2, vi ` e un ritardo introdotto dal sensore
utilizzato; mentre le variazioni di umidit` a sono rilevate immediatamente
quelle di anidride carbonica sono rilevate dopo qualche minuto circa (tale
fenomeno ` e ben riscontrabile nella ﬁgura 2.9).
Nel caso in cui si hanno continui circoli d’aria, apertura di porte o ﬁnestre,
anche questa grandezza ﬁsica subisce delle variazioni notevoli indipenden-
temente dalla quantit` a di persone occupanti la stanza.
Si pu` o quindi aﬀermare che tale sistema ` e valido per la rilevazione
dell’“occupancy”solo in alcuni casi. I casi a cui ci si riferisce sono quelli
in cui l’ambiente sia ben conﬁnato e il rapporto numero di persone su volume
dell’ambiente sia suﬃcientemente alto; ogni cambio d’aria, infatti, ` e responsabile
di variazioni delle grandezze rilevate che non sono bene interpretabili, specie da
un algoritmo di calcolo.
Per concludere, si pu` o aﬀermare come tale apparecchiatura non sia di certo
adatta al ﬁne di determinare la presenza di individui in un sistema d’allarme
perch` e presenterebbe dei ritardi e delle incertezze inadeguate al contesto; diventa
piuttosto un valido mezzo per la gestione “intelligente”dei sistemi di ricircolo
d’aria al ﬁne di limitare i consumi energetici ottimizzando allo stesso tempo la
qualit` a dell’aria ed il benessere delle persone.Appendice A
Planimetria completa di Inthegra
s.r.l.
Figura A.1: Planimetria della ditta Inthegra s.r.l. in cui sono stati eﬀettuati i vari
test
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Tabella speciﬁche sensore di CO2
La tabella B.1 mostra le principali caratteristiche di misura del sensore di
anidride carbonica utilizzato.
1. Range di misurazione 0 − 2000 ppm
2. Errore Assoluto ±50ppm +2% valore misurato
3. Dipendenza dalla temperatura 2ppm CO2/◦C(0...50◦C)
4. Intervallo di misura da 15 sec ﬁno ad 1 ora
5. Condizioni operative: -40...60◦C 5...95% RH
Tabella B.1: Caratteristiche di misura del sensore EE892
La tabella B.2 mostra,invece le caratteristiche elettrica del sensore.
1. Tensione di alimentazione: 4.75-7.5 V DC
2. Consumo medio: 3.75 mA (con 15 sec di periodo)
58µA (con 1 ora di periodo)
3. Corrente di picco: max 500mA per 50 ms
Tabella B.2: Caratteristiche elettriche del sensore EE892
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