Ubiquitously deployed Internet of Things (IoT)based automatic vehicle classification systems will catalyze datadriven traffic flow optimization in future smart cities and will transform the road infrastructure itself into a dynamically sensing Cyber-physical System (CPS). Although a wide range of different traffic sensing systems has been proposed, the existing solutions are not yet able to simultaneously satisfy the multitude of requirements, e.g., accuracy, robustness, cost-efficiency, and privacy preservation. In this paper, we present a novel approach, which exploits radio fingerprints -multidimensional attenuation patterns of wireless signals -for accurate and robust vehicle detection and classification. The proposed system can be deployed in a highly cost-efficient manner as it relies on off-the-shelf embedded devices which are installed into existing delineator posts. In a comprehensive field evaluation campaign, the performance of the radio fingerprinting-based approach is analyzed within an experimental live deployment on a German highway, where it is able to achieve a binary classification success ratio of more than 99% and an overall accuracy of 93.83% for a classification task with seven different classes.
I. INTRODUCTION
Reliable and efficient transportation systems are one of the key foundations for emerging IoT-enabled smart cities [1] . However, with the expected massive increases in vehicular traffic, e.g., through introduction of novel modes in personal transportation as well as in the logistics sector, many existing traffic systems are expected to reach their capacity limits. Increasing the road capacity in straightforward ways -e.g., through construction of new lanes and roads -is often not possible due to the involved costs and spatial limitations (especially in inner city environments). Therefore, traffic flow optimization aiming to utilize the existing infrastructure in a more efficient way is one of the catalysts for next-generation data-driven Intelligent Transportation Systems (ITSs) [2] . In addition to abstract traffic indicators such as traffic flow and traffic density, those systems exploit vehicle type information in order to enable novel optimization methods such as type-specific lane clearance, smart parking and type-specific routing. In order to enable these methods, up-to-date traffic indicators need to be acquired continuously and accurately 1 by ubiquitously deployed traffic sensors. Although the cars themselves can be exploited as moving sensors [3] , [4] , it is expected that the majority of the measurements in the near future will be performed by static deployments of IoT-enabled sensor installations [5] . Those systems need to fulfill different goals in parallel: In addition to providing high detection and classification accuracies in real-time, they should work reliably even in challenging traffic and weather conditions. Furthermore, they should be privacy-preserving, energy-and cost-efficient. The latter is of severe importance in order to enable large-scale deployments for smart city applications.
Although a wide range of different sensor systems has been proposed, existing approaches often have characteristic shortcomings, which limit their suitability for ubiquitous deployments. In this paper, we present a novel vehicle detection and classification system, which is based on the radio fingerprints of vehicles passing a Wireless Sensor Network (WSN) installation. Although the term fingerprint corresponds to environment-dependent characteristics of individual vehicles, the proposed approach relies on the assumption that vehicles of the same class will have similar shapes and similar corresponding radio fingerprints. Machine learning is applied to detect those similarities between the different measurements. Our method is inherently privacy-preserving, real-time capable and robust against challenging weather conditions. Moreover, in the considered evaluation scenario represented by a single lane deployment at a highway ramp, it is able to classify different vehicle types with a high accuracy. Moreover, as it relies on off-the-shelf hardware and is installed into the existing traffic infrastructure -inside the housings of delineator posts -it can be deployed highly cost-efficiently in an ad-hoc manner. Fig. 1 shows the intended flow of information of the proposed IoT-based sensor system and its application in a smart city environment. The sensor deployments gather radio fingerprints of the passing vehicles and perform the classification tasks. The obtained information is used for on-site purposes, e.g., parking space accounting, detection of wrong-way drivers, traffic monitoring and toll collection. Furthermore, the data is forwarded through a wide area communication network to a cloud-based ITS in order to be exploited globally for traffic flow optimization. The impact of the optimization methods affects the traffic situation, which is measured by the sensor system. The proposed system has evolved from the Wireless Detection and Warning System (WDWS) for radiobased detection of wrong-way drivers, which has been initially presented in [6] and patented in [7] . First approaches for integrating vehicle classification capabilities using conventional data analysis methods have been presented in [8] , [3] . The contributions provided by this paper are as follows:
• Presentation of a novel vehicle detection and classification system based on radio fingerprints. • Performance comparison of established and state-of-theart machine learning methods: Achievable classification accuracy and implied resource efficiency of Random Forests (RFs), Support Vector Machines (SVMs), Deep Boltzmann Machines (DBMs), and Proximity Forests (PFs). • Scalability analysis based on sub-set evaluations of the involved radio links and memory optimization of the machine learning models for different real world Microcontroller Units (MCUs). The remainder of the paper is structured as follows. After discussing related classification approaches in Sec. II, we present the machine learning-based solution approach and the architecture model of the proposed system in Sec. III. Afterwards, the real world setup for the data acquisition is introduced in Sec. IV and the achieved classification results are discussed in Sec. V.
II. RELATED WORK
In this section, an overview about existing systems and technologies for vehicle classification is provided. Fig. 2 provides an abstract overview about the information flow and the involved logical components which ultimately lead to a vehicle classification result. A sensing technology is applied for acquiring a continuous data stream, for which a detector extracts the subset of interest which contains the actual measurements of the vehicle to be classified. Based on this data set, relevant features are extracted and utilized by different classifiers to perform the machine learning-based data analysis with respect to a well-defined classification taxonomy.
A. Taxonomies for Classification of Road Vehicles
The Federal Highway Administration (FHWA) has proposed a 13-category classification scheme [9] , [10] , which is mostly based on the number of axles. However, the class information itself does not allow to derive length information of individual vehicles (e.g., for parking space accounting), as multiple classes (e.g., FHWA classes 2 and 3) optionally contain trailers.
The Nordic System for Intelligent Classification of vehicles (NorSIKT) [11] is a hierarchical scheme with four levels of different granularity (up to 14 classes at level 4), which is applied in Sweden, Denmark, Island, Finland and Norway.
Other popular taxonomies are provided by the ISO 3833-1977 scheme with 7 categories, the directive 2007/46/EG of the European parliament and the European New Car Assessment Programme (Euro NCAP) scheme.
However, although these standardized systems exist, most academic approaches apply their own application-specific schemes. As an example Gebru et al. [12] propose a hierarchical taxonomy which consists of make, model, body type and year/trim of a vehicle for visual census estimation. For the following performance evaluation of the proposed system, we apply multiple taxonomies with different grades of granularity which are further described in Sec. III-C.
B. Vehicle Detection and Classification Systems
A summary about well established sensor systems (e.g., Inductive Loop Detectors (ILDs) and Weigh in Motion (WIM)) used by the FHWA is provided by [9] . More research-oriented summaries of existing systems and open research directions are given in [13] and [14] . Although the following literature analysis focuses on comparing the resulting classification accuracy of different sensor systems, an important prerequirement is the capability for detecting vehicles entering the area covered by the systems. Apart from so far unusual approaches, such as the postprocessing analysis of Global Positioning System (GPS) traces [15] , different categories of detection and classification systems can be identified, which are analyzed in the following. However, it needs to be noted that comparing the resulting accuracies of different systems is a non-trivial task since the number of classes and the class definitions differ among the considered research works.
The majority of the existing approaches rely on wellknown machine learning methods for performing the actual classification tasks with SVMs [16] , RFs [17] , k-Nearest Neighbor (KNN) and different variants of (deep) Artificial Neural Networks (ANNs) [18] being the most commonly -: Missing, ?: Unknown, : Low / Does not apply, : Middle / Partial, : High, Full, 1 : Absence of vehicles is treated a specific class 2 : Camera-based systems might be subject to fraud attempts such as adversarial attacks, 3 : Radio-based systems in the unlicensed frequency spectrum might be affected by interference and could be attacked by radio jammers used models. Although the classification can be performed on the raw time series data, most systems apply featuredbased mechanisms, e.g., based on estimations of the vehicle length. Only a few authors mention the hardware platform used to execute the actual machine learning based-classification (e.g., [19] use an off-the-shelf notebook for this task). In the vast majority of the analyzed research works, the authors acquire sensor data in the real world but perform the data analysis offline (e.g., as explicitly discussed by [20] ). However, deployment machine learning models to resource-constrained IoT platforms such as ultra low power microcontrollers has become an emerging research field [21] . Therefore, it can be expected that platform-related dimensioning of machine learning models will become a more discussed topic in the vehicle classification community in the near future. Although most of our performance evaluations in Sec. V are also based on offline data analysis, we discuss and evaluate platform-and model-specific deployment aspects in Sec. V-E.
Tab. I provides a comparison table about existing solution approaches and their characteristic properties and classification accuracies. If not explicitly stated within the considered studies themselves, the system properties and vulnerability evaluations are based on the considered summary papers. As a reading example, the WIM system of [9] does not mention detection accuracies but achieves 90% classification accuracy on a twoclass problem. WIM systems have a low cost efficiency, as their intrusive installation requires heavy roadwork. However, the are highly privacy-preserving and can be utilized for online classification. They are robust against most considered vulnerabilities but are affected by high velocities.
Intrusive systems form the classic approach for measuring traffic indicators at strategic locations on the pavement surfaces [14] . As the installation and maintenance requires heavy roadwork, the involved costs are very high, which makes those systems not suitable for large-scale deployments. WIM systems usually combine multiple ILDs and piezoelectric pressure sensors. Due to the multitude of involved subsystems and the required roadwork, those systems are highly expensive and are therefore only deployed at chosen locations. There is practically no active research on WIM systems themselves, yet some research works exploit a nearby WIM as ground truth. ILD-based approaches usually rely on a dual-loop setup [22] , [47] for estimating the vehicle length, which is then exploited for the vehicle classification. However, it has been shown that single-loop detectors can approach a similar level of accuracy [23] . However, as discussed in [32] , loop-based methods do not perform well under congested traffic. Lamas-Seco et al. [24] propose to exploit spectral features, which do not depend on the vehicle speed and allow to perform vehicle classification with a single-loop approach. In [25] , the authors use fiber Bragg grating sensors to achieve 98.5% accuracy for three different classes based on SVM. Ye et al. [26] use in-pavement vibration sensors to calculate speed and axle spacing, which is then utilized for vehicle classification based on ANN and KNN. The authors of [27] aim to reduce the deployment costs of WIM systems by performing vehicle classification based on a single piezoelectric sensor.
Acoustic sensor systems rely on audio signals for vehicle detection and classification. A key challenge is the removal of undesired noise, which is omnipresent in the considered traffic scenario and requires multiple preprocessing and filtering steps. However, the achievable accuracy of solely acoustics-based systems is relatively low (e.g., 73.42% in [28] ). Audiovisual cues aim to compensate the shortcomings of the individual systems by combining the low computation complexity of audio systems for vehicle detection with the high classification accuracy of camera systems. Using a deep ANN, Daniel et al. [29] achieve 92.67% accuracy on seven vehicles classes, although the individual sensors only achieved 82% (camera) and 66% (audio). A similar study is carried out in [30] . Kerekes et al. [31] furthermore combine acoustics, magnetometers and electromagnetic radio field sensing for identifying different vehicles.
Inertial sensors are small-scale and low-cost sensors, which usually measure a single indicator (e.g., the magnetic field) in multiple dimensions. In many cases, different sensors (e.g., accelerometers, barometers and magnetometers) are combined within an Inertial Measuring Unit (IMU) which is then installed either on or within the pavement or at the side of the road. The resulting deployment costs are mainly related to the installation method and not the sensors themselves. Many research works apply Anisotropic Magnetoresistives (AMRs) to detect the number of axles of the passing vehicle. Ma. et al [32] use a combination of magnetometers and accelerometers, which is compared against video images and a nearby WIM system. Although the resulting accuracy is 99% for distinguishing between 2-axle cars, 3-axle cars and 5-axle heavy trucks, the size of the data set is relatively low. Kleyko et al. [33] analyse the combined usage of magnetometers and accelerometers based on a large data set for vehicle classifica-tion according to the NorSIKT taxonomy. They apply featurefree data smashing for determining if two data streams were produced by the same source. Balid et al. [34] achieves 99.98% detection accuracy and 97% length-based vehicle classification accuracy on a four-group scheme. Similar experiments are performed by [19] and [35] .
Vision-based approaches exploit light-sensitive sensors for the vehicle classification. Therefore, they are impacted by the lighting conditions, which results in a time-of-day-related performance. Camera-based systems are the most prominent sensors of this category due to their high detection and classification accuracy, which can even be used for identifying vehicle make and models [36] . However, the deployment of those systems might be complicated due to the involved regulations about potentially privacy-violating image data. Depending on the deployment type, vision-based approaches might be sensitive to congested traffic as individual vehicles might be occluded by other traffic participants. Image-based classification is a classic application field of ANN-based methods and deep learning [37] . Recently, this approach has explicitly been subject to a new form of fraud attempts -adversarial examples [48] -where maliciously crafted inputs cause the neural networks to make incorrect predictions. The authors illustrate that adversarial attacks can change the prediction from, e.g., a stop sign to a fruit. It is important to understand that this example is deliberately chosen by the authors to emphasize that adversarial attacks do not require that the true class and the (mistakenly) predicted class are related to each other in any comprehensible way. In the real world, such an attack can be much more subtle, e.g., manipulating the sensors such that different vehicle classes might be confused, for example aiming to avoid payments in automatic toll collection services. In [38] , a semi-supervised Convolutional Neural Network (CNN) achieves 95.7% accuracy for six vehicle classes on a daylight data set and 88.8% on a nightlight data set. For achieving a better computational efficiency, camerabased systems are often combined with other traffic sensors, which are then applied for performing the vehicle detection task. EasiSee is an example system proposed by Wang et al. [39] , which relies on AMR-based detection. Recently, aerial imaging [40] based on small-scale Unmanned Aerial Vehicles (UAVs) has emerged as a novel traffic sensing approach. The integration of these vehicles into future ITS is highly being discussed [49] and might catalyze a novel development for dynamic sensing systems. Apart from camera systems, other less popular approaches rely on Passive Infrared Sensor (PIR) [41] , Light Detection And Ranging (LIDAR) [42] and laser scanning [43] .
Radio-based approaches exploit the general ideas of radio tomography and Radio Tomographic Imaging (RTI) [50] for performing the classification task. Different communicating nodes are configured as a WSN [51] . When a vehicle passes the system, it acts as an obstacles, which causes an attenuation of the radio signal. The attenuation pattern -which will be further referred to as the radio-fingerprint -is related to the vehicle's shape and material and can therefore be exploited for distinguishing different vehicle classes.
Existing systems rely on different communication tech-nologies, which mostly operate in the 2.4 GHz band, e.g., Bluetooth [52] , [44] or CSI-based WiFi [20] . They are robust against challenging weather conditions as the signal propagation in the considered frequency band is hardly impacted by rain and snowfall [53] , [54] . However, the performance of those systems relies on the presence of a sufficient Signal-tonoise Ratio (SNR) which may require environment-specific calibrations of the transmission parameters . In addition, interference might impact the expected behavior if the systems are deployed in the unlicensed frequency spectrum with dense usage. In addition, radio jammers could be used to explicitly attack those systems. Sardar et al. [45] furthermore present an unique approach, which implements the general idea of radiofingerprinting for long-range communication via Long Term Evolution (LTE). Their proposed Software Defined Radio (SDR)-based method entitled LTE-CommSense monitors the received downlink CSI the User Equipment (UE) side. The system is able to distinguish between three different vehicles with an average accuracy of 92.6%. In addition to WSN-based approaches, Radio Detection And Ranging (RADAR) systems [46] are also applied for vehicle classification. In contrast to attenuation-based approaches, RADAR systems operate on reflections of radio signals.
III. RADIO FINGERPRINTING-BASED VEHICLE DETECTION AND CLASSIFICATION
In this section, we present the system model and the individual components of the proposed radio-based single lane vehicle detection and classification system. The latter consists of six communicating sensor nodes, whereas three nodes are configured as transmitters and are installed on the opposite road side of the three receiver nodes. A schematic overview of the system configuration is shown in Fig. 3 . The longitudinal spacing is set to a constant distance ∆d lon .
All nodes are based on low-cost off-the-shelf embedded computers, which are equipped with low power IEEE 802.15.4 radio modules. The latter operate in the 2.4 GHz band, use omnidirectional antennas, and apply a transmission power of Schematic system overview. Each delineator post contains a communicating wireless sensor node. In total, nine different radio links Φ i are present in the system. 2.5 dBm. All transmitting nodes periodically send dummy data, which is exploited by the receivers to determine the Received Signal Strength Indicator (RSSI) values of all radio links Φ i with a sampling time of 8 ms. The channel access is performed based on a token ring mechanism. If a vehicle is present in the area covered by the proposed system, it acts like an obstacle and causes attenuations for one or more of the radio signals. The information about all signals is aggregated at the master gateway node, which provides the time-base for the measurements and performs the online application of the trained machine learning models. The multidimensional attenuation pattern forms the radio fingerprint, which is the foundation for the vehicle classification, as it is highly depending on the shape and the material of the vehicle. Fig. 4 shows example radio fingerprints for a passenger car and a truck.
The different stages of the classification process are illustrated in Fig. 5 . During the real world data acquisition phase, time series data of all nine signals Φ i is captured. The feature extraction is performed signal-wise on the filtered signals. In addition, and only during the initial training phase, video images are captured as ground truth in order to allow the manual labeling of the captured radio fingerprints with the observed true vehicle class. The classification accuracy is then determined for different taxonomies and machine learning models.
A. Preprocessing and Vehicle Detection
Before the machine learning-based classification can be applied, the presence of a vehicle needs to be detected and the actual radio fingerprinting information needs to be extracted from the data streams. In an initial step, all signals are normalized to their idle levelΦ i and filtered with a moving 
in order to reduce the effect of short-term fluctuations and compensate potential power offsets. Afterwards, the start t start (i) and the end t end (i) of the attenuation phase are detected based on a threshold mechanism. The transition decision between the states Attenuated and Not Attenuated is delayed by a guard interval of w steps, in order to allow the compensation of local anomalies which can only be detected after sufficient data has been received. The resulting state machine of the detector is illustrated in Fig. 6 . The attenuation start t start (i) is detected if the signal at k − w undercuts the threshold Θ start . However, since this point marks an already active attenuation phase, h previous data points are added to the signal in order to also consider the actual turning point. The detection of the attenuation end t end (i) is performed with respect to the threshold Θ end . As a second condition, the average signal level within the guard interval w needs to be at least Θ guard in order to make a definite decision. This is important as the radio fingerprints of different vehicle types (e.g., truck with trailer) might consist of multiple attenuation phases. The association between the attenuation phases and the vehicles within the area covered by the system is performed based on attenuation order of the different links.
After the detector has transited from Attenuated to Not Attenuated, it updates the internally used abstract vehicle identifier.
In addition to detecting the presence of a vehicle in the covered area, the vehicle's driving direction can be estimated for allowing the detection wrong-way drivers. Using knowledge about the distances between the node deployments, the average velocityṽ of the vehicle can be estimated considering the times when the vehicle passes the straight links Φ 1 , Φ 5 and Φ 9ṽ 9) ∆t(1, 9) + d (5, 9) ∆t (5, 9) 
with ∆t(i, j) = t start (j) − t start (i) and d(i, j) being the longitudinal spacing between the transmitter nodes of the radio signals Φ i and Φ j . As wrong-way drivers enter the system in the opposite direction, the attenuation order of the different links is reversed andṽ < 0.
B. Feature Extraction
The overall considered feature set consists of 92 different indicators. It includes 10 features for each of the 9 radio links as well as the globally derived estimations for the vehicle speed and length. The latter is computed based on knowledge about the system dimensions
with τ (i) = t end (i) − t start (i) being the duration of the attenuation phase for signal i. The per-signal part of the feature vector consists of purely mathematical features: Duration, minimum, mean, and standard deviation of the filtered signalΦ during the attenuation phase. Tab. II provides an overview about the class-specific feature values for the binary classification task for Φ 1 . Especially for the speed, length, attenuation duration and minimum signal value, significant differences between the two vehicle types can be observed. In addition, a normalized histogram of the RSSI values is included, which consists of 6 bins. Fig. 7 shows the overall histograms of the car-like and truck-like classes with respect to the binary classification scheme.
C. Classification Taxonomies
In this paper, we consider multiple taxonomies, for which the covered vehicle classes are illustrated in Fig. 8 . The considered definitions are chosen application-specific (e.g., distinguishing cars and trucks is important for length-based parking space accounting). Since the radio-based classification approach relies on extracting information about the general vehicle shape from attenuation patterns of radio signals, it is not designed for working well with axle count-based classification taxonomies (e.g., the 13-category FHWA scheme [9] ). Hereby, vehicles of similar shape might be assigned to different classes because of their axle count. In the following, we consider the following taxonomies:
• Binary with two subclasses car-like and truck-like. • Size-basedwith three different subclasses small, mid-size and large. • Body style is related the vehicle's shape and consists of seven different subclasses. For the body style taxonomy it is remarked that the shapes of the different vehicle classes are subject to considerable overlap, e.g., buses and semitrucks. Due to this distortion between vehicle shape and corresponding class, it should be expected that all machine learning methods are subject to a certain non-reducible amount of class confusion. Nevertheless, the body style taxonomy is included in order to get a better understanding of the limitations of the proposed system. For the bus class in the body style taxonomy, it is remarked that the number of measurement samples is below the number of cross validation folds. Due to this underrepresentation of the bus class, the estimation of the classification accuracy is inherently pessimistic.
D. Classification Models
For the machine learning-based vehicle classification, we compare different established and state-of-the-art machine learning models:
Random Forests (RFs) [17] are constructed from a set of bootstrapped [55] Classification and Regression Tree (CART) trees. Each tree is learned from a random sub-set of the training data, using only a random sub-set of all features. For inference, the predictions of all trees are aggregated. E.g., in case of classification, the random forest predicts the majority class that is predicted by most of the trees. The model is parameterized to analyze 100 random trees. Support Vector Machines (SVMs) [16] learn a hyperplane that separates real-valued data points in a d-dimensional space IR d by minimizing a specific objective function. The hyperplane cuts IR d into half spaces, whereas each side of the hyperplane contains the majority of data points that belong to one of two classes. In order to apply SVMs to more than two classes, the one-vs-all strategy is employed. SVM-based classification is achieved with f (x) = sign( β, x ) with a weight vector β ∈ IR d . As discussed in Sec. II, SVMs are widely used in established classification systems. In a pre-evaluation step, we evaluated different model variants (e.g., SVMs with Radial Basis Function (RBF) and polynomial kernels), whereas the classic linear l 2 -regularized SVM achieved the highest average accuracy. Its objective function is written as 
with C being a parameter for controlling the trade-off between correctly classified training samples and the model complexity.
Deep Boltzmann Trees (DBTs) belong to the class of deep learning models [18] . While classic (non-deep) approaches rely on hand-crafted features or user defined feature transformations (e.g., the RBF kernel), deep learning methods aim at phrasing almost all parts of the model as differentiable functions. Thus, numerical optimization methods can replace what was formerly done by hand. However, these methods have at least two significant drawbacks: First, the user has to choose various hyper-parameters, including learning rates, activation functions, and the network architecture itself. Selecting good hyper-parameters is tedious and time-consuming and may lead to highly overfitted models if not done carefully. Second, deep models contain many learnable weights and hence require a large amount of data. While the second issue is a statistical necessity, the problem of choosing good hyper-parameters can be solved by resorting to theoretically sound statistical models. A good compromise are DBMs [56] -they constitute the cut-set between deep models and statistical sound models. Learning these models exactly is computationally intractable in general, but recent advances in machine learning [57] allow for an efficient learning of a sub-class of DBMs, the DBTs. Here, we use DBTs to estimate the joint probability mass function P(X, Y ) of features X and class label Y , and apply Bayes' rule to predict the most likely class arg max i P(y i | X). The generative nature of the model further allows for solving additional tasks like data synthesis and the detection of sensor faults.
Proximity Forests (PFs) define the new state-of-the-art in distance-based time series classification [58] . Like RFs, PFs are a set of tree classifiers but instead of CART trees, proximity trees are used. Those differ from ordinary decision trees in the tests applied at internal nodes. Whereas a regular decision tree applies a test based on the value of an attribute (e.g. if RSSI < −102 dB, follow the left branch, otherwise follow the right branch), each branch of an internal node of a proximity tree has an associated data point from the training set and an object follows the branch corresponding to the exemplar to which it is closest according to a parameterized similarity measure. See [58] for details on how internal data points and measures are chosen. While the complexity of the former leading method is bounded by O(l 4 n 2 ) for n time-series of length l, PFs have an average runtime complexity of O(l 2 n log n). Especially the reduction of the depdence on the length l by two orders of magnitude enables the use of PFs in various practical settings. Recall that for our RSSI series, we have l = 400-a length that renders any methods which scale as l 4 intractable.
IV. EVALUATION METHODOLOGY
In this section, the methodological setup for the real world data acquisition and the quality measures for the machine learning-based vehicle classification are introduced.
A. Real World Data Acquisition
For the real world data acquisition, a live system has been deployed within an official test field of the German Federal Ministry of Transport and Digital Infrastructure at a rest area at the German highway A9. The real world deployment of the system and the sensor nodes is shown in Fig. 9 . The RSSI values are represented as continuous data streams. In total, measurement data for 2605 vehicles was captured and labeled manually based on camera images. A summary about the parameter definitions is shown in Tab. III. 
B. System-in-the-loop Simulation
The system evaluation is performed based on a system-inthe-loop simulation setup, where the acquired raw continuous RSSI data streams are fed into the processing pipeline for detection and classification according to Fig. 5 . This way, new detection and classification models can be developed in a flexible way based on the reliable foundation of the acquired real world data. Furthermore, it allows to virtually manipulate system properties in postprocessing evaluations (e.g., for analyzing the detection of the wrong-way drivers in Sec. V-A).
C. Quality Measures for Vehicle Classification
For assessing the quality of a machine learning model f on a data set D, we calculate the accuracy (which is also referred to as classification success ratio in related work) as However, ACC(f ; D) will only be a reliable estimate for IP(f (x) = Y ) when D consists of data, which was not used to learn f . Therefore, D is split into a training set D train , which is used to learn the model f , and a test set D test , which is used to assess the quality of f . Still, a particular choice of D train and D test might result in overly pessimistic or overly confident accuracy estimates. To overcome this issue, D is partitioned into k subsets D 1 , ..., D k . The learning process is performed k times, whereas in each run D i is utilized as the test set D test to Fig. 9 . Experimental live deployment of the system on the German highway A9 within an official test field by the German Federal Ministry of Transport and Digital Infrastructure.
compute ACC(f ; D i ) and the remaining subsets jointly form the training set D train . The k-fold cross validated accuracy is then computed as the average of the k folds with
which provides a more reliable measurement for assessing the performance on unknown data. In addition, is allows to calculate the standard deviation of the k validation runs witĥ
which quantifies the uncertainties of the accuracy estimation.
In this paper, we apply k = 10 in the following evaluations.
D. Feature Importance Analysis for the SVM Classifier
Since the SVM classifier turned out to achieve the highest classification accuracy in most settings, Sec. V-B focuses on a deeper investigation of this classifier. In order to allow us to analyze the relative radio link importance for the overall classification result in the result section, we first define a novel system-and SVM-specific method for the relative feature importance.
Recall that the SVM decision is computed via f (x) = sign( β, x ). Here, x contains the group of global features (G), including vehicle speed and length, as well as a group of 10 features per radio link Φ j . We denote the set of feature groups by G = {G, Φ 1 , Φ 2 , . . . , Φ 9 }. Each feature weight β i can be decomposed into two components: (1) its sign sign(β i ) which points into the direction of one of the two half spaces, and (2) its magnitude |β i | which indicates how strong it points into that direction. Both components are now exploited to compute a new measure for SVM feature importance. For the best of our knowledge, this measure never appeared in the literature before. Let g : {1, 2, . . . , d} → G indicate to which feature group the i-th feature belongs.
In case of binary classification, the importance of group j ∈ G on class y ∈ {−1, +1} is computed via Fig. 10 . Histograms of the speed estimations for the real world data and the artificially inverted node assignment. The vehicle count matches the ground truth and all wrong-way drivers are successfully detected.
The higher the score I(j, y), the more important is feature group j for predicting class y. However, care has to be taken when these scores are interpreted: In order to get meaningful results, the SVM model has to be trained from normalized data, such that x ∈ [−1; 1] d . If this requirement is violated, model weights for different features will have different scale which renders the accumulation of weights for different features invalid.
E. Machine Learning Tools
For training SVM and RF models, the LIghtweight Machine learning for IoT Systems (LIMITS) [21] framework is used which provides high-level data analysis automation based on validated Waikato Environment for Knowledge Analysis (WEKA) [59] model implementations. DBTs are learned via the px framework 1 . Proximity forests are trained with the original implementation provided by the authors [58] . In order to eliminate the effects of randomization and to allow a fair comparison between results generated with different tools, the data subsets for the cross validation are generated externally and are shared by all machine learning tools.
V. RESULTS
In this section, we present and discuss the results for vehicle detection and classification.
A. Detection of Vehicle Presence and Driving Direction
For evaluating the detection performance of the proposed system, we replay the time series streams of all 2605 traces in the system-in-the-loop evaluation setup, which is described in Sec. IV-B. Furthermore, for giving a first feasibility showcase about wrong-way driver detection capabilities of the proposed system, we virtually invert the order of the sensor nodes, such that each vehicle first passes Φ 9 when entering the system and Φ 1 upon leaving the covered area. Fig. 10 shows a histogram of the resulting speed estimations. Since the real world measurement setup does not capture a ground truth for the driving speed, the accuracy of the speed estimation cannot be assessed. However, it can be seen that the distributions for the two data sets are clearly divided and Fig. 11 . Comparison of the overall classification accuracies for the considered machine learning models and vehicle classification schemes.
the driving direction is detected correctly for all vehicles by considering only the sign of the speed value. However, we remark the applied evaluation methodology only illustrates the general suitability of radio-based detection of wrongway drivers. In order to make a quantified statement about the resulting detection accuracy of those special situation, a dedicated real world measurement campaign yet needs to be performed. The resulting total vehicle count is equal to the number of vehicles traces, thus all vehicles are successfully detected. Even the detection accuracy per single signal Φ i is 100% in the vast majority of the evaluations. However, for Φ 7 , only 91% of the passenger cars are detected correctly. Φ 7 is one of the links with the highest signal attenuation due to the large distance between transmitter and receiver. In addition, the passenger cars represent the smallest vehicle type with the lowest attenuation. However, these signal-specific outliers do not impact the overall detection capability of the proposed system due to the high grade of contained redundancies.
B. Vehicle Classification
Based on the foundation of the detected vehicle fingerprints of Sec. V-A, the classification performance is analyzed based on 10-fold cross validation. Within each fold 90% of the data is used for training and 10% is used for testing. This mechanism is repeated ten times and the statistical deviations between the individual folds are analyzed.
The resulting impact of errors in the classification process is highly application-specific. While traffic management systems might be robust to misclassification as lane clearance decisions are based on relative vehicle densities, toll collection systems might require reliable distinction between trucks and passenger cars. An overall comparison of the resulting classification accuracies for the different learning models and the considered taxonomies is shown in Fig. 11 . The dashed line indicates a reference accuracy level of 99% according to commonly used certification requirements for practical application scenarios where trucks and passenger cars need to be distinguished, e.g., for length-based parking space accounting. While all methods are capable of exceeding the given threshold in some runs in the binary setting, only the SVM achieves this correct classification rate on average. Due to the stochastic nature of the RF construction, cross validation standard errors exceed those of the deterministically trained methods. For the more complex taxonomies, the overall accuracy decreases for all models. With exception of the DBT model, SVM, RF, and PF achieve a similar level of performance. Note, however, that in contrast to the other methods, the DBT is a full generative model of the data for which the learning capabilities go beyond the scope of sole classification. That is, DBTs are able to estimate the probability measure that underlies the given data set. Based on this information and the derived statistical properties, new virtual data points can be generated, e.g., for being exploited in a future extension of the simulation setup. Fig. 12, Fig. 13 , and Fig. 14 show the class-specific performance for all three taxonomies and the considered machine learning models. In the binary case, for all models, the main part of the error arises from falsely classifying trucks as passenger cars. A closer look at the misclassified vehicles reveals that smaller trucks are confused with vans. As expected, the dominant source of failure for the size-based taxonomy manifests at the boundary of small and large vehicles, i.e., members of the mid-size class are falsely classified as small vehicles. For the more fine-grained taxonomies, the underrepresentation of some vehicle classes (e.g., bus) manifests in a larger standard deviation than for the better represent vehicles classes. In the body style taxonomy, the overall picture is not that clear:
The results differ significantly among the machine learning methods. Common misclassifications include the confusion between buses and semitrucks. As mentioned in Sec. III-C, buses are underrepresented in the considered data set an not contained in all folds of the cross validation. Moreover, regular vehicle types are often confused with their trailered counterparts. As pointed out in Sec. III-C, this phenomenon is implied by the overlap among some real world vehicle shapes. However, in contrast to the feature-based approaches, the timeseries-based proximity forest is least amenable to this type of failure. Recalling the definition of the considered taxonomies, it can be observed that classification errors rarely violate the boundaries of the their corresponding binary class.
C. Feature Importance
To get more insights about the classification performance, it is important to understand which radio link has the highest impact on the actual class prediction. Hence, we analyzed the model weights of the best performing model, the SVM. Fig. 15 contains the importance scores for all 10 feature groups and all three taxonomies. In what follows, we focus on discussing the feature groups with the major impact on the classification performance of the respective taxonomies. In the binary and size-based taxonomies, where vehicle shapes are rather wellseparated, the group of global features which contain estimates for vehicle length and speed, is of outstanding importance. In contrast, the SVMs for the body style taxonomy mainly rely on the global feature group to separate the mid-sized van from all smaller and larger vehicle types. A general observation for the radio link groups is that the importance of higherorder signals (starting from Φ 3 ) is reduced when the number of classes is increased. The latter is also confirmed by the subset-based analysis in the next section. More than 50% of the total weight mass of the feature group Φ 2 is responsible for the classification of mid-sized vehicles.
D. Subset-based Scalability Analysis
It is obvious that the considered system configuration with nine different radio links is highly redundant. Therefore, it is now investigated how much the detection and classification performance is depending on the availability of multiple links and if a reduced system configuration would still be functional. Different aspects have to be remarked: A summary of the resulting classification accuracies for different subset configurations is shown in Tab. IV. The applicability of using a reduced amount of radio links highly depends on the applied taxonomy and the implied classification granularity. Considering the standard deviations for each taxonomy, many of the configurations achieve a comparable performance level as the full system configuration. This observation shows that reduced system variants are in general feasible and might be considered as more cost-efficient alternative to full system deployments. Binary classification works well with different subsets which contain at least two of the straight radio links. More than 99% accuracy is achieved for the configurations M , H , and T . The same applies for the size-based classification task with three different vehicles types where different configurations make it possible to increase the cost efficiency of the proposed system by only deploying a reduced amount of sensor nodes. For example, configuration M achieves a very good classification accuracy and allows to remove two nodes from the system. However, for the body style classification task with seven different vehicle types, there is a significant loss in accuracy for most configurations that only consider a subset of the radio links. Still, some configurations (e.g., M ) are plausible candidates for being considered in a reduced system deployment.
E. Deployment of Classification Models to Real World IoT Platforms
In the following, we practically analyze dimensioning aspects for the real world application of the trained models on resource-constrained IoT platforms. Tab. V summarizes the key properties and resource limitations of the considered MCUs. For this purpose, we embed the platform-specific compilation toolchain into the data analysis process using the LIMITS [21] framework which allows us to assess the real memory usage on the target platform.
Since the achievable classification interval is of crucial importance for the real world application, the temporal effort for execution the SVM model on the considered target platforms is investigated. LIMITS is used to generate the platformspecific C++ code for the online execution of the machine learning models. After deploying the pre-trained models, the real world measurements are replayed directly on the different IoT platforms and the temporal behavior is measured. Fig. 16 shows the resulting computation times per classification on different target IoT platforms for the considered taxonomies. For the binary classification task, all platforms achieve a satisfying classification speed. Due to the applied one-vsone Y -class evaluation strategy for the SVM, Y (Y − 1)/2 comparisons are performed for a classification task with Y classes. Therefore, the taxonomy has a dominant impact on the computation time.
As the considered linear SVM is a parametric model, the resulting model size is fixed and does not depend on the training data. However, for other models such as RF, different variants have a more dominant impact on the resulting model size. Since the available program memory is one of the limiting factors for MCUs, it makes sense to determine the sweet spot of a machine learning model for a given target platform. Hereby, a parameter space exploration is performed in order to find the most accurate model which just fits in the available memory.
Since the considered RF model achieved the second best classification performance in Fig. 11 , we further investigate the platform-specific dimensioning of different model variants. Fig. 17 shows the resulting accuracy and the required program memory size for different amounts of random trees and maximum depth values on the considered target IoT platforms. The highly resource-constrained platforms MSP430 and ATmega328 are only able to implement a limited subset of the parameter space. As a result, the achievable accuracy is reduced by ∼1.5% (for the MSP430 platform) respectively ∼0.5% (for the ATmega328 platform) in comparison to the . Although the ESP32 platform shows a significantly higher memory size due to additional mandatory libraries which are linked to the classification code within the compilation process, the large program memory allows to implement all parameterization variants.
VI. CONCLUSION
In this paper, we presented a novel traffic sensing system, which exploits attenuation patterns of wireless signals as radio fingerprints for accurate vehicle detection and classification. In contrast to existing solutions, the proposed system is able to provide a favorable set of system properties. It is accurate, privacy-preserving, cost-efficient and robust against typical disturbance factors. In a comprehensive performance evaluation, the classification accuracy of different machine learning models was analyzed for multiple multi-class granularities. Using a linear SVM, a binary classification accuracy of more than 99% can be achieved. In a first feasibility study, it was also shown that the radio-based approach can generally be applied for detecting wrong-way drivers based on vehicle speed estimations. Therefore, system deployments at motorway access roads could potentially contribute to increasing the highway road safety. In future work, we want to investigate the applicability of different communication technologies (e.g., usage of highly-directed millimeter Wave (mmWave) beams) for radio-based vehicle classification. Moreover, we will evaluate the integration of additional sensors (e.g., IMUs) into the proposed system and analyze methods for multi lane detection and classification. In addition, we will further analyze the speed estimation accuracy of the proposed system based on dedicated measurements using RADAR as a ground truth. Nico Piatkowski received the Dipl.-Inf. and Dr. rer. nat. degrees from TU Dortmund University, Dortmund, Germany. He is currently a senior researcher at the Media Engineering Group of the Fraunhofer Institute for Intelligent Analysis and Information Systems IAIS in Sankt Augustin, Germany. Before that, he was a researcher at the DFG Collaborative Research Center SFB 876 on "Providing Information by Resource-Constrained Data Analysis" and later at the Competence Center Machine Learning Rhine-Ruhr (ML2R). Nico contributed to various research projects on the foundations of machine learning under resource constraints, spatio-temporal modelling, and probabilistic inference. His current research interests include deep latent variable models with discrete state spaces, high-dimensional spatio-temporal generative models, and regularized learning. Nico Piatkowski received ECML-PKDD's awards for being an outstanding program committee member and for his work on "Spatio-Temporal Random Fields", as well as TU Dortmund's dissertation award for his work on "Exponential Families on Resource-Constrained Systems". 
