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The minimal density model for negative streamer ionization fronts is investigated. An earlier
moving boundary approximation for this model consisted of a “kinetic undercooling” type boundary
condition in a Laplacian growth problem of Hele-Shaw type. Here we derive a curvature correction
to the moving boundary approximation that resembles surface tension. The calculation is based on
solvability analysis with unconventional features, namely, there are three relevant zero modes of the
adjoint operator, one of them diverging; furthermore, the inner/outer matching ahead of the front
has to be performed on a line rather than on an extended region; and the whole calculation can be
performed analytically. The analysis reveals a relation between the fields ahead and behind a slowly
evolving curved front, the curvature and the generated conductivity. This relation forces us to give
up the ideal conductivity approximation, and we suggest to replace it by a constant conductivity
approximation. This implies that the electric potential in the streamer interior is no longer constant
but solves a Laplace equation; this leads to a Muskat-type problem.
I. INTRODUCTION
Streamers are growing plasma channels that in suf-
ficiently strong electrostatic field expand into ionizable
matter like air or other gases, liquids or solids. The
field accelerates the electrons sufficiently to ionize gas
molecules upon collisions. The self-focussing of the field
at the tip of the propagating streamer strongly sup-
ports this process. The richness of spatio-temporal struc-
tures that form as streamers undergo successive branch-
ing events during their propagation make them an impor-
tant example of nonequilibrium pattern formation. They
are of fundamental interest not only for this reason, but
also because they determine the initial stages of electric
breakdown in sparks and lightning, in technological ap-
plications as well in natural processes [1, 2, 3, 4]. In this
paper we focus on negative (anode-directed) streamers
in simple gases like pure nitrogen or argon. Their dy-
namics can be described by a minimal model of nonlinear
reaction-advection-diffusion equations, as described, e.g.,
in [5, 6]. The model describes the evolution of electron
and ion densities and their nonlinear coupling to the local
electric field.
Many simulations [7, 8, 9, 10, 11, 12, 13, 14] since
the early 1980’ies have shown that the ionized interior
of the streamer finger is preceded and surrounded by a
narrow curved space charge layer that enhances the elec-
tric field in the non-ionized region ahead of the front and
screens it in the ionized interior. In particular, in strong
background fields after a sufficiently long evolution, the
width of the ionization front can be much smaller than
its radius of curvature [13, 14, 15]. This separation of
scales enables one to consider the front as an infinitesi-
mally thin, sharp moving interface Γ. Many inhomoge-
neous systems involve domains of well defined phases sep-
arated by thin interfaces. These include non-equilibrium
systems like solidification occurring by dendritic growth
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FIG. 1: On the left: generic solution (net charge density) of
the minimal PDE model with curvature κ and width ℓ−α (see
Eq. (30)) of the ionization front. On the right: the moving
boundary approximation (MBA) with the ionized region, Ω−,
the non-ionized region, Ω+, and the sharp interface, Γ.
[16, 17, 18, 19, 20, 21, 22], bacterial growth [23, 24] or
many diffusive-reactive systems [25]. In Fig. 1, we present
a generic solution for the net charge density of the mini-
mal PDE model showing the separation of scale together
with the resulting moving boundary approximation. The
original nonlinear dynamics is then replaced by a set of
linear field equations (typically Laplace) on both sides of
Γ, Ω+ and Ω−, with appropriate boundary conditions at
the interface, Γ+ and Γ− respectively, and further away
from it [21, 26, 27, 28] (and references therein); the non-
linearity enters through the motion of the boundary. The
interface dynamics is then typically related to gradients
of the Laplacian fields at its vicinity, Γ+ and Γ−.
2In the context of streamer dynamics, the concept of
an interfacial approximation was proposed already in the
early 1970’ies by Lozansky and Firsov before any numer-
ical simulations [29]. At the time, their model was in
competition with other streamer models and concepts.
Lozansky and Firsov proposed to consider the streamer
interior, Ω−, as ideally conducting, i.e., the electric po-
tential φ to be constant in the interior. The exterior,
Ω+, is non-ionized and therefore does not contain space
charges, solving in electrostatic approximation (that is
justified in [6])
∇2φ = 0 in Ω+. (1)
The interface was assumed to move with the local elec-
tron drift velocity
~v = ∇φ+. (2)
From here, superscripts ± attached to fields, potential
and densities indicate their limit value as they approach
the interface from Ω+ and Ω−, respectively. In particular,
we denote φ+ ≡ φ|Γ+ and φ
− ≡ φ|Γ− . However, the
solutions of this interfacial model were hardly explored.
Only 30 years later, the interfacial model was taken up
again in the streamer context [30], and Meulenbroek et al.
showed that the model actually allowed for spontaneous
streamer branching. However, the model was also found
to be mathematically ill posed; in the context of fluid
dynamics, this is explain for example in Ref. [31] and
references therein. To resolve this problem, the boundary
condition φ+ − φ− = 0 was replaced by the regularizing
boundary condition
φ+ − φ− = Q0(nˆ · ∇φ
+)
|nˆ·∇φ+|≫1
−→ nˆ · ∇φ+ (3)
which was proposed in [32] and derived in planar front
approximation in [33]. The boundary condition accounts
for the finite width of the charged layer (the ionization
front) that leads to a finite variation of the electric poten-
tial across the front. The boundary condition in the limit
of large electric fields actually turns out to be identical
to the “kinetic undercooling” boundary condition that
was applied to crystal growth under certain conditions
[34, 35].
The solutions of the interfacial model with this bound-
ary condition (3) implemented were studied in [32, 33,
36, 37], and the results of these papers show that the in-
terfacial model employed there is the simplest one that
regularizes the motion – therefore we call this model the
minimal regularized model. However, it also was shown
recently that this analysis applies only to boundaries
that at time t = 0 are sufficiently many times differ-
entiable [38].
In this paper we compute curvature corrections to
the boundary condition (3). A systematic expansion of
slightly curved fronts about planar fronts for streamers
was first suggested in [5], and [6] contains the analysis of
planar fronts as first step in this research program. In
analogy with other weakly curved fronts, a perturbative
expansion of the curved front about the planar front with
subsequent solvability analysis was the method at hand.
Solvability analysis means that the inner front structure
is integrated out and replaced by conditions for inter-
facial motion that are matched to the dynamics on the
outer scale.
However, such an analysis could not be performed on
the streamer model of [5, 6] as the fronts are pulled; for
pulled fronts, we refer to [39, 40], and for the impossibility
of a solvability analysis for pulled fronts to [41]. The
formal reason for the non-applicability of the method are
diverging integrals in the leading edge of the ionization
front; the physical reason is the algebraically slow front
relaxation of the leading edge that actually stretches out
through the whole non-ionized region and does not make
part of the inner front region that is to be integrated out.
The pulled nature of the front also requires special care
with grid refinement in numerical solutions [14].
However, the leading edge that pulls the front, is diffu-
sive, and it is a physically and mathematically meaning-
ful approximation to neglect electron diffusion in strong
fields, where electron motion due to drift dominates over
the diffusive motion [42, 43]. We have employed this ap-
proximation in the interfacial model and we have checked
that its results approximate simulations with electron dif-
fusion well [33, 44]. We here employ the same approxima-
tion which now makes it possible to perform a solvability
analysis.
In fact, neglecting electron diffusion and assuming that
the state ahead of the front is completely non-ionized,
converts the inner-outer matching problem from one non-
typical situation to the other. With electron diffusion,
the inner front region was not separated from the outer
one. Without electron diffusion, however, the inner re-
gion finishes precisely where the electron density discon-
tinuously jumps to 0, and the matching between inner
front region and the non-ionized outer region takes place
precisely on this line rather than on an extended spatial
region.
The “moving boundary condition” (MBC) for a
slightly curved front dynamics now can be systemati-
cally derived from the original nonlinear field equations:
A perturbation of a planar front is assumed whose cur-
vature in the direction transverse to the front motion
is much smaller than the front width, and solvability
analysis is used to connect the perturbed values of the
fields ahead and behind the curved front. Recently, such
approach has been successfully applied to derive MBC
equations for the dynamics of discontinuity curves which
appear in nonlinear diffusion problems [24].
The solvability analysis poses technical challenges. We
will show that the electrostatic field behind a slowly
evolving curved front does not vanish but is rather con-
stant and proportional to the front curvature. Conse-
quently, the electric potential diverges linearly behind
the front. Another divergence appears in one of the zero
modes of the solvability analysis. This divergence is how-
3ever necessary to cancel the one of the electric potential
behind the front in order to get a meaningful boundary
condition for the jump in the electric potential across
the interface Γ. To our knowledge, this nontrivial com-
putational aspect is new, and we are not aware of similar
types of solvability analysis in implementations of sharp
interface approach to front dynamics in other physical
systems.
Furthermore, since the potential is no longer constant
behind the front, the ideal conductivity approximation
(φ = 0 in Ω−) must be relaxed and is replaced by
a constant conductivity approximation for the ionized
streamer interior (∇2φ = 0 in Ω−).
Explicitly, our front dynamics consists of the following
equations:
∆φ = 0 in Ω+ (4)
∆φ = 0 in Ω− (5)
with the MBC
nˆ · ∇φ− = Q2(nˆ · ∇φ
+)κ (6)
φ+ − φ− = Q0(nˆ · ∇φ
+) +Q1(nˆ · ∇φ
+)κ (7)
vn = nˆ · ∇φ
+. (8)
where the coefficients Qi depend on the electrostatic field
ahead the front, and are given by analytic formulas de-
rived from the planar front solution, see Eqs. (129)-(131).
The paper is organized as follows: In Sec. II we summa-
rize previous results on the minimal model and its planar
front solutions essential for our analysis. In Sec. III A, we
start our formal derivation by assuming a slightly curved
front with ǫ = κℓ−α ≪ 1, where ℓ
−
α and κ are the width
and the curvature of the front respectively. We construct
a perturbative expansion of the solution to the minimal
model dynamics in powers of ǫ around the zeroth order
planar front solution. We focus on the leading order be-
havior in ǫ and describe it as a solution to a set of four in-
homogeneous linear ODEs. In Sec. III B, we explain and
develop the solvability analysis formalism: Using zero
modes of the adjoint linear differential operator we de-
rive relations between deviations of the electrostatic field
and ion/electron densities ahead and behind the curved
front, Γ+ and Γ−, from their values at the planar front so-
lution. These relations turn out to be the required MBC
equations for the curved fronts dynamics. The required
zero modes are calculated analytically in Sec. III C. In
Sec. III D we conclude our inner analysis and derive the
MBC equations. The final form of the MBC equations
(124)-(128), obtained by matching inner and outer re-
gions, is derived in Sec. IV where we give also the large
field limit of the interfacial model together with an ele-
mentary algorithm to solve it. In Sec. V, we discuss the
constant conductivity approximation for the ionized re-
gion. In Sec. VI we conclude by highlighting the major
results of this paper and point to future directions.
II. COLLECTION OF SOME PREVIOUS
RESULTS
In this section we summarize previous results required
for the present analysis. We briefly describe the minimal
model, we discuss the front velocity and the coupling be-
tween the front and the non-ionized exterior region, and
we cite several properties of planar uniformly translating
fronts required for our further analysis.
A. The minimal streamer model
The model for negative streamers in simple non-
attaching gases like nitrogen and argon as used, e.g.,
in [5, 9, 10, 11, 12, 13, 14, 33] consists of a set of three cou-
pled partial differential equations for the electron density
σ, the ion density ρ and the electric field E. In dimen-
sionless units the model reads
∂tσ −∇ · (σE) = σ|E| α(|E|), (9)
∂tρ = σ|E| α(|E|), (10)
∇ ·E = ρ− σ, E = −∇φ. (11)
A general discussion about dimensions for this model can
be found, e.g., in [4, 5, 6, 15]. The first two equations are
the continuity equations for the electrons and the ions
while the last is the Coulomb equation for the electric
field generated by the space charge ρ−σ of electrons and
ions. Here the electrostatic approximation for the electric
potential φ was introduced [6]. Notice that the electron
particle current is here taken as the drift current only
−σE, neglecting electron diffusion. For the effect of a
diffusive contribution, see the discussion in the introduc-
tion as well as [43]. The ion particle current is neglected
because due to their larger mass the ions are much less
mobile.
The term σ|E|α(|E|) is the generation rate of addi-
tional electron ion-pairs; it is the product of the absolute
value of the drift current times the effective cross section
α taken as field dependent; a commonly used form is the
Townsend approximation
α(|E|) = e−1/|E|. (12)
However, our analysis holds for the more general case of
α(0) = 0,
dα(x)
dx
≥ 0,
α(x) =
x≫1
1−O
(
1
x
)
. (13)
B. Ionization fronts and their velocity
We consider planar ionization fronts propagating in
the positive x-direction into a medium that is completely
4non-ionized beyond a certain point xf (t)
σ = 0 = ρ for x > xf (t),
σ > 0 for x < xf (t), (14)
and we work in the comoving coordinate
ξ = x− xf (t). (15)
As is easily verified by rewriting Eq. (9) in the comoving
coordinate ξ with the help of (11) as
∂t
∣∣∣
ξ
σ −
(
∂xf
∂t
xˆ+E
)
· ∇σ = σ (ρ− σ + |E| α(|E|)) ,
(16)
where xˆ is the unit vector in the x-direction, the velocity
of the front is determined purely by the value of the field
E+ on the discontinuity of the electron density
vf (t) =
∂xf (t)
∂t
= −E (xf (t), t) ≡ E
+. (17)
Notice that, in order to simplify notations later, E+ is a
positive quantity. Obviously, this relation between front
velocity and local field is not restricted to planar fronts
only, but holds generally:
vf (t) =
∂rf (t)
∂t
= −E (rf (t), t) . (18)
As the space charge ρ − σ never diverges, the field E is
continuous across rf .
C. Coupling the front to the outer non-ionized
region
In the purely one-dimensional planar setting, the field
does not vary ahead of the front: ∂xE = 0 for x > xf (t).
On the other hand, the curved ionization front around
the tip of a streamer finger creates the characteristic field
enhancement ahead of the streamer tip. However, the
region x > xf (t) can be left purely to the outer scale
analysis of the Laplace equation
∇2φ = 0, E = −∇φ for ξ > 0 (19)
and has no further influence on the front solution ex-
cept for determining the field E+ at rf (t). The matching
between inner and outer region here is completely con-
centrated on the line rf (t). As also remarked already in
the introduction, these two spatial regions only decouple
if the electron diffusion D (that is included in numerical
streamer models) is neglected. Putting D = 0 eliminates
the leading edge and the pulled dynamics of the front
[6, 42].
D. Uniformly translating planar ionization fronts
If E+ is time independent, ∂tE
+ = 0, the front propa-
gates uniformly with velocity v = E+. Uniformly trans-
lating front solutions of the minimal model (9)–(11) in
a field E+ depend only on the comoving coordinate
ξ = x − vt. They have been discussed in many previ-
ous papers [5, 6, 42], for a recent thorough discussion,
we refer, in particular, to section II of [33] and for the
comparison of fronts with or without electron diffusion
D to section 2 of [43].
Analytically the front solution in the ionized region
ξ < 0 is given implicitly by the equations
σ(E) =
E+
E+ − |E|
ρ(E), (20)
ρ(E) =
∫ E+
|E|
dµα(µ), (21)
−ξ =
∫ −E+
E(ξ)
dµ
µ
E+ + µ
ρ(µ)
. (22)
Fig. 2 shows the shape of the solution for E+ = 1. At
the shock front, the electron density jumps from zero to
σ+ ≡ lim
ξ↑0
σ(ξ) = E+ α(E+), (23)
while ion density and electric field are continuous across
the interface
ρ(ξ) = O(ξ), E(ξ) = −E+ +O(ξ) for ξ < 0. (24)
For ξ → −∞ the densities approach the value
σ− ≡ σ(−∞) =
∫ E+
0
dµα(µ), (25)
ρ− ≡ ρ(−∞) = σ−, (26)
which means that the space charge density ρ−σ vanishes,
and the electric field vanishes as well
E− ≡ E(−∞) = 0. (27)
Far behind the front, where E is so small that α(|E|) ≃
0, the profiles of E and σ decay exponentially:
 σρ
E

 (ζ) =

 σ−σ−
0

+A

 λ0
1

 eλ ζ +O (e2λ ζ) , (28)
where
λ =
σ−
v
=
1
E+
∫ E+
0
dµα(µ)
E+→∞
−→ 1. (29)
For more details on the asymptotic behavior at ξ = 0
and ξ → −∞, we refer to section II of [42].
The exponential decay in (28) suggests a natural defi-
nition of the front width as
ℓ−α =
1
λ
=
v
σ−
. (30)
The length scales within the front are further elaborated
in section 6.3.2 of [43] where next to ℓ−α also another scale
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FIG. 2: Densities and field for a uniformly translating planar
ionization front in a far field |E∞| = E
+ = 1 as a function of
the comoving coordinate ξ (15). The front moves to the right
with velocity v = E+. Upper panel: electron density σ (solid
line) and ion density ρ (dashed line); lower panel: electric field
(solid line, axis on the left) and space charge density ρ − σ
(dashed-dot line, axis on the right). For α(|E|) the Townsend
approximation (12) was used.
ℓ+α = 1/α(E
+) was defined that characterizes the inner
front region close to ξ = 0 for D = 0. (Nonvanishing
electron diffusion D introduces another scale ℓD.) The
length scale ℓ+α is obviously of no relevance for matching
of the outer scale, but ℓ−α is the appropriate quantity.
From the uniformly translating planar front solution,
the boundary condition (3) was derived in [33] as follows.
Integration of the electric potential, ∂ζφ(ζ) = −E(ζ),
from −∞ to 0 leads to
φ(0)− φ(−∞) ≡ φ+ − φ− = −
∫ 0
−∞
dζ E(ζ). (31)
Substituting the variable E(ζ) = −x with the help
of (22), and using the limit (27) for the lower limit of
integration, we obtain
φ+−φ− = Q0(E
+), Q0(E
+) ≡
∫ E+
0
dx
E+ − x
ρ(x)
, (32)
where the function ρ(x) is defined in (21). As discussed
in detail in [33], the function Q0 depends nonlinearly on
E+ (see Fig. 5), but asymptotically
φ+ − φ− → E+ for E+ ≫ 1. (33)
Finally, let us also recall an important property of the
planar front solution which is a useful relation used later
in the paper
v
dE(ξ)
dξ
− σ(ξ)E(ξ) = 0. (34)
This relation is obtained by taking the derivative of
Eq. (22) and using Eq. (20).
E. The minimal regularized boundary model
The moving boundary model derived and evaluated
in [32, 33, 36, 37] is given by Eqs. (1)–(3) together with
the ideal conductivity approximation φ = const. in Ω−
that will further be discussed in Sec. V. This model
can be considered as a minimal regularized boundary
model. While the model with the boundary condition
φ+ − φ− = 0 treated in [30] lacks regularization and for
generic initial conditions breaks down within infinitesi-
mal time, the model of [32, 33, 36, 37] according to our
analysis does stay regularized as long as the initial con-
tour is infinitely many times differentiable. It consists of
the exact description of the non-ionized region (19), of
the exact relation between velocity and local field (18)
and furthermore of two approximations for the full dy-
namics of the PDE’s (9)–(11). First, the jump of the
electric potential across the front is modeled using the ap-
proximation (33) of a planar uniformly translating front
in the limit of large field E+; corrections to this behav-
ior will be studied through the solvability analysis from
section III on. Second, the streamer interior is modeled
as ideally conducting: φ = const. in Ω−. This approxi-
mation will be discussed and improved in Sec. V.
III. BOUNDARY APPROXIMATION FOR
SLIGHTLY CURVED FRONTS
To derive curvature corrections to the minimal regular-
ized boundary model (section II E) from the underlying
PDE’s described in section IIA, we follow the general ap-
proach as described, e.g., in [21, 24, 26, 27, 28, 41, 45] for
solidification fronts in supercooled melts, nonlinear dif-
fusion fronts or interface between two inmiscible fluids,
and adapt it to our problem as necessary.
A. Perturbative expansion about planar fronts
In a first step, we expand slightly curved fronts about
the uniformly translating planar fronts that were recalled
in section IID. Weak curvature means that the width of
the front ℓ−α (30) is much smaller than the mean radius
of curvature R = 1/κ of the front. The quantity
ǫ = κℓ−α (35)
is then a small parameter. The inner region of the curved
front can be expanded about the planar front by intro-
ducing a curvilinear orthogonal coordinate system, with
coordinates (η, ζ) locally tangential and normal to the
moving front. We expand the inner region as
φ(η, ζ, t) = φ0(ζ) + ǫφ1 + · · ·
σ(η, ζ, t) = σ0(ζ) + ǫσ1 + · · ·
ρ(η, ζ, t) = ρ0(ζ) + ǫρ1 + · · ·
v(η, t) = v0 + ǫv1 + · · · , (36)
6where [φ0(ζ), σ0(ζ), ρ0(ζ)] and v0 = E
+ are the planar
uniformly translating front solutions (20)-(22) within a
fixed field E+.
Assuming that the variations in the transversal direc-
tion η are of the order of the radius of curvature R, it is
useful to rescale the transversal coordinate as η˜ = ǫη. A
divergence ∇ · J then can be expanded in ǫ as
∇ · J =
∂
∂ζ
Jζ + ǫ
∂
∂η˜
Jη˜, (37)
and the Laplacian ∇2φ as well:
∇2 =
∂2
∂ζ2
+ κ
∂
∂ζ
+ ǫ2
∂2
∂η˜2
,
=
∂2
∂ζ2
+ ǫλ
∂
∂ζ
+O(ǫ2), λ =
1
ℓ−α
. (38)
Therefore, the equations for [φ1, σ1, ρ1] and v1 depend
only on ζ as common.
Substituting the expansion (36) in the minimal model
equations (9)-(11) we find to O(ǫ0) the planar front
Eqs. (20)-(22). We obtain to O(ǫ) the equations:
(ρ0 − 2σ0 + f0) σ1 + σ0 ρ1 + (∂ζσ0 − σ0f
′
0)E1
+(v0 + E0) ∂ζσ1 = −v1∂ζσ0, (39)
f0 σ1 − σ0f
′
0E1 + v0 ∂ζρ1 = −v1∂ζρ0, (40)
−σ1 + ρ1 − ∂ζE1 = λE0, (41)
E1 = −∂ζφ1, (42)
where we used
f(|E0 + E1|) = f0 − E1f
′
0, (43)
and where
f0 = f(|E0|) = |E0|α0 = |E0|α(|E0|), (44)
f ′0 = dxf(x)|x=|E0| = α0(1− 1/E0). (45)
These equations are linear for (σ1, ρ1, E1, φ1) with inho-
mogeneous terms v1∂ζσ0, v1∂ζρ0 and E0. The structure
of this system of ODEs reads
L ·U1 = N , L = M−D∂ζ , (46)
U1 =


σ1
ρ1
E1
φ1

 , N =


−v1∂ζσ0
−v1∂ζρ0
λE0
0

 , (47)
M(ζ) =


ρ0 − 2σ0 + f0 σ0 ∂ζσ0 − σ0f ′0 0
f0 0 −σf ′0 0
−1 1 0 0
0 0 −1 0


,(48)
D(ζ) =


−(v0 + E0) 0 0 0
0 −v0 0 0
0 0 1 0
0 0 0 1


. (49)
B. The structure of the solvability analysis for
streamer fronts
In this subsection, using the zero modes of the adjoint
operator L∗ of L, we formally derive corrections to the
boundary relations derived from the planar front solu-
tion. The explicit expressions of the coefficients in these
relations are calculated in later subsections.
1. Formal procedure of solvability analysis
The boundary conditions are evaluated through a solv-
ability analysis. We first introduce its general formalism.
Consider a system of inhomogeneous linear ODEs
L ·U1 = N , (50)
where L is a linear differential operator that can be writ-
ten as
L = M−D∂ζ , (51)
and where M and D are matrices whose entries depend
on ζ. The adjoint operator of L is given by
L∗ = Mt + ∂ζ(D
t) +Dt∂ζ , (52)
where t stands for the transpose of the matrix. Assume
that a zero mode, U∗, of L∗ is known
L∗ ·U∗ = 0 on a ≤ ζ ≤ b. (53)
Multiplying Eq. (50) with (U∗)t, integrating over [a, b]
and integrating by part, one easily verifies that
∫ b
a
dζ (U∗)
tN = −
[
(U∗)
t
DU1
]b
a
. (54)
Here the arbitrary integration boundaries a and b were
introduced to control possible divergences of the integral
and the boundary term. The relation (54) is the basis of
the solvability analysis performed in this work. As we will
show in the next sections, taking the limits a→ −∞ and
b → 0, relation (54) yields linear relations between the
perturbed electrostatic field and potential on both ends
of the inner region, thus providing boundary conditions
for the Laplace equations (4) and (5) in the outer regions.
It should be remarked that the different coupling to the
outer regions on both sides of the front is reflected by the
asymmetric integration boundaries. At ζ = 0, there is an
abrupt transition from the inner front region to the outer
non-ionized region as described in section II C; here the
matching region shrinks to a line. For ζ → −∞, there is
an exponential decay to charge neutrality and the outer
ionized region as discussed later in section V.
72. Zero modes of L∗ and MBC equations
Denoting the components of the zero modes as
U∗ =


ψσ
ψρ
ψE
ψφ

 , (55)
relation (54), with a = ζc and b = 0, leads to the relation
[(v0 + E0)σ1ψσ + v0ρ1ψρ − ψEE1 − ψφφ1]
0
ζc
=
−Av1 + Bλ, (56)
where
A =
∫ 0
ζc
dζ [ψσ∂ζσ0 + ψρ∂ζρ0] , (57)
B =
∫ 0
ζc
dζ E0 ψE . (58)
In order to obtain the MBC equations we have to con-
sider the limit ζc → −∞. This limit has to be analyzed
with caution due to the mutual cancellation of diverg-
ing terms. In order to extract from Eq. (56) appropriate
MBC equations, we use some properties of the perturbed
field and densities. First, from Eq. (18) and the expan-
sion (36) we have
v1 = −E1(0). (59)
Second, asymptotic analysis of Eq. (39) for ζ → −∞
leads to
σ1(−∞) = ρ1(−∞), (60)
which ensures charge neutrality at ζ = −∞ to order ǫ.
Third, we show below that ψσ(0) does not diverge. Since
from Eq. (18), v0 +E0 vanishes at ζ = 0, the finite value
of σ1(0) does not enter the MBC equations. Finally, since
ρ is a continuous function and ρ0 vanishes for ζ > 0 (26),
ρ1(0) must vanish as well:
ρ1(0) = 0. (61)
With these relations, Eq. (56) takes a simpler form
− [A+ ψE(0)]v1 +Bλ = E1(ζc)ψE(ζc) + ψφ(ζc)φ1(ζc)
− ψφ(0)φ1(0)− v0σ1(ζc)[ψσ(ζc) + ψρ(ζc)], (62)
where we assumed |ζc| ≫ ℓ−α , such that E0(ζc), σ0(ζc)
and ρ0(ζc) reach their plateau values (28).
In order to extract the actual MBC from Eq. (62), we
must find the zero modes of L∗. The number of inde-
pendent MBC equations is related to the number of zero
modes that give rise to converging integrals in the expres-
sions for the coefficients A,B (see Eqs. (57) and (58)).
The calculation of these zero modes and the consequent
evaluation of the required integrals are the subject of this
section and the next one.
3. The asymptotic behavior of zero modes at ζ → −∞
The construction of the adjoint operator L∗ from
Eq. (52) is straightforward. The system of equations for
the zero modes, Eq. (53), is:
(f0 − σ0)ψσ + f0ψρ − ψE − (v0 + E0)∂ζψσ = 0,(63)
σ0ψσ + ψE − v0∂ζψρ = 0,(64)
(∂ζσ0 − σ0f
′
0)ψσ − σ0f
′
0ψρ − ψφ + ∂ζψE = 0,(65)
∂ζψφ = 0.(66)
Equation (66) immediately gives
ψφ = cφ = const. (67)
As we explained above, the zero modes which are relevant
for the derivation of MBC equations are those that give
rise to converging integrals in Eqs. (57) and (58). It is
thus essential to analyze first their asymptotic behavior
in the limit ζ → −∞. In this limit, σ0 = ρ0 = σ− and
E0 = f0 = f
′
0 = 0, and the system of Eqs. (63)-(66)
reduces to
− σ−ψσ − ψE − v0∂ζψσ = 0, (68)
σ−ψσ + ψE − v0∂ζψρ = 0, (69)
∂ζψE = cφ. (70)
Equation (70) immediately gives:
ψE = cφζ + cE , (71)
where cE is another constant. Substituting Eq. (71) in
(68) and integrating we obtain
ψσ = cσe
−σ
−
v0
ζ −
cE
σ−
+
cφv0
(σ−)2
−
cφ
σ−
ζ , (72)
where cσ is a third constant of integration. Finally, the
asymptotic expression for ψρ is obtained by substituting
Eqs. (71) and (72) into (69) and integrating:
ψρ = −cσe
−σ
−
v0
ζ +
cφ
σ−
ζ + cρ, (73)
where the fourth constant of integration cρ was in-
troduced. The set of four independent constants
cσ, cρ, cE , cφ corresponds to four independent solutions
of the set of four ODE’s (63)-(66).
The exponential divergence of the coefficient of cσ in
equation (72) and the exponentially decaying profile of
σ0(ζ) with the same length scale (28) imply that the
integral (57) converges only if cσ = 0. This condition
reduces the number of relevant zero modes, and hence
the number of MBC equations derived from Eq. (62), to
three.
4. Initial conditions for zero modes at ζ → −∞
In order to extract the three relevant zero modes
from Eqs. (63)-(66) in the whole interval ζ ∈
8(−∞, 0), it is natural to specify initial conditions
[ψσ(ζini), ψρ(ζini), ψE(ζini), ψφ(ζini)] at some ζ = ζini ≪
−ℓ−α , such that the zero modes are properly described by
their asymptotic behavior, Eqs. (71), (72) and (73). Ob-
viously, our final result must not depend on our choice
of ζini. Using Eqs. (67), (71) and (72), and imposing the
condition cσ = 0 we obtain the relation:
cσe
−σ
−
v0
ζini =
(
ψσ(ζini) +
ψE(ζini)
σ−
−
ψφ(ζini)v0
(σ−)2
)
= 0.
(74)
From Eqs. (71)-(73) and the constraint (74) we obtain
ψσ(ζ) = ψσ(ζini)−
ψφ(ζini)
σ−
(ζ − ζini), (75)
ψρ(ζ) = ψρ(ζini) +
ψφ(ζini)
σ−
(ζ − ζini), (76)
ψE(ζ) = −ψσ(ζini)σ
− + ψφ(ζini)(ζ − ζini +
v0
σ−
).(77)
From Eqs. (75)-(77) one can easily see that if ψφ(ζini)
is nonvanishing, the zero modes diverge linearly with ζ
as ζ → −∞. Since at least one of the three required
independent relevant modes must have ψφ(ζini) 6= 0, we
must include the computation of such a diverging mode
in our analysis. For computational purposes, it is con-
venient to choose the three independent orthogonal sets
of initial conditions at ζ = ζini so that only one of them
contains a nonvanishing value of ψφ(ζini). It can easily
be shown that choosing another set of three independent
initial conditions, lead to identical results for the MBC.
With our convenient choice we can immediately extract
from Eqs. (75)-(77) the initial conditions at ζ = ζini (tak-
ing Eq. (74) into account) for the two nondiverging modes
[ψ
(i)
σ , ψ
(i)
ρ , ψ
(i)
E , ψ
(i)
φ ], where i = 1, 2:

ψ
(1)
σ (ζini)
ψ
(1)
ρ (ζini)
ψ
(1)
E (ζini)
ψ
(1)
φ (ζini)

 =


0
1
0
0

 , (78)
and 

ψ
(2)
σ (ζini)
ψ
(2)
ρ (ζini)
ψ
(2)
E (ζini)
ψ
(2)
φ (ζini)

 =


1
0
−σ−
0

 , (79)
where the linearity of Eqs. (63)-(66) was used to scale
one of the coefficients to unity in each initial condition
(78) and (79). The last set of initial conditions, for the
linearly diverging zero mode [ψ
(3)
σ , ψ
(3)
ρ , ψ
(3)
E , ψ
(3)
φ ], is de-
termined by requiring it to be orthogonal to the two vec-
tors (78) and (79) (and to satisfy the constraint (74)).
This condition gives, up to a normalization factor:

ψ
(3)
σ (ζini)
ψ
(3)
ρ (ζini)
ψ
(3)
E (ζini)
ψ
(3)
φ (ζini)

 =


σ−
0
1
σ−
v0
(1 + (σ−)2)

 . (80)
Thus, in order to obtain the three zero modes relevant
for the MBC equations, from Eq. (62), we have to solve
Eqs. (63)-(66) in the regime ζ ∈ (−∞, 0) under the ini-
tial conditions, Eqs. (78)-(80). Computation of the lin-
early diverging mode [ψ
(3)
σ , ψ
(3)
ρ , ψ
(3)
E , ψ
(3)
φ ] and extract-
ing nondiverging MBC equations from Eq. (62) corre-
sponding to this mode involves nontrivial technical com-
plications, which for the sake of clarity we defer to the
following section. We first discuss the two MBC equa-
tions corresponding to the two converging zero modes
[ψ
(i)
σ , ψ
(i)
ρ , ψ
(i)
E , ψ
(i)
φ ], i = 1, 2.
5. The nondiverging zero modes
In this subsection we derive a general form of two MBC
equations. The exact expressions for the coefficients are
deferred to section III C. As we show below, the general
form of the two MBC equations we derive here is suffi-
cient to deduce an important property: The perturbed
electrostatic field E1(−∞) does not vanish in the inner
region behind the front. This observation emphasizes the
necessity to derive the third MBC equation with the aid
of the linearly diverging zero mode.
For the two nondiverging modes we can take ζini =
ζc → −∞. Substituting Eqs. (78) and (79) in Eq. (62)
we obtain the two MBC equations:
v0σ1(−∞) = [A
(1) + ψ
(1)
E (0))]v1 −B
(1) λ , (81)
and
v0σ1(−∞) + σ
− E1(−∞) = [A
(2) + ψ
(2)
E (0)]v1 −B
(2) λ .
(82)
Let us reconsider now our perturbative expansion (36).
As we emphasized in previous sections, the only physi-
cal source of perturbations to the planar front solution
in our analysis are the transverse perturbations which
correspond to nonvanishing κ = λǫ. Thus, we formally
write the perturbation to front velocity as ǫ v1, requiring
it to vanish for ǫ = 0. The calculations presented so far,
however, do not involve any assumption on the actual
value of v1, except ǫ v1 ≪ v0. By keeping κ = 0 in our
former analysis, we can thus consider the formal limit
process: ǫ → 0 with ǫ v1 small (compared to v0), but fi-
nite. This simply means that we consider a perturbation
of the electric field for a pure planar front which implies
E1(−∞) = 0. Repeating our former analysis with κ = 0
in Eq. (38) we observe that the inhomogeneous term in
Eq. (41) vanishes, leading to B = 0 in Eq. (58). Substi-
tuting B = 0 and E1(−∞) = 0 in Eqs. (81) and (82) we
obtain the nontrivial identity:
v0σ1(−∞) = [A
(1) + ψ
(1)
E (0)]v1 = [A
(2) + ψ
(2)
E (0)]v1 ,
(83)
which implies
A(1) + ψ
(1)
E (0) = A
(2) + ψ
(2)
E (0) . (84)
9This important identity will be confirmed in Sec. IIID
after finding the exact solution for the converging zero
modes, and evaluating the actual values of A(i)+ψ
(i)
E (0),
for i = 1, 2.
Furthermore, substituting the identity (84) in Eqs.
(81) and (82) we obtain the equation:
− E1(−∞) =
B(2) −B(1)
σ−
λ . (85)
This relation implies that the electric field behind our
curved fronts does not vanish if B(1) 6= B(2).
Finally, let us use the relation (85) to derive a cor-
rection to the boundary condition (3). Integrating the
equation ∂ζφ1 = −E1, we get:
φ1(ζc)− φ1(0) =
∫ 0
ζc
dζ E1(ζ). (86)
Since Eq. (85) implies that E1(ζ) reaches a constant
value E1(−∞) as ζ → −∞, substituting this in Eq. (86)
we obtain the asymptotic form of φ1(ζ):
φ1(ζc)− φ1(0) =
∫ b
ζc
dζ E1(ζ) +
∫ 0
b
dζ E1(ζ),
= −ζcE1(−∞) +W1 , (87)
where W1 is a constant. This relation will be used in
Sec. IVA.
C. Exact solutions for the zero modes
In this section we find exact solutions of Eqs. (63)-
(66) under the three sets of initial conditions, Eqs. (78)-
(80), thus obtaining the three zero modes relevant for the
MBC equations derived from Eq. (62). The calculations
are lengthy and many technical details are delegated to
appendix A. Since the final expressions we obtain are
considerably complicated, we support our analytic cal-
culations by comparison to numerical solutions of the
system of ODEs (63)-(66). To avoid cumbersome no-
tations, we omit the superscript distinguishing between
different zero modes in general expressions that apply for
all modes.
1. Analytic solution
Our starting point is Eqs. (63)-(66). With some al-
gebraic manipulations (see appendix A), these equations
can be brought to the form:
−(v0 + E0)∂
2
ζ (ψσ + ψρ) + f0∂ζ(ψσ + ψρ)
+
cφE0
v0
= 0 , (88)
E0∂ζψσ = −v0∂ζ(ψσ + ψρ) + f0(ψσ + ψρ) , (89)
∂ζψE = σ0f
′
0(ψσ + ψρ)− (∂ζσ0)ψσ + cφ . (90)
Notice the structure of this set of equations: Eq. (88)
is an inhomogeneous first order ODE for ∂ζ(ψσ + ψρ)
and can thus be solved analytically. Once this solution is
substituted in Eq. (89), this last equation becomes also
an inhomogeneous first order ODE for ψσ, and is thus
also analytically solvable. Finally, substitution of the so-
lutions to Eqs. (88) and (89) yields an inhomogeneous
first order ODE for ψE , which is again analytically solv-
able. In the rest of this section we follow this procedure
to obtain general analytic expressions with appropriate
constants of integrations, which are then determined by
imposing the initial conditions, Eqs. (78)-(80).
The general solution of Eq. (88) has the form:
∂ζ(ψσ +ψρ)(ζ) = C(ζ)e
g(ζ) ; g(ζ) =
∫ ζ
−∞
dx
f0(x)
v0 + E0(x)
,
(91)
where the expression of C(ζ) is given by (A12). Inte-
grating from ζ = −∞ to ζ (the sum ψσ + ψρ does not
diverge at ζ = −∞, see Eqs. (75) and (76)) and using the
change of variables y = E0(x) to calculate the resulting
integrals, we obtain the final form
(ψσ + ψρ)(ζ) = cσρ +
cφ
v0
∫ E0(ζ)
0
dx
(v0 + x)
ρ(x)2
, (92)
where
cσρ = (ψσ + ψρ)(−∞). (93)
The explicit steps leading to this expression are given in
appendix A1.
Substituting Eq. (92) in Eq. (89), we obtain after
integration and using the same variable transformation
y = E0(x), the complicated expression (A29) given in
appendix A2. This expression can be written in the fol-
lowing compact form
ψσ(ζ) =
cφ
σ−
ζini + aσ(ζ) + bσ(ζ)e
λζini , (94)
where aσ(ζ) is given by Eq. (A32) and bσ(ζ) is a regular
function of ζ whose exact form does not affect our analy-
sis since we will consider later the limit |ζini| ≫ 1 and the
last term of Eq. (94) will be as small as we want. Notice
that if cφ 6= 0, as is the case for the linearly diverging
mode [ψ
(3)
σ , ψ
(3)
ρ , ψ
(3)
E , ψ
(3)
φ ], the first term on the RHS of
Eq. (94) diverges as the auxiliary parameter ζini → −∞.
As we show below, this singular dependence on ζini can-
cels out and does not appear in the final form of the MBC
equation extracted from Eq. (62) corresponding to this
mode. Since in deriving Eq. (62) in Sec. III B 2 we as-
sumed, however, that ψσ(0) is finite, we must carry the
ζini-dependent terms that appear in Eq. (94) and other
related expressions throughout our analysis.
Substituting Eqs. (92) and (94) (whose full form is
given by Eq. (A29)) in Eq. (90), integrating and using
again the variable transformation y = E0(x) we obtain
the cumbersome expression (A41) given in appendix A3
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(notice that to simplify this expression, we used for the
first time the explicit form (12) of α(x)). This expres-
sion can also be written in the following compact form
similarly to Eq. (94)
ψE(ζ) = −
cφ
σ−
σ0(ζ)ζini + aE(ζ) + bE(ζ)e
λζini , (95)
where aE(ζ) is given by Eq. (A44) and bE(ζ) is a reg-
ular function of ζ whose exact form does not affect our
analysis.
2. Comparison with numerical results
To check the analytic formulas (92), (94) and (95)
with the complicated expressions, Eqs. (A24), (A29) and
(A41), we used MATHEMATICA to obtain numerical
solutions of the zero modes Eqs. (63)-(66) under the ini-
tial conditions (78)-(80), for few representative values of
ζini. In Fig. 3, we present the numerical solution obtained
with the initial conditions for one of the two nondiverging
modes, Eq. (79), evaluated at ζini = −40 for E∞ = −2.
In Fig. 4, we report the numerical solution for the lin-
ζ
-16 -14 -12 -10 -8 -6 -4 -2 0
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
ψ
σ
 − Numerics
ψρ − Numerics
ψ
E
 − Numerics
ψ
σ
 − Exact
ψρ − Exact
ψ
E
 − Exact
FIG. 3: Comparison between numerical solution of Eqs. (63)-
(66) and the exact solution reported in Sec. IIIC for the initial
condition (79), with E∞ = −2 and ζini = −40.
early diverging mode, obtained with the initial condi-
tions, Eq. (80), evaluated at ζini = −50 for E∞ = −1.
Figs. 3 and 4 exhibit a excellent agreement between our
analytic expressions and the numerical solutions.
3. General expression for the relevant coefficients
In this section, we use the analytic solutions derived
in Sec. III C 1 to provide compact expressions for the co-
efficients A, A+ ψE(0) and B, required for deriving the
MBC equations from Eq. (62). The complete forms of
ζ
-20 -15 -10 -5 0
-100
-80
-60
-40
-20
0
20
40
ψ
σ
 − Numerics
ψρ − Numerics
ψΕ − Numerics
ψ
σ
 − Exact
ψρ − Exact
ψΕ − Exact
FIG. 4: Comparison between numerical solution of Eqs. (63)-
(66) and the exact solution reported in Sec. III C for the initial
condition (80), with E∞ = −1 and ζini = −50.
these expressions are given in appendix A. Using the
definition of A, Eq. (57), and the exact expressions of
ψσ + ψρ, Eq. (92), and of ψσ, Eq. (94) (given in its full
form in Eq. (A29)), we obtain the explicit form for A,
Eq. (A57) (see apeendix A4). This expression can be
written in the compact form
A =
σ0(0)cφ
σ−
ζini + aA + bAe
λζini , (96)
where aA is given by Eq. (A59) and the exact form of
bA is not required for our analysis. The exact form of
the coefficient A + ψE(0) is given in Eq. (A60) which
is obtained using the expressions (96) and (95) for A
and ψE respectively (see Eqs. (A41) and (A57) for their
complete expressions). The compact form for A+ ψE(0)
is given by
A+ ψE(0) = aA + aE(0) + bE(0)e
λζini . (97)
Notice that this last expression does not diverge when
ζini → −∞. The term aA + aE(0) is given by Eq. (A62).
Using the definition of B, Eq. (58), and the expression
(95) for ψE(ζ), we obtain the complicated form of B,
Eq. (A68). The compact form for B is given by
B =
cφv
2
0
σ−
ζini + aB + bBe
λζini , (98)
where aB is given by Eq. (A70) and the exact form of bB
is again not required our analysis.
D. Completing inner region analysis
We here complete the inner region analysis by return-
ing to Eq. (62) and using the results obtained in Sec. III C
to derive MBC equations for the curved front.
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First, let us rewrite Eq. (62) in the form
− (A+ ψE(0))v1 +Bλ = E1(ζc)
(
−ψσ(ζini)σ
−
+ cφ(ζc − ζini +
v0
σ−
)
)
+ cφ(φ1(ζc)− φ1(0))
− cσρv0σ1(ζc), (99)
where we used Eqs. (67), (77) and (93) (taking already
the limit ζc → −∞). To further facilitate our analysis, let
us first write the expressions of the coefficients A+ψE(0)
and B in the following form
A+ ψE(0) = γ1cφ + γ2cσρ + γ3ψσ(ζini)
+ γ4ψE(ζini) + bE(0)e
λζini , (100)
B = (
v20
σ−
ζini + β1)cφ + β2cσρ + β3ψσ(ζini)
+ β4ψE(ζini) + bBe
λζini . (101)
The coefficients γj and βj , j = 1, · · · , 4, depend only
on E+ and can be easily extracted from Eqs. (A62) and
(A70):
γ1 =
∫ E+
0
dx [α(x) − α(E+)]
(v0 − x)
ρ(x)2
(102)
γ2 = v0α(E
+) (103)
γ3 = σ
− (104)
γ4 = 1. (105)
β1 = v0
∫ E+
0
dx
(v0 − x)α(x)
xρ(x)
∫ x
0
dy
(v0 − y)
ρ(y)2
(106)
+
1
σ−
∫ E+
0
dx
(v20 − x
2)
xρ(x)2
[
ρ(x)v0 − σ
−(v0 − x)
]
β2 = −v
2
0
∫ E+
0
dx
(v0 − x)α(x)
xρ(x)
(107)
β3 = v
2
0 − σ
−
∫ E+
0
dx
v0 − x
ρ(x)
(108)
β4 = −
∫ E+
0
dx
v0 − x
ρ(x)
. (109)
The contributions of last the term on the RHS of
Eqs. (100) and (101) can be made arbitrarily small by
choosing |ζini| sufficiently large and can thus be neglected
in the rest of our analysis.
The first MBC equation is obtained by using the val-
ues of the nondiverging zero mode corresponding to the
initial condition (78) in Eqs. (99), (100) and (101). We
obtain
v0σ1(−∞) = γ2v1 − β2λ, (110)
where we took the limit ζc → −∞. The second MBC
equation is obtained in a similar way by using the values
of the second nondiverging zero mode corresponding to
the initial condition (79) in Eqs. (99), (100) and (101).
Using Eq. (110), we obtain
− E1(−∞) =
v20
σ−
λ. (111)
As was pointed out already in Eq. (85), this last equation
implies that the electrostatic field does not vanish behind
the front. Notice also that, as mentioned in the discussion
following Eq. (84), it is now easy to verify explicitly the
identity
A(1) + ψ
(1)
E (0) = A
(2) + ψ
(2)
E (0) = γ2. (112)
Using the nondiverging zero modes to extract MBC
equations (110) and (111) from (99) was relatively
straightforward since all terms are finite at both end
points ζ = 0 and ζ = ζc → −∞. Naively, one may
anticipate that since ψ
(3)
E (ζc) ∼ ζc it is impossible to ex-
tract physically meaningful MBC equation correspond-
ing to this mode from (99). We show however below that
taking appropriately the asymptotic limits ζc → −∞ and
the auxiliary parameter |ζini| ≫ 1 leads to cancellation of
the diverging terms and to an additional nontrivial MBC
equation.
In order to derive this third MBC equation, using the
initial condition (80), we first substitute (87) in Eq. (99)
and use Eqs. (100) and (101) to obtain
−
[
γ1cφ + σ
−(γ2 + γ3) + γ4
]
v1
+
[
(
v20
σ−
ζini + β1)cφ + σ
−(β2 + β3) + β4
]
λ
= cφW1 − σ
−v0σ1(ζc) + E1(ζc)
[
cφv0/σ
− − (σ−)2
]
− cφζiniE1(ζc), (113)
where cφ is given by (80) (using Eq. (67)). Notice that
the divergence of ψ
(3)
E and φ1 with ζc cancels out provided
|ζc| is large enough such as E1(ζc) has reached its plateau
value. We can now take the limit ζc → −∞ such as
the limits in Eqs. (110) and (111) are reached and can
be used in Eq. (113). We then also notice that the two
terms proportional to ζini in Eq. (113) cancel. After some
manipulations, our third MBC equation can be written
as
W1 = −ω1 v1 + ω2λ (114)
where
ω1 = γ1 +
v0
σ−
(115)
ω2 = β1 −
v0
σ−
∫ E+
0
dx
v0 − x
ρ(x)
+
v30
(σ−)2
(116)
In Fig. 5, we present the dependence of the coefficients
in Eqs. (32), (111) and (114) on the variable E+. The
relations between these functions and the functions Qi,
used in Eqs. (126) and (127), are derived later in this
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FIG. 5: v20/σ
− = Q2(E
+), ω1, ω2 = −Q1(E
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as a function of v0 = E
+. See Sec. I for the relation between
the coefficients Qi and the MBC equations.
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FIG. 6: The coefficients γ2(E
+) and β2(E
+) which determine
the modified electron and ion density behind the front (see
Eq. (110))
section. In Fig. 6, we present the dependence of the co-
efficients in Eq. (110) on the variable E+.
Notice the structure of the MBC equations (110), (111)
and (114) derived above. As we will show below, the last
two equations give rise to the MBC equations (126) and
(127), whereas the first one determines the excess density
of ionized matter behind the curved front which is thus
“slaved” by the dynamics specified by Eqs. (124)-(128).
Let us discuss Eqs. (110), (111) and (114), in view
of results obtained in Ref. [42] for planar front solution.
For purely planar front, the only possible perturbation
of the quantities (σ0, ρ0 and E0) are due to modification
of the electric field ahead of the front E0(0) = E∞. As
already discussed in Sec. III B 5, in our formalism this
is equivalent to keeping in Eqs. (110) and (114) only
the terms proportional to v1. In this case we also have
E1(−∞) = 0, which implies that Eq. (87) reduces to
φ1(−∞)− φ1(0) = W1. (117)
A first test concerns our Eq. (110). In Ref. [42] the
following relation was derived
−
dσ−
dE+
≡
dσ0(−∞)
dE0(0)
= −α(E+), (118)
with E0(0) = −E+. This relation actually follows di-
rectly from the definition of σ− (25). Since for infinites-
imal perturbations dσ0(−∞) = σ1(−∞) and dE0(0) =
E1(0) we obtain from Eq. (118)
σ1(−∞) = −α(E
+)E1(0) ≡ α(E
+) v1. (119)
Keeping on the RHS of Eq. (110) only terms proportional
to v1 and using (103) we recover Eq. (119).
The second test stems from comparing our MBC
Eq. (114) to the planar front relation Eq. (32), which for
infinitesimal perturbations, φ1 and E1, recast the form
φ1(−∞)− φ1(0) = −
dQ0(E
+)
dE+
v1. (120)
A simple computation leads to
dQ0(E
+)
dE+
=
1
α(E+)
+
∫ E+
0
dx
ρ(x)
−α(E+)
∫ E+
0
dx
E+ − x
ρ(x)2
.
(121)
Keeping again only terms proportional to v1 on the RHS
of Eq. (114), using Eq. (117) and comparing with (120)
implies that the following equality
dQ0(E
+)
dE+
= ω1, (122)
must be satisfied. To check this we use the definition
(115) together with (102) to obtain
ω1 = −α(v0)
∫ v0
0
dx
v0 − x
ρ(x)2
+
∫ v0
0
dx
α(x)(v0 − x)
ρ(x)2
+
v0
σ−
(123)
Using Eq. (21), integrating by parts the second integral
(using dx(1/ρ(x)) = α(x)/ρ(x)
2) and taking the appro-
priate limit of boundary terms, Eq. (123) becomes identi-
cal, as required, to Eq. (121). These last two tests demon-
strate consistency of our calculation with the previous
results of [42].
IV. A PHYSICAL DISCUSSION OF THE
CURVATURE CORRECTIONS
A. The new moving boundary conditions
In this section, we derive a refined version of the
boundary model which includes curvature correction. We
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first write the equations of the model and we discuss it
below. It consists of Laplace equations for both outer
regions
∇2φ = 0 in Ω+ (124)
∇2φ = 0 in Ω− (125)
and the moving boundary conditions
nˆ · ∇φ− = Q2(nˆ · ∇φ
+)κ (126)
φ+ − φ− = Q0(nˆ · ∇φ
+) +Q1(nˆ · ∇φ
+)κ (127)
vn = nˆ · ∇φ
+, (128)
where the coefficients Qi depend on the electrostatic field
ahead the front, and are given by analytic formulas de-
rived from the planar front solution as follows
Q0(y) =
∫ y
0
dz
y − z
ρ(z)
, (129)
Q1(y) = −ω2(y), (130)
Q2(y) =
y2
σ−(y)
(131)
and where ρ, σ− and ω2 are given by (21), (25) and (116)
respectively.
From inner analysis performed in the previous sections,
and as already discussed in Sec. II C, we know that the
electron and ion densities vanish precisely at the discon-
tinuity line of the front part of the ionization front where
the matching with the outer region Ω+ has to be done.
Since there is no charge in Ω+ the only consistent equa-
tion for the electric potential in this region is given by
(124). On the other hand, we know also that the space
charge density vanishes at the back part of the inner re-
gion (see Eqs. (26) and (60)). Consequently Eq. (125)
for the outer region Ω− is also consistent with the inner
analysis. Another possible equation for the electric po-
tential in Ω− is given by ∇2φ = σ− ρ with the necessary
boundary condition σ − ρ = 0 on Γ− in order to be con-
sistent with the inner analysis. However this equation
introduces new unknowns, the electron and ion densities
in Ω−, for which additional evolution equations would be
needed. In Sec. V, we discuss the constant conductivity
approximation introduced by Eq. (125).
The boundary equation (126) is obtained directly from
Eq. (111). Indeed, as ǫ→ 0, the inner region reduces to
the curve Γ (the sharp interface) and
E1(−∞) ≡ nˆ · ∇φ
−
1 . (132)
On the other hand we know that
v0 ≡ E
+ = nˆ · ∇φ+ (133)
Consequently we have in the first order in ǫ using the
expansion (36) and Eqs. (126), (131), (132) and (133)
nˆ · ∇φ− = nˆ · ∇(φ−0 + ǫφ
−
1 ) =
v20
σ−(v0)
κ. (134)
Since nˆ·∇φ−0 = 0 and ǫ = κ/λ, we just recover Eq. (111).
The boundary equation (127) is obtained using
Eqs. (87), (111) and (114) which reads
φ1(0)− φ1(ζc) = ω1v1 −
(
ω2 +
v20
σ−(v0)
ζc
)
λ. (135)
The quantity ζc lies in the inner region and will coincide
with 0− when ǫ → 0 whereas 0 → 0+. Using the ex-
pansion (36) together with Eqs. (32), (59), (114), (122),
(130) and (133) we obtain
φ+ − φ− = φ+0 − φ
−
0 + ǫ(φ
+
1 − φ
−
1 )
= Q0(E
+)− ǫW1 = Q0(E
+) + ǫ(ω1v1 − ω2λ)
= Q0(nˆ · ∇φ
+) +Q1(nˆ · ∇φ
+)κ, (136)
which is just the boundary condition (127).
Eq. (127) contains a curvature correction to the “ki-
netic undercooling” boundary condition (3). This cor-
rection might suppress non-regular solutions [38] of the
minimal regularized boundary model.
Eq. (126) has required us to take the finite conductivity
of the ionized region into account (Eq. (125)); it expresses
the field behind the ionization front in terms of the field
ahead of it, of the curvature and of the conductivity in
the ionized region.
B. The field inside a propagating streamer
Eq. (126) has an interesting direct physical conse-
quence for streamers whose radius and field enhancement
evolve slowly during propagation within a comoving co-
ordinate frame. Indeed, simulations of single streamers
show that the field inside the streamer is constant in very
good approximation (see for example Fig. 4 in [33]). Such
a constant interior field is a common ingredient of phe-
nomenological streamer modeling. Here we can calculate
this field: on the streamer axis we find
E− = −Q2(E
+)κ zˆ. (137)
That the field inside the streamer might approach some
fixed constant value, is a common interpretation of exper-
imental results. Here we have derived an explicit relation
for this field; more precisely, it depends on the conduc-
tivity inside the streamer, on the front velocity and on
the curvature. This explicit prediction will be discussed
further and tested on simulations elsewhere [46].
C. Large field limit
Since the width of the front ℓ−α (v0), see Eqs. (29) and
(30), is a monotonic decreasing function of v0, we expect
that the sharp interface will be a better approximation
for large fields. Moreover, as seen in Fig. 5, the coeffi-
cients Qi involved in the boundary conditions (126) and
(127) become linear in this regime which simplifies the
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model. In this section, we compute the asymptotic be-
haviors of the coefficients Qi.
From the definition (129) of Q0(v0) we have
dQ0
dv0
= lim
x→v0
v0 − x
ρ(x)
=
1
α(v0)
∼ 1 for v0 →∞. (138)
Consequently, we simply have
Q0(v0) ∼ v0 for v0 →∞. (139)
Using the same method, the limit of the constant con-
ductivity behind the front (25) takes the form
σ−(v0) ∼ v0 for v0 →∞, (140)
since
dσ−
dv0
= α(v0) ∼ 1 for v0 →∞. (141)
We then deduce that the asymptotic behavior ofQ2 (131)
is given by
Q2(v0) ∼ v0 for v0 →∞. (142)
The computation of the asymptotic behavior of Q1 is
a bit more lengthly. The expression of this coefficient is
given by five terms. Let us compute the limit for each
one and use the notation qi with i = 1, 2, · · · , 5 with
Q1 =
∑5
i=1 qi. Using the results obtained above we easily
find that
q1 = −
v30
(σ−)2
∼ −v0 for v0 →∞. (143)
q2 =
v0
σ−
Q0(v0) ∼ v0 for v0 →∞. (144)
The third term, actually contained in the expression of
β1 (106), is given by
q3 = −
v0
σ−
∫ v0
0
dx
(v0 + x)(v0 − x)
xρ(x)
≡ −
v0
σ−
q¯3(v0).
(145)
The factor in front of the integral tends to 1 for large v0.
The asymptotic behavior of the integral q¯3 is obtained as
above:
dq¯3
dv0
= 2 lim
x→v0
v0 − x
ρ(x)
=
2
α(v0)
∼ 2 for v0 →∞.
(146)
We then find
q3 ∼ −2v0 for v0 →∞. (147)
The fourth term is given by
q4 =
∫ v0
0
dx
(v0 + x)(v0 − x)2
xρ(x)2
. (148)
To obtain the asymptotic behavior we also use the deriva-
tive:
dq4
dv0
= 2 lim
x→v0
(v0 − x)
2
ρ(x)2
= 2 lim
x→v0
(v0 − x)
ρ(x)α(x)
=
2
α(v0)2
∼ 2 for v0 →∞. (149)
We thus obtain
q4 ∼ 2v0 for v0 →∞. (150)
Which means that q1 + q2 + q3 + q4 ∼ O((v0)0) for large
v0. Since we know from numerics that the asymptotic
behavior of Q1 is linear, this behavior is encoded in the
last term:
q5 = −v0
∫ v0
0
dx
(v0 − x)α(x)
xρ(x)
∫ x
0
dy
(v0 − y)
ρ(y)2
. (151)
With the help of the following changes of variables x =
v0q and y = v0p we get
q5 = −v
4
0
∫ 1
0
dq
(1− q)α(v0q)
qρ(v0q)
∫ q
0
dp
(1− p)
ρ(v0p)2
. (152)
From the definition of ρ(x) (21) we have
ρ(v0z) = v0
∫ 1
z
dµα(v0µ), (153)
and from the definition of α(x) (12) we know that
lim
v0→∞
α(v0z) = θ(z), (154)
where θ(z) is the Heaviside’s function. We then get
q5 ∼ v0
∫ 1
0
dq
ln(1− q)
q
= −
π2
6
v0 for v0 →∞. (155)
Finally the asymptotic behavior of Q1(v0) is given by
Q1(v0) ∼ −
π2
6
v0 for v0 →∞. (156)
For large electric fields (E+ >∼ 4), the boundary condi-
tions (126)-(128) reduce
nˆ · ∇φ− = κ nˆ · ∇φ+ (157)
φ+ − φ− = (1− π2κ/6) nˆ · ∇φ+ (158)
vn = nˆ · ∇φ
+. (159)
D. Algorithm
Let us describe now an elementary algorithm for nu-
merical solution of the front dynamics with the MBC
Eqs. (124)-(128). For simplicity let us consider a front
characterized by a curve (xf (y, t), y), and far field bound-
ary conditions: (i) φ = 0 at an electrode (x = 0, y) behind
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the moving front, and (ii) ∂φ∂x = −E∞ at x ≈ L ≫ ℓ
−
α .
For simplicity, let us further assume an initial state of the
front (xf (y, 0), y), where xf (y, 0) = x0 + δf(y), x0 ≫ ℓ−α
and |δf ′′(y)| ≪ 1 and where ℓ−α ≪ x0 ≪ L. For such an
initial condition, the initial expression for Q2 in Eq. (126)
is approximately Q2(|E∞|) (up to correction O(δf ′′(y))).
The front dynamics is then prescribed by the following
numerical algorithm:
1. solve Laplace Eq. (125) in the region Ω− with
boundary conditions (i) at (x = 0, y) and (126)
at (x→ (xf (y, t))−, y) .
2. Use the solution of step 1 to evaluate the potential
φ−(x→ (xf (y, t))
−, y).
3. Substitute the potential φ− evaluated at step 2 in
Eq. (127), and solve the Laplace Eq. (124) in the
region Ω+ subject to the boundary conditions (ii)
and (127).
4. Use the solution of step 3 to evaluate the gradient
of the potential nˆ · ∇φ+(x→ xf (y, t))+, y) .
5. Advance the curve (xf (y, t), y) in a normal direc-
tion nˆ (towards Ω+) at a rate nˆ ·∇φ+ found in step
4.
6. Modify the functions Qi according to Eqs. (129)-
(131) in the MBC Eqs. (126) and (127) according
to the value of nˆ · ∇φ+ found in step 4 and return
to step 1.
V. THE CONSTANT CONDUCTIVITY
APPROXIMATION IN THE IONIZED INTERIOR
A. The degree of ionization behind a front
Eqs. (25), (26) show that the degree of ionization
σ− = ρ− =
∫ E+
0 dµα(µ) behind a uniformly translating
front depends on the electric field strength E+. In the
appendix of [47], it is shown that precisely the same de-
gree of ionization σ− = σ−(E+) from Eq. (25) is reached
behind a planar front even if it does not propagate uni-
formly, if only the electric field E+ is the same at the
moment when the electron discontinuity passes the point
of observation. Behind a slightly curved front, the degree
of ionization will be approximately the same.
As a consequence, the conductivity further behind the
front varies as a function of evolution history, as the im-
mobile ions with their positive charge act as a memory.
E.g., when a streamer emerges from an avalanche in a
homogeneous background field Eback, the conductivity
in the evolving channel will increase from σ−(|Eback|)
immediately after the avalanche phase to σ−(|Eenh(t)|)
where Eenh(t) is the enhanced field at the tip of the
streamer at time t. This increasing electron and ion
density along the axis of the streamer finger is typically
seen in simulations, e.g., in Fig. 1 of [48] for an emerging
streamer or in Fig. 3(a) of [13] for a fully developed long
streamer.
When an electric field is applied to a body with spa-
tially varying conductivity, in general, space charges can
form in the interior, since charge conservation ∂tq+∇·j =
0 with q = ρ−σ and j = σE can be rewritten in the form
(∂t + σ) (ρ− σ) +E · ∇σ = 0, (160)
in agreement with (9)–(11), i.e., the space charge ρ − σ
will decay on the Maxwell time scale 1/σ only if there
is no conductivity gradient ∇σ in the direction parallel
to the electric field E. However, in practice such space
charge effects are typically small if the evolution is slow
and consequently |∇σ| is small.
B. The approximation of ideal conductivity
Lozansky and Firsov in their Russian textbook and in
their short English article [29] suggested to neglect the
weak field in the ionized interior completely together with
possible weak space charge effects, and to approximate
the streamer interior as ideally conducting, i.e., to assume
infinite conductivity and
φ = const in Ω−. (161)
Inspection of simulations show that this is a valid ap-
proximation for the weak interior fields in comparison to
the strong fields in the exterior. Therefore the approxi-
mation was adapted in the model [32, 33, 36, 37], and its
validity was further tested on simulations in section IV
of [33].
C. The approximation of constant conductivity
A shortcoming of the ideal conductivity approximation
is that it does not allow for a potential drop along the
length of the streamer which is an important observable
in experiments. In fact, the electric field along the axis
of a long streamer is frequently assumed to be constant;
it is an important point of scientific discussion and an
ingredient of coarse grained models for complete streamer
trees.
The approximation of constant conductivity in the in-
terior is justified if the width of the streamer and the
field enhancement at its head vary relatively slowly dur-
ing propagation as it is the case in many simulations. We
therefore here adapt the approximation of constant con-
ductivity σ− in the ionized streamer interior. According
to Eq. (160), space charges ρ− σ then decay on the time
scale 1/σ−. For a front propagating with velocity v, this
corresponds to a spatial decay on the length ℓ−α = v/σ
−
(30), generalizing the explicit asymptotic behavior (28)
derived for uniformly translating planar fronts. Behind
this layer, there are no space charges and the Laplace
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equation approximates the ionized interior as well:
∇2φ = 0, E = −∇φ in Ω−. (162)
From a mathematical point of view, a finite conductiv-
ity in the interior might lead to an additional regulariza-
tion mechanism. We have a model with two Laplacian
fields on both side of the interface. This type of model
is called Muskat, or Muskat-Leibenzon, problem in hy-
drodynamics and describes the evolution of the interface
between two immiscible fluids in a porous medium or
Hele-Shaw cell under applied pressure gradients or fluid
injection/extraction. The so-called Hele-Shaw problem
is thus the one-phase version of the Muskat problem, see
for example [49, 50, 51, 52].
VI. CONCLUSION AND OUTLOOK
We have derived the curvature corrections to a mov-
ing boundary approximation of streamer ionization fronts
within the minimal model. We also have introduced
a constant conductivity approximation in the ionized
streamer interior. The matching procedure between in-
ner and outer region followed the standard procedure at
the back end of the front. However, ahead of the front,
the matching region shrunk to a line. The solvability
analysis was based on integrating from −∞ up to this
line. It involved three zero modes of the adjoint opera-
tor, one of them diverging. Nevertheless, the boundary
approximation could be carried through, and even fully
analytically.
The analysis has two important merits. First, the
curvature correction to the potential jump φ+ − φ−
across the interface might remove non-regular solutions
[38] found in the “minimal regularized boundary model”
[32, 33, 36, 37]. Second, it provides a very practical re-
lation between the front curvature and the electric field
behind the front.
The derived boundary approximation accounts for
propagating streamers in fairly homogeneous fields and
far from electrodes. On the other hand, ionization fronts
driven by monopole fields (e.g., close to sharp needle
electrodes) or during branching undergo fast temporal
changes of the electric field E+ on the ionization front.
They cannot be approximated by uniformly translating
fronts anymore; and time dependent corrections need to
be taken into account. In a forthcoming paper, we will
explore how far charge conservation principles will carry
us towards a full derivation of a moving boundary ap-
proximation for the minimal streamer model.
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APPENDIX A: SOLVING THE ZERO MODES
EQUATIONS
In this appendix, we construct the exact expression
for the zero modes. The system of ODE we need to solve
for the zero modes is, according to Eqs. (63)-(66) the
following
(f0 − σ0)ψσ + f0ψρ − ψE − (v0 + E0)∂ζψσ = 0, (A1)
σ0ψσ + ψE − v0∂ζψρ = 0, (A2)
σ0f
′
0(ψσ + ψρ)− (∂ζσ0)ψσ + cφ = ∂ζψE .(A3)
Summing Eq. (A1) with Eq. (A2) leads to
E0∂ζψσ = −v0∂ζ(ψσ + ψρ) + f0(ψσ + ψρ). (A4)
We will derive below an equation for ψσ + ψρ. Once we
get it, the complete system is solved with the help of
(A4) and (A3). For this purpose, we take the derivative
of Eq. (A2) and replace ∂ζψE by its expression given by
(A3) to get
σ0∂ζψσ + σ0f
′
0(ψσ + ψρ) + cφ − v0∂
2
ζψρ = 0 (A5)
Taking the derivative of (A4) and using the fact that (see
Eqs. (34) and (44))
∂ζf0 = −f
′
0∂ζE0 and ∂ζE0 =
E0 σ0
v0
, (A6)
we obtain
− v0∂
2
ζ (ψσ + ψρ)−
E0σ0f
′
0
v0
(ψσ + ψρ) + f0∂ζ(ψσ + ψρ)
−
E0σ0
v0
∂ζψσ − E0∂
2
ζψσ = 0. (A7)
We finally multiply (A5) by E0/v0 and sum it with (A7)
to get the equation for ψσ + ψρ
−(v0+E0)∂
2
ζ (ψσ+ψρ)+f0∂ζ(ψσ+ψρ)+
cφE0
v0
= 0. (A8)
This is formally a first order ODE and can be solved
exactly. Once ψσ + ψρ is known, ψσ is computed with
(A4) and then ψE is obtained from (A3).
1. Expression of ψσ + ψρ
To solve (A8), we use the ansatz
∂ζ(ψσ + ψρ)(ζ) = C(ζ)e
g(ζ), with (A9)
g(ζ) =
∫ ζ
−∞
dx
f0(x)
v0 + E0(x)
. (A10)
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The equation for C reads
∂ζC =
cφE0
v0(v0 + E0)
e−g(ζ). (A11)
After integration we obtain,
C(ζ) = C(−∞) +
∫ ζ
−∞
dx
cφE0
v0(v0 + E0)
e−g(x). (A12)
However from the asymptotic analysis of the system of
ODE for the zero mode (see (75) and (76)), we know that
C(−∞) = ∂ζ(ψσ + ψρ)(ζini → −∞) = 0. (A13)
The solution we search takes thus the form
(ψσ+ψρ)(ζ) = cσρ+
∫ ζ
−∞
dy eg(y)
∫ y
−∞
dx
cφE0
v0(v0 + E0)
e−g(x),
(A14)
where
cσρ = (ψσ + ψρ)(−∞). (A15)
The explicit form of g(ζ) is computed using (A10)
g(ζ) =
∫ ζ
−∞
dx
f0(x)
v0 + E0(x)
,
= −
∫ ζ
−∞
dx
E0(x)α0(x)
v0 + E0(x)
. (A16)
Using the change of variable
y = E0(x) (A17)
dy = ∂xE0(x) dx =
E0(x)ρ0(x)
v0 + E0(x)
dy, (A18)
we obtain
g(ζ) = −
∫ E0(ζ)
0
dx
α(|x|)
ρ(x)
=
∫ |E0(ζ)|
0
dx
α(x)
ρ(x)
,
= −
∫ |E0(ζ)|
0
dx
ρ′(x)
ρ(x)
= ln
(
ρ(0)
ρ(|E0(ζ)|)
)
,
= ln
(
σ−
ρ0(ζ)
)
, (A19)
where we use the notation ρ(|E0(ζ)|) = ρ(E0(ζ)) ≡ ρ0(ζ)
in this Appendix. Substituting Eq. (A19) in Eq. (A14)
we obtain
(ψσ+ψρ)(ζ) = cσρ+
∫ ζ
−∞
dy
ρ0(y)
∫ y
−∞
dx
cφE0
v0(v0 + E0)
ρ0(x),
(A20)
With the change of variable (A17) we obtain
(ψσ + ψρ)(ζ) = cσρ +
cφ
v0
∫ E0(ζ)
0
dx
s
(
E−10 (x)
)
(v0 + x)
xρ(x)2
,
(A21)
where
s
(
E−10 (x)
)
=
∫ E−1
0
(x)
−∞
dy
E0(y)ρ0(y)
v0 + E0(y)
(A22)
Again, with the change of variable (A17) one can com-
pute that
s
(
E−10 (x)
)
=
∫ x
0
dz = x (A23)
Consequently, the final form for the solution of Eq. (A8)
is given by
(ψσ + ψρ)(ζ) = cσρ +
cφ
v0
∫ E0(ζ)
0
dx
(v0 + x)
ρ(x)2
, (A24)
2. Expression of ψσ
We have now to solve Eq. (A4). We rewrite it using
the exact solution (A24). In particular we have
∂ζ(ψσ + ψρ) =
cφ
v0
v0 + E0
ρ20
∂ζE0 (A25)
=
cφ
v0
E0
ρ0
(A26)
Thus
∂ζψσ = −
cφ
ρ0
− α0(ψσ + ψρ) (A27)
Remark that it is easy to verify with the help of this re-
lation that we can recover the asymptotic behavior (75).
After an integration of (A27) we obtain
ψσ = ψσ(ζini)− cφ
∫ ζ
ζini
dx
ρ0(x)
−
∫ ζ
ζini
dxα0(x)
[
cσρ +
cφ
v0
∫ E0(x)
0
dy
(v0 + y)
ρ(y)2
]
(A28)
From the asymptotic analysis of (A27), and as we show
explicitly below, one can verify that only the first integral
of this last expression diverges when ζini → −∞. Using
the change of variable (A17) we finally get
ψσ(ζ) = ψσ(ζini)− cφ
∫ |E0(ζ)|
|E0(ζini)|
dx
v0 − x
xρ(x)2
− cσρ
∫ |E0(ζ)|
|E0(ζini)|
dx
(v0 − x)α(x)
xρ(x)
+
cφ
v0
∫ |E0(ζ)|
|E0(ζini)|
dx
(v0 − x)α(x)
xρ(x)
∫ x
0
dy
v0 − y
ρ(y)2
.(A29)
In this last expression only the first integral diverges
when ζini → −∞. The singularity can be explicitly ex-
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tract thanks to the relation
∫ |E0(ζ)|
|E0(ζini)|
dx
v0 − x
xρ(x)2
=
∫ |E0(ζ)|
|E0(ζini)|
dx
v0 − x
xρ(x)2
+
ζini − ζ
σ−
+
ζ − ζini
σ−
=
∫ |E0(ζ)|
|E0(ζini)|
dx
v0 − x
xρ(x)2
−
1
σ−
∫ |E0(ζ)|
|E0(ζini)|
dx
v0 − x
xρ(x)
+
ζ − ζini
σ−
=
∫ |E0(ζ)|
|E0(ζini)|
dx
[
1
ρ(x)
−
1
σ−
]
v0 − x
xρ(x)
+
ζ − ζini
σ−
, (A30)
where we used Eq. (22). The integral of this last relation
is always finite. Expression (A29) can then be written as
in the main text
ψσ(ζ) =
cφ
σ−
ζini + aσ(ζ) + bσ(ζ)e
λζini , (A31)
where
aσ(ζ) = ψσ(ζini)− cφ
∫ |E0(ζ)|
0
dx
[
1
ρ(x)
−
1
σ−
]
v0 − x
xρ(x)
−
cφ
σ−
ζ − cσρ
∫ |E0(ζ)|
0
dx
(v0 − x)α(x)
xρ(x)
+
cφ
v0
∫ |E0(ζ)|
0
dx
(v0 − x)α(x)
xρ(x)
∫ x
0
dy
v0 − y
ρ(y)2
.(A32)
The expression bσ(ζ) is not useful for our analyze since
the contribution of this term in Eq. (A31) can be made
as small as we want since |ζini| can be as large as we want
(but finite).
3. Expression of ψE
Equation (A3) can be written as
∂ζψE = σ0f
′
0(ψσ + ψρ)− (∂ζσ0)ψσ + cφ
= σ0f
′
0(ψσ + ψρ) + σ0∂ζψσ − ∂ζ(σ0ψσ) + cφ
= σ0f
′
0(ψσ + ψρ)− σ0
cφ
ρ0
− σ0α0(ψσ + ψρ)
− ∂ζ(σ0ψσ) + cφ (A33)
where we used the expression (A27) for ∂ζψσ. Using the
relation (45) for f ′0, this last expression reduces to
∂ζψE = −
σ0α0
E0
(ψσ + ψρ)−
cφv0
v0 + E0
− ∂ζ(σ0ψσ) + cφ,
(A34)
where we used also the relation (20) between σ0 and ρ0.
It is also easy to see that in the limit ζ → −∞ we re-
cover the asymptotic form (77). The expression of ψE is
obtained after an integration of (A34)
ψE(ζ) = ψE(ζini)−
∫ ζ
ζini
dx
σ0α0
E0
[cσρ
+
cφ
v0
∫ E0(x)
0
dy
(v0 + y)
ρ(y)2
]
− σ0(ζ)ψσ(ζ)
+ σ0(ζini)ψσ(ζini)− cφv0
∫ ζ
ζini
dx
v0 + E0
+ cφ(ζ − ζini) (A35)
Using the change of variable (A17) we get
ψE(ζ) = ψE(ζini)− v0
∫ E0(ζ)
E0(ζini)
dx
α(|x|)
x2
[cσρ
+
cφ
v0
∫ x
0
dy
(v0 + y)
ρ(y)2
]
− σ0(ζ)ψσ(ζ)
+ σ0(ζini)ψσ(ζini)− cφv0
∫ E0(ζ)
E0(ζini)
dx
xρ(x)
+ cφ(ζ − ζini) (A36)
The two last terms diverge when ζini → −∞ but their
sum is finite. With the help of the definition (22) we can
write this sum as a finite quantity. Indeed, we know that
ζ − ζini =
∫ E0(ζ)
E0(ζini)
dx
v0 + x
xρ(x)
(A37)
and we substitute it in (A36) to get
ψE(ζ) = ψE(ζini) + cσρv0
∫ |E0(ζ)|
|E0(ζini)|
α(x)
x2
− cφ
∫ |E0(ζ)|
|E0(ζini)|
dx
α(x)
x2
∫ x
0
dy
(v0 + y)
ρ(y)2
− σ0(ζ)ψσ(ζ)
+ σ0(ζini)ψσ(ζini)− cφ
∫ |E0(ζ)|
|E0(ζini)|
dx
ρ(x)
. (A38)
The only part of this relation that diverge when ζini →
−∞ is contained in the expression of ψσ(ζ). We can still
simplify this last relation by using the following formulas∫ |E0(ζ)|
|E0(ζini)|
α(x)
x2
= [α(x)]
|E0(ζ)|
|E0(ζini)|
= α(|E0(ζ)|)− α(|E0(ζini)|).(A39)
An important point to emphasize is that this calculation
is the only one so far where the explicit form of the func-
tion α(x) = e−1/x was used to simplify the expression.
The second relation is obtained after an integration by
parts ∫ |E0(ζ)|
|E0(ζini)|
dx
α(x)
x2
∫ x
0
dy
(v0 + y)
ρ(y)2
=
(α(|E0(ζ)|)− α(|E0(ζini)|))
∫ |E0(ζ)|
|E0(ζini)|
dx
v0 − x
ρ(x)2
−
∫ |E0(ζ)|
|E0(ζini)|
dx
α(x)(v0 − x)
ρ(x)2
. (A40)
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Finally we get
ψE(ζ) = cζini + cσρv0(α0(ζ)− α0(ζini))
− cφ(α0(ζ)− α0(ζini))
∫ |E0(ζ)|
|E0(ζini)|
dx
v0 − x
ρ(x)2
+ cφ
∫ |E0(ζ)|
|E0(ζini)|
dx
α(x)(v0 − x)
ρ(x)2
− σ0(ζ)ψσ(ζ)
− cφ
∫ |E0(ζ)|
|E0(ζini)|
dx
ρ(x)
, (A41)
with
cζini = ψE(ζini) + σ0(ζin i)ψσ(ζini) (A42)
Expression (A41) can then be written as in the main text
ψE(ζ) = −
cφ
σ−
ζini + aE(ζ) + bE(ζ)e
λζini , (A43)
where
aE(ζ) = c˜ζini + cσρv0α0(ζ) − cφα0(ζ)
∫ |E0(ζ)|
0
dx
v0 − x
ρ(x)2
+ cφ
∫ |E0(ζ)|
0
dx
α(x)(v0 − x)
ρ(x)2
− σ0(ζ)a
(i)
σ (ζ)
− cφ
∫ |E0(ζ)|
0
dx
ρ(x)
, (A44)
where we used (A31) and where
c˜ζini = ψE(ζini) + σ
−ψσ(ζini). (A45)
As for (A31), the expression bE(ζ) is not useful for our
analyze since the contribution of this term in Eq. (A43)
can be made as small as we want.
4. Expression of A
Since we know that E0, σ0 and ρ0 decay exponentially
for ζ → −∞, see (28), and since the zero modes diverge
at most linearly in this limit, we can already replace ζc
by −∞ to compute A and B.
We know the exact expression of the zero modes and we
start to compute the relevant quantities for the relation
(62) which will give us the boundary conditions we search
for. We use in this section the notation
(ψσ + ψρ)(ζ) = cσρ + cφh(E0(ζ)), (A46)
h(E0(ζ)) =
1
v0
∫ E0(ζ)
0
dx
(v0 + x)
ρ(x)2
. (A47)
From the definition (57) of A and Eq. (A46), we have
A =
∫ 0
−∞
dζ [ψσ∂ζσ0 + (cσρ + cφh− ψσ) ∂ζρ0]
= −σ−cσρ +
∫ 0
−∞
dζ ψσ (∂ζσ0 − ∂ζρ0)
+ cφ
∫ 0
−∞
dζ h ∂ζρ0 (A48)
Using (34) we can compute the derivation of the ion den-
sity of the planar front solution
∂ζρ0 = ∂ζ
(
v0 + E0
v0
σ0
)
,
=
E0σ
2
0
v20
+
v0 + E0
v0
∂ζσ0. (A49)
We substitute it in Eq. (A48) to obtain
A = −σ−cσρ −
∫ 0
−∞
dζ ψσ
E0σ
2
0
v20
−
∫ 0
−∞
dζ
ψσE0∂ζσ0
v0
+ cφ
∫ 0
−∞
dζ h ∂ζρ0 (A50)
The two last integral can be simplified. Indeed, using an
integration by parts we have∫ 0
−∞
dζ ψσE0∂ζσ0 = [ψσE0σ0]
0
−∞
−
∫ 0
−∞
dζ σ0 (E0∂ζψσ + ψσ∂ζE0) , (A51)
where we have still to replace ∂ζψσ and ∂ζE0 by their ex-
pression (see (A27) and (34)). The last integral of (A50)
can also be simplified by an integration by parts∫ 0
−∞
dζ h ∂ζρ0 = −
∫ 0
−∞
dζ
E0
v0
(A52)
Substituting Eqs. (A51) and (A52) in Eq. (A50), making
the change of variable (A17) and using the definition (25)
of σ−, we get
A = σ0(0)ψσ(0) + cφ
∫ E+
0
dx
ρ(x)
(A53)
+ cφ
∫ E+
0
dxα(x)h(−x) +
cφ
v0
∫ E+
0
dx
v0 − x
ρ(x)
,
Notice that the only term that diverge when ζini → −∞
is contained into ψσ(0). Now this formula can be simpli-
fied further since actually the two last integrals cancel.
Indeed, with an integration by parts we get
cφ
∫ E+
0
dxα(x)h(−x) = −
cφ
v0
[
H(x)
∫ x
0
dy
v0 − y
ρ(y)2
]E+
0
+
cφ
v0
∫ E+
0
dx
v0 − x
ρ(x)2
(−ρ(x) +H(E+)), (A54)
where we used the notation
H(x) =
∫
dxα(x) = −
∫ E+
x
dy α(y) +H(E+),
= −ρ(x) +H(E+). (A55)
It is easy to verify that H(0) = 0, consequently we have
cφ
∫ E+
0
dxα(x)h(−x) = −
cφ
v0
∫ E+
0
dx
v0 − x
ρ(x)
. (A56)
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The final expression of A is then rather simple and reads
A = σ0(0)ψσ(0) + cφ
∫ E+
0
dx
ρ(x)
. (A57)
This expression can be written as in the main text
A =
σ0(0)cφ
σ−
ζini + aA + bAe
λζini , (A58)
where
aA = σ0(0)aσ(0) + cφ
∫ E+
0
dx
ρ(x)
(A59)
5. Expression of A+ ψE(0)
We just need to sum the expression (A57) of A with
the expression (A41) of ψE evaluated at ζ = 0. We get
A+ ψE(0) = cζini + cσρv0(α(E
+)− α0(ζini))
− cφ(α(E
+)− α0(ζini))
∫ E+
|E0(ζini)|
dx
v0 − x
ρ(x)2
+ cφ
∫ E+
|E0(ζini)|
dx
α(x)(v0 − x)
ρ(x)2
, (A60)
with cζini defined by (A42). This expression can be writ-
ten as in the main text
A+ ψE(0) = aA + aE(0) + bE(0)e
λζini , (A61)
where
aA + aE(0) = c˜ζini + cσρv0α(E
+)
− cφα(E
+)
∫ E+
0
dx
v0 − x
ρ(x)2
+ cφ
∫ E+
0
dx
α(x)(v0 − x)
ρ(x)2
, (A62)
and where c˜ζini is defined by (A45).
6. Expression of B
Using the change of variables (A17) in the definition
(58) of B we get
B = −
∫ E+
0
dx
v0 − x
ρ(x)
ψE
(
E−10 (−x)
)
. (A63)
Replacing ψE by its exact form (A41) we get
B = −
∫ E+
0
dx
v0 − x
ρ(x)
[cζini + cσρv0(α(x) − α(|ζini)|)
−
v0
v0 − x
ρ(x)ψσ
(
E−10 (−x)
)
− cφ(α(x) − α(|ζini)|)
∫ x
|E0(ζini)|
dy
v0 − y
ρ(y)2
+ cφ
∫ x
|E0(ζini)|
dy
α(y)(v0 − y)
ρ(y)2
− cφ
∫ x
|E0(ζini)|
dy
ρ(y)
]
.(A64)
Now we need to compute
∫ E+
0
dyψσ
(
E−10 (−y)
)
= ψσ(ζini)v0
− cφ
∫ E+
0
dy
∫ y
|E0(ζini)|
dx
v0 − x
xρ(x)2
− cσρ
∫ E+
0
dy
∫ y
|E0(ζini)|
dx
(v0 − x)α(x)
xρ(x)
(A65)
+
cφ
v0
∫ E+
0
dy
∫ y
|E0(ζini)|
dx
(v0 − x)α(x)
xρ(x)
∫ x
0
dz
v0 − z
ρ(z)2
The repeated integrals can be computed by parts to get
∫ E+
0
dxψσ
(
E−10 (−x)
)
= ψσ(ζini)v0
− cφv0
∫ E+
|E0(ζini)|
dx
v0 − x
xρ(x)2
+ cφ
∫ E+
0
dx
v0 − x
ρ(x)2
− cσρv0
∫ E+
|E0(ζini)|
dx
(v0 − x)α(x)
xρ(x)
+ cσρ
∫ E+
0
dx
(v0 − x)α(x)
ρ(x)
(A66)
+ cφ
∫ E+
|E0(ζini)|
dx
(v0 − x)α(x)
xρ(x)
∫ x
0
dy
v0 − y
ρ(y)2
−
cφ
v0
∫ E+
0
dx
(v0 − x)α(x)
ρ(x)
∫ x
0
dy
v0 − y
ρ(y)2
For the first integral in Eq. (A66), we use Eq. (A30) in
order to extract the part which diverges as ζini → −∞.
Now we substitute Eq. (A66) in Eq. (A64), and in the
final result, in order to eliminate a maximum of double
integral, we use the following relation
∫ E+
0
dx
v0 − x
ρ(x)
∫ x
|E0(ζini)|
dy
α(y)(v0 − y)
ρ(y)2
=
∫ E+
0
dx
(v0 − x)2
ρ(x)2
−
v0 − |E0(ζini)|
ρ0(ζini)
∫ E+
0
dx
v0 − x
ρ(x)
+
∫ E+
0
dx
v0 − x
ρ(x)
∫ x
|E0(ζini)|
dy
ρ(y)
(A67)
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The final expression for B is then given by
B =
cφv
2
0
σ−
ζini + v
2
0ψσ(ζini)− cζini
∫ E+
0
dx
v0 − x
ρ(x)
− cφv
2
0
∫ E+
|E0(ζini)|
dx
[
1
ρ(x)
−
1
σ−
]
v0 − x
xρ(x)
+ cφv0
∫ E+
0
dx
v0 − x
ρ(x)2
− cσρv
2
0
∫ E+
|E0(ζini)|
dx
(v0 − x)α(x)
xρ(x)
+ cφv0
∫ E+
|E0(ζini)|
dx
(v0 − x)α(x)
xρ(x)
∫ x
0
dy
(v0 − y)
ρ(y)2
+
cφ(v0 − |E0(ζini)|)
ρ0(ζini)
∫ E+
0
dx
v0 − x
ρ(x)
− cφ
∫ E+
0
dx
(v0 − x)2
ρ(x)2
+ cσρv0α(|ζini|)
∫ E+
0
dx
v0 − x
ρ(x)
− cφα(|ζini|)
∫ E+
0
dx
(v0 − x)
ρ(x)
∫ x
|E0(ζini)|
dy
(v0 − y)
ρ(y)2
+ cφ
∫ E+
0
dx
(v0 − x)α(x)
ρ(x)
∫ x
|E0(ζini)|
dy
(v0 − y)
ρ(y)2
− cφ
∫ E+
0
dx
(v0 − x)α(x)
ρ(x)
∫ x
0
dy
(v0 − y)
ρ(y)2
. (A68)
This expression can be written as in the main text
B =
cφv
2
0
σ−
ζini + aB + bBe
λζini , (A69)
where
aB = v
2
0ψσ(ζini)− c˜ζini
∫ E+
0
dx
v0 − x
ρ(x)
− cφv
2
0
∫ E+
0
dx
[
1
ρ(x)
−
1
σ−
]
v0 − x
xρ(x)
+ cφv0
∫ E+
0
dx
v0 − x
ρ(x)2
− cσρv
2
0
∫ E+
0
dx
(v0 − x)α(x)
xρ(x)
+ cφv0
∫ E+
0
dx
(v0 − x)α(x)
xρ(x)
∫ x
0
dy
(v0 − y)
ρ(y)2
+
cφv0
σ−
∫ E+
0
dx
v0 − x
ρ(x)
− cφ
∫ E+
0
dx
(v0 − x)2
ρ(x)2
,(A70)
with c˜ζini defined by Eq. (A45).
[1] H. Raether, Z. Phys. 112, 464 (1939).
[2] L.B. Loeb and J.M. Meek The Mechanism of the Electric
Spark (Stanford, CA: Stanford Univ. Press, 1941).
[3] Yu.P. Raizer, Gas Discharge Physics (Berlin: Springer,
1991).
[4] U. Ebert et al., Plasma Sources Sci. Technol. 15, S118
(2006).
[5] U. Ebert, W. van Saarloos and C. Caroli, Phys. Rev.
Lett. 77, 4178 (1996).
[6] U. Ebert, W. van Saarloos and C. Caroli, Phys. Rev. E
55, 1530 (1997).
[7] C. Wu and E.E. Kunhardt, Phys. Rev. A 37, 4396 (1988).
[8] S. K. Dhali and P. F. Williams, Phys. Rev. A 31, 1219
(1985).
[9] S. K. Dhali and P. F. Williams, J. Appl. Phys. 62, 4696
(1987).
[10] P. A. Vitello, B. M. Penetrante, and J. N. Bardsley, Phys.
Rev. E 49, 5574 (1994).
[11] M. Arraya´s, U. Ebert and W. Hundsdorfer, Phys. Rev.
Lett. 88, 174502 (2002).
[12] A. Rocco, U. Ebert and W. Hundsdorfer, Phys. Rev. E
66, 035102(R) (2002).
[13] C. Montijn, U. Ebert, W. Hundsdorfer, Phys. Rev. E 73,
065401 (2006).
[14] C. Montijn, W. Hundsdorfer and U. Ebert, J. Comp.
Phys. 219, 801 (2006).
[15] A. Luque, U. Ebert, C. Montijn and W. Hundsdorfer,
Appl. Phys. Lett. 90, 081501 (2007).
[16] J. S. Langer, Rev. Mod. Phys. 52, 1 (1980).
[17] E. Ben-Jacob, N. Goldenfeld, J. S. Langer and G. Scho¨n,
Phys. Rev. A 29, 330 (1984).
[18] J. B. Collins and H. Levine, Phys. Rev. B 31, 6119
(1985).
[19] B. Caroli, C. Caroli and B. Roulet, in Solids Far From
Equilibrium, ed. by G. Godre`che (Cambridge University
Press, Cambridge, 1992).
[20] M. D. Kunka, M. R. Foster, and S. Tanveer, Phys. Rev.
E 56, 3068 (1997); Phys. Rev. E 59, 673 (1999).
[21] A. Karma and W. J. Rappel, Phys. Rev. E 57, 4323
(1998).
[22] D. M. Anderson, G.B. McFadden and, A. A Wheeler,
Physica D 151, 305 (2001).
[23] E. Ben-Jacob, I. Cohen, and H. Levine, Adv. Phys. 49,
395 (2000).
[24] J. Mu¨ller and W. van Saarloos, Phys. Rev. E 65, 061111
(2002).
[25] P. C. Fife, Dynamics of internal layers and diffusive in-
terfaces, CBMS-NSF regional conference series in applied
mathematics 53, SIAM, Philadelphia, 1988.
[26] R. F. Almgren, SIAM J. Appl. Math. 59, 2086 (1999).
[27] G. B. McFadden, A. A. Wheeler and D. M. Anderson,
Physica D 144, 154 (2000).
[28] K. R. Elder, M. Grant, N. Provatas, and J. M. Kosterlitz,
Phys. Rev. E 64, 021604 (2001).
[29] E. D. Lozansky, O.B. Firsov, J. Phys. D: Appl. Phys. 6,
976 (1973).
[30] B. Meulenbroek, A. Rocco, and U. Ebert, Phys. Rev. E
69, 067402 (2004).
[31] S. Howison, SIAM J. Appl. Math. 46, 20 (1986).
[32] B. Meulenbroek, U. Ebert and L. Scha¨fer, Phys. Rev.
Lett. 95, 195004 (2005).
[33] F. Brau, A. Luque, B. Meulenbroek, U. Ebert and L.
22
Scha¨fer, Phys. Rev. E 77, 026219 (2008).
[34] H. K. Kuiken, Edge effects in crystal growth under inter-
mediate diffusive kinetic control. IMA J. Appl. Math. 35
117, (1985).
[35] S. J. Chapman and J. R. King, J. Engineering Math. 46,
1 (2003), and references therein.
[36] U. Ebert, B. Meulenbroek and L. Scha¨fer, SIAM J. Appl.
Math. 69, 292 (2007).
[37] F. Brau, U. Ebert, C. Y. Kao, L. Scha¨fer, S. Tanveer, [in
preparation].
[38] M. Gu¨nther, G. Prokert, On travelling wave solutions for
a moving boundary problem of Hele-Shaw type, preprint
at Univ. Leipzig and Eindhoven Univ. Techn.
[39] U. Ebert, W. van Saarloos, Phys. Rev. Lett. 80, 1650
(1998).
[40] U. Ebert, W. van Saarloos, Physica D 146, 1 (2000).
[41] U. Ebert, W. van Saarloos, Phys. Rep. 337, 139 (2000).
[42] M. Arraya´s and U. Ebert, Phys. Rev. E 69, 036214
(2004).
[43] G. Derks, U. Ebert, B. Meulenbroek, J. Nonlinear Sci.,
published online june 2008.
[44] A. Luque, F. Brau, U. Ebert, Phys. Rev. E 78, 016206
(2008).
[45] R. Folch, J. Casademunt, A. Herna´ndez-Machado and L.
Ramı´rez-Piscina, Phys. Rev. E 60, 1724 (1999).
[46] A. Luque, F. Brau, B. Davidovitch and U. Ebert, [in
preparation].
[47] C. Li, W.J.M. Brok, U. Ebert, J.J.A.M. van der Mullen,
J. Appl. Phys. 101, 123305 (2007).
[48] C. Montijn, U. Ebert, J. Phys. D: Appl. Phys. 39, 2979-
2992 (2006).
[49] M. Muskat, Physics 5, 250 (1934).
[50] L. Jiang and Y. Chen in Free boundary problems: theory
and applications, vol. II (Irsee, 1987), 509513. Pitman
Research Notes in Mathematics Series, 186. Longman,
Harlow, 1990.
[51] S. D. Howison, J. Fluid Mech. 409, 243 (2000).
[52] M. Siegel, R. E. Caflisch and S. D. Howison, Commun.
Pure Appl. Math. 57, 1374 (2004).
