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Asymptotics of empirical eigen-structure for high dimensional
sample covariance matrices of general form
Xiucai Ding ∗
Department of Statistical Sciences, University of Toronto
Abstract
In this paper, we study the local asymptotics of the eigenvalues and eigenvectors for a general class of
sample covariance matrices, where the spectrum of the population covariance matrices can have a finite
number of spikes and bulk components. Our paper is a unified framework combining the spiked model
considered in [3, 5, 23, 34] and covariance matrices without outliers in [21, 25]. Examples and statistical
applications are considered to illustrate our results.
1 Introduction
Covariance matrices play important roles in high dimensional data analysis, which find applications in many
scientific endeavors, ranging from functional magnetic resonance imaging and analysis of gene expression
arrays to risk management and portfolio allocation. Furthermore, a large collection of statistical methods,
including principal component analysis, discriminant analysis, clustering analysis, and regression analysis,
require the knowledge of the covariance structure. Estimating a high dimensional covariance matrix becomes
the fundamental problem in high dimensional statistics.
The starting point of covariance matrix estimation is the sample covariance matrix, which is a consistent
estimator when the dimension of the data is fixed. In the high dimensional regime, even though the sample
covariance matrix itself is a poor estimator [34], it can still provide lots of information about the eigen-
structure of the population covariance matrix. In many cases, the population covariance matrices can be
effectively estimated using the information of sample covariance matrices. For instance, the optimal shrinkage
of eigenvalues for spiked covariance matrices [12], the nonlinear shrinkage estimation of large dimensional
covariance matrices [32] and the subspace estimator using the MUSIC algorithm [22].
Two main types of covariance matrices have been studied in the literature. One is the covariance matrix
whose eigenvalues are all attached in the bulk of its spectrum [8, 21, 25]. The null case is when the entries
of the data matrix are i.i.d, where the spectrum of the sample covariance matrices satisfies the celebrated
Marcenco-Pastur (MP) law [30]. For data matrix with correlated entries, the spectrum satisfies the deformed
MP law [36] and has been well studied in [21, 25]. In the deformed MP law, several bulk components are
allowed (recall that the spectrum of MP law has only one bulk component). The other line of the effort is
to add a few outliers (i.e. eigenvalues detach from the bulk) to the spectrum of MP law [3, 5, 23, 34], which
becomes the spiked covariance matrix.
In the present paper, we study the local asymptotics of the empirical eigen-structure of sample covariance
matrices with general form. We will add a finite number of outliers to the spectrum of the deformed MP law.
Hence, our framework can be viewed as; on one hand an extension of the spiked model by allowing multiple
bulk components, on the other hand, an extension of covariance matrices with deformed MP law by adding
a finite number of spikes. It is a unified framework for covariance matrices of general form containing all the
models discussed above.
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1.1. Local deformed Marcenko-Pastur law. It is well-known that the empirical eigenvalue density
of sample covariance matrices with independent entries converges to the celebrated Marcenko-Pastur (MP)
law [30]. Furthermore, under the optimal scale, the local MP law was derived in [4, 35]. In the case when
the population covariance matrices are of general structure, it has been shown that the empirical eigenvalue
density still converges to a deterministic limit [36], which is called the deformed MP law. And the local
deformed MP law is an immediate result from the anisotropic local law [25]. Denote
c = lim
N→∞
cN = lim
N→∞
N
M
, (1.1)
and X = (xij) to be anM×N data matrix with centered entries xij = N−1/2qij , 1 ≤ i ≤M and 1 ≤ j ≤ N ,
where qij are i.i.d random variables with unit variance and for all p ∈ N, there exists a constant Cp, such
that q11 satisfies that E|q11|p ≤ Cp.
The MP law and its variates are best formulated using the Stieltjes transform (see Definition 3.1). Denote
H = XX∗ and its Green function by
GI(z) = (H − z)−1, z = E + iη ∈ C+.
The local MP law can be informally written as
1
M
TrGI(z) = mMP (z) +O(
√
ImmMP (z)
Nη
+
1
Nη
),
where mMP is the Stieltjes transform of the MP law. It is notable that mMP (z) is independent of N. For
the general sample covariance matrices without outliers, we adapt the model in [25] and write
Qb = Σ
1/2
b XX
∗Σ1/2b , (1.2)
where Σb is a positive definite matrix satisfying some regularity conditions. We will call Qb the bulk model in
this paper. Denote the eigenvalues of Σb by σ
b
1 ≥ σb2 ≥ · · · ≥ σbM > 0, and the empirical spectral distribution
(ESD) of Σb by
πb(A) :=
1
M
M∑
i=1
1{σb
i
∈A}. (1.3)
We assume that there exists some small positive constant τ such that,
τ < σbM ≤ σb1 ≤ τ−1, τ ≤ c ≤ τ−1, πb([0, τ ]) ≤ 1− τ. (1.4)
Next we discuss the asymptotic density of Q1b := X
∗ΣbX . Assuming that πb ⇒ πb∞ weakly, it is well-known
that if πb∞ is a compactly supported probability measure on R, and let c > 0, then for each z ∈ C+, there is
a unique mD ≡ mΣb(z) ∈ C+ satisfying
1
mD
= −z + 1
c
∫
x
1 +mDx
πb∞(dx). (1.5)
We define by ρD the probability measure associated with mD (i.e. mD is the Stieltjes transform of ρD)
and call it the asymptotic density of Q1b . Our assumption (1.4) implies that the spectrum of Σb cannot be
concentrated at zero, thus it ensures πb∞ is a compactly supported probability measure. Therefore, mD and
ρD are well-defined. The behaviour of ρD can be entirely understood by the analysis of the function fD
z = fD(mD), ImmD ≥ 0, where fD(x) := − 1
x
+
1
c
∫
λ
1 + xλ
πb∞(dλ). (1.6)
We refer the reader to [36, Section 5] and [21, 25] for more detail. We remark that, in the free probability
theory [6], fD is denoted as the Blue transformation.
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In practical applications, the limiting form (1.5) is usually not available and we are interested in the large
N case. We now define the deterministic function m ≡ mΣb,N(z) as the unique solution of
z = f(m), Imm ≥ 0, where f(x) := − 1
x
+
1
cN
M∑
i=1
πb({σbi })
x+ (σbi )
−1 . (1.7)
Similarly, we define by ρ the probability measure associated with m(z). The local deformed MP law can be
informally written as
1
N
TrG(z) = m(z) +O(
√
Imm(z)
Nη
+
1
Nη
), (1.8)
where G(z) is the Green function of Q1b . It is notable that m(z) depends on N in general.
Remark 1.1. In the literature, there are no results on the control of m−mD as it depends on the convergent
rate of πb ⇒ πb∞. We believe that under mild assumptions, we can replace m(z) with mD(z). We will not
pursue this generalization in this paper.
1.2. General covariance matrices. This subsection is devoted to defining the general covariance matri-
ces. We start with the discussion of the spectrum of the bulk model Qb defined in (1.2). We firstly summarize
the properties of f defined in (1.7), it can be found in [25, Lemma 2.4, 2.5 and 2.6].
Lemma 1.2. Denote R = R ∪ {∞}, then f defined in (1.7) is smooth on the M + 1 open intervals of R
defined through
I1 := (−(σb1)−1, 0), Ii := (−(σbi )−1,−(σbi−1)−1), i = 2, · · · ,M, I0 := R/ ∪Mi=1 I¯i.
We also introduce a multiset C ⊂ R containing the critical points of f , using the conventions that a non-
degenerate critical point is counted once and a degenerate critical point will be counted twice. In the case
cN = 1, ∞ is a nondegenerate critical point. With the above notations, we have
• (Critical Points) : |C ∩ I0| = |C ∩ I1| = 1 and |C ∩ Ii| ∈ {0, 2} for i = 2, · · · ,M. Therefore, |C| = 2p,
where for convenience, we denote by x1 ≥ x2 ≥ · · · ≥ x2p−1 be the 2p− 1 critical points in I1 ∪· · · ∪ IM
and x2p be the unique critical point in I0.
• (Ordering) : Denote ak := f(xk), we have a1 ≥ · · · ≥ a2p. Moreover, we have xk = m(ak) by
assuming m(0) := ∞ for cN = 1. Furthermore, for k = 1, · · · , 2p, there exists a constant C such that
0 ≤ ak ≤ C.
• (Structure of ρ): supp ρ ∩ (0,∞) = (∪pk=1[a2k, a2k−1]) ∩ (0,∞).
We post the following regularity conditions on Σb, which are proposed in [25, Definition 2.7]. Roughly
speaking, the regularity condition rules out the ouliers from the spectrum of Qb.
Assumption 1.3. Fix τ > 0, we assume that
(i). The edges ak, k = 1, · · · , 2p are regular in the sense that
ak ≥ τ, min
l 6=k
|ak − al| ≥ τ, min
i
|xk + (σbi )−1| ≥ τ. (1.9)
(ii). The bulk components k = 1, · · · , p are regular in the sense that for any fixed τ ′ > 0 there exists a
constant ν ≡ ντ,τ ′ such that the density of ρ in [a2k + τ ′, a2k−1 − τ ′] is bounded from below by ν.
Remark 1.4. The second condition in (1.9) states that the gap in the spectrum of ρ adjacent to ak can be
well separated when N is sufficiently large. And the third condition ensures a square root behaviour of ρ in
a small neighborhood of ak. As a consequence, it will rule out the outliers. The bulk regularity imposes a
lower bound on the density of eigenvalues away from the edges.
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To extend the bulk model, we now add r (finite) number of spikes to the spectrum of Σb. Denote the
spectral decomposition of Σb as
Σb =
M∑
i=1
σbiviv
∗
i , Db = diag{σb1, · · · , σbM}.
Denote the index set I ⊂ {1, 2, · · · ,M} as the collection of the indices of the r outliers, where
I := {o1, · · · , or} ⊂ {1, 2, · · · ,M}. (1.10)
Now we define
Σg =
M∑
i=1
σgi viv
∗
i , where σ
g
i =
{
σbi (1 + di), i ∈ I;
σbi , otherwise.
, di > 0. (1.11)
We also assume that di are in the decreasing fashion. We further define
O := {σgi , i ∈ I}. (1.12)
Therefore, we can write
Σg = Σb(1 +VDV
∗) = (1 +VDV∗)Σb, (1.13)
whereV = (v1, · · · ,vM ) andD = (d˜i) is anM×M diagonal matrix where d˜i = di, i ∈ I and zero otherwise.
As D is not invertible, we write
VDV∗ =
∑
i∈I
diviv
∗
i = VoDoV
∗
o , (1.14)
where Vo is a M × r matrix containing vi, i ∈ I and Do is a r × r diagonal matrix with entries di, i ∈ I.
Then our model can be written as
Qg = Σ
1/2
g XX
∗Σ1/2g . (1.15)
We will call it the general model. In [6], the authors provide a few results (without proofs) when the
outliers are assumed to be on the right of the first bulk component, where I = {1, 2, · · · , r}. This is a special
case of our discussion. Denote K = min{M,N} and use µ1 ≥ µ2 ≥ · · · ≥ µK > 0 to be the nontrivial
eigenvalues of Qg and ui, i = 1, 2, · · · ,M as the eigenvectors. We also use λ1 ≥ λ2 ≥ · · · ≥ λK > 0 to denote
the nontrivial eigenvalues of Qb and u
b
i as the eigenvectors of Qb. As there exist p bulk components, for
convenience, we relabel the indices of the eigenvalues of Qg using µi,j , which stands for the j-th eigenvalue
of the i-th bulk component. Similarly, we can relabel for di,j , λi,j , σ
g
i,j , σ
b
i,j ,vi,j , ui,j , and u
b
i,j .
We further assume that the r outliers are associated with p bulk components and each with ri, i =
1, 2, · · · , p outliers satisfying∑pi=1 ri = r. Using the convention that x0 =∞, we denote the subset O+ ⊂ O
by O+ = ⋃pi=1O+i , where O+i is defined as
O+i = {σgi,j : x2i−1 +N−1/3+ǫ0 ≤ −
1
σgi,j
< x2(i−1) − c0}, (1.16)
where ǫ0 > 0 is some small constant and 0 < c0 < mini{x2(i−1)−x2i−12 }. We further denote r+i := |O+i | and
the index sets associated with O+i ,O+ by I+i , I+, where
I+i := {(i, j) : σgi,j ∈ O+i }, I+ :=
p⋃
i=1
I+i . (1.17)
We can relabel I in the similar fashion.
Remark 1.5. Our results can be extended to a more general domain by denoting
O+i = {σgi,j : x2i−1 +N−1/3 ≤ −
1
σgi,j
< x2(i−1) − c0}.
The proofs still hold true with some minor changes except we need to discuss the case when x2i−1+N−1/3 ≤
− 1
σgi,j
≤ x2i−1 +N−1/3+ǫ0 . We will not pursue this generalization. For more detail, we refer to [5].
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For definiteness, we introduce the following assumption.
Assumption 1.6. For all i = 1, 2, · · · , p, j = 1, 2, · · · , ri, we have
f(x2i−1) ≤ f(− 1
σgi,j
) ≤ f(x2(i−1)), f(x0) =∞. (1.18)
Furthermore, we assume that∣∣∣∣∣f(− 1σgi,j )− f(x2(i−1))
∣∣∣∣∣−
∣∣∣∣∣f(− 1σgi,j )− f(x2i−1)
∣∣∣∣∣ ≥ τ, i = 2, · · · , p, (1.19)
where τ > 0 is some constant.
Roughly speaking, Assumption 1.6 ensures that the outliers are always on the right of each bulk com-
ponent. When the outliers are on the left (i.e. (1.19) reverses), we can get similar results. Figure 1 is an
example of the spectrum of the general model.
Figure 1: An example of the general model. The spectrum of the population covariance matrix contains
three bulk components and there are three, two and one spike associated with the first, second and third
bulk component respectively.
To avoid repetition, we summarize the assumptions for future reference.
Assumption 1.7. We assume that (1.1), (1.4), (1.11) and Assumption 1.3 and 1.6 hold true.
1.3. Main results. We first introduce the following non-overlapping condition. Roughly speaking, it
ensures that the eigenvalues of Qg are well separated so that we can identify the eigen-structure.
Assumption 1.8 (Non-overlapping condition). For A ⊂ O+, i = 1, 2, · · · , p, j = 1, 2, · · · , r+i , we assume
that
νi,j(A) ≥ (− 1
σgi,j
− x2i−1)−1/2N−1/2+ǫ0 , (1.20)
where ǫ0 is defined in (1.16) and νi,j is defined as
νi,j ≡ νi,j(A) :=

minσ
g
i1,j1
/∈A | − 1σg
i,j
+ 1
σg
i1,j1
|, if σgi,j ∈ A,
minσg
i1,j1
∈A | − 1σg
i,j
+ 1
σg
i1,j1
|, if σgi,j /∈ A.
. (1.21)
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Remark 1.9. In this paper, we compute the convergent limits of the outlier eigenvectors under Assumption
1.8. However, with extra work, we can show that the results still hold true by removing this assumption.
We will not pursue this generalization. For a detailed discussion, we refer to [5, Section 5.2].
We now state the main results. To the end of this paper, we always use D1 as a generic large constant
and ǫ1 < ǫ0 a small constant.
Theorem 1.10 (Outlier eigenvalues). Under Assumption 1.7, for i = 1, 2, · · · , p, j = 1, 2, · · · , r+i , there
exists some constant C > 1, when N is large enough, with 1−N−D1 probability, we have
|µi,j − f(− 1
σgi,j
)| ≤ N−1/2+Cǫ0(− 1
σgi,j
− x2i−1)1/2. (1.22)
Moreover, for i = 1, 2, · · · , p, j = r+i + 1, · · · , ri, we have
|µi,j − f(x2i−1)| ≤ N−2/3+Cǫ0 . (1.23)
The above theorem gives precise location of the outlier and the extremal non-outlier eigenvalues. For
the outliers, they will locate around their classical locations f(− 1
σg
i,j
) and for the non-outliers, they will
locate around the right edge of the bulk component. However, (1.23) can be easily extended to a more
general framework. Instead of considering the bulk edge, we can locate µi,j around the eigenvalues of Qb,
which is the phenomenon of eigenvalue sticking. We denote the classical eigenvalue locations in the bulk by
γ1 ≥ γ2 ≥ · · · ≥ γK , where N
∫∞
γi
dρ = i − 12 . And we relabel the classical number of eigenvalues in the i-th
bulk component through Ni :=
∫ a2i−1
a2i
dρ. Furthermore, for i = 1, 2, · · · , p and j = 1, 2, · · · , Ni, we denote
λi,j := λj+
∑
l<i Nl
, γi,j := γj+
∑
l<i Nl
∈ (a2i, a2i−1). (1.24)
It is notable that γi,j can also be characterized through N
∫ a2i−1
γi,j
dρ = j − 12 .
Theorem 1.11 (Eigenvalue sticking). Under Assumption 1.7, for i = 1, 2, · · · , p, denote
αi+ := min
1≤j≤Ni
∣∣∣∣∣− 1σgi,j − x2i−1
∣∣∣∣∣ , (1.25)
with 1−N−D1 probability, when αi+ ≥ N−1/3+2ǫ1 ,
|µi,j+r+
i
− λi,j | ≤ N
2ǫ1
Nαi+
. (1.26)
Remark 1.12. We remark that when αi+ < N
−1/3+2ǫ1 , it can be shown that (1.26) still holds true. However,
in this case, the eigenvalue rigidity (see Lemma 3.11) gives sharp bound, where
|µi,j+r+
i
− λi,j | ≤ N−2/3+ǫ1(j ∧ (Ni + 1− j))−1/3.
Furthermore, for some small constant τ ′ > 0, if γi,j ∈ [a2i + τ ′, a2i−1 − τ ′], we have
|µi,j+r+
i
− λi,j | ≤ N−1+ǫ1 .
We will see later from Lemma 3.11 that when αi+ = O(1), the sticking bound N
−1 is much smaller than the
typical gap N−2/3j−1/3 near the edges.
Theorem 1.10 and 1.11 can be used to estimate the spectrum of the general model. For the bulk model,
El Karoui [13] consistently estimated the spectrum by solving a linear programming problem whose objective
function containing (1.7); later on Kong and Valiant [26] considered the problem by using the information
from samples and provided sharp convergent rates for the estimation. However, neither of the above two
methods can be applied to estimate the general model as both of them reply on the information from the
deformed MP law, which will ”ignore” the finite number of outliers. For the general model, the spiked part
can be estimated using (1.22) while the bulk part can be estimated using the methods from [13, 26] due to
the eigenvalue sticking property. Next, we introduce the results of the eigenvectors. Denote
ui,j :=
1
σgi,j
f ′(−1/σgi,j)
f(−1/σgi,j)
. (1.27)
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Theorem 1.13 (Outlier eigenvectors). For 1 ≤ i1, i2 ≤ p, 1 ≤ j1 ≤ r+i1 , 1 ≤ j2 ≤ r+i2 , under Assumption 1.7
and 1.8, with 1−N−D1 probability, we have∣∣< ui1,j1 ,vi2,j2 >2 −1(i1 = i2, j1 = j2)ui1,j1 ∣∣ ≤ N ǫ1R(i1, j1, i2, j2, N), (1.28)
where R(i1, j1, i2, j2, N) is defined as
R(i1, j1, i2, j2, N)
:= 1(i1 = i2, j1 = j2)
1√
N
(
− 1
σgi1,j1
− x2i1−1
)−1/2
+N−1

 1
ν2i2,j2
+
1(i1 = i2, j1 = j2)
(− 1
σg
i2,j2
− x2i1−1)2

 .
More generally, we consider the spectral projections and the generalized components. Denote
PA :=
∑
(i,j)∈A
ui,ju
∗
i,j , A ⊂ I+. (1.29)
For a vector w ∈ RM , we define wi,j :=< vi,j ,w > .
Corollary 1.14. For A ⊂ I+ and any deterministic vector w ∈ RM , define
< w,ZAw >:=
∑
(i,j)∈A
ui,jw
2
i,j .
Under Assumption 1.7 and 1.8, with 1−N−D1 probability, when N is large enough, we have
|< w,PAw > − < w,ZAw >| ≤ N ǫ1R(w, A), (1.30)
where R(w, A) :=
∑∑
wi1,j1wi2,j2R(i1, j1, i2, j2, A) and R(i1, j1, i2, j2, A) is defined as
N−1/2

 1 ((i1, j1), (i2, j2) ∈ A)
(− 1
σg
i1,j1
− x2i1−1)1/4(− 1σg
i2,j2
− x2i2−1)1/4
+ 1((i1, j1) ∈ A, (i2, j2) /∈ A)
(− 1
σg
i1,j1
− x2i1−1)1/2
| − 1
σg
i1,j1
+ 1
σg
i2,j2
|
+1((i1, j1) /∈ A, (i2, j2) ∈ A)
(− 1
σg
i2,j2
− x2i2−1)1/2
| − 1
σg
i1,j1
+ 1
σg
i2,j2
|

+N−1

( 1
νi1,j1
+
1((i1, j1) ∈ A)
− 1
σg
i1,j1
− x2i1−1
)(
1
νi2,j2
+
1((i2, j2) ∈ A)
− 1
σg
i2,j2
− x2i2−1
)

 .
Theorem 1.15 (Non-outlier eigenvectors). For (k, i) ∈ I+ and (l, j) ∈ I/I+, under Assumption 1.7 and
1.8, with 1−N−D1 probability, we have
< vk,i,ul,j >
2≤ N
6ǫ1
N(κdl,j + ((σ
g
k,i)
−1 + x2k−1)2)
, (1.31)
where κdl,j := (j ∧ (Nl + 1− j))2/3N−2/3.
Corollary 1.16. For (l, j) ∈ I/I+, under Assumption 1.7 and 1.8, for w ∈ RM , with 1−N−D1 probability,
when N is large enough, we have
< w,ul,j >
2≤
∑ Cw2k,iN6ǫ1
N(κdl,j + ((σ
g
k,i)
−1 + x2k−1)2)
. (1.32)
The proofs of Corollary 1.14 and 1.16 will be put in Appendix A. Before concluding this section, we give
a few examples to illustrate our results of the sample eigenvectors.
Example 1.17. (i). Let A = {(i, j)} ∈ I+, w = vi,j and − 1σg
i,j
− x2i−1 ≥ τ > 0, then for some constant
C > 0, we have
| < ui,j ,vi,j >2 −ui,j | ≤ N−1/2+Cǫ1 .
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If we take A = {(i, j)} and w = vi1,j1 with (i1, j1) 6= (i, j), if − 1σg
i,j
+ 1
σg
i1,j1
≥ τ , we then have
| < ui,j ,vi1,j1 > |2 ≤ N−1+Cǫ1 .
In particular, if σbi = 1, i = 1, 2, · · · ,M, our results coincide with [5, Example 2.13 and 2.14].
(ii). Take w = vk,i and ul,j as in Theorem 1.15. Assume that | 1σg
k,i
+ x2k−1| ≥ τ and κdl,j = O(1), then we
have
< vk,i,ul,j >
2≤ N−1+Cǫ1 .
The present paper is organized as follows. In Section 2, we give a few concrete examples and statistical
applications to verify our results. Numerical simulations are done to support our discussion. In Section 3,
we list the basic tools for our proofs. Finally, Section 4 and 5 are devoted to proving the results of the
eigenvalues and eigenvectors respectively. We will put the proofs of the lemmas of Section 3, Corollary
1.14 and 1.16 into Appendix A. The detail and results for the numerical simulations of the examples and
statistical applications are provided in Appendix B.
2 Examples and statistical applications
In this section, we will consider a few examples and statistical applications to verify our results. We put the
simulation results and detail into Appendix B.
2.1 Examples
We consider a few examples to explain our results in detail. We first provide two types of conditions on Σb
verifying Assumption 1.3. They can be found in [25, Example 2.8 and 2.9].
Condition 2.1. We suppose that n is fixed and there are only n distinct eigenvalues of Σb. We further
assume that σb1, · · · , σbn and Nπb({σb1}), · · · , Nπb({σbn}) all converge in (0,∞) as N →∞. We also assume
that the critical points of limN f are non-degenerate, and limN ai > limN ai+1 for i = 1, 2, · · · , 2p− 1.
Condition 2.2. We suppose that c 6= 1 and πb is supported in some interval [a, b] ⊂ (0,∞), and that
πb converges weakly to some measure πb∞ that is absolutely continuous and whose density satisfies that
τ ≤ dπb∞(E)/dE ≤ τ−1 for E ∈ [a, b]. In this case, p = 1.
In all the examples, we only derive the results for the eigenvalues and leave the discussion and interpre-
tation of the eigenvectors to the readers. The simulation study can be found in Figure 3 of Appendix B. We
firstly provide two examples satisfying Condition 2.1.
Example 2.3 (BBP transition [3]). We suppose that r = 1 and let σbi = 1, i = 1, 2, · · · ,M. We assume
that c > 1. In this case, we can instead use f ≡ fD defined in (1.6), where we have
f(x) = − 1
x
+
1
c(x+ 1)
.
It can be easily checked that the critical points of f(x) are −
√
c√
c−1 , −
√
c√
c+1
, which implies that p = 1. By
(1.22), the convergent limit of the largest eigenvalue is
µ = f(− 1
d+ 1
) = 1 + d+ c−1(1 + d−1),
and the phase transition happens when
− 1
1 + d
> −
√
c√
c+ 1
⇒ d > c−1/2.
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And the local convergence result reads as∣∣∣∣µ− f(− 1d+ 1)
∣∣∣∣ ≤ N−1/2+Cǫ0(d− c−1/2)1/2,
which agrees with [5, Theorem 2.3].
Example 2.4 (Spiked model with multiple bulk components). Consider the M × N sample covariance
matrix with population covariance matrix defined by
Σg = diag{35, 18, · · · , 18︸ ︷︷ ︸
M/2− 1 times
, 4, 1, · · · , 1︸ ︷︷ ︸
M/2− 1 times
}. (2.1)
We assume c = 2 and then we have
f(x) = − 1
x
+
1
4
(
1
x+ 118
+
1
x+ 1
)
.
Furthermore, there are four critical points of f , approximately −2.3926,−0.62575,−0.11133,−0.037035.
Here, p = 2. Due to the fact
f(− 1
35
) = 44.522 > f(−0.037035) = 40.759, f(−1
4
) = 3.0476 > f(−0.62575) = 1.827,
we find that there are two outliers f(− 135 ), f(− 14 ). Similarly, we can derive the local convergent results.
Next we provide two examples satisfying Condition 2.2, where there exists only one bulk component.
Example 2.5 (Spiked model with uniformed distributed eigenvalues). Consider anM×N sample covariance
matrix with population covariance matrix defined by
Σg = diag{8, 2.9975, 1.995, · · · , 1.005, 1.0025}.
The limiting distribution of Σb is the uniform distribution on the interval [1, 3]. Let c = 2 and we can use
f ≡ fD defined in (1.6), where we get
f(x) = − 1
2x
− 1
4x2
log
3x+ 1
x+ 1
,
with critical points approximately −2.0051405, −0.2513025. Therefore, the left and right edges are
f(−2.0051405)≈ 0.1494, f(−0.2513025)≈ 6.3941.
And the outlier is f(− 18 ) ≈ 9.3836 > 6.3941.
Example 2.6 (Spiked Toeplitz matrix). Suppose that we can observe an M ×N sample covariance matrix
with a Toeplitz population covariance matrix whose (i, j)-th entry is 0.4|i−j| and spike locates at 10. We
choose c = 2 and f can be written as
f(x) = − 1
2x
− 1
3.8092x2
log(
2.332x+ 1
0.4286x+ 1
),
where the interval [0.4286, 2.332] is approximately the support of the population eigenvalues. The critical
points are approximately −0.333552,−3.61753. Therefore, the left and right edges are
f(−3.61753) ≈ 0.0859, f(−0.333552)≈ 4.3852.
And the outlier is f(− 110 ) ≈ 10.8221 > 4.3852.
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2.2 Statistical applications
This subsection is devoted to discussing the statistical applications of our results. Our model is an extension
of the spiked covariance matrix, therefore, our results can be used to improve the statistical inference results
regarding on the spiked covariance matrices. For example, the estimation of spiked eigenvalues in spiked
models [2], the detection of number of spikes [33], the detection of the number of signals [27], spectrum
estimation [13, 26], the eigenvector estimation [31], and the statistical inference of high dimensional covariance
matrices [7, 12, 18, 19, 32]. We now focus on a few concrete examples to illustrate our results.
Optimal shrinkage of eigenvalues. Donoho, Gavish and Johnstone [12] propose a framework to compute
the optimal shrinkage of eigenvalues for a spiked covariance matrix model, where the outliers are assumed to
be on the right of the unique bulk component and σbi = 1, i = 1, 2, · · · ,M. They shrink the outlier eigenvalues
using some nonlinear functions and keep the bulk eigenvalues as ones via the rank-aware shrinkrage rule (see
[12, Definition 3]). To extend their results, suppose that we want to estimate Σg using Σˆg :=
∑M
i=1 σˆ
g
i uiu
∗
i ,
under the rank-aware rule, where
Σˆg :=
∑
i∈I+
β(µi)uu
∗
i +
∑
i/∈I+
σˆgi uu
∗
i , (2.2)
where σˆgi = σˆ
b
i , i /∈ I+ can be efficiently estimated using the spectrum estimation method in [13, 26] and β
is some nonlinearity. Our task is find the optimal β.
The main conclusion of [12] is that the optimal β depends strongly on the loss function. An advan-
tage of the rank-aware rule (2.2) is that, a rich class of loss functions can be well-decomposed. Hence, the
problem of finding β can be reduced to optimizing a low dimensional loss function. Theorem 1.10 and 1.13
can be used to improve their results. In detail, we need to modify the computation procedure [12, Section 6.4]:
1. Using the method described in [13, 26], we can estimate the bulk spectrum and derive the form of f.
2. Calculate l(µ) = − 1f−1(µ) .
3. Calculate c(µ) = 1l(µ)
f ′(−1/l(µ))
f(−1/l(µ)) .
4. Calculate s(µ) = s(l(µ)) using s(l) =
√
1− c2(l).
As the optimal β is only in terms of l(µ), c(µ) and s(µ), we can substitute l(µ), c(µ) and s(µ) into the
formulas of β under the 26 loss functions in [12]. For instance, in Appendix B, we list 10 different loss
functions and their corresponding optimal β in Table 1. It is notable that, we will see from (2.9) the
derivative of f can be put into a summation of σˆbi , which reduces our computation burden. In Figure 4 of
Appendix B, we show the shrinkers computed from different loss functions for Example 2.4 and 2.5.
Oracle estimation under Frobenius norm. If we have no prior information whatsoever on the true
eigenbasis of the covariance matrix, the natural choice for us is to use the sample eigenvectors. Therefore, we
need to find a diagonal matrix Dˆ, such that L(Σg ,UDˆU∗) is minimized, where L(·, ·) is some loss function.
Then our estimator will be Σˆg = UDˆU
∗. Consider the Frobenius norm as our loss function, we have
||Σˆg − Σg||2F = (||Σg||2F − || diag(U∗ΣgU)||2F ) + ||Dˆ− diag(U∗ΣgU)||2F . (2.3)
Our estimator is called oracle estimator as the first part of the right-hand side of (2.3) cannot be optimized,
hence we should take Dˆ = diag(U∗ΣgU). The oracle estimator is a better choice than simply using the
sample covariance matrix Qg. Unlike the rank-aware approach in the previous example, we consider the
shrinkage for all the eigenvalues, where
dˆi ≡ β(µi) := u∗iΣgui, i = 1, 2, · · · ,M. (2.4)
In [6], the author consider similar problem from the perspective of rotation invariance and assume that all
the outliers are on the right of the first bulk component. We assume that I = I+ and rewrite (2.4) as
dˆi =
∑
j∈I+
σgj < vj ,ui >
2 +
∑
j /∈I+
σgj < vj ,ui >
2 . (2.5)
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For i ∈ I+, by (1.28), the first part of the right-hand side of (2.5) satisfies
∑
j∈I+
σgj < vj ,ui >
2→ f
′(−1/σgi )
f(−1/σgi )
. (2.6)
For the second part of (2.5), by (4.16) of [6], we have
∑
j /∈I+
σgj < vj ,ui >
2→ 1
N
(σgi )
2
f(−1/σgi )
M∑
j=1
(σbj)
2
(σgi − σbj)2
. (2.7)
Meanwhile, inserting f(− 1
σg
i
) back into (1.7), we get
f(− 1
σgi
) = σgi +
1
N
M∑
j=1
1
−(σgi )−1 + (σbj)−1
. (2.8)
Differentiating with respect to σgi on both sides of (2.8), we get
f ′(− 1
σgi
)(σgi )
−2 = 1− 1
N
M∑
j=1
(σgj )
2
(σgi − σbj)2
. (2.9)
Therefore, by (2.5), (2.6), (2.7) and (2.9), when i ∈ I+, we have that
dˆi → (σ
g
i )
2
f(−1/σgi )
. (2.10)
When i /∈ I+, by Theorem 1.11, we can use the estimator derived by [28], where dˆi satisfies
dˆi → 1
µi| limη→0mD(µi + iη)|2 . (2.11)
Under mild assumption on the convergence rate of πb → πb∞, we can replace mD(µi + iη) with m(µi + iη).
By [25, Theorem 3.6], we have that
∣∣ 1
N TrG(µi + iη)−m(µi + iη)
∣∣ ≤ 1Nη . Therefore, the oracle estimator
can be written as Σˆg = UDˆU
∗, where Dˆ = diag{dˆ1, · · · , dˆM} and dˆi, i = 1, 2, · · · ,M are defined as
dˆi :=
1
λi|mˆ(µi + iN−1/2)|2 , mˆ(µi + iN
−1/2) =
1
N
N∑
k=1
1
µk − µi − iN−1/2 . (2.12)
Note that the estimator (2.12) can be regarded as a nonlinear shrinkage of the sample eigenvalues, this can
be understood as follows: Denote m1(z) =
1
M TrG1(z), where G1(z) is the Green function of Qb. It is easy
to check that m(z) =
c−1
N
−1+c−1
N
zm1(z)
z . As a consequence, we can rewrite
dˆi =
µi
|1− c−1N − c−1N µimˆ1(µi + iN−1/2)|2
.
It is notable that, Ledoit and Wolf [29] propose some numerical schemes (QuEST) to estimate (2.11)
directly. In Figure 5 of Appendix B, we compare our estimator (2.12) with their approach. We find that
our estimation is more accurate especially for the outliers. It is notable that the oracle estimators have been
applied to study the portfolio allocation problem using the QuEST method in [14]. It is our hope that our
estimator can improve their results. We will pursue this direction somewhere else.
It is observed in [12] that the choice of loss function has a profound effect on the optimal estimation.
Under the Frobenius norm, our estimator only relies on the sample eigenvalues. However, this is not true
for the general class of loss functions. In the working paper [10], we will consider a variety of loss functions
to extend the rank-aware rule of [12] to the proportional rank case.
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Factor model based estimation. Factor models have been heavily used in the study of empirical finance
[15, 17, 37]. In these applications, financial stocks share the same market risks and hence their returns can
be highly correlated. The cross sectional units are modeled using a few common factors [16]
Yit = b
∗
i ft + uit, (2.13)
where Yit is the return of the i-th stock at time t, bi is a vector of factor loadings, ft is a K × 1 vector of
latent common factors and uit is the idiosyncratic component, which is uncorrelated with ft. The matrix
form of (2.13) can be written as Yt = Bft + ut. For the purpose of identifiability, we impose the following
constraints [18]: Cov(ft) = IK and the columns of B are orthogonal. As a consequence, the population
covariance matrix can be written as
Σ = BB∗ +Σu. (2.14)
(2.14) can be written into our general covariance matrices model (1.13) by letting Σb = Σu, BB
∗ =
VDV∗Σb. The estimation can be computed using the least square optimization [18, 37]
argmin
B,F
||Y −BF∗||2F , (2.15)
N−1F∗F = IK , B∗B is diagonal.
The least square estimator for B is Λˆ = N−1YFˆ, where the columns of Fˆ satisfy that N−1/2FˆK is the
eigenvector corresponds to the K-th largest eigenvalue of Y∗Y. Under some mild conditions, Fan, Liao and
Mincheva [18] showed that BB∗ corresponded to the spiked parts whereas Σu the bulk part. In most of the
applications, Σu is assumed to have some sparse structure. Hence, the estimator can be written as
Σˆ = ΛˆKΛˆ
∗
K + Σˆu,
where ΛˆK is the collection of the columns correspond to the factors and Σˆu is the estimated using some
thresholding method by analyzing the residual.
In [18], the authors use the Principal Orthogonal complEment Thresholding (POET) method to numer-
ically compute the estimator. The key inputs are the number of factors and the locations of the factors. In
their setting, they estimate K by solving a numerical optimization problem from [1] and assume that the
factors are always the first few largest ones. However, as we can see from Figure 3, the factors can locate
anywhere. Therefore, we extend POET to a multiple version (Multi-POET) by choosing K and the locations
of the factors using our results. For instance, in Example 2.4, there are two factors and the indices of their
locations are 1, M2 + 1. Figure 2 shows that for the general covariance matrices with factor structure, our
results can help to reduce the estimation loss.
Before concluding this section, we provide some insights and suggestions on the numerical performance
of the estimation of large dimensional covariance matrices. To overcome the difficulty of high dimensionality,
one line of the research is to post some structural assumptions, for example, sparse structure and factor
model. Many regularization techniques have been developed to estimate these types of covariance matrices
[7, 19]. Meanwhile, the results from random matrices theory can also be used to estimate the population
covariance matrices. Instead of considering them as two different approaches, we suggest to combine them
together. The results from random matrices theory can provide the key ingredients for the running algorithms
of the regularization methods, for example, the factor number and locations of Multi-POET. We use Figure
6 of Appendix B to illustrate our results.
3 Preliminaries
This section is devoted to introducing the tools for our proofs. We start by giving some notations and
definitions. For fixed small constants τ, τ ′ > 0, we define the domains
S ≡ S(τ,N) := {z ∈ C+ : |z| ≥ τ, |E| ≤ τ−1, N−1+τ ≤ η ≤ τ−1}, (3.1)
Sei ≡ Sei (τ ′, τ, N) := {z ∈ S : E ∈ [ai − τ ′, ai + τ ′]}, i = 1, 2, · · · , 2p, (3.2)
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Figure 2: Estimation loss using factor model. We simulate the estimation error under Frobenius norm for
Example 2.4, where the blue line stands for the sample covariance matrices estimation, red dots for our
Multi-POET estimation and magenta dots for the POET estimation. We find that using information from
the population covariance matrices can help us improve the inference results.
Sbi ≡ Sbi (τ ′, τ, N) := {z ∈ S : E ∈ [a2i + τ ′, a2i−1 − τ ′]}, i = 1, 2, · · · , p, (3.3)
So ≡ So(τ, τ ′, N) := {z ∈ S : dist(E, Supp(ρ)) ≥ τ ′}. (3.4)
It is notable that S =
⋃2p
i=1 S
e
i ∪
⋃p
i=1 S
b
i ∪ So. Recall that the empirical spectral distribution (ESD) of an
N ×N symmetric matrix H is defined as
F
(N)
H (λ) :=
1
N
N∑
i=1
1{λi(H)≤λ}.
Definition 3.1 (Stieltjes transform). The Stieltjes transform of the ESD of Q1b is given by
m(z) ≡ m(N)(z) :=
∫
1
x− z dF
(N)
Q1
b
(x) =
1
N
TrG(z), (3.5)
where we recall that G(z) is the Green function of Q1b .
We further denote
κi(x) := |x− f(x2i−1)|, κdi,j := N−2/3(j ∧ (Ni + 1− j))2/3. (3.6)
We will see from Lemma 3.11 that, κdi,j is a deterministic version of κi(µi,j). The following lemma determines
the locations of the outlier eigenvalues of Qg, where we will put its proof into Appendix A. Denote Gb(z) as
the Green function of Qb and σ(Qg) the spectrum of Qg.
Lemma 3.2. µ ∈ σ(Qg)/σ(Qb) if and only if
det((1 + µGb(µ))VDV
∗ + 1) = 0. (3.7)
Recall (1.14), as D is not invertible, we instead use the following corollary, where the proofs are put in
Appendix A.
Corollary 3.3. µ ∈ σ(Qg)/σ(Qb) if and only if
det(D−1o + 1 + µV
∗
oGb(µ)Vo) = 0. (3.8)
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Next we introduce the local deformed MP law for Qb, which is derived by Knowles and Yin in [25,
Theorem 3.6 and 3.7, Corollary 3.9, Theorem 3.14, 3.15 and 3.16]. Denote
Ψ(z) :=
√
Imm(z)
Nη
+
1
Nη
.
Lemma 3.4. Fix τ > 0, for the sample covariance matrix Qb defined in (1.2) satisfying (1.4), suppose that
Assumption 1.3 holds. Then for any unit vectors u,v ∈ RM , with 1−N−D1 probability, we have∣∣∣∣< u,Σ−1/2b
(
Gb(z) +
1
z(1 +m(z)Σb)
)
Σ
−1/2
b v >
∣∣∣∣ ≤ N ǫ1Ψ(z), z ∈ S uniformly .
Furthermore, outside the spectrum when z ∈ Seo, where Seo is defined as
Seo := {z ∈ S dist(E, Supp(ρ)) ≥ N−2/3+τ , |z| ≤ τ−1}, (3.9)
then we have∣∣∣∣< u,Σ−1/2b
(
Gb(z) +
1
z(1 +m(z)Σb)
)
Σ
−1/2
b v >
∣∣∣∣ ≤ N ǫ1
√
Imm(z)
Nη
, z ∈ Seo uniformly .
The following lemma summarizes the results when z is restricted to the real axis, the proof can be found
in [9, Lemma 4.18].
Lemma 3.5. For z ∈ Seo ∩ R and any unit vectors u,v ∈ RM , with 1−N−D1 probability, we have∣∣∣∣< u,Σ−1/2b
(
Gb(z) +
1
z(1 +m(z)Σb)
)
Σ
−1/2
b v >
∣∣∣∣ ≤ N−1/2+ǫ1κ−1/4,
where κ := min1≤i≤p |E − f(x2i−1)|.
Next we will extend the Weyl’s interlacing theorem to fit our setting. We basically follow the discussion
of [5, Lemma 4.1] and put its proof into Appendix A. We first discuss the case when r = 1, the general case
is just a corollary. Denote Gg(z) as the Green function of Qg.
Lemma 3.6. Let r = 1 in (1.11), we assume that the outlier is associated with the k-th bulk component,
k = 1, 2, · · · , p, recall (1.24), define sk =
∑k−1
i=1 Ni, under Assumption 1.6, we have
λsk ≥ µsk+1 ≥ λsk+1 ≥ · · · ≥ λsk+Nk . (3.10)
Similar to [5, Corollary 4.2] and using [20, Theorem 8.1.7], it is easy to deduce the following corollary for
the rank r case.
Corollary 3.7. For the rank r model defined in (1.11), we have
µsk+i ∈ [λk,i+rk , λk,i−rk ], 1 ≤ i ≤ Nk,
where we use the convention that λk,i−rk := +∞ when i− rk < 1.
Under Assumption 1.3 and 1.6, the convention can be made as λk,i−rk = f(x2k−2) when i− rk < 1. The
following lemma establishes the connection between the Green functions of Qb and Qg, and we will put its
proof into Appendix A. It provides an expression for analyzing the eigenvectors.
Lemma 3.8.
V∗oGg(z)Vo =
1
z
[
D−1o −
(1 +Do)
1/2
Do
(D−1o + 1 + zV
∗
oGb(z)Vo)
−1 (1 +Do)
1/2
Do
]
. (3.11)
Recall (1.6) and (1.7), we summarize the basic properties of f, fD as the following lemma, its proof can
be found in [36, Theorem 4.1 and 4.2] and [21, Proposition 2.1, Remark 2.2, (13) and its discussion].
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Lemma 3.9. Denote
B := {m ∈ R : m 6= 0, − 1
m
/∈ Supp(πb∞)},
then we have
x /∈ Supp(ρD)⇐⇒ mD ∈ B and f ′D(mD) > 0, (3.12)
fD(mD(z)) = z, mD(fD(z)) = z. (3.13)
Similar results hold for f,m and ρ.
Next we collect the properties of m(z) as the following lemma, its proof can be found in [25, Lemma A.4
and A.5].
Lemma 3.10. For z ∈ S, we have
Imm(z) ∼
{√
κ+ η, E ∈ Supp(ρ) ;
η√
κ+η
, E /∈ Supp(ρ). , (3.14)
and
min
i
|m(z) + (σbi )−1| ≥ τ, (3.15)
where τ > 0 is some constant. Furthermore, if z ∈ Sei , we have
|m(z)− xi| ∼
√
κ+ η. (3.16)
We conclude this section by listing two important consequences of Lemma 3.4, which are the eigenvalue
rigidity and edge universality. They can be found in [25, Theorem 3.12, 3.14, 3.15 and 3.18].
Lemma 3.11. Recall (1.24), fix τ > 0, under Assumption 1.3 and (1.4), for all i = 1, · · · , p and j =
1, · · · , Ni satisfying γi,j ≥ τ , with 1−N−D1 probability, we have
|λi,j − γi,j | ≤ N−2/3+ǫ1(j ∧ (Ni + 1− j))−1/3. (3.17)
Furthermore, let iˆ := ⌊(i + 1)/2⌋ to be the bulk component to which the edge i belongs. For 0 < τ ′ < τ and
j = 1, · · · , Niˆ satisfying γiˆ,j ∈ [ai − τ ′, ai + τ ′], with 1−N−D1 probability, we have
|λiˆ,j − γiˆ,j | ≤ N−2/3+ǫ1(j ∧ (Niˆ + 1− j))−1/3.
And for all j = 1, 2, · · · , Ni satisfying γi,j ∈ [a2i + τ ′, a2i−1 − τ ′], we have
|λi,j − γi,j | ≤ N
ǫ1
N
.
For i = 1, · · · , p, define ̟i := (|f ′′(xi)|/2)1/3 and for any fixed l ∈ N and bulk component i = 1, 2, · · · , p, we
define
q2i−1,l :=
N2/3
̟2i−1
(λi,1 − a2i−1, · · · , λi,l − a2i−1),
q2i,l := −N
2/3
̟2i
(λi,Ni − a2i, · · · , λi,Ni−l+1 − a2i),
then for any fixed continuous bounded function h ∈ Cb(Rl), there exists b(h, π) ≡ bN (h, π), depending only
on π, such that limN→∞(Eh(qi,l)− b(h, π)) = 0.
4 Eigenvalues
In this section, we study the local asymptotics of the eigenvalues of Qg and prove Theorem 1.10 and 1.11. We
basically follow the strategy of [5, 9, 24], firstly prove the outlier and the extremal non-outlier eigenvalues,
then the bulk eigenvalues. We always use C,C1, C2 to denote some generic large constants, whose values
may change from one line to the next.
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4.1 Outlier eigenvalues
The outlier eigenvalues of Qg are completely characterized by (3.8). We will use the classic perturbation
argument from [5, 9, 11, 24] to analyze the outliers. For the local control, we use Lemma 3.4. Recall (1.17),
we denote by r+ := |I+|, rb = r − r+. The main proof idea is to use a standard counting argument, where
we follow the idea of the proof of [5, Theorem 2.3] and [9, Theorem 3.4]. It relies on two main steps:
(i) Recall (1.13), fix a configuration independent of N , establishing two permissible regions, Γ(D) of r+
components and I0, where the outliers of Qg are allowed to lie in Γ(D) and each component contains exactly
one eigenvalue and the rb non-outliers lie in I0; (ii) Using a continuity argument where the result of (i) can
be extended to arbitrary N−dependent D. We will prove the results by contradiction.
We first find that for oi ∈ I (recall (1.10))
− 1
1 + σboim(f(−(σgoi)−1))
= −d−1oi − 1. (4.1)
We also observe that for some small constant ν > 0, when x ∈ [x2i−1− ν, x2i−1+ ν], i = 1, 2, · · · , p, we have
f ′(x) = O(|x − x2i−1|), f(x)− f(x2i−1) = O(|x − x2i−1|2). (4.2)
Proof of Theorem 1.10. We first deal with any N -independent configuration D ≡ D(0). For (i, j) ∈ I+,
denote Ii,j ≡ Ii,j(D) = [I−i,j , I+i,j ], where I±i,j is defined as
I±i,j := f(−
1
σgi,j
)± (− 1
σgi,j
− x2i−1)1/2N−1/2+C1ǫ1 , (4.3)
and for k = 1, · · · , p, define Ik ≡ Ik(D) by
Ik := [f(x2k)−N−2/3+C2ǫ1 , f(x2k−1) +N−2/3+C2ǫ1 ],
where C1, C2 > 0 will be specified later. We will show that with 1−N−D1 probability, the complement of
I :=

⋃
i,j
Ii,j

⋃(⋃
k
Ik
)
= S1 ∪ S2, (4.4)
contains no eigenvalues of Qg. This is summarized as the following lemma.
Lemma 4.1. Denote σ+ as the set of the outlier eigenvalues of Qg associated with I+, then we have
σ
+ ⊂ S1. (4.5)
Moreover, each interval Ii,j contains precisely one eigenvalue of Qg. Furthermore, we have
σ
b ⊂ S2, (4.6)
where σb is the set of the extremal non-outliers associated with I/I+.
Proof. We first assume that
2 < C2 < C1, C
2
1ǫ1 < ǫ0. (4.7)
Therefore, by (3.12), (4.2) and Lemma 3.11, with 1 − N−D1 probability, we have that S1 ∩ S2 = ∅. For
k = 1, 2, · · · , p, denote
L+k := f(−
1
σg
k,r+
k
)−N−1/2+C1ǫ1(− 1
σg
k,r+
k
− x2k−1)1/2.
We only prove for the first bulk component and all the others can be done by induction. For any x > L+1 , it
is easy to check that x /∈ σ(Qb) using (4.7) and Lemma 3.11. Under the assumption of (1.4), with 1−N−D1
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probability, we have that µ1(Qg) ≤ C for some large constant C. Recall (1.10), by Lemma 3.5, with 1−N−D1
probability, we have
det(D−1o + 1 + xV
∗
oGb(x)Vo) =
r∏
i=1
(d−1oi + 1−
1
1 +m(x)σboi
) +O(N−1/2+ǫ1κ−1/4x ),
where we use the fact that r is finite. First of all, suppose that x ∈ (L+1 , C)/(
⋃
j I1,j), by (4.1), (4.2), Lemma
3.10 and inverse function theorem, it is easy to conclude that
r∏
i=1
(d−1oi + 1−
1
1 +m(x)σboi
) ≥ N−1/2+(C1−1)ǫ1κ−1/4x . (4.8)
Hence, D−1o + 1 + xV
∗
oGb(x)Vo is regular provided C1 > 2. This implies that x is not an eigenvalue of Qg
using Corollary 3.3. Secondly, we consider the extremal non-outlier eigenvalues. Using Corollary 3.7, with
1−N−D1 probability, we find that
µ1,j ≥ f(x1)−N−2/3+C3ǫ1 , j = r+1 , · · · , r1,
where we use Lemma 3.11 and C3 > 0 is some constant. We assume that L
+
1 ≥ f(x1)+N−2/3+C3ǫ1 , otherwise
the proof is already done. When x /∈ I1, i.e x ∈ (f(x1) + N−2/3+C3ǫ1 , L+1 ), as a control compared to (4.8)
does not exist, we need to use different strategy to finish our proof. Denote
z := x+ iN−2/3−ǫ2 , 0 < ǫ2 < ǫ1.
As r is finite, it can be easily checked by the spectral decomposition (see the proof of [9, Lemma 5.3]) that,
there exists some constant C > 0, such that
||xV∗oGb(x)Vo − zV∗oGb(z)Vo|| ≤ Cmax
i
Im < vi, Gb(z)vi > . (4.9)
By Lemma 3.4, with 1−N−D1 probability, we have
xV∗oGb(x)Vo = −
1
1 +m(z)Dob
+O(N−1/2+ǫ1κ−1/4x ).
As a consequence, we have
det(D−1o + 1 + xV
∗
oGb(x)Vo) = O(N
−1/2+ǫ1κ−1/4x + max
1≤j≤r+1
|m(z) + (σg1,j)−1|).
The proof follows from the fact
max
1≤j≤r+1
|m(z) + (σg1,j)−1| = max
1≤j≤r+1
|m(z)− x1 + x1 + (σg1,j)−1| ≥ N−1/3+C3ǫ1 ,
where we use Lemma 3.10. Hence, D−1o + 1 + xV
∗
oGb(x)Vo is regular provided C3 > 1. Similarly, for all
k = 1, 2, · · · , p, we can show that when x ∈ (L+k , C)/S1 and x /∈ S2, D−1o + 1 + xV∗oGb(x)Vo is regular
by induction. Lemma 4.1 will be proved if we can show that each interval Ii,j contains precisely one
eigenvalue of Qg. Let (i, j) ∈ I+ and pick a small N -independent counterclosewise (positive-oriented) contour
C ⊂ C/⋃pk=1[a2k, a2k−1] that encloses f(− 1σg
i,j
) but no other point. For large enough N, define
F (z) := det(D−1o + 1 + zV
∗
oGb(z)Vo), G(z) := det(D
−1
o + 1−
1
1 +m(z)Dob
).
F (z), G(z) are holomorphic on and inside C. G(z) has precisely r+ zeros f(− 1
σg
i,j
) inside C. And on C, it is
easy to check that for some constant δ > 0,
min
z∈C
|G(z)| ≥ δ > 0, |G(z)− F (z)| ≤ N−1/2+ǫ1κ−1/4,
where we use Lemma 3.4. Hence, it follows from Roche’s theorem.
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In a second step, we extend the proofs to any configurationD(1) depending on N by using a continuity ar-
gument. This is done by a bootstrap argument by choosing a continuous path. We firstly deal with (1.22). As
r is finite, we can choose a path (D(t) : 0 ≤ t ≤ 1) connecting D(0) andD(1) having the following properties:
(i). For all t ∈ [0, 1], recall (1.14) and (1.16), for (i, j) ∈ I+, σi,j(t) ∈ O+i , i = 1, 2, · · · , p, j = 1, 2, · · · , r+i ,
where σgi,j(t) = (1 + di,j(t))σ
b
i,j .
(ii). For the i-th bulk component, i = 1, 2, · · · , p, if Ii,j1 (D(1))∩ Ii,j2 (D(1)) = ∅ for a pair 1 ≤ j1 < j2 ≤ r+i ,
then I+i,j1 (D(t)) ∩ I+i,j2 (D(t)) = ∅ for all t ∈ [0, 1].
Recall (1.15), denote Qg(t) := Σ
1/2
g (t)XX∗Σ
1/2
g (t), where Σg(t) = (1 +VD(t)V
∗)Σb. As the mapping
t → Qg(t) is continuous, we find that µi,j(t) is continuous in t ∈ [0, 1] for all (i, j) where µi,j(t) are the
eigenvalues of Qg(t). Moreover, by Lemma 4.1, we have
σ
+(Qg(t)) ⊂ S1(t), ∀ t ∈ [0, 1]. (4.10)
We focus our discussion on the i-th bulk component. In the case when the r+i intervals are disjoint, we have
µi,j(t) ∈ Ii,j(D(t)), t ∈ [0, 1],
where we use property (ii) of the continuous path, (4.10) and the continuity of µi,j(t). In particular, it holds
true for D(1). Now we consider the case when they are not disjoint. Recall (1.17), denote B as a partition
of I+i and the equivalent relation as
j1 ≡ j2 if Ii,j1 (D(1)) ∩ Ii,j2 (D(1)) 6= ∅.
Therefore, we can decompose B = ∪jBj. It is notable that each Bj contains a sequence of consecutive integers.
Choose any s ∈ Bj , without loss of generality, we assume s is not the smallest element in Bj . Since they are
not disjoint, for some constant C > 0, we have
− 1
σgi,s−1
+
1
σgi,s
≤ 2N−1/2+Cǫ1(− 1
σgi,s
− x2i−1)−1/2,
where we use the fact that f ′′(x) ≥ 0 when x is close to the right edge of each bulk component, (4.2) and
(4.3). This yields that
(− 1
σgi,s−1
− x2i−1)1/2 ≤ (− 1
σgi,s
− x2i−1)1/2

1 + − 1σgi,s−1 + 1σgi,s− 1
σg
i,s
− x2i−1

 ≤ (− 1
σgi,s
− x2i−1)1/2(1 + o(1)).
Therefore, by repeating the process for the remaining s ∈ Bj , we find
diam(∪s∈Bj I+i,j(D(1))) ≤ CN−1/2+Cǫ0 min
s∈Bj
(− 1
σgi,j(1)
− x1)1/2(1 + o(1)),
where we use the fact that r = O(1). This immediately yields that
|µi,j(1)− f(− 1
σi,j(1)
)| ≤ N−1/2+Cǫ0(− 1
σgi,j(1)
− x2i−1)1/2,
for some constant C > 0. This completes the proof of (1.22). Finally, we deal with the extremal non-outlier
eigenvalues (1.23). By the continuity of µi,j(t) and Lemma 4.1, we have
σ
0(Qg(t)) ⊂ S2(t), t ∈ [0, 1]. (4.11)
In particular it holds true for D(1). The proofs follow from Corollary 3.3 and Lemma 3.11.
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4.2 Eigenvalue sticking
In this subsection, we prove the eigenvalue sticking property of Qg. Similar to the proof of (1.23), it contains
three main steps, (i) Establishing a forbidden region which contains with high probability no eigenvalues
of Qg; (ii) Using a counting argument for the eigenvalues where the forbidden region does not depend on
N ; and (iii) Using a continuity argument where the result of (ii) can be extended to arbitrary N -dependent
region.
Proof of Theorem 1.11. We start with step (i), for definiteness, we focus our discussion on the i-th bulk
component. Define
η := N−1+3ǫ1(αi+)
−1.
It is notable that η ≤ N−2/3+ǫ1 . We firstly show that for any x satisfying
x ∈ [f(x2i−1)− C1, f(x2i−1) +N−2/3+2ǫ1 ], dist(x,σ(Qb)) ≥ η, (4.12)
will not be an eigenvalue of Qg, where 0 < C1 < f(x2i−1)−f(x2i) is some constant. The discussion is similar
to that of (1.23). We observe that 2|λi − x| ≥
√
(λi − x)2 + η2 by (4.12). Denote z := x + iη, by Lemma
3.4, we conclude that
max
i∈I
Im < vi, Gb(z)vi >≤ max{
√
κ+ η,
η√
κ+ η
, η},
where we use (3.14), (3.15) and (4.12). Hence, by Lemma 3.4 and (4.9), with 1−N−D1 probability
D−1o + 1 + xV
∗
oGb(x)Vo = D
−1
o + 1−
1
1 +m(z)Dob
+O
(
N ǫ1Ψ(z) + max{√κ+ η, η√
κ+ η
, η}
)
.
Furthermore, by (3.15) and (3.16), we have
det
(
D−1o + 1−
1
1 +m(z)Dob
)
≥ C|αi+ −
√
κ+ η|.
Therefore, when κ ≤ N−2ǫ1(αi+)2, with 1−N−D1 probability, we have
det(D−1o + 1 + xV
∗
oGb(x)Vo) ≥ O(αi+ −N−ǫ1αi+). (4.13)
This implies that x is not an eigenvalue of Qg by Corollary 3.3. Similarly, by Theorem 1.10 and Lemma
3.11, we therefore conclude that for j ≤ N1−3ǫ1i (αi+)3, the set{
x ∈ [λi,j−ri−1, f(x2i−1) +N−2/3+2ǫ1 ] : dist(x,σ(Qg)) > N−1+3ǫ1(αi+)−1
}
, (4.14)
contains no eigenvalue of Qg. Next we will use a standard counting argument to locate the eigenvalues of Qg
in terms of Qb for any fixed configuration D ≡ D(0). We summarize it as the following lemma, the proofs
can be found in [5, Theorem 2.7] and [24, Proposition 6.8].
Lemma 4.2. For j ≤ N1−3ǫ1i (αi+)3, with 1−N−D1 probability, we have
|µi,j+r+
i
− λi,j | ≤ N
2ǫ1
Nαi+
. (4.15)
For the case when j > N1−3ǫ1i (α
i
+)
3, using Corollary 3.7 and (3.17), we find that
|µi,j+r+
i
− λi,j | ≤ N−2/3+ǫ1j−1/3 ≤ N
2ǫ1
Nαi+
. (4.16)
In a third step, we extend the proofs to any configuration D(1) depending on N by using the continuity
argument, Corollary 3.7, Lemma 3.11, (4.14) and (4.15). We summarize it as the following lemma, where
the proofs are similar to those in the second step of Theorem 1.10 and the detail can be found in the end of
[24, Section 6] heading from (6.34) to (6.36).
Lemma 4.3. Lemma 4.2 and (4.16) hold true for any N -dependent configuration D(1).
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5 Eigenvectors
In this section, we deal with the local asymptotics of the sample eigenvectors and prove Theorem 1.13 and
1.15. We put the proofs of Corollary 1.14 and 1.16 into Appendix A.
5.1 Outlier eigenvectors
For (i, j) ∈ I+, we define the contour γi,j := ∂Υi,j as the boundary of the disk Bρi,j (− 1σg
i,j
), where ρoi,j is
defined as (recall (1.21))
ρi,j :=
νi,j ∧ (− 1σg
i,j
− x2i−1)
2
, i = 1, 2, · · · , p, j = 1, 2, · · · , r+i .
Under Assumption 1.8, it is easy to check that (see (5.10) of [5])
ρi,j ≥ 1
2
(− 1
σgi,j
− x2i−1)1/2N−1/2+ǫ0 . (5.1)
We further define
Γi,j := f(γi,j). (5.2)
We summarize the basic properties of the contour as the following lemma, the detail of the proof can be
found in [5, Lemma 5.4 and 5.5].
Lemma 5.1. Recall (3.9), for (i, j) ∈ I+, we have Γi,j ⊂ Seo. Furthermore, each outlier µi,j lies in
⋃
I+ Γi,j
and all the other eigenvalues lie in the complement of
⋃
I+ Γi,j .
Proof of Theorem 1.13. We firstly prove the following proposition, where we assume that all the outliers are
on the right of the first bulk component. The general case is an easy corollary.
Proposition 5.2. Theorem 1.13 holds true when all the outliers are on the right of the first bulk component.
Proof. When all the outliers are on the right of the first bulk component, we have I+ = {1, 2, · · · , r+}. By
Lemma 3.4 and 3.10, we can choose an event Ξ, with 1 − N−D1 probability, when N is large enough, such
that for all z ∈ Seo, we have
1(Ξ)
∣∣∣∣
∣∣∣∣− 11 +m(z)Dob − zV∗oGb(z)Vo
∣∣∣∣
∣∣∣∣ ≤ (κ+ η)−1/4N−1/2+ǫ1 . (5.3)
For i, j ∈ I+, by spectral decomposition, Cauchy’s integral formula and Theorem 1.10, we have that
< ui,vj >
2= − 1
2πi
∫
Γi
< vj , Gg(z)vj > dz = − 1
2πi
∫
γi
< vj , Gg(f(ζ))vj > f
′(ζ)dζ. (5.4)
Furthermore, by (3.11) and Cauchy’s integration theorem, we can write
< ui,vj >
2= − 1
2πi
∫
Γi
[V∗oGg(z)Vo]jj dz =
1 + dj
d2j
1
2πi
∫
Γi
(D−1o + 1 + zV
∗
oGb(z)Vo)
−1
jj
dz
z
. (5.5)
Now we introduce the following decomposition
D−1o + 1+ zV
∗
oGb(z)Vo = D
−1
o + 1−
1
1 +m(z)Dob
−∆(z), ∆(z) := (− 1
1 +m(z)Dob
− zV∗oGb(z)Vo). (5.6)
It is notable that ∆(z) can be well-controlled by (5.3). Using the resolvent expansion to the order of two on
(5.6) and by (5.5), we have the following decomposition
< ui,vj >
2=
1 + dj
d2j
(s1 + s2 + s3),
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where si, i = 1, 2, 3 are defined as
s1 :=
1
2πi
∫
Γi
1
d−1j + 1− 1(1+m(z)σb
j
)
dz
z
,
s2 :=
1
2πi
∫
Γi

 1
d−1j + 1− 1(1+m(z)σb
j
)

2 (∆(z))jj dzz ,
s3 :=
1
2πi
∫
Γi
(
1
D−1o + 1− 1(1+m(z)Do
b
)
∆(z)
1
D−1o + 1− 1(1+m(z)Do
b
)
∆(z)
1
D−1o + 1 + zV∗oGb(z)Vo
)
jj
dz
z
.
First of all, the convergent limit is characterized by s1. By the residual theorem and (3.13), we have
1 + dj
d2j
s1 =
1
σgj
1
2πi
∫
γi
f ′(ζ)
f(ζ)
1 + ζσbj
ζ + (σgj )
−1 dζ = δij
1
σgi
f ′(−1/σgi )
f(−1/σgi )
.
Next we will control s2 and s3. For s2, we rewrite it as
s2 =
d2j
2(σgj )
2πi
∫
γi
hjj(ζ)
(ζ + 1
σg
j
)2
dζ, hjj(ζ) := (1 + ζσ
b
j )
2(∆(f(ζ)))jj
f ′(ζ)
f(ζ)
.
For the rest of the proof, we strictly follow that of [9, Section 6.1]. As hjj(ζ) is holomorphic inside the
contour γi, by (4.2) and (5.3), we conclude that with 1−N−D1 probability,
|hjj(ζ)| ≤ |ζ − x1|1/2N−1/2+ǫ1 . (5.7)
By Cauchy’s differentiation formula, we have
h′jj(ζ) =
1
2πi
∫
C
hjj(ξ)
(ξ − ζ)2 dξ, (5.8)
where C is the circle of radius |ζ−x1|2 centered at ζ. Hence, by (5.7), (5.8) and the residual theorem, with
1−N−D1 probability, we have
|h′jj(ζ)| ≤ |ζ − x1|−1/2N−1/2+ǫ1 . (5.9)
When i = j, by the residual theorem and (5.9), we have
|s2| =
∣∣∣∣ d2i(σgi )2 h′jj(− 1σgi )
∣∣∣∣ ≤ d2i(σgi )2 (− 1σgi − x1)−1/2N−1/2+ǫ1 .
When i 6= j, by Assumption 1.8 and the residual theorem, we have |s2| = 0. Finally, we estimate s3. Here
the residual calculation is not available, we need to choose precise contour for our discussion. We summarize
it as the following lemma, whose proof can be found in [5, Section 5.1].
Lemma 5.3. When N is large enough, there exists some constant C > 0, with 1 − N−D1 probability, we
have
|s3| ≤ C
d2j
(σgj )
2
N−1+2ǫ1(
1
ν2j
+
1(i = j)
(− 1
σg
j
− x1)2
).
This concludes the proof.
The proof of Theorem 1.13 is the same as Proposition 5.2 except that we need to change the indices for
any bulk component.
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5.2 Non-outlier eigenvectors
For the non-outlier eigenvector, the residual calculation is not available. Instead, we use spectral decompo-
sition, where we follow the discussion of [5, Section 6] and [9, Section 6.2].
Proof of Theorem 1.15. We firstly suppose that all the outliers are on the right of the first bulk component
and focus on the l-th bulk component. The proof of the general case is similar. For simplicity, we use µj for
µl,j and uj for ul,j . For this subsection, we use the spectral parameter z = µj + iη, where η is the unique
smallest solution of
Imm(z) = N−1+6ǫ1η−1. (5.10)
As a consequence, with 1−N−D1 probability, Lemma 3.4 reads as∣∣∣∣
∣∣∣∣− 11 +m(z)Dob − zV∗oGb(z)Vo
∣∣∣∣
∣∣∣∣ ≤ N4ǫ1Nη . (5.11)
Using the spectral decomposition, we have
< vi,uj >
2≤ ηv∗i ImGg(z)vi. (5.12)
Recall (5.6), by (3.11) and a simple resolvent expansion, we get
< vi, Gg(z)vi >
=
1
z

 1
di
− (1 + di)
d2i

 1
d−1i + 1− 1(1+m(z)σb
i
)
+
(
1
d−1i + 1− 1(1+m2c(z)σbi )
)2
(∆(z))ii
+
(
1
D−1o + 1− 1(1+m(z)Do
b
)
∆(z)
1
D−1o + 1− 1(1+m(z)Do
b
)
∆(z)
1
D−1o + 1 + zV∗oGb(z)Vo
)
ii
)]
. (5.13)
We first observe that
min
i
|m(z) + (σgi )−1| ≥ Imm(z)≫ ∆(z),
where we use (5.11). This yields that∣∣∣∣
∣∣∣∣ 1D−1o + 1 + zV∗oGb(z)Vo
∣∣∣∣
∣∣∣∣ ≤ CImm(z) .
Therefore, we get from (5.13) that
z < vi, Gg(z)vi >=
1
diσbi
1 +m(z)σbi
m(z) + (σgi )
−1 +O
(
1
σgi σ
b
i
|1 +m(z)σbi |2
|m(z) + (σgi )−1|2
N4ǫ1
Nη
)
.
Hence, combine with (5.12), we have
< vi,uj >
2 ≤ η Im 1 +m(z)σ
b
i
z(m(z) + (σgi )
−1)
+O
( |1 +m(z)σbi |2
|z||m(z) + (σgi )−1|2
N4ǫ1
N
)
≤
[
η2
|z|2 Re
1 +m(z)σbi
m(z) + (σgi )
−1 +
µjη
|z|2 Im
1 +m(z)σbi
m(z) + (σgi )
−1
]
+O
( |1 +m(z)σbi |2
|z||m(z) + (σgi )−1|2
N4ǫ1
N
)
. (5.14)
Under Assumption 1.3, by Corollary 3.7 and Lemma 3.11, we have |µj | ≥ τ, where τ > 0 is some constant.
On one hand, using [5, (6.5) and (6.6)], we have
η2
|z|2 Re
1 +m(z)σbi
m(z) + (σgi )
−1 ≤
CNCǫ1
N |m(z) + (σgi )−1|2
,
where C > 0 is some large constant. Similarly, we have
µjη
|z|2 Im
1 +m(z)σbi
m(z) + (σgi )
−1 ≤
Cη
|m(z) + (σgi )−1|2
Imm(z).
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Therefore, we conclude from (3.15), (5.14) and the definition of (5.10) that
< vi,uj >
2≤ N
6ǫ1
N |m(z) + (σgi )−1|2
.
It is easy to check that
m(z) + (σgi )
−1 = m(z)− x1 + x1 + ( 1
σgi
) ∼ √κ+ η + (− 1
σgi
)− x1,
where we use (3.16). This yields that
∣∣Re(m(z) + (σgi )−1)∣∣ = O
(√
κ+ η + (− 1
σgi
)− x1
)
. (5.15)
By the discussion of (6.14) of [5] and (5.15), we conclude that
|m(z) + (σgi )−1|2 ≥ C
(
κdl,j + ((σ
g
i )
−1 + x1)2
)
.
This concludes our proof.
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A Additional proofs
This appendix is devoted to providing the proofs of the lemmas in Section 3, Corollary 1.14 and 1.16.
Proof of Lemma 3.2. Using the identity det(1 +XY ) = det(1 + Y X), µ is an eigenvalue of Qg if and only if
0 = det(Σ1/2g XX
∗Σ1/2g − µ) = det(X∗ΣgX − µ) = det(XX∗Σb(1 +VDV∗)− µ)
= det(Σ
1/2
b (1 +VDV
∗)XX∗Σ1/2b − µ) = det(Qb − µ) det(Gb(µ)VDV∗Qb + 1)
= det(Qb − µ) det(QbGb(µ)VDV∗ + 1).
Using the Woodbury matrix identity
(A+ SBT )−1 = A−1 −A−1S(B−1 + TA−1S)−1TA−1, (A.1)
and
QbGb(µ) = Qb(Qb − µ)−1 = (1−Q−1b µ)−1,
we find that
0 = det((1 −Q−1b µ)−1VDV∗ + 1) = det((1 + µGb(µ))VDV∗ + 1).
Proof of Corollary 3.3. By (1.14), (3.7) and the identity det(1 +XY ) = det(1 + Y X), we have
det((1 + µGb(µ))VDV
∗ + 1) = 0⇔ det(V∗o(1 + µGb(µ))VoDo + 1) = 0,
the proof follows from the fact that Do is invertible.
Proof of Lemma 3.6. We first write
(1 +VDV∗)1/2Gg(z)(1 +VDV∗)1/2 =
(
Σ
1/2
b XX
∗Σ1/2b − z(1 +VDV∗)−1
)−1
= Gb(z)−Gb(z)Vo z
D−1o + 1 + zV∗oGb(z)Vo
V∗oGb(z),
where in the second equality we use (A.1). For simplicity, we now omit the indices for v, d and in this case
Vo = v. Denote G
vv
g,b(z) :=< v, Gg,b(z)v >, we have
Gvvg (z) =
1
d+ 1
Gvvb (z)−
1
d+ 1
(Gvvb (z))
2 z
d−1 + 1+ zGvvb (z)
,
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which implies that
1
Gvvb (z)
+
z
d−1 + 1
=
1
d+ 1
1
Gvvg (z)
.
Writing this in spectral decomposition yields that(∑ < v,ubi >2
λi − z
)−1
=
1
d+ 1
(∑ < v,ui >2
µi − z
)−1
− z
d−1 + 1
. (A.2)
For the rest of the proof, we will strictly follow that of [5, Lemma 4.1]. It is notable that the left-hand side of
(A.2) defines a function of z ∈ (0,∞) with M − 1 singularities and M zeros, which is smooth and decreasing
away from the singularities. Moreover, its zeros are the eigenvalues of Qb. Similar results hold for Qg. Hence,
if z is an eigenvalue of Qg, we should have
(
∑ < v,ubi >
λi − z )
−1 = − z
d−1 + 1
.
We can then conclude our proof using the monotone decreasing property of the left-hand side of (A.2).
Proof of Lemma 3.8. We first observe that
Σ
−1/2
b Σ
1/2
g Gg(z)Σ
1/2
g Σ
−1/2
b = Σ
−1/2
b (XX
∗ − zΣ−1g )−1Σ−1/2b
= (Qb − z + z − zΣ1/2b Σ−1g Σ1/2b )−1
= (G−1b (z) + zVoDo(1 +Do)
−1V∗o)
−1,
where in the last step we use the fact that
Σ
1/2
b Σ
−1
g Σ
1/2
b − 1 = −VD(1 +D)−1V∗ = −VoDo(1 +Do)−1V∗o.
We now again use the Woodbury matrix identity (A.1) to get
Σ
−1/2
b Σ
1/2
g Gg(z)Σ
1/2
g Σ
−1/2
b = Gb(z)− zGb(z)Vo(D−1o + 1 + zV∗oGb(z)Vo)−1V∗oGb(z).
Multiplying Vo on both sides of the equation and using the identity
A−A(A+B)−1A = B −B(A+B)−1B,
we can conclude our proof.
Proof of Corollary 1.14. Without loss of generality, we mainly focus on the case when all the outliers are on
the right of the first bulk component. Recall (1.27) and (1.29), similar to the proof of Proposition 5.2, with
1−N−D1 probability, for i, j ∈ I, we have
< vi,PAvj >= δij1(i ∈ A)ui +N ǫ1R(i, j, A,N), (A.3)
where R(i, j, A,N) is defined as
R(i, j, A,N) :=N−1/2

1(i, j ∈ A)(− 1
σgi
− x1)−1/4(− 1
σgj
− x1)−1/4 + 1(i ∈ A, j /∈ A)
(− 1
σg
i
− x1)1/2
| − 1
σgi
+ 1
σgj
|
+1(i /∈ A, j ∈ A)
(− 1
σg
j
− x1)1/2
| − 1
σg
i
+ 1
σg
j
|

+N−1

( 1
νi
+
1(i ∈ A)
− 1
σg
i
− x1
)(
1
νj
+
1(j ∈ A)
− 1
σg
j
− x1
)

 .
For the general case when i, j = 1, 2, 3, · · · ,M, we denote Iˆ := I ∪ {i, j} and consider
Σˆg := (1 + VˆoDˆoVˆ
∗
o)Σb, Vˆo := [vk]k∈Iˆ , Dˆ := diag(dˆk)k∈Iˆ , (A.4)
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where dˆk := dk for k ∈ I and dˆk = ǫ, ǫ > 0 small enough for k ∈ Iˆ/I. Since |Iˆ| ≤ r + 2 is finite, (A.3)
can be applied to (A.4). By continuity, taking the limit ǫ → 0, we conclude that (A.3) holds true for all
i, j = 1, 2, 3, · · · ,M. For the proof of (1.30), as w =∑Mj=1 wjvj , we have
< w,PAw >=
M∑
i=1
M∑
j=1
wiwj < vi,PAvj > .
Then the proof follows from (A.3).
Proof of Corollary 1.16. For the proof of (1.32), as w =
∑M
j=1 wjvj , we have
< w,uj >=
M∑
k=1
wk < vk,uj > .
The rest of the proof is similar to that of Corollary 1.14 by using the elementary inequality.
B Simulation study
This appendix is used to provide the simulation detail and results of Section 2. We use Figure 3 to show the
simulation results of the examples in Section 2.1. We can see that there exist some outlier eigenvalues in our
general model (in red), and the bulk eigenvalues stick to that of the underlying bulk model (in blue). For the
statistical application of optimal shrinkage of eigenvalues, we focus our discussion on the sample covariance
matrices from Example 2.4 and 2.5. Consider any two matrices, true matrix A and estimation B, we denote
L(A,B) as the loss between A and B. For completeness, we list 10 loss functions and their optimal shrinkers
in Table 1. For more loss functions, we refer to [12]. In each of the examples, we use Figure 4 to show the
simulation results of optimal shrinkers under the 10 different loss functions. For the oracle estimation, we
use Figure 5 to compare our estimation method and the QuEST method. And finally, Figure 6 is used to
show how our results can be employed in the factor model to improve the estimation. For the purpose of
reproducible research, we offer Matlab codes for all the simulation studies in Appendix B on our website
http://individual.utoronto.ca/xcd/.
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Figure 3: Spectrum of the examples. We simulate the spectrum of four 400×800 sample covariance matrices
with different population covariance matrices. The right dots stand for the general model whereas the blue
for the underlying bulk model. The first panel (top left), the second panel (top right), the third panel (bottom
left) and the fourth panel (bottom right) correspond to the Example 2.3, 2.4, 2.5 and 2.6 respectively, where
the entries of X are standard normal random variables. In Example 2.3, the spike locates at 6.
Frobenius matrix norm Shrinker Statistical measure Shrinker
||A−B||F lc2 + s2 Stein loss lc2+ls2
||A−1 −B−1||F lc2+ls2 Entropy loss lc2 + s2
||A−1B − I||F lc2+l2s2c2+l2s2 Divergence loss
√
l2c2+ls2
c2+ls2
||B−1A− I||F l2c2+s2lc2+s2 Matusita Affinity (1+c
2)l+s2
1+c2+ls2
||A−1/2BA−1/2 − I||F 1 + (l−1)c
2
(c2+ls2)2 Fre´chet discrepancy (
√
lc2 + s2)2
Table 1: 10 different loss functions and their optimal shrinkers. l, c, s are computed in Section 2. For the
mathematical definitions of the statistical measures, we refer to [12, Section 5.1].
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Figure 4: Optimal shrinkers under different loss functions. We simulate the optimal shrinkers using Example
2.4 and 2.5. Model two is for Example 2.4 and three is for Example 2.5. F1 to F5 correspond to the Frobenius
matrix norms in Table 1, C1 stands for the empirical eigenvalue and C2 for the true eigenvalue.
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Figure 5: Estimation of oracle estimator. We simulate the estimation of oracle estimators under Frobenius
norm, where the blue line stands for the true estimator, red dots for our estimation and magenta dots for
the estimation using QuEST from [29]. The first panel (top left), the second panel (top right), the third
panel (bottom left) and the fourth panel (bottom right) correspond to the Example 2.3, 2.4, 2.5 and 2.6
respectively, where the entries of X are standard normal random variables. In Example 2.3, the spike locates
at 6.
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Figure 6: Estimation error using POET with information from random matrices theory. We simulate
the estimation error under Frobenius norm, where the blue line stands for the sample covariance matrices
estimation, red dots for our Multi-POET estimation. We find that using information from the sample
covariance matrices can help us improve the inference results. The first panel (top left), the second panel
(top right), the third panel (bottom left) and the fourth panel (bottom right) correspond to the Example
2.3, 2.4, 2.5 and 2.6 respectively, where the entries of X are standard normal random variables. In Example
2.3, the spike locates at 6.
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