Abstract -A tool built from primarily public domain software components is presented to evaluate the pegonnance of packet forwarding devices used in modem TCPIIP based computer networks. The tool makes possible to specifr complex trafic pattems based on a high level definition, then to execute the designed measurements and collect data, to process the results of measurements, and finally to generate high quality figures and tables for presentation. The component based, distributed architecture of the tool assures jlexibility and scalability. After customimtion, the tool allows the performance evaluation of Linux based routers as demonstrated in the example.
I. INTRODUCTION
Packet forwarding devices, switches, routers, proxy servers, firewalls, and others, are the backbone of the modern T C P D based computer networks, such as the global Intemet. These devices are under a fast evolution, because the provided functionality is increasing to accommodate the new applications and needs, and the traffic is growing exponentially parallel with the number of users. As we rely more and more on the infrastructure provided by these networks we need to measure the real word performance of the networks and their components.
To evaluate the performance of such devices expensive measurement equipments are offered by vendors, but these equipment are not optimal in most of the applications because of their price and limited flexibility. For example, they are inaccessible for university research groups and small companies because of their price. In addition, they cannot be used in new research areas because they support a well-defined set of stable network protocols and feature sets.
As an alternative, a distributed performance evaluation tool can be constructed from public domain and commercial software components. The component based architecture promises flexibility, and the distributed nature of the tool assures scalability to larger-scale measurements. The accuracy of results obtained by such a tool is hard to estimate, and needs to be investigated in any new applications, but the credibility can be assured by proper measurement methodology, especially in comparative benchmark studies.
BACKGROUND
The IP Performance Metrics Working Group (IPPM) and Benchmarking Methodology Working Group (BMWG) of the Internet Engineering Task Force (IETF) have published memos on various topics of benchmarking T C P D based networks and devices, see RFC1242 El], RFC2285 121, RFC2330 131 RFC 2544 , and RFC2889 [5] for details. These RFCs define fundamental concepts, common terms and vocabulary, and they deal with a wide variety of issues of performance evaluation.
The systematic steps of computer performance evaluation procedure have been defined by Jain in [6] . There are no identical performance analysis problems but these steps act as a framework which helps to avoid common mistakes. In addition, the concept of distributed monitor has been introduced in [6] , which details the activities required to collect, store, analyze, present, and interpret measurement data from computer systems.
No public domain tool was found which addresses the complex requirements of packet forwarding device performance measurements. Based on case studies found it can be stated that these kinds of measurements are done manually in practice. Public domain software tools are available to generate workload on packet forwarding devices and computer networks like DSB [7] , netspec [8] , or the widely used but outdated ttcp and netperf. Unfortunately, none of them are appropriate for complex, repetitive measurements, and they provide no or very minimal measurement data processing and presentation capabilities. There are other software tools to translate, process, 0-7803-6646-810 1 I$1 0.00 0200 1 I EEE and present data. Text processing tools (e.g., sed) and scripting languages (e.g., perl) can translate file and glue together other software components such as workload generators (e.g., DBS and netspec), data analysis and presentation programs (e.g., gnuplot, Matlab, and MS Excel). UT$ and html tables are also required output formats to present numerical results in publications.
Nearly all measurements in computers and computer networks are traced back to time measurement, therefore proper time measurement and measured time data handling are major concerns. Delay measurement in computer networks requires time synchronization of the participating devices. The possible solutions are global radio systems such as the Global Positioning Satellite (GPS) system, packet based time Network Time Protocol (NTP), and dedicated time/clock distribution networks [9] .
THE ARCHITECTURE OF THE TOOL
There are no identical performance measurement tasks, so creating a monolithic but flexible enough tool was not considered. As a solution, a set of simple tools was built based on available components, and they are glued together for the specific measurement task by perl scripts. Design patterns, i.e., complete measurements created as examples, are provided to help customizing the tool for specific needs.
The list of activities supported by the tool is the following:
Generation of individual measurements from a high level description of the system, the available data sources, and workload parameters; Execution of the individual measurements; Conversion of the collected data from their original formats to common formats; Consistency check of the data and repeating the measurement in case of any inconsistency problem; Data processing and analysis; Presentation, generation of figures and tables.
This feature set defines a flow chart for the tool, which is shown in Figure 1 .
The Generation of individual measurements is done from a high level description of the system, the data sources, and workload parameters based on measurement templates and by text substitution. System configuration modification is not supported between the individual measurements, therefore measurement task requiring such a change, like system tuning, is not possible. DBS or netspec is used in the individual measurements as workload generators, but support for any other workload generator can be added. Both DBS and netspec share the same distributed architecture, in which a central management station host commands the participating request source and sink hosts to generate/absorb the predefined workload. Complete reports of the sent and received workload are sent to the central management station after the workload generation by the sources and sinks. DBS offers per packet details and delay measurements, while netspec collects only averaged statistics. In addition, Simple Network Management Protocol (see RFCl157
[lo]) accessible data sources can be queried, and custom data sources can be defined, implemented, and included in the measurements.
The results of the individual measurements are converted to the format acceptable by the analysis and presentation engine, in our case to matrices stored in binary Matlab data files or in TAB separated text files. Matlab data files are required, because they provide fast and efficient access to the data to Matlab, the primary engine for all higher layer activities. TAB separated data files are necessary and provided as a second option, because they can be loaded into nearly all 3 rd party data collection, analysis and presentation tools, such relational databases, Excel, and gnuplot. The converted data is self-consistent, i.e., all details of data collection is stored with the files.
After conversion the consistency of the measurement is checked. If an individual measurement is found to be inconsistent, i.e., it produces invalid or unacceptable results, it is repeated and the failure is noted. Both the erroneous and the verified results are saved for analysis.
The amount of collected measurement data is excessive most cases. For example, the amount of raw collected data is in the range of 100 Mbytes in router measurements due to the per packet sampling, i.e., multiple data is collected from all packets as they traverse the network such as time received, time sent, etc. The raw data has be stored for later analysis, because new requirements can be formulated later, which requires the processing of the raw data using different methods.
Analysis and presentation are done in MATLAB. The required measures are computed from the collected data. If multiple traffic sources and sinks are used, the traffic streams generated by them are aggregated according to the topology, and overall and per stream measures are computed from all available sources. The common measures, such as throughput in bitls and packetls, packet loss, and some others defined by [ll 121 [3] 141 [5] , are supported from various input data. Unfortunately, the tool is not compliant to these RFCs in its current form, though compliance is a future development goal. The computed measures can be plotted on figures, and tabular form of the numerical data can be exported in HTML or I4Tm tables.
Neither the tool nor its components are calibrated or certified. However, the results can be verified by selecting a proper measurement methodology, and accuracy can be estimated in an actual measurement setup.
IV. EXAMPLE
The measurement of the packet forwarding performance of Linux based software routers was selected as an example to demonstrate the capabilities of the developed tool. Static routing is applied as routing algorithm, because it is the most typical in the application areas of Linux based routers. The routing tables of the routers are populated with the minimum number of entries required to route in the measurement setups. The performance of a router is primarily defined by how many packets it can forward in a second. If the router receives packets close to this limit, it starts to drop packets. Dropped packets may be retransmitted, which increases the traffic even further. Finally, congestion can occur, which is observed by users as the visible degradation of the service.
The most prominent change in TCP/IP network traffic is the continuous decrease of average packet size due to real-time traffic, such as voice transmissions (Internet telephony), realtime team games, real-time networked measurement and control, and other interactive applications. Therefore, it is interesting to investigate that how Linux can handle routing of small packets. Because the network interfaces have defined bandwidth, the number of packets at 100% utilization is inverse proportional to the packet size. User Datagram Protocol (UDP) packets were generated using DBS from the payload size 64 bytes to 8192 bytes as workload. The UDP packets are encapsulated in IP packets in the network layer, than in Ethernet frames in the data-link layer. The encapsulation procedure guarantees defined IP packet and Ethemet frame sizes.
To verify the performance of the traffic source and sink machines a measurement setup without a router is used, see Fig- ure 2 for details. Later all the measurements are repeated with the router in place, as shown in Figure 3 . By comparing these two measurements the performance of the router can be determined if DBS can send and receive more packets than the router can forward, in essence, if the router is the bottleneck in the system. This provision is satisfied in our case. All Linux machines in the measurement setups had the same configuration (memory, CPU, disks, and operating system version) and lOOMbps Ethernet Network Interface Cards (NIC) operating in full-duplex mode connected directly to other machines in the actual measurement setup.
A. Results
The measurement done without routers shows that the packet sending performance of DBS is approximately 35,000 packets/s on the used Linux configuration, see Figure 5 for details.
The maximum achievable utilization of the lOOMbs link dramatically falls as packets smaller than 512 bytes are sent, as shown in Figure 4 . This effect is well known in the literature [11] [12], and it is due to the task switches and hardware interrupts associated with sending information from user mode processes to the NIC through the operating system kernel. The packet loss, plotted on Figure 6 , is approximately 0% at all packet sizes, which means that the DBS sink is capable to handle all packets send by the source.
The performance with router changes very significantly in the region of small packets, because the router can forward only approximately the 50% of the packets sent. In essence, the router can not forward reliably more than 15,000 incoming packets per second, over this limit packet loss occurs. The interrupt handling time of Linux is identified as the main bottleneck defining achievable packet forwarding performance.
V. CONCLUSIONS
A tool built from primarily public domain software components is presented to evaluate the performance of packet forwarding devices. Using the tool it is possible to specify complex traffic patterns based on a high level definition, then to execute the designed measurements, to process the results of measurements, and finally to generate high quality figures and tables for presentation. As an example, the packet forwarding performance of a Linux based router is investigated, and the limitations of such a device is shown. The tool promises to scale to more complex, higher speed devices by using synchronized set of traffic sources and sinks. 
