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Before we perform an action, like picking up a cup, the intention to perform this action 
arises in the brain. Commands are then sent to the peripheral muscles to execute the 
action. Normally this system runs smoothly. However, if there is a defect somewhere in the 
pathway between where the intention is created and the muscles necessary for execution, 
the action will be affected. Several disorders can cause such a defect. Because the intention 
to perform an action is often not affected, we might find other ways to detect someone’s 
intention and hereby circumvent the defect? 
A brain-computer interface (BCI) could perhaps be used to read someone’s intentions. 
BCIs are systems that measure brain activity and translate the activity into actions (Van 
Gerven et al. 2009). Hence, with a BCI you can control a device using only brain activity 
without involvement of peripheral muscle activity. A BCI is able to detect particular brain 
signals. In this thesis the focus is on BCIs in which users need to perform a predefined 
mental task to produce the specific brain signals. In this way they can intentionally control 
the BCI system. The BCI system is trained to recognize these signals and hence can use only 
these tasks and accompanying brain signals. A slightly different type of BCI is a passive 
BCI. This uses neurophysiological signals that reflect cognitive or affective state, induced 
while interacting in the surrounding system (Zander et al. 2008). An example is attention 
monitoring during driving a car. Because in this thesis the focus is on intentionally 
controlled BCIs the passive BCI will not be discussed further. An intentionally controlled 
BCI can be used to control different output devices, depending on the application it is 
used for. The main applications will be discussed.
Initially, BCIs were designed for patients with locked-in syndrome (LIS). These patients 
have normal brain functioning, hence they are conscious, but have only very limited 
possibilities of performing actions because of paralysis (Birbaumer 2006). The only 
communication mode of such a patient, is for example blinking with an eye, or twitching 
Box 1. Slow cortical potential BCI
Slow cortical potentials (SCP) are negative and positive potential shifts that can be voluntary 
regulated. To achieve voluntary self-regulation, training with feedback and positive 
reinforcement of the brain signals is necessary. The first report of a BCI using SCP signals 
included two individuals with advanced stage amyotrophic lateral sclerosis (ALS), who were 
both artificially respirated (Birbaumer et al. 1999). After extensive training of about 300 
sessions, both patients could regulate the SCP with a stable performance of 75% correct. 
They started using a spelling device controlled by self-regulation of the SCP. Both patients 
could write messages with this system, with a rate of about 2 characters per minute. The 
extensive training necessary for this type of BCI, is a disadvantage for clinical applications. 
Therefore, researchers have shifted attention to BCIs using other brain signals. 
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a muscle of the mouth. Patients lacking the ability to communicate in such a limited way, 
are diagnosed with completely locked-in syndrome (CLIS). With a BCI, these patients could 
theoretically use their intact brain activity to communicate. One of the first reports of a BCI 
that was used by patients came from a study in which two locked-in patients could write 
messages by controlling a particular brain wave, the slow cortical potential (Birbaumer 
et al. 1999; see box 1). Other applications of BCIs for these locked-in patients could be 
controlling home automation, controlling a cursor on a computer screen or controlling 
an external robot. These assistive devices applications are not that different from each 
other: only the output device that is attached to the BCI differs. In all these applications 
the output devices have a limited number of selections that can be made. Whether the 
output is selecting a character in a spelling system, choosing the ‘turn the lights on’ option 
in a home automation system, or controlling an external robotic device with a set of pre-
programmed actions, does not make a basic difference for the BCI system. 
A BCI could also be useful for patients who still have limited possibilities to perform 
their own actions, like patients with spinal cord injury (SCI), stroke, or limb amputation. 
The BCI could be used to by-pass the defective nervous system in three ways. First, the 
orthotic devices could be externally controlling a limb by exerting forces on an existing 
limb to perform movements. Second, a prosthetic limb could be used to replace a missing 
limb. Finally, in a neuroprosthesis, the own muscles or nerves in existing limbs could be 
Box 2. Visual matrix speller BCI
The visual matrix speller was first proposed by Farwell and Donchin (1988). In such a spelling 
device, users view a matrix of symbols (see Figure 1) on a computer screen. In the standard 
setting, subjects look at the letter they want to select, and the rows and columns of the matrix 
flash alternately. Often users are instructed to count the number of flashes of the desired 
symbol, i.e. the target. Brain responses to 
targets are different than responses to other 
flashes. This difference can be detected 
by the system, which can then determine 
which symbol was the target. In the initial 
paper by Farwell and Donchin, bitrates of 
about 12 bits/min were achieved. Since 
1988, improvements have been made to 
the design and to the algorithms (to detect 
the different brain responses), and this has 
increased the information transfer rates to 
up to 5 characters per minute in the first 
trial (for a review see Cecotti 2011).
Figure 1. A common display used in the 
visual matrix speller. In this case, the third 
row is highlighted.
A B C D E F
G H I J K L
M N O P Q R
S T U V W X
Y Z 1 2 3 4
5 6 7 8 9 0
General Introduction
4
stimulated to perform movements. The differences between these by-pass application 
and applications in locked-in patients are the demands that patients would have for 
the systems. Patients who would use a BCI as a by-pass can still use other parts of their 
body with which they can control assistive devices. To compete with existing assistive 
devices, the BCI system has to be fast with a number of degrees of freedom similar to 
other assistive devices. Hence, demands on the BCI performance will be higher for such 
by-pass applications.
A field that is close to BCI research, but uses the changes in brain activity slightly 
different, is the field of neurofeedback. With neurofeedback, therapists train patients to 
change specific aspects of brain activity (like the ratio of power in the theta and beta band) 
to a more ‘normal’ level. This is believed to relieve symptoms in various diseases ranging 
from ADHD and autism to anxiety and whiplash. Although the efficacy of neurofeedback is 
still under debate, in many of these disorders (Heinrich et al. 2007), the idea of using brain 
activity to induce changes is perhaps not that illogical. If we can indeed teach people to 
produce different brain activity, and if we can use feedback on these signals to steer this 
learning, another application of BCIs arises, namely the use in motor rehabilitation. Hence, 
we could train patients with paresis caused by brain damage to create more normal motor 
commands. 
An application of BCIs that can be used in both healthy subjects and patients is 
entertainment. BCIs have been incorporated in games, or have been built to independent 
games (for example Mühl et al. 2010). Although the pure brain involvement in the control 
of some of the commercially available games is sometimes questionable, they can be 
quite fun. Furthermore, several artistic applications have been developed like painting 
(Munssinger et al. 2010), and playing or creating music. Such entertainment and gaming 
applications could be a welcome activity for locked-in patients.
Box 3. Imagined movement BCI
The imagined movement BCI is based on brain signals that are associated with actual 
movement, but can also be seen during imagined movement. These signals are the event-
related desynchronization (ERD) and event-related synchronization (ERS). Both signals are 
seen above the motor cortex. The ERD can be seen during movement, while the ERS is seen 
after the movement. Both these signals have been used in BCI research. Initially, subjects 
were trained in several sessions to reliably induce these responses during or following 
motor imagery. More recently, researchers have been focusing on detecting these signals in 
naive users, hence they have shifter the burden of learning from the user to the detection 
algorithms (Blankertz et al. 2007). A disadvantage of these motor imagery BCIs is that about 
20% of potential users do not achieve sufficient performance to control an application. 
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In this thesis, I will focus on only a few of the applications described above. The first is 
controlling assistive devices for locked-in patients. In almost twenty years of research in 
this area, we did not succeed in developing a system that these patients can use on a daily 
basis. I will go into some of the problems that remain in this area and why the focus is on 
a BCI with tactile stimulation. The target group of locked-in patients for these applications 
is rather small. To go a step further in what BCIs can do in clinical settings, we started 
investigating the possible use of BCIs in motor rehabilitation. This is a relatively young 
research area and no proof is yet available of the effectiveness of such methods. However, 
results from several studies support the hypotheses on which it is based and if successful, 
it could be promising for patients with paresis. Before describing these applications I will 
first give some background onn neuroscientific and BCI topics which are important in the 
light of these BCI applications.
Relevant topics for BCI
Measurement techniques
Brain activity can be measured with several techniques. I will only describe here, 
techniques that are used in the field of BCI. The oldest technique used in neuroscience 
to measure brain activity is electroencephalography (EEG). With this technique, 
electrodes at the surface of the head measure the summed electrical activity from many 
pyramidal neurons. Another technique that is based on electrophysiological activity is 
magnetoencephalography (MEG). This technique measures the magnetic flow caused by 
the electrical fields. Both EEG and MEG measure brain activity from outside the scalp and 
measure the sum of millions of neurons and thus a mixture of different signals. Therefore 
these methods cannot measure signals stemming from a source in a single brain area very 
accurately. A couple of invasive techniques have been developed that use electrodes that 
can be placed inside the skull, which can measure activity from a smaller group of neurons. 
The technique that places electrodes on the surface of the cortex just below the skull, is 
called ECoG (electrocorticography). Intracortical recordings, in which the electrodes are 
placed within the brain, increase the precision of the measurement even further. 
Electrical activity is not the only indicator of brain activity: oxygen can be used too. 
Neurons need oxygen for energy production, and oxygen is delivered by the blood. Hence, 
changes in the oxygenation of blood and the total blood volume are an indication of 
brain activity. These changes can be measured with fMRI (functional magnetic resonance 
imaging) or with fNIRS (functional near-infrared spectroscopy). The haemodynamic 
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response is much slower than changes in electrical activity, but the localisation of activity 
with fMRI is more precise.
The choice of the measuring technique in a BCI depends on the application. For 
applications that require home use, the measuring technique should first be portable, 
but also cheap and easy to use. These requirements already exclude fMRI and MEG, 
because these devices are big and expensive. Furthermore, for gaming applications, or for 
rehabilitation training in which the BCI is used only a limited period, invasive techniques are 
not suitable, because of the associated risks. Finally, the measuring technique determines 
which brain signals can be measured. Because electrophysiological and hemodynamic 
methods measure different aspects of brain activity, not all mental tasks can be used with 
both methods. Because of the broad employability of EEG, I will focus on BCIs using EEG 
as a measuring technique in this thesis. 
Evoked and induced responses
The electrophysiological brain signals that are used in BCIs can be divided in two types: 
evoked and induced responses. The evoked responses are triggered by external stimuli, 
and the timing of these stimuli is important to recognize the responses because these 
occur at a specific time delay after the stimulus. Most evoked responses are analysed in 
the time domain, although some are also examined in the frequency domain (for example 
steady-state responses). For the latter, it is important to note that the evoked responses 
are not only time-locked but also phase-locked to the stimulus (van Gerven et al. 2009). 
An example of a BCI using evoked responses is the visual matrix speller (see box 2). In 
contrast, induced responses are either responses to a stimulus or activity accompanying 
a mental tasks, of which the power, rather than the phase, is time locked to the event 
(van Gerven et al. 2009). Induced responses are generally investigated in the frequency 
domain, i.e. they are an increase or decrease in power in a particular frequency band. An 
example of a BCI using induced responses is the imagined movement (IM) BCI (see box 3).
Classification
BCIs depend on the classification of brain signals into predefined classes to select the 
requested action. Although very simple classification could be used, for example a 
threshold on the amplitude of the signal in a particular electrode, more sophisticated 
multivariate machine learning methods are generally applied to exploit as much useful 
information as possible and deal with the large dimensionality of the neuroimaging data. 
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Although the details of these classification methods are beyond the scope of this thesis, 
the main points that are used are explained shortly. 
In simple designs, like the IM BCI with left and right hand imagination, there are just 
2 classes. The classifier separates these classes and the output is most of the time directly 
coupled to these classes, for example, by moving a cursor on a computer screen to the 
left or right. In a more complicated design, this coupling between classes and output is 
not that direct. For example in the visual matrix speller, the classes are targets (flashes of 
characters that are attended) and non-targets (flashes of characters that are not attended). 
The classifier can estimate for each flash of a row or column whether it was a target or not 
as a binary problem. After each sequence of stimuli, a decoding step is necessary which 
combines the stimulation order with the classification results to estimate which character 
was attended. This is a multi-class problem, depending on the number of characters used 
in the design. Moreover, the binary classification rates (the correctness of the classifier) are 
generally too low to rely on a single flash of a row or column; multiple responses need to 
be combined to arrive at a reliable belief about the character that the user is attending to. 
In this thesis I will use both simple designs with 2 classes and a more complicated design 
with 6 classes.
Synchronous versus asynchronous
In BCI designs two main streams can be found, namely synchronous BCIs and asynchronous 
BCIs. In the synchronous BCI the user can only send messages or commands during 
specific times that are determined by the system. Such a system uses stimuli presented 
to the user. First, these stimuli could be used for telling the user when to perform the 
mental task, for example in the induced IM BCI the stimulus can be used to tell the user 
when to imagine a movement. Second the stimuli could be used to evoke a particular 
brain response, like in the visual matrix speller. In this case, the response that is used is an 
evoked response. The advantage of a synchronous BCI is that the system knows when to 
expect a response, which makes detection of the brain signals easier, particularly those 
with a specific temporal evolution. An asynchronous BCI on the other hand, is self-paced: 
users can decide to use the system any time they want, but also choose not to use it. Brain 
activity is constantly measured to find a relevant brain response that stands out of all other 
on-going brain activity. The border between synchronous and asynchronous BCIs can be 
thin. For example, visual stimuli could be used continuously to evoke brain responses, but 
the system only responds if the user selectively attends to the stimuli. I categorize this as a 
synchronous BCI, because the time of selection by the user is dependent on the timing of 
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the stimuli, which is determined by the system. Nevertheless, the stimuli are very close to 
each other in time and occur continuously, so for the user it feels as an asynchronous BCI. 
In this thesis I only make use of synchronous designs, however for end-user applications 
this is not always the best solution. In the decision of designing a synchronous or 
asynchronous BCI, the intended application is a determining factor. For clinical home-use 
applications the BCI most probably needs to be asynchronous. For example, if the BCI is 
used to control a home automation system, the user will not use it constantly. Hence, just 
a synchronous BCI that continuously delivers stimuli may not be ideal. In 2010 a serial 
hybrid BCI was proposed which included both an asynchronous and synchronous BCI 
(Pfurtscheller et al. 2010). An asynchronous switch turned the synchronous BCI on, and 
with the synchronous BCI the selection could be made. This justifies the development of 
synchronous BCIs for home automation control. For rehabilitation purposes, on the other 
hand, a pure synchronous design could be an option, because training time is limited due 
to costs of equipment and availability of health care professionals. 
BCIs for communication and control 
As indicated before, BCIs for communication and control are predominantly intended for 
locked-in patients. Several diseases can cause LIS, of which brainstem stroke is the most 
frequent cause. In BCI literature however, amyotrophic lateral sclerosis (ALS) is focused on 
as a cause of LIS. ALS is a progressive disease in which motor neuron degeneration causes 
muscle weakness and atrophy. Symptoms usually start in the limbs, although in some 
patients swallowing and eating are affected first. The latter is called bulbar onset ALS. 
With progression of the disease, more and more muscles are affected, eventually leading 
to weakness and atrophy of nearly all muscles. Cognitive functioning is usually not 
affected, hence these patients become locked-in. Most ALS patients can still use vertical 
eye movements and lid movements up to the very final stage of the disease (Kotchoubey 
et al. 2003). However, several studies report also about totally paralysed ALS patients with 
lack of voluntary eye movement control, thus being completely locked-in (Kotchoubey et 
al. 2003; Ramos et al. 2011; Kubler et al. 2008; Lulé et al. 2009). Ventilation can prolong the 
life of ALS patients by 250 to 300 days (Lulé et al. 2009), increasing the time patients will 
be in a locked-in state. Although the prevalence of ALS is small, this specific subset of LIS 
patients is focused on in BCI research for communication and control. The reason for this is 
mainly that these ALS patients can be included in a study before they enter the locked-in 
state, which makes evaluation of the BCI systems easier. Whether the results then transfer 
to the locked-in state remains an open question.
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In the (completely) locked-in state, patients can loose the ability to focus their gaze, 
or gaze can deteriorate due to a decrease in the control of eyelids. This loss of control 
of the eyelids diminishes moistening of the cornea which consequently dehydrates. This 
could result in deterioration of vision as well. Therefore, BCIs for communication and 
control targeted at this group should also look into vision- or gaze-independent systems. 
Therefore modalities other than vision are interesting for use in a BCI. One such modality is 
the auditory modality. This modality has been used in BCIs in several investigations (Belitski 
et al. 2011; Kubler et al. 2009; Schreuder et al. 2010). However, a disadvantage of using 
the auditory modality is that this will occupy one of the few channels of communication 
that are left, namely listening to the other person. If instead the somatosensory modality 
is used for the BCI, this is less likely to interfere with channels that are still used for 
communication. Another advantage of the somatosensory modality is that the tactile 
stimuli could be private: the stimuli and stimulators could be invisible and not audible by 
other people. 
Tactile BCI
Tactile stimulation can be delivered mechanically, electrically or pneumatically with air 
puffs. All these types of tactile stimulation evoke transient somatosensory responses in 
the brain that can be measured with EEG. Very early responses, occurring from about 
20 ms after the stimulation to about 100 ms after stimulation are largely determined by 
the stimulation characteristics. Middle and late responses occur from 100 ms after the 
stimulus. Attention modulates somatosensory evoked potentials. Although attentional 
modulation can be found from 50 ms after the stimulus (Iguchi et al. 2002; Iguchi et al. 
2005), later responses are affected more prominently by attention (Mima et al. 1998; Kida 
et al. 2004). If several stimulus classes are used, for example stimuli delivered at different 
fingers, selective attention to one of the stimuli classes will modulate brain responses to 
those stimuli. This attentional modulation could be detected by a BCI system and in this 
way a selection could be made. 
A special type of somatosensory responses is the response to continuous stimuli with 
a fixed frequency. These stimuli evoke a response in the somatosensory cortex with the 
same frequency as the stimulation and its harmonics; this response is called the steady-
state somatosensory evoked potential (SSSEP). Attention also modulates this SSSEP 
(Giabbiconi et al. 2004; Giabbiconi et al. 2007) and these responses are therefore useful 
in a BCI. 
Although the general view is that somatosensensory pathways and hence the tactile 
domain are not affected in ALS, some studies show altered brain responses. Progression of 
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ALS has been show to be associated with a prolonged BOLD response to tactile stimulation 
(Lulé et al. 2010). Furthermore, with electrophysiological recordings it has been shown 
that early responses up to 50 ms after the stimulus show increased latencies (Gregory et 
al. 1993) and reduced amplitudes (Zanette et al. 1996). Early responses after 50 ms are 
generally spared (Zanette et al. 1996). Whether the middle, late, and SSSEP responses and 
the attentional modulation of these responses are affected by the progression of ALS is 
not known. Although these changes in brain responses to tactile stimulation could be 
the result of changes in neurons themselves, they could also be the result of decreased 
input. In case of the latter, the use of a tactile BCI could counter this inactivity and hereby 
diminish these changes in somatosensory responses.
In the first part of this thesis, the main question I will investigate is whether the 
somatosensory modality, more specifically tactile stimulation of fingers, is suitable for BCIs 
for assistive technology. Ideally with a BCI for assistive devices you would like to have as 
many channels as possible, to increase the information transfer rate. This would increase 
the speed with which a message can be conveyed, or an external device can be controlled. 
With tactile stimulation in the BCI, you could use all ten fingers for example. However, 
interaction occurs between ERP responses to simultaneous stimulation of multiple fingers 
occurs (Ishibashi et al. 2000), which could influence performance of a BCI. In chapter 2, I 
will investigate this interaction not only in ERP but also in SSSEP responses. An interaction 
in SSSEP is expected, similar to the interaction in ERP responses, with stronger interaction 
effects when stimulation sites are close together. In chapter 3, a BCI with both transient 
ERP and SSSEP responses will be investigated and compared. In this study, the combined 
use of these responses was also investigated. An increased performance for this combined 
BCI is expected, because the classifier can make use of more information. In chapter 4, the 
performance of a tactile BCI will be investigated in individuals with ALS. In this study, a 
speller application will be incorporated in the BCI, and this was evaluated and compared 
with a visual gaze-independent BCI speller. We expected similar performance between 
the two BCIs.
BCI for motor rehabilitation
The aim of BCI for rehabilitation is to restore motor functioning by changing brain 
activity. In healthy subjects, movements are accompanied by specific activations in the 
brain. During movement, a signal that can be measured with EEG is the event-related 
desynchronization (ERD). This ERD is a decrease in background activity at particular 
frequencies during the movement. Desynchronization means that the neurons do not 
O
N
E
11
fire synchronously, which is seen in the EEG as a decrease in power at those frequencies. 
Such ERD signals are seen during actual movement, imagination of such movement, and 
when patients with paralysis (caused by for example spinal cord injury) attempt to move 
(Müller-Putz et al. 2007). However, the presence of such ERD signals during rhythmic 
walking movements remains to be explored.
Stroke causes alterations in the ERD: the ERD during actual and imagined hand 
movements differs between paretic and non-paretic hands (Kaiser et al. 2012; Stępień 
et al. 2011). Returning these brain signals back to normal could theoretically restore the 
impaired motor signal. Daly and Wolpaw (2008) were the first to describe this idea. They 
presented two strategies in which training of these brain signals related to movement 
could take place. The first strategy is based on neurofeedback. Simple training of the brain 
signals could restore commands to the effectors. Patients could receive feedback about 
how well they can produce the desired brain signals. Training with feedback could increase 
the production of these signals. The mechanism behind this strategy would be based on 
use-dependent plasticity. Use of brain areas causes changes in these areas. Hence, patients 
could be trained to use the brain areas that are not functioning properly anymore. The 
second strategy goes a bit further. It does not only give feedback about the produced 
brain signals, but these signals are used to control a device that assists the movement. This 
practice of the movement then also provides visual, somatosensory and proprioceptive 
feedback, depending on the impairment of the user. The simultaneous production of the 
brain signals and the multi-modal feedback could enhance the plasticity, increasing the 
effect above the level obtained with training the brain signals alone.
One important target patient group for motor rehabilitation with BCI consists of stroke 
patients. These patients have deficits in the pathway from the brain to the muscle effectors, 
because there is loss of brain function due to defects in the blood supply. If motor areas 
are affected, paresis or paralysis of limbs typically occurs. Many of these patients regain 
some motor abilities, predominantly in the first weeks and months after the injury, but 
these abilities remain inferior to those before the stroke. 
A very important aspect in rehabilitation after stroke is locomotion. If patients regain 
the ability to walk, they can often live at home again and are less dependent on care 
of others. Therefore, in this thesis I will focus on the feasibility of using a BCI for the 
rehabilitation of gait. 
In quadrupeds, gait largely relies on subcortical structures (such as spinal rhythm 
generating networks e.g., central pattern generators (CPGs)) for its control (Duysens et 
al. 2013). Therefore it is perhaps not so surprising that in these species there are relatively 
minor deficits in level walking following lesions in the cortex. For example, decorticate 
cats are able to walk more or less normally, provided they are supported and placed on a 
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treadmill (Duysens & Pearson 1976; Duysens 1977). In contrast, when skilled locomotion is 
required (such as in obstacle avoidance or walking along a horizontal ladder for example) 
the deficits are much more pronounced (Lidell & Phillips 1944). In humans, spinal CPGs are 
likely to be involved in gait as well (Duysens & Van de Crommert 1998), but it is generally 
thought that the motor cortex plays an increasingly important role because of bipedal 
gait, requiring additional control of stability (Capaday 2002; Yang & Gorassini 2006; 
Barthélemy et al. 2011).
In principle, supporting evidence of cortical involvement during walking could come 
from neuroimaging studies during walking. However, unlike movements of the arms and 
individual movements of the legs, walking is much less studied with these neuroimaging 
methods, because most measuring techniques do not allow large movements. 
Nevertheless, progression has been made in this direction. With SPECT (single-photon 
emission computed tomography) and PET (positron emission tomography), brain activity 
immediately following a period of walking has been investigated (Fukuyama et al. 1997; 
la Fougere et al. 2010). However, with these techniques only one condition can be 
measured in each session, thus the contribution of different aspects of walking cannot be 
characterized. With fMRI researchers have focused on imagined walking (e.g. Bakker et al. 
2008; Iseki et al. 2008; Jahn et al. 2004; Wagner et al. 2008; Wang et al. 2008). In contrast, 
with NIRS the brain activity can be measured during actual walking (e.g. Koenraadt et 
al. 2013; Kurz et al. 2012; Miyai et al. 2001; Miyai et al. 2006), because this method is 
more mobile and less influenced by movements. With all these haemodynamic methods 
some activations related to locomotion were found in cortical areas, among which the 
supplementary motor area and dorsal premotor cortex. Nonetheless, the temporal 
dynamics of walking cannot be investigated with these methods. Electrophysiological 
methods could give more information about the fast changes in activity that, for example, 
occur within a step cycle. The difficulty of measuring EEG activity during large movements 
like walking is that these movements can cause movement of the cap and cables and thus 
can cause artifacts in the EEG signal. Furthermore, neck muscle activity for balancing the 
head can leak into the EEG signal. Nevertheless, in the last years, some successful attempts 
have been made to measure EEG during walking while removing the walking specific 
artifacts (Gwin et al. 2011; Presacco et al. 2012). Hence, measuring brain activity during 
walking with EEG is not impossible anymore.
In the second part of this thesis, the main question that I will investigate is the possible 
use of walking related brain activity to control a BCI. In the future, this could be used 
in rehabilitation settings to train stroke patients to produce these signals, and control 
a locomotor device for training purposes. In chapter 5, I will investigate the ERD during 
actual walking. The ERD is the signal that is used with imagined movement in BCI, and 
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hence this is the most logical choice to start investigating a BCI for gait rehabilitation. We 
expect to find an ERD over the central motor cortex similar to what one finds with other 
leg movements. In chapter 6 this ERD will be used not only during actual walking, but also 
during imagined walking to control a BCI. Furthermore, in this chapter the effect of the 
level of automaticity of the walking movement will be investigated. A larger contribution 
of cortical areas during more complex walking tasks is hypothesized to lead to better 
classification of these tasks.

Transient and steady-state 
interactions
Severens, M., Farquhar, J., Desain, P., Duysens, J. & Gielen, C., 2010. Transient and steady-state responses to mechanical 
stimulation of different fingers reveal interactions based on lateral inhibition. Clinical Neurophysiology, 121(12), 2090–
2096.
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ABSTRACT
Objective: 
Simultaneous tactile finger stimulation evokes transient ERP responses that are smaller than the 
linear summation of ERP responses to individual stimulation. Occlusion and lateral inhibition are 
two possible mechanisms responsible for this effect. The present study disentangles these two 
effects using steady-state somatosensory evoked potentials (SSSEP). Simultaneous stimulation on 
adjacent and distant finger pairs with the same and different stimulation frequencies are compared.
Methods: 
The index finger (IF), middle finger (MF) and little finger (LF) were mechanically stimulated with a 
frequency of 18, 22 or 26 Hz, respectively. Stimulation was applied for each finger separately, and for 
the IF (18 Hz) in combination with either the MF or LF for 22 and 26 Hz, respectively. A measure for 
interaction (IR) was calculated for the P60 component and the SSSEP amplitude.
Results: 
Significant interactions were found in both the P60 response and in the SSSEP response. Stimulation 
of adjacent finger combinations caused more interaction than distant finger combinations. No 
difference was found between stimulation of two fingers with the same or a different frequency.
Conclusion: 
Our results indicate that lateral inhibition is mainly responsible for the interaction effect.
Significance: 
These observations provide further insight in the mechanisms behind interaction between 
somatosensory inputs.
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1. INTRODUCTION
When part of the body is stimulated by tactile vibration at a particular frequency, a 
periodic electrophysiological brain response is elicited in the EEG activity. This response, 
called the steady-state somatosensory evoked potential (SSSEP), has the same frequency 
components as the driving tactile stimulus and sometimes also higher harmonics. The 
largest response amplitudes are typically observed for stimulation frequencies near 20 
Hz (Müller et al. 2001; Tobimatsu et al. 1999). Simultaneous stimulation of the left and 
right index finger with two different frequencies elicits a SSSEP with both frequency 
components and spatial attention to one of the tactile stimulation sites can modulate this 
response (Giabbiconi et al. 2004). Attending to one of several stimulus trains results in an 
increase of the SSSEP amplitude of the frequency of the attended stimulus relative to that 
of the unattended stimuli.
Several studies using event-related potentials (ERP) and fields (ERF) have described 
an interaction effect when two tactile stimuli are applied simultaneously (Biermann et 
al. 1998; Gandevia et al. 1983; Hoechstetter et al. 2001; Ishibashi et al. 2000). For a linear 
system, the response to two simultaneously applied stimuli should be equal to the sum of 
the responses to each stimulus separately. These studies have shown that the amplitudes 
of the ERP and ERF components following simultaneous stimulation are in general 
smaller than the arithmetic sum of the amplitudes for separate stimulation. This process 
is known as sensory gating. Similar interaction effects have been found using electrical 
nerve stimulation (Ishibashi et al. 2000; Okajima et al. 1991) or using a combination of 
stimuli with different sensory or sensorimotor modalities (Abbruzzese et al. 1980; Cheron 
& Borenstein 1991; Kakigi 1986). Several studies have shown that this deviation from 
linear addition is related to the physical distance between the two stimulation sites. The 
interaction is stronger when adjacent fingers are stimulated compared to simultaneous 
stimulation of non-adjacent fingers of the same hand (Biermann et al. 1998; Ishibashi et 
al. 2000; Tanosaki et al. 2002; Hsieh et al. 1995). These interaction effects have most often 
been described in finger or hand stimulation but have also been observed for other parts 
of the body (Kakigi & Jones 1986; Naka et al. 1998; Kakigi & Jones 1985).
Two neuronal mechanisms have been proposed to underlie this interaction effect. 
Gandevia et al. (1983) argued that the interaction effect might reflect occlusion at a 
subcortical or cortical level due to convergence of sensory inputs. A neuron responding to 
both stimulations separately might respond less vigorously in the condition of simultaneous 
stimulation. The total EEG response will then be less than the sum of the individual responses. 
The second mechanism suggested to play a role is active lateral inhibition (Gandevia 
et al. 1983; Tanosaki et al. 2002). Two neuronal assemblies simultaneously activated by 
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stimulation of two fingers might inhibit each other by lateral inhibition. Both hypotheses 
can explain the effect of distance between stimulation sites, because both convergence 
and lateral inhibition are stronger for stimulation of neighboring sites than for stimulation 
of more distant sites because of the somatotopically organized sensorimotor cortex. 
However, the timeframe in which these mechanisms operate is different. For occlusion the 
limiting factor is the refractory period of action potentials, which is about 1 or 2 ms. Therefore, 
only responses to spike inputs arriving within a few ms will be affected by occlusion. 
Lateral inhibition is mediated by a different mechanism involving inhibitory processes at 
a much longer time frame. The observation that the N20m response to paired stimulation 
is reduced for inter-stimulus intervals (ISI) shorter than 120–150 ms has been attributed 
to infield inhibition (Gardner 1984) or lateral inhibition (Forss et al. 1995). Furthermore, 
there are some indications that lateral inhibition is most likely responsible for the 
interaction effect (Costa et al. 2008; Huttunen et al. 1992). However, to our knowledge no 
study was able to clearly disentangle the two mechanisms. 
The aim of this study was to investigate the interaction between responses to tactile 
stimulation of nearby and distant fingers at various stimulation frequencies to see whether 
we could discriminate between the two possible mechanisms for non-linear interaction. 
In order to do this, we started with investigating whether the non-linear interaction effect 
observed in ERPs and ERFs can also be observed in the steady-state response, which 
might be important for SSSEP-based applications. For example, simultaneous stimulation 
with different frequencies has been suggested as a method for finger representation 
mapping (Bardouille & Ross 2008; Diesch et al. 2001; Pollok et al. 2002). Furthermore, 
the SSSEP, and more specifically its attentional modulation property, has been used in 
a brain-computer interface (BCI) (Müller-Putz et al. 2006; Zhang et al. 2007). In a BCI the 
goal for the subject is to intentionally modify a brain signal that can be detected by a 
computer and then translated into a useful output for interaction with the environment 
(Van Gerven et al. 2009). By attending to one of several tactile stimuli with a particular 
frequency, the SSSEP at this frequency is expected to be enhanced. The computer then 
can detect this modulation and thus can ‘read’ which finger was attended. Müller-Putz 
et al. (2006) showed that with this type of BCI classification rates can be achieved in the 
range between 53 and 88%. 
To disentangle the interaction effects due to occlusion and lateral inhibition, we 
applied tactile stimuli simultaneously and slightly shifted in time on adjacent (IF&MF) 
and distant (IF&LF) fingers. For simultaneous stimulation we used the same stimulation 
frequency (18 Hz) for both fingers. We also used two different stimulation frequencies on 
two fingers (18&22 or 18&26 Hz), because then most tactile stimulus taps do not arrive 
at the same time. We hypothesized that if occlusion is causing the interaction effect, the 
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interaction will be stronger when identical stimulation frequencies are used than when 
different stimulation frequencies are used. 
2. METHODS
2.1. Participants
Nine healthy volunteers (age range: 21-34 yr, 5 male, 4 female) participated in this 
experiment. All subjects were healthy and none of the subjects was ever diagnosed with 
any neurological disorder. The experiment was approved by the ethical committee of the 
faculty of social sciences at the Radboud University Nijmegen.
2.2. Stimuli/materials
Piezo-electrical Braille stimulators were used to mechanically stimulate the fingertips. 
Five Braille stimulators were situated on five stacked discs forming a cylinder, which the 
subjects could grasp with the right hand (see Figure 1). Each Braille stimulator had two 
rows with four pins each. We used square-wave pulses which pushed all pins out by about 
0.5 mm. The frequency of stimulation varied per condition (see Table 1). Each disc could 
Figure 1. Braille stimulators are placed inside five stacked disks. The disks of the cylinder could 
be rotated individually to adjust optimal placement of the Braille stimulators on the fingers of 
the subject, when he grasped the cylinder.
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be rotated to ensure full contact of the Braille stimulators with the finger tips. In this 
experiment only the second, third and fifth Braille stimulators were used, stimulating the 
index finger, middle finger and little finger.
The standard method for looking at interaction effects is by comparison of the 
responses to simultaneous stimulation of two fingers with the sum of the responses to 
separate stimulation of each finger. As a control stimulus, the index finger (IF) of the right 
hand was stimulated at 18 Hz. An interfering stimulus was applied to another finger on 
the same hand separately or simultaneously with the control stimulus. To test for a spatial 
proximity effect the index finger was stimulated together with the middle finger (MF) and 
the little finger (LF). To investigate an effect of stimulation frequency, three frequencies (18, 
22 and 26 Hz) were used as interfering stimuli. Table 1 gives an overview of all stimulation 
conditions. 
2.3. Electrophysiological recordings
EEG was recorded with 256 (5 subjects) or 64 (4 subjects) sintered Ag/AgCl active 
electrodes referenced to the mean of all electrodes. The EEG signals were amplified using 
a Biosemi ActiveTwo AD-box and digitized at a sampling rate of 2048 Hz. To ensure good 
recordings, values for offset amplitude and jitter in offset were kept below 25 mV and 
0.2 mV, respectively. 
Table 1. Overview of the various stimulus combinations in this study. The control stimulus 
(S1) corresponds to stimulation of the index finger at 18 Hz and is the same in each condition. 
The interfering stimulus (S2) is specific for each combination. IF, MF and LF refer to index 
finger, middle finger and little finger, respectively. The number after IF, MF and LF refers to 
the stimulation frequency. ADJ = adjacent (i.e. simultaneous stimulation of index finger and 
middle finger), DIST = distant (i.e. simultaneous stimulation of index finger and little finger), 
SAME = same stimulation frequency, DIFF = different stimulation frequency.
Interaction combination Stimulation condition
S1 separately S2 separately S1 and S2 
simultaneously
ADJ_SAME IF18 MF18 IF18 & MF18
ADJ_DIFF_22 IF18 MF22 IF18 & MF22
ADJ_DIFF_26 IF18 MF26 IF18 & MF26
DIST_SAME IF18 LF18 IF18 & LF18
DIST_DIFF_22 IF18 LF22 IF18 & LF22
DIST_DIFF_26 IF18 LF26 IF18 & LF26
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Data was pre-processed offline to remove artifacts using the following steps. First the 
data was down-sampled from 2048 Hz to 512 Hz. Then EEG channels, which had artifacts, 
were identified for rejection for each trial. Criteria for rejection were based on thresholds 
for offset amplitude (~35 mV), power around the 50 Hz bin (6 μV2) and the maximum 
derivative of the signal (150 mV per sample). In some channels there was leakage of the 
tactile stimulation signal into the EEG signal. This was obvious when an electrical artifact 
of the tactile stimulation signal was observed in the EEG with a negligible latency, too 
small for neuronal conduction delays. In order to detect these channels, we have used 
tactile pseudo random noise codes (Farquhar et al. 2008; Marmarelis & Marmarelis 
1978) to measure the time lag of the stimuli at each channel. These codes have an 
autocorrelation equal to zero, except at time lag zero. Regression analysis of the EEG with 
the stimulation code peaks at the time delay of the presented noise code in the EEG. 
Channels with signals that are significantly correlated to the stimulus with a small time 
delay were removed from further analysis. After bad channel removal the signals were re-
referenced to an average over the remaining channels. Subsequently, the 256 electrode 
data was spatially down-sampled to the standard 10-20 layout (Jasper 1958) with 64 
electrodes using spherical spline interpolation (Perrin et al. 1989). A set of frontal and 
occipital electrodes was removed from the 64 electrode data for further analysis because 
of eye-movement artifacts and large alpha waves, which obscured an accurate estimate 
of the ERP responses. The position of the remaining electrodes that have been used in this 
study are indicated by black dots in the topoplots in section 3. Finally linear trends were 
removed from the data. 
2.4. Procedure
After electrode placement subjects were seated in an electrically shielded room in front of a 
computer screen. Subjects were instructed to look at a fixation cross during the recordings 
to avoid eye movements as much as possible. The data was recorded in four blocks. In the 
first two blocks only the reference frequency (18 Hz) was used (stimulation conditions 
IF18, MF18, LF18, IF18 & MF18 and IF18 & LF18). The other 8 stimulation conditions (MF22, 
MF26, LF22, LF26, IF18 & MF22, IF18 & MF26, IF18 & LF22 and IF18 & LF26) were tested in 
the last two blocks. Each block consisted of 8 sequences with 32 or 36 trials each. The 
order of trials was randomized within each block. In total, each stimulation condition was 
repeated 64 times. A trial consisted of a rest period of 0.5 s and a stimulation period of 
2.5 s. In some of the rest periods the pins of one Braille cell were moved in and out once. 
Subjects were instructed to count how many of these short stimuli in the rest periods 
occurred within one sequence. This task was only used to assure that subjects paid 
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attention to the tactile stimuli. To mask any sound produced by the stimulators, pink noise 
was played over loudspeakers, both during the rest and stimulation period. 
2.5. Data analysis
Data signals were analysed using Matlab 7.4.0 (The Mathworks, Natick, MA, USA). Because 
we were interested in non-linear interactions for simultaneous stimulation of two fingers 
compared to the amplitude of responses to separate stimulation of these fingers, an 
interaction ratio was calculated, with the following equation (adapted from Hsieh et al. 
1995):
in which IR is the interaction ratio, SIM represents the response amplitude for simultaneous 
stimulation condition, and S1 and S2 are the response amplitudes for separate stimulation 
conditions. In this way six interaction ratios were calculated (see Table 1). If the interaction 
ratio is positive, there is a non-linear enhancement of the amplitude of the response to 
simultaneous stimulation compared to the sum of the amplitudes in the two individual 
stimulations. 
During EEG recordings, each electrode not only receives signals from several different 
sources within the brain due to volume conduction but also noise from external sources. 
To get source activity of the somatosensory responses without actually performing a 
source localisation (which is based on several assumptions about volume conduction) 
we applied spatial filtering of the data. In both ERP and SSSEP data spatial filtering was 
performed based on finding the maximum response. In the ERP signals this was done by 
correlating the data with a template ERP response, which was based on the grand average 
response over all subjects and conditions. For the SSSEP signals the strength of the SSSEP 
response determined the weights of the spatial filter. 
2.5.1. ERP
For the ERP analysis epochs from 300 ms before to 600 ms after the start of the stimulation 
were used. The data in these epochs were analysed using a few extra pre-processing steps. 
Epochs containing artifacts, such as eye blinks, were rejected from further analysis if the 
standard deviation (SD) of a frontal electrode (Fpz) was 1.7 times larger within a sliding 
window of 250 ms than the average SD of the whole epoch. Furthermore, the EEG was 
filtered with a band-pass filter of 2–45 Hz. The ERPs in the time interval from -150 to 
200 ms relative to onset of the stimulus were base-lined with the average amplitude over 
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the 150 ms preceding the stimulus. This results in a vector Si per condition for channel i, 
with 1 ≤ i ≤ N, in which N is the total number of channels. The components Sij correspond 
to the j time samples of the ERP signal with 1 ≤ j ≤ M in which M corresponds to the 
length of the ERP signal. A template ERP response was calculated based on the average 
response over all subjects. This template was then windowed around the start of the first 
clearly visible positive and the end of the subsequent negative peak with a smooth cosine 
window, to focus on the transient response only. To find the transient response with a 
high signal–to–noise ratio, the windowed template was then used to create a normalized 
spatial filter per subject and stimulation condition, with the following equation:
in which X is a matrix with in each row the pre-processed, base-lined, and averaged ERP 
response Si of channel i, T is a vector with the windowed template (in time), ||XT|| is the 
Euclidean norm of XT, and F is the spatial filter. The normalization of XT with the Euclidean 
norm is necessary to be able to compare the different conditions. On the base-lined multi-
channel ERP response this spatial filter is then applied by multiplication (XF = F
TX) resulting 
in a one-dimensional temporal response for each subject and condition (XF). From the 
spatially filtered response the amplitude of P60 was determined. The peak amplitude of 
this P60 response was used to calculate the interaction ratio of the transient ERP response. 
2.5.2. SSSEP
For the SSSEP analysis the epoch of interest started 500 ms after onset of the stimulation 
and lasted to the end of the stimulation period. This insured that no ERPs evoked by the 
start of a stimulus contaminated the steady-state data. Per subject a spatial filter (G) was 
calculated. G was defined as the eigenvector of the covariance matrix WWT with the 
largest eigenvalue. Here W is a vector with the power of the mean EEG response over all 
conditions band-passed at the control stimulus frequency (18 Hz). The largest component 
was selected because this component explains most of the variance in the data. The 
EEG time-series averaged over trials per subject and condition (Y) was then multiplied 
with this spatial filter (YG = G
TY) to get a SSSEP signal with a high signal-to-noise ratio. 
On these spatially filtered EEG signals (YG), the frequency spectrum was calculated for 
each condition, with a fast Fourier transform (FFT). The amplitudes at the stimulation 
frequencies were used to calculate the interaction ratios with Equation (1), in which SIM, 
S1 and S2 represent the sum of the amplitudes in the frequency bins of interest (18, 22 
and 26 Hz). 
	  
F = XT
XT
(2)
Transient and steady-state interactions
24
2.6. Statistical analysis
To test for significant interactions (IR > 0) and differences between finger combination 
(adjacent vs distant) and frequencies of stimulation (SAME vs DIFF-22 and 
SAME vs DIFF-26), a within subject randomization test was used (Maris & Oostenveld 
2007). 
3. RESULTS
3.1. ERP
In the ERP responses a clear positive peak with a latency of about 60 ms and a negative 
peak near 90 ms after stimulus onset were visible (see Figure 2a). This negative peak 
was not consistently present in all subjects and all stimulation conditions. Therefore, the 
interaction ratio was based only on the peak amplitudes of the P60 response. Figure 2b 
shows the windowed template ERP (T) created from the grand average ERP data, which 
was used to build the spatial filter (filter F in Equation (2)).
Figure 2. (a) Superposition of ERP response (Si) for each individual subject (1 line per subject) 
obtained by averaging over all stimulation conditions for electrode CP5. A P60 and N90 
response can be seen. (b) Windowed temporal template ERP. This template was correlated with 
the EEG data to create a spatial filter for the 64 electrode EEG data.
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The weights of the spatial filter (see for an example Figure 3a) resemble the EEG 
activation pattern of the P60 response. In this case an ipsilateral fronto-central and a 
contralateral central-parietal activation area reveal changes in activity. However, the 
distribution of the weights of these spatial filters differed depending on the finger that 
was stimulated. Such differences in the distribution for stimulation of different fingers 
were found in all subjects. Therefore, the individual spatial filters for each stimulation 
condition were used for further analysis.
The grand average spatial filtered ERP responses show a smaller P60 response in 
the simultaneous stimulation compared to the sum of the individual stimulations (see 
Figure 3b for an example interaction combination). The peak P60 response was used to 
calculate the IR per interaction combination and these were then used to for statistical 
analysis. Figure 4 shows IRs for this and all other interaction combinations. All interaction 
combinations show a suppressive interaction effect (i.e. IR > 0, p < 0.05). 
There was a trend for larger interaction for the adjacent finger combination than for 
the distant finger combination, in both the SAME (5 out of 9 subject) and DIFF-22 (6 out 
of 9 subjects) frequency combination. These differences, however, were not significant 
Figure 3. ERP results. (a) Example of a spatial filter for subject 6 in arbitrary units. This figure 
shows the topography of the filter for the IF18 & MF18 stimulation condition, resembling the 
activation pattern of the P60 response. Black dots indicate the electrodes used for analysis. 
To reduce extrapolation in the plotting, electrodes on the edge of the head plot (circles) are 
included with zero weights. (b) Grand average of the spatial filtered ERP response (XF) for the 
ADJ_DIFF_22 interaction combination. The plots show the ERP responses to the simultaneous 
stimulation of both fingers (solid line) and the sum of both single stimulations (dashed line). 
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(p = 0.06 and p = 0.13 for the SAME and DIFF-22, respectively). No differences between 
stimulation frequency combinations (SAME vs DIFF-22 and SAME vs DIFF-26) within the 
adjacent finger combination (dark bars) were found. In the distant finger combination, 
the IR for the DIFF-26 frequency combination is larger than for the SAME frequency 
combination. This difference, however, was not significant (p = 0.053). 
3.2. SSSEP
The topography of the spatial filter weights (Figure 5a) indicates that the SSSEP is most 
pronounced at two activation sites; a fronto-central and a central-parietal electrode 
group. This SSSEP is clearly present during the stimulation period, as it is much larger 
during stimulation than during the rest period (see Figure 5b). Activity at the stimulation 
frequency in the rest periods reflects the normal background EEG activity. Just after the 
start of the stimulation, the SSSEP builds up and decays back to baseline level after the 
end of the stimulation.
The amplitude of the signal at the stimulation frequencies is smaller for the 
simultaneous stimulation condition than for the linear summation of the individual 
stimulation responses (see Figure 5c for an example spectrum). The decreased response 
to the simultaneous stimulation is reflected in the interaction ratio, which was used for 
statistical analysis and is shown for all interaction combinations in Figure 6. Interaction 
ratios for all interaction combinations were larger than zero, indicating a suppressive 
interaction (p < 0.05). 
Figure 4. Interaction ratios calculated for the ERP responses to onset of stimulation. Bars are 
grouped by the three stimulation frequency combinations (SAME, DIFF-22 and DIFF-26). Dark 
bars represent the adjacent conditions and white bars the distant conditions. Asterisks indicate 
significant suppressive interaction (IR > 0), * p < 0.05, ** p < 0.01.
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Figure 6. SSSEP Interaction ratios during the steady-state stimulation periods. Bars are grouped 
by the three stimulation frequency combinations (SAME, DIFF-22 and DIFF-26). Dark bars 
indicate the adjacent conditions and white bars indicate the distant conditions. Asterisks 
indicate significant suppressive interactions (IR > 0), brackets indicate significant differences 
between adjacent and distant conditions, * p < 0.05, ** p < 0.01.
Figure 5. SSSEP results. (a) Filter weights in arbitrary units of the SSSEP spatial filter (G) averaged 
over subjects, showing a fronto-central and central-parietal activation area. Black dots indicate 
the electrodes used for analysis. To reduce extrapolation in the plotting, electrodes on the 
edge of the head plot (circles) are included with zero weights. (b) Example spatial filtered EEG 
data (YG, see section 2.5.2.) filtered around 18 Hz for the IF18 & MF18 stimulation condition 
of subject 6. The black line indicates the stimulation period, the grey line the SSSEP analysis 
epoch. In the rest period there is a baseline level of 18 Hz activity, due to normal EEG activity. 
During stimulation a clear increase in this 18 Hz activity can be seen, giving rise to the SSSEP. 
(c) Amplitude spectra of the steady-state response (YG) of ADJ_DIFF_22 interaction combination 
for an example subject (6). The plot shows the index finger stimulation (18 Hz, dashed line) 
middle finger stimulation (22 Hz, dotted line) and the simultaneous stimulation (IF18 & MF22 
solid line). Peaks in the spectrum correspond to the stimulation frequencies.
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An effect of spatial proximity was also found in the SSSEP interaction ratios. For the 
SAME and DIFF-22 stimulation conditions the mean interaction ratio for the adjacent 
finger combination was significantly larger than for the distant combination, (8/9 subjects 
and 9/9 subjects, respectively; p < 0.05). The difference between the interaction ratios 
for the adjacent and distant finger combination for the DIFF-26 stimulation frequency 
was not significant. As in the ERP interaction ratios, the interaction ratios of the SSSEP 
responses did not significantly differ for different stimulation frequency combinations 
(SAME vs DIFF-22 and SAME vs DIFF-26), neither for the adjacent nor for the distant finger 
combination.
4. DISCUSSION
In the present study we have investigated the interaction effect on ERPs and SSSEPs 
for combined tactile stimulation of adjacent and distant fingers at different stimulation 
frequencies. Both in the ERPs and SSSEPs, an interaction was found for all interaction 
combinations indicating that the response to simultaneous tactile stimulation is 
significantly less than the linear summation of the responses to separate stimulation. 
A significantly larger interaction was found for adjacent stimulation relative to distant 
stimulation for the SSSEPs, in the SAME and DIFF-22 frequency combination. Variations in 
stimulation frequency (SAME and DIFF conditions) did not result in significantly different 
interaction ratios for the ERPs and SSSEPs. 
The average weights of the spatial filter for the steady-state responses indicate which 
electrodes have high amplitude signals at the stimulation frequency. The topography of 
these filter weights corresponds well with the topography of SSSEP responses reported in 
previous studies. For example, Giabbiconi et al. (2004) found greatest SSSEP amplitudes 
at frontal and fronto-central electrodes. Moreover, Pollok et al. (2002) reported that the 
SSSEP responses in MEG could be explained by a single dipole in SI. This observation, 
together with the very similar interaction results for the ERP and SSSEP responses provides 
strong evidence that similar neuronal structures underlie the interaction effects.
The aim of this experiment was to use stimulation at different frequencies to distinguish 
between the effects of occlusion and lateral inhibition. The idea was that if occlusion 
was the underlying mechanism for the interaction, a stronger interaction would be 
observed for simultaneous stimulation of two fingers at the same frequency compared to 
stimulation at different frequencies. This differs from the effects that would be predicted 
if lateral inhibition would be responsible for the interaction effect. As mentioned before, 
lateral inhibition has a much longer timeframe of 150 ms (Forss et al. 1995). For the 
TW
O
29
optimal SSSEP stimulation frequencies the time between subsequent tactile stimuli 
is within this period. In this experiment, this time was between 38 ms (corresponding 
to 26 Hz stimulation) and 56 ms (corresponding to 18 Hz stimulation). Therefore, lateral 
inhibition predicts an attenuation for simultaneous stimulation for all frequencies in this 
range, independent of whether the stimulation frequencies are the same or different. Our 
results show an interaction effect for all stimulation sites and all stimulation frequencies. 
Furthermore, no significant stronger interaction was found when stimulating with the 
same frequency compared to stimulating with different frequencies. These results provide 
support of lateral inhibition as the main mechanism for the interaction effect.
Interaction of somatosensory impulses has been found at different levels of the 
somatosensory pathway, from brainstem to cortex (Costa et al. 2008; Hsieh et al. 1995). 
The recovery time of these interaction effects differs between subcortical and cortical 
responses. The interaction effects in the thalamus have a recovery time of about 40 ms, 
which implies that ISIs longer than 40 ms will not evoke interaction effects (Costa et al. 
2008). These results are compatible with the notion that active lateral inhibitory processes 
rather than occlusion effects underlie the thalamic interaction effects. In somatosensory 
cortex the recovery of early cortical responses, such as the N20 component, however, 
continues after 50 ms (Costa et al. 2008) and can be as large as 120–150 ms (Huttunen 
et al. 1992; Wikstrom et al. 1996). Quite surprisingly, later components like the P60 are 
attenuated for ISIs as large as one s (Wikstrom et al. 1996). All these results are in favor of 
the hypothesis that long lasting inhibitory processes, such as lateral inhibition, are the 
cause of these interaction effects.
A comparable interaction effect with continuous frequency stimulation has been 
described in cats using optical imaging (Tommerdahl et al. 1999). In that study the effect of 
combined flutter (up to 50 Hz) and vibration (50 Hz and higher) stimulus was investigated. 
They found that the increase in absorbance in the primary somatosensory cortex (SI) that 
is found with pure flutter stimulation was less when a combination stimulus of flutter and 
vibration was applied. The authors concluded that vibration stimulation has a powerful 
inhibitory action on SI. Our results show, however, that this inhibitory action is not 
restricted to vibration stimulation; simultaneous flutter stimulation has a similar effect.
Interaction of the P60 component in the ERP has most often been investigated by 
simultaneous transient stimulation on multiple sites (Gandevia et al. 1983; Ishibashi et al. 
2000; Simões et al. 2001; Hsieh et al. 1995). This is comparable with our SAME frequency 
interaction combinations. However, the results for the interaction ratio for simultaneous 
stimulation in the literature are contradictory. Some studies have shown a significant 
interaction effect and an effect of spatial proximity (Hoechstetter et al. 2001; Ishibashi 
et al. 2000). As far as one can judge the degree of interaction was comparable with the 
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interaction found in the current study. On the other hand, Tanosaki et al. (2002) did not find 
a significant interaction on the P60 component. However, this study is less comparable to 
our study, because two modalities (electrical and tactile stimulation) were used in the 
former. With respect to the effect of adjacent versus distant stimulation of fingers, we did 
find a (non-significant) trend in that the interaction effect tended to be smaller for distant 
finger stimulation. This difference was significant in the SSSEP responses. The variation in 
the P60 responses, however, was larger than in the SSSEP responses. Therefore, this trend 
in the P60 responses may reflect a true effect in agreement with the results of Hoechstetter 
et al. (2001) and Ishibashi et al. (2000). 
The current findings show that the interaction effect of simultaneous stimulation of 
two fingers in transient ERP responses can also be observed in the steady-state signal. 
Furthermore, in some frequency combination conditions a difference was found between 
stimulating an adjacent or distant finger simultaneously in both the ERPs and SSSEPs. The 
interaction was stronger in the adjacent compared to the distant stimulation combination, 
which is in agreement with previous findings (Biermann et al. 1998; Ishibashi et al. 2000; 
Tanosaki et al. 2002; Hsieh et al. 1995). This spatial proximity effect was not found in the 
DIFF-26 stimulation conditions in the ERP and SSSEP. The responses to stimulation with 
26 Hz were smaller than to stimulation with 18 and 22 Hz. The interaction ratios based 
on these responses, therefore, may have been more affected by normal EEG noise and 
hence, more variable. This might explain why differences between adjacent and distant 
stimulation conditions could not be observed in these DIFF-26 conditions. Nevertheless, a 
significant interaction effect (IR > 0) is present in these conditions. 
The spatial proximity effect in the ERP and SSSEP is probably caused by the adjacent 
finger representations in SI. In area 3b the receptive fields are somatotopically organized 
in the order of the fingers and there is only a small overlap (Hsieh et al. 1995; Ishibashi et 
al. 2000). Hence, lateral inhibition and convergence could cause a stronger interference 
effect in adjacent fingers compared to distant fingers. In other sensory areas there is more 
overlap and the finger representations are not in the same order. This may explain why the 
effect of distance between stimulation sites is only observed in SI, and not in SII (Hsieh et 
al. 1995; Ishibashi et al. 2000). 
The mechanisms, by which occlusion and lateral inhibition are hypothesized to cause 
interaction effects, depend on the assumption that the output of neurons in SI is coupled 
to the input from afferents. Evidence in favor of this assumption is provided by research 
on the coding of stimulation frequency in SI, which is the major source of the SSSEP. 
Mountcastle et al. (1990; 1969) showed in primates that not the mean firing rate, but rather 
the periodicity of the spikes discriminates between frequencies. This means that while the 
number of spikes stays the same for different stimulation frequencies, the temporal order 
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of the spikes is indeed coupled to the vibration cycle of the tactile stimulus. This effect is 
also known as entrainment (Whitsel et al. 2001).
 The brain receives a massive amount of sensory information from the whole body. 
For normal CNS function it is important that relevant sensory information is selected from 
multiple concurrent sources. The interaction effects described in this paper most likely 
have a role in this perceptual filtering (Costa et al. 2008) which can serve as protection of 
pre-attentive stimulus processing (Graham 1992). Another functional role of interaction 
between simultaneous stimuli could be facilitation of sensory integration. Hamada and 
Suzuki (2003) showed that interaction effects are modified by an open or closed hand 
posture. In early responses stronger interactions were found in the closed hand position 
compared to the open hand position. This modification corresponds to the sensory 
integration that is necessary for the different functional roles of these hand postures. A 
closed hand posture is used for picking up small objects for which a high spatial precision 
is necessary. The stronger lateral inhibition seen by the higher interaction ratios could 
facilitate this. More generally, the role of lateral inhibition may be linked to a facilitation of 
independent finger movement (Zatsiorsky & Latash 2008). 
 In conclusion, the current results show that interaction effects between responses of 
simultaneous stimulation occur in SSSEP as well as in ERP responses. The interaction for 
both responses is influenced in a similar way by different stimulation sites and frequencies. 
This suggests that similar processes are responsible for these effects. More importantly, 
we have shown in SSSEP responses, that inhibitory processes are the most likely cause for 
the interaction effects. 
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ABSTRACT
Objective: 
The aim of this paper was to increase the information transfer in brain-computer 
interfaces (BCI). Therefore, a multi-signature BCI was developed and investigated. Stimuli 
were designed to simultaneously evoke transient somatosensory event-related potentials 
(ERPs) and steady-state somatosensory potentials (SSSEPs) and the ERPs and SSSEPs in 
isolation. 
Approach:
Twelve subjects participated in two sessions. In the first session, the single and combined 
stimulation conditions were compared on these somatosensory responses and on 
the classification performance. In the second session the online performance with the 
combined stimulation was evaluated while subjects received feedback. Furthermore, in 
both sessions, the performance based on ERP and SSSEP features was compared. 
Main results: 
No difference was found in the ERPs and SSSEPs between stimulation conditions. The 
combination of ERP and SSSEP features did not perform better than with ERP features 
only. In both sessions, the classification performances based on ERP and combined 
features were higher than the classification based on SSSEP features. 
Significance:
Although the multi-signature BCI did not increase performance, it also did not negatively 
impact it. Therefore, such stimuli could be used and the best performing feature set could 
then be chosen individually.
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List of Abbreviations
DV   decision value
TransStim condition with transient stimulation to evoke, and analysed for, ERP responses
FlutterStim  condition with flutter stimulation to evoke, and analysed for, SSSEP responses
CombSSSEP  condition with both transient and flutter stimulation, analysed for SSSEP features
CombERP condition with both transient and flutter stimulation, analysed for ERP features
CombDV  condition with both transient and flutter stimulation, classified for both 
  SSSEP and ERP features. The decision values of both classifiers are combined.
1. INTRODUCTION
A brain-computer interface (BCI) is a direct communication pathway between a brain and 
an external device. The idea is that signals from the brain can be recorded and translated 
into a command for controlling the external device. Such a device could be a cursor on 
a computer screen, or a spelling device for communication (for a review see Van Gerven 
et al. 2009). In rehabilitation the use of a BCI could be applicable. Patients who have a 
damaged peripheral nervous system, like a spinal cord lesion, could perhaps use signals 
from their own brain to restore movement. Furthermore, locked-in patients, who are 
totally paralysed, could use such a BCI to communicate.
The two most frequently investigated BCI systems are the ‘visual speller’ BCI, which 
is based on the paradigm of Farwell and Donchin (1988), and the imagined movement 
BCI (see, for example, Pfurtscheller et al. 2006). Recently, however, researchers have been 
trying to extract more reliable information from the subject’s brain signals. One direction 
in increasing the amount of transferred information is to make the BCI ‘hybrid’. Although 
several different types of BCIs have been called hybrid, we refer to a hybrid BCI when the 
brain signal is measured in several different ways. Electroencephalography (EEG) could, 
for example, be combined with Near-InfraRed Spectrospcopy (NIRS) as proposed by 
Fazli et al. (2012). Another direction in improving the BCI design is to make use of several 
modalities at the same time. This is called a multi-modal BCI. An example of this is the 
extension of the visual speller with an auditory (Belitski et al. 2011), or tactile component 
(Thurlings et al. 2012). 
These previously described BCI systems all have some disadvantages. Although the 
‘visual speller’ can be controlled independently of eye position (Treder & Blankertz 2010), to 
achieve good performance a patient has to be able to control his gaze. This means it is not 
suitable for completely locked-in patients. The imagined movement BCI normally requires 
extensive training of the participant, although researchers are trying to shift this burden 
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of training to the machine utilising advanced machine learning techniques (Blankertz 
et al. 2007). Furthermore, even after training a reasonable number of participants is not 
able to control an imagined movement based BCI (Nijholt & Tan 2008). For a hybrid BCI 
the costs of two types of brain signal measuring systems could be a disadvantage for 
home-users. And finally a multi-modal BCI could be more difficult to learn to control, and 
occupies several modalities in patients who are already disabled in one way or another. 
In this paper, we will therefore investigate a new type of BCI, namely a multi-signature 
BCI. In this BCI, users receive stimuli in a single modality, the somatosensory modality. The 
stimuli are designed to elicit two distinct neurophysiological responses, both of which 
will be extracted and used as input to the classification procedure. The brain signals 
that were focused on here are the event-related potentials (ERPs), and the steady-state 
somatosensory evoked potential (SSSEP). Both these responses are modulated by 
attention (for the early and late somatosensory ERPs see Bruyant et al. 1993; Eimer & 
Forster 2003; Iguchi et al. 2005; for the SSSEP see Giabbiconi et al. 2004). The advantage 
of the combination of these two responses is that the subject has only one task, namely 
attending to a particular stimulus, while both responses will be modulated and can be 
used as information for the classifier. This could improve the classification performance in 
two ways. First, the two signals could contain different information. Although both signals 
are modified by attention, the generators of the attentional modulation processes could 
be different. This could result in extra information in one of the two. Secondly, even if 
the underlying source of the attentional process is the same, the noise in the different 
signals could be different. The SSSEP originates from somatosensory areas (Giabbiconi 
et al. 2007) whereas attentional effects in ERPs are also seen in central locations (Eimer & 
Forster 2003). Therefore, the signals could be affected differently by external and internal 
noise sources. Hence, the information that can be extracted from both signals could be 
different. 
To test if a multi-signature BCI can improve the classification performance, three 
sub-questions have to be investigated. First, does combining two stimulus types to elicit 
both transient and steady-state responses affect the strength of the response compared 
to using a single stimulus type (i.e. transient or steady-state stimuli alone)? We hypothesize 
that this combination does not affect the strength of the response, because the signals 
have different sources. Second, does including the second response in the classification 
procedure give useful additional information such that the BCI performance is improved. 
We hypothesize that the classification performance of the multi-signature BCI will be 
higher than the standard BCI using just a single brain response, because of the different 
information in the signals or noise. The final question is how such a BCI performs in an 
online setting. Furthermore, this design lets us directly compare the performance of a BCI 
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using ERP and SSSEP features. In the auditory domain classification performance with ERP 
features is higher than with steady-state features (Hill & Schölkopf 2012), therefore we 
expect to find similar results in the somatosensory domain.  
To investigate the first question, three different stimulation types were used: a 
transient stimulation in which the transient ERP was elicited, a flutter stimulation in which 
the SSSEP was elicited, and finally a combination of the previous two stimulation types 
which elicited both responses. To investigate the second question, the EEG data of the 
combined stimulation condition will be analysed and classified for ERP and SSSEP features 
separately, and the outcome of the classifications will be combined. This will be tested 
offline with the data of the first session. The best stimulation condition will be used in a 
second session to test the online performance. 
2. METHODS
The experiment consisted of two sessions: the first session was an offline comparison 
between the three stimulation conditions and the feature sets for the classifier, and the 
second session tested the online performance of the multi-signature BCI while subjects 
received feedback.
2.1. Participants
Thirteen healthy volunteers (mean age 24 year, SD 10 year, 5 males, 8 females) participated 
in this experiment. One subject did not show up for the second session and hence was 
removed from the data analysis. All subjects were healthy and none of the subjects has 
ever been diagnosed with any neurological disorder. They all gave written informed 
consent before the start of the experiment. The experiment was approved by the ethical 
committee of the faculty of social sciences at the Radboud University Nijmegen. 
2.2. Materials
Piezo-electrical Braille stimulators were used to mechanically stimulate the fingertips. Two 
Braille cylinders were used, one for each hand, which the subjects could grasp (see Figure 1). 
Each Braille stimulator had two rows with four pins each. The pins could be pushed out by 
about 0.7 mm. The stimulation pattern and frequency varied per block (see section 2.3.2). 
The index finger, middle finger and ring finger were stimulated simultaneously per hand. 
Subjects had to attend stimuli on either the left or the right hand. The Braille stimulators 
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were placed inside sound-proof boxes to minimize any auditory responses evoked by the 
sound of the stimulators. 
2.3. Session 1
2.3.1. Stimuli
Three stimulation conditions were used in the first session to test if combining two 
stimulus types affects the strength of the response compared to using a single stimulus 
type. The transient stimuli were designed to evoke transient ERP responses, among which 
is the P300. The flutter1 stimuli were designed to evoke SSSEP responses. The combined 
stimuli were designed to evoke both transient ERP and SSSEP responses. In each condition 
there were a number of ‘targets’, which the subject had to count. All stimulus types lasted 
16.5 s per trial.
Transient stimuli
In the transient stimulation condition two pins of the Braille stimulators moved out for 50 
ms, with an stimulus onset asynchrony (SOA) of 444 ms on the left hand, and 667 ms on 
the right hand, lasting 16 s in total. Stimulation on the left and right hand was precisely 
timed to avoid overlapping of the transient taps. The pins moved in a regular three-beat 
1 Flutter here refers to mechanical vibrating stimulation with frequencies up to 50 Hz. It 
should not be confused with Wow and flutter measurements like it is used in the area of analogue 
tape recording.
Figure 1. Braille stimulators are placed inside five stacked discs. The discs of the cylinder could 
be rotated individually to adjust optimal placement of the Braille stimulators on the fingers of 
the subject, when he grasped the cylinder. 
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pattern (see Figure 2a), to make paying attention to stimuli on one of the two hands easier. 
The first two taps in this three-beat pattern involved movement of the two most distal 
pins (non-accented tap). The third tap was accented and consisted of pushing out the two 
most proximal pins. These accented taps were randomly omitted and exchanged with a 
standard non-accented tap (except for the first two three-beat patterns in a trial), which 
was called a target. This happened 0, 1 or 2 times on the left and right hand separately in 
each trial. 
Flutter stimuli
In the flutter stimuli, the four central pins moved with a constant frequency: the pins on 
the left and right hand moved with 18 Hz and 21 Hz, respectively, in a square wave with 
a duty-cycle of 50%. The target was a short omission (1 tap) in the flutter stimuli, which 
randomly occurred 0, 1 or 2 times during each trial (see Figure 2b). For the choice of the 
various parameters, we relied on existing literature on stimulus intensity (Tobimatsu et 
al. 1999; Müller et al. 2001), the shape of the stimulus (tap vs sinusoidal Müller-Putz 2004) 
and frequency (Tobimatsu et al. 1999).
Combined stimuli 
In the combined stimuli, the transient stimulation was presented on top of the flutter 
stimulation. On the time points of the transient stimuli, the flutter stimulation was omitted 
(see Figure 2c). The target was the same as in the transient condition: it was an accented 
tap that was exchanged by a non-accented tap. No omissions in the flutter part of the 
combined stimuli were used, to keep the stimuli simple and comprehensible.
2.3.2. Procedure
After electrode placement, subjects were seated in an electrically shielded room in front 
of a computer screen. Subjects were instructed to look at a fixation cross during the 
recordings and to avoid eye movements as much as possible. In the first session, the three 
stimulation conditions (transient, flutter and combined) were tested in three blocks. 
A trial started with the appearance of an arrow on the computer screen, which 
indicated to which hand the subject had to pay attention. Subjects were instructed to 
count the targets on the attended hand. After 1.5 s a fixation cross appeared, and 0.5 s later 
the tactile stimulation started. After the end of the tactile stimulation (about 16 s later) a 
question was presented on the screen in the offline blocks (session 1 and training block of 
session 2), asking how many targets were present in the stimulation of the attended hand. 
Subjects could choose between four answer possibilities and respond with a button press 
controlled by the feet.
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Before the start of the experiment, a practice block was executed in which the different 
stimulations were explained step by step. The experiment continued when the subject 
correctly detected the targets in three trials for all three stimulation conditions. The order 
of the three blocks, and hence stimulation conditions, was counterbalanced over subjects.
2.3.3. Electrophysiological recordings
EEG was recorded with 64 sintered Ag/AgCl active electrodes referenced to the mean 
of all electrodes. The EEG signals were amplified using a Biosemi ActiveTwo AD-box 
and digitized at a sampling rate of 2048 Hz. To ensure good recordings, values for offset 
amplitude and jitter in offset were kept below 25 and 0.2 mV, respectively. 
Offline data were pre-processed to remove artifacts using the following steps. First the 
data were cut into epochs of 17 s (a trial), which corresponds to 0.5 s before until 0.5 s after 
the tactile stimulation. Then, the data was temporally down-sampled from 2048 to 256 Hz, 
linear trends were removed and a common average reference was subtracted from the 
data. Subsequently, outliers in first trials and then electrodes were removed, if the variance 
was separated more than three standard deviations from the median variance. To allow for 
interactions between the two types of removal, this step of outlier removal was repeated 
twice. On average 5.5 (SD 3.8) trials and 6.9 (SD 3.8) electrodes were identified as outliers 
and removed from further analysis. Finally, a common average reference was subtracted 
from the data again, to remove the influence of the removed electrodes.
To control for the possibility that subjects grasped the attended stimulators stronger 
than the unattended stimulators, the electromyographical (EMG) activity of muscles 
involved in grasping was recorded with the same Biosemi Active2 amplifier. A reference 
electrode was placed on the elbow (the lateral epicondyle of the humerus) and one 
electrode was placed on the belly of the m. flexor digitorum superficialis on both arms. 
2.3.4. Data analysis
The data were analysed for two feature sets: the SSSEP and ERP features. Figure 3 shows a 
schematical overview of the analysis steps. 
For the analysis of SSSEP responses, the data were cut into 2 s epochs. This allowed us 
to estimate the classification performance either in only 2 s, or in multiple time windows 
when applying sequence classification. On these smaller time windows, linear trends 
were removed. Subsequently, the absolute frequency spectrum was calculated with a fast 
Fourier transform (FFT). 
For the analysis of the ERP responses, the data were cut into windows of 600 ms 
after each transient tap for the two SOAs separately. These smaller epochs were linearly 
detrended. Next, they were filtered between 0.1 and 15 Hz and temporally down-sampled 
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to 64 Hz. The epochs within a time window of 2 s (four or five epochs) were averaged for 
the two SOAs speeds separately. This means that one average was calculated for responses 
to unaccented, accented and target taps on the attended hand, and one for responses to 
all taps on the unattended hand. Such an approach has been used before in the auditory 
domain (Hill & Schölkopf 2012). 
To separate the classes (attended versus unattended stimuli), a classification analysis 
was performed. For the SSSEP features the frequency bins of the stimulation frequency, 
the subharmonic and two higher harmonics were selected for both hands, resulting in a 
feature set containing a set of amplitudes for each electrode and epoch at the following 
frequencies: 9, 10.5, 18, 21, 36, 42, 54 and 63 Hz. For the ERP features, the averaged responses 
for the two SOA speeds were concatenated. On the feature set resulting from either the 
SSSEP or ERP analysis, a linear classifier was trained using a L2 regularized regression 
algorithm (Bishop 2006) and was used to separate attention on left versus right hand. 
Leave-one-sequence-out cross-validation was used to set the regularization strength. 
The sequence classification (performance over time) was calculated by combining the 
outcome of the classification, i.e. by adding the decision values (DV), of the individual 2 s 
windows within a trial. In a Bayesian sense, this is equal to making the assumption that the 
windows are independent (Vlek et al. 2011). Furthermore, this means that all windows are 
weighted evenly in the final outcome of the sequence classification.
The EEG data of the transient (TransStim) and of the flutter (FlutterStim) stimulation 
conditions were analysed with the corresponding procedure described above and then 
classified. The data of the combined stimulation condition were analysed and classified for 
the SSSEP (CombSSSEP) and ERP (CombERP) features separately. In addition, the outcome 
of these two classification procedures on the separate SSSEP and ERP feature sets was 
combined by adding the individual classifiers decision values to simultaneously use both 
feature sets (CombDV). 
2.3.5. EMG analysis
EMG data were first down-sampled to 512 Hz and filtered with a band-pass filter of 18-
250 Hz. The signal was then rectified and low-pass filtered with a cut-off frequency of 
15 Hz (Winter 2005). The average ipsi- and contralateral EMG amplitude (EMG activity in 
the attended side and unattended side respectively) was calculated per trial. To assess a 
difference between these two amplitudes, a paired samples t-test was used.
In addition, the influence of EMG activity on the classification of EEG data was 
investigated, to test if performance was better when subjects grasped the attended 
stimulators harder. A relative EMG amplitude in the ipsilateral arm was calculated by 
subtracting the contralateral EMG from the ipsilateral EMG. Using a median split, both 
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left and right attended trials were divided into a set with relative low EMG amplitude and 
a set with a relative high EMG amplitude in the ipsilateral arm. EEG data of the high EMG 
set and low EMG set were classified separately, using the same classification algorithm 
as described above. The classification accuracies of the two sets were compared using a 
paired samples t-test.
2.4. Session 2
Unless mentioned otherwise, the methods used in session 1 were also applied in session 2.
2.4.1. Procedure
Based on the results of the classification performance in the first session (see section 3.2), 
the combined stimulation condition was chosen and used in another three blocks (a 
training, sequence feedback and a window feedback block). The first block was a training 
block and was the same as the blocks in the first session. Subjects were also instructed to 
count and report the number of targets. After the training block, a classifier was trained 
on the data of this training block with the same method as used for the classification of 
the blocks in session 1. This classifier was then applied online in two subsequent feedback 
blocks (sequence feedback and window feedback block) in which the subject received 
feedback about the performance of the classifier. In these feedback blocks, the subjects 
were still instructed to count the number of targets, but they were not asked to report 
it, because the feedback was now based on the classification outcome. In the sequence 
feedback block, the feedback was presented at the end of a trial (after about 18 s) replacing 
the behavioural feedback on reporting the number of targets. The subjects saw the words 
‘correct’ or ‘wrong’ indicating a correct or wrong classification of the previous trial. The 
other feedback block was the window feedback block, in which the subjects received new 
feedback every 2 s. This was added because it was hypothesized that giving feedback 
earlier and more often could improve learning within this block. In this block a green 
ball was presented on the screen. Every 2 s, this ball changed colour according to the 
calculated probability of the classes. The higher the probability for the left class, the more 
blue the ball was coloured, and the higher the probability for the right class, the more red 
the ball coloured. A colour bar above the ball explained this mapping to the subject. The 
order of the feedback blocks was counterbalanced.
2.4.2. Stimuli
Because left and right hand are stimulated at the same time, with different SOAs, the 
response to the left hand stimulation will always contain some response to right hand 
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stimulation and vice versa. If the SOAs from the left and right hand have a large greatest 
common divider, the response to the other hand stimulation will occur at varying 
time points within the response of the current hand. By averaging, the response to the 
other hand will therefore be averaged out. In session 1, the SOAs were not completely 
averaging out the response for the other hand. Therefore, the SOAs were slightly adjusted 
for session 2. The SOA for the left and right hand transient stimulation was now 611 and 
476 ms, respectively. The other tactile stimulus characteristics were not changed.
2.4.3. Analyses
Analyses on the train block were the same as for the blocks in the first session (see Figure 3). 
On average 4.3 (SD 2.2) trials and 3.1 (SD 2.2) electrodes were identified as outliers and 
removed from further analysis. From the classification results for the three feature sets of 
the training block, the best performing classifier was chosen for the online blocks based 
on the following criteria. For good performing subjects (CR ≥ 70%) the CombDV feature 
was advantaged to test the online performance of the multi-signature BCI. When the 
performance was highest for the CombDV, or when this was similar to another condition 
(difference < 5%), the combined features were chosen. When the CombERP performance 
was clearly higher, ERP features were used. For poorly performing subjects (CR < 70%) the 
best feature was chosen to be able to give the most reliable feedback possible.
Before application of the classifier with the online data of the two feedback blocks, the 
data were pre-processed in a similar way as for the offline analysis: Data were detrended, 
electrodes that were removed in the train block were also removed from the subsequent 
blocks and a common average reference was applied. In the sequence feedback block, 
these pre-processing steps were performed on the data of a whole trial (17 s); in the 
window feedback block, they were performed on each 2 s window. Further analysis for 
the ERP and SSSEP features were the same as in session 1. Finally the classifier from the 
training block was applied, resulting in a decision value per window in both the sequence 
and window feedback block. The classification results for the feature sets and classifiers 
that were not selected for online evaluation, were calculated offline.
2.5. Statistical analysis
Differences in P300 and SSSEP amplitude between the single and combined stimulation 
conditions were analysed using paired samples t-tests. The chance level of the classification 
was 50% with a 95% confidence interval between 36.66% and 63.34% (Müller-Putz et 
al. 2008). Classification performances between the conditions were compared with a 
repeated measures ANOVA for each session. In session 1 the factors were condition 
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(stimulation condition and feature set) and time. In the second session the factors were 
feedback, feature set and time. If appropriate, post hoc analysis on significant main and 
interaction effects were performed with Tukey’s test.
3. RESULTS
3.1. Session 1
3.1.1. ERP
A clear positive deflection was visible between 150 and 300 ms in the difference between 
attended and unattended responses for both the transient and the combined stimuli 
(see Figure 4). This ERP was strongest in fronto-central electrodes. No difference between 
single and combined stimulation was found in the mean amplitude for this ERP in FCz, 
t(11) = -0.9676. 
3.1.2. SSSEP
In the spectral plots, clear peaks at both stimulation frequencies (18 and 21 Hz) are visible; 
hence, a SSSEP was found for both stimulation frequencies. However, a clear difference 
between attended and unattended trials could not be detected in the grand average 
for both the flutter and combined stimulation conditions. In individual subjects, this 
Figure 4. The grand average difference (attended minus unattended) ERP response time locked 
to the transient taps. (a) The response in electrode FCz is depicted for the transient (solid line) 
and combined stimuli (dashed line). (b) The topography of the ERP component (150-300 ms) 
is shown. Data are averaged over left- and right-hand attention condition and non-accented, 
accented and target taps.  
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difference was visible (see Figure 5 for a subject with a clear attentional effect). This can be 
also seen in the topographies for the same subject in Figure 6. In all four topographies a 
strong SSSEP can be seen in fronto-central and parietal electrodes, which is representative 
for most subjects. Furthermore, in this subject the SSSEP was stronger for the attended 
stimuli compared to the unattended stimuli. In other words, the SSSEP at 18 Hz was 
stronger when attention was directed to the right hand (stimulated with 18 Hz, see 
Figure 6a) compared to when attention was directed to the left hand (stimulated with 
21 Hz, see Figure 6b). Similar effects were found for the SSSEP at 21 Hz (see Figure 6c, d). 
This attentional effect was only visible in about 8 out of 12 subjects, and was not always 
consistent over the two stimulation frequencies and the two stimulation conditions.
3.1.3. Behavioural results
Subjects counted the number of targets in the stimulus stream for each trial. For the 
transient stimulation, the mean percentage correct reported trials were 77%. For the 
flutter stimulation condition and the combined stimulation condition this was 79% and 
75%, respectively. These differences were not statistically significant F(2,33) = 0.19.
3.1.4. Offline classification
On the feature sets described above, a classifier was trained offline (see Figure 7). After the 
first 2 s time window, the average performance was lowest for the combined stimuli using 
SSSEP features (CombSSSEP, 58%) and highest for the transient stimuli (TransStim, 74%). 
With ongoing stimuli and inclusion of the features of all previous windows, the performance 
Figure 5. Spectral amplitude on FCz of a subject with a strong attentional modulation (s1) for 
the (a) flutter stimulation and (b) combined stimulation. Data are separated for attention to 
stimulation on the left hand (21 Hz, blue line) and right hand (18 Hz, red line). 
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increased for all stimulation condition and feature sets. After eight time windows (16 s) 
the lowest performing condition was the flutter stimulation (FlutterStim, 68%), whereas 
the transient stimuli performed best (TransStim, 93%). 
These effects were confirmed with statistical analysis: a main effect of time 
(F(7,440) = 16.68, p < 0.01) and condition (F(4,440) = 112.21, p < 0.01) was found, with no 
significant interaction effect, F(28,440) = 0.42. The main effect of time showed that the 
performance was higher in the third to eighth window compared to the first window. The 
average performance with ERP features was above chance level (63.34%) for all windows. 
For conditions with only SSSEP features, the performance in the first (FlutterStim and 
CombSSSEP) and second (CombSSSEP) window was below chance level. With more time 
and data, the average performance increased above chance level. The main effect of 
condition showed that the performance was lower in the two conditions in which only the 
SSSEP features were used (FlutterStim and CombSSSEP) compared to the conditions in 
which ERP features were used (TransStim, CombERP, and CombDV). Although the subject 
with best SSSEP performance reached 96% correct in the CombSSSEP condition (see 
Figure 7b), some subjects did not perform above chance level at all with these features 
(FlutterStim, see Figure 7c).
Figure 6. Attentional effects on SSSEP topographies from subject (s1) for the combination 
stimulation are shown. The topographies are separated for frequency bin in the rows, and 
side of attention (right versus left) in the columns. In (a) and (d), attention was directed to the 
stimulated hand with the frequency that is shown in the topography: attention was directed to 
18 Hz in (a), and to 21 Hz in (d). Increased amplitude in these plots, compared to when attention 
was directed to the other hand, in (b) and (c), shows the attentional modulation.
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3.2. Session 2
Based on the best results after the whole trial, and the fact that still all feature sets can be 
evaluated with the combined stimulation, this combined stimulation was chosen for the 
online evaluation. After the training block of each subject, the classification performance 
was calculated. The performance in the training block was comparable to the results of the 
first session (see Figure 8): a main effect of condition F(2,264) = 92.35, p < 0.01, and time, 
F(7,264) = 6.23, p < 0.01, was found with no interaction effect, F(14,264) = 0.61. Again, the 
ERP and combination features performed better than with the SSSEP features. The feature 
set was chosen for the online blocks, based on the results per subject and the criteria 
mentioned in section 2.4.3. This resulted in the use of ERP features in five subjects and 
combined features in seven subjects (see Table 1 showing the chosen feature set with the 
online classification performance).
Figure 7. Classification performance for the (a) grand average, (b) an example subjects with 
high SSSEP performance and (c) an example subject with low SSSEP performance. Light bars 
around the average performance indicate the standard error over subjects.
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Figure 8. Classification performance of the training block of the second session. The 
performance with increasing time intervals is shown for the SSSEP features (red dashed), the 
ERP features (red solid) and the combination of the decision values of the last two classification 
procedures (black dotted). Light bars around the average performance indicate the standard 
error over subjects. 
Table 1. Feature sets chosen for online classification. The online results at the end of the trial 
(after 16 s) are depicted for the sequence and window feedback block in classification rate (CR) 
and information transfer rate (ITR). The number between brackets indicates the order of the 
feedback blocks.
Subject Nr. Feature set Sequence Window
CR ITR (bits/min) CR ITR (bits/min)
1 ERP 92% (1) 2.2 90% (2) 2.0
2 Comb 82% (1) 1.2 86% (2) 1.6
3 Comb 60% (1) 0.1 84% (2) 1.4
4 Comb 76% (2) 0.8 74% (1) 0.6
5 Comb 86% (1) 1.6 82% (2) 1.2
6 ERP 68% (2) 0.4 64% (1) 0.2
7 Comb 50% (2) 0.0 80% (1) 1.0
8 ERP 48% (2) 0.0 48% (1) 0.0
9 Comb 92% (1) 2.2 72% (2) 0.5
10 ERP 100% (2) 3.8 86% (1) 1.6
11 ERP 88% (2) 1.8 94% (1) 2.5
12 Comb 76% (1) 0.8 66% (2) 0.3
Average 77% 1.2 77% 1.1
Time (s)
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To be able to compare the classification performance between the different feature 
sets, the results were calculated offline with the classifiers that were trained online for all 
feature sets (see Figure 9). No differences were found between the sequence and window 
feedback block, F(1,528) = 0. Hence these results were averaged for the statistical analysis. 
Again a main effect of features was found, F(2,264) = 50.01, p < 0.01: the classification with 
ERP features performed better than the classification with the SSSEP features. However, 
the difference in classification rate between combined and ERP features is not significant. 
Post hoc analysis on the main effect of time F(7,264) = 7.65, p < 0.01, showed that the 
performance was higher in windows five to eight (after 10-16 s) compared to the first 
window (after 2 s).
3.2.1. Information transfer rates
The information transfer rate, or bitrate, was calculated for the offline and online blocks 
using Wolpaw’s definition (1998). Averaged over subjects, the maximum bitrates over the 
eight analysis windows were highest for the TransStim (5.3 bits/min) and the CombERP 
(5.1 bits/min) conditions, for session 1 (see Figure S1a). The on-line information transfer 
Figure 9. Grand average classification performance of the (a) sequence feedback block and 
(b) window feedback block of session 2. The performance over time is shown for the SSSEP 
features (red dashed line), the ERP features (red solid line) and the combination of the decision 
values of these two classification procedures (black dotted line). Light bars around the average 
performance indicate the standard error over subjects.
Time (s)
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rate after the end of the trial was on average 1.2 bits/min (see Table 1). The maximum 
information transfer rate, averaged over subjects, for the feedback blocks was 1.5 bits/min 
for the CombDV condition in the sequence feedback block, and 1.2 bits/min for CombDV 
condition in the window feedback block (see Figure S1b and c).
3.3. EMG results
In five out of six blocks, no significant difference was found in the EMG amplitude between 
contralateral versus ipsilateral arm. Only for the training block of the second session a 
significant difference was found, t(11) = 2.301, p = 0.042, with stronger amplitudes for the 
ipsilateral arm. For this block, separate classifications were performed on sets with high 
and low differences between ipsilateral and contralateral EMG amplitude. The classification 
performance of the sequence classification for this high EMG set was 80% (SD 13%), 
64% (SD 12%) and 78% (SD 14%) for the P300, SSSEP and combined features, respectively. 
For the low ipsilateral EMG set, these performances were 78% (SD 16%), 64% (SD 13%), 
and 80% (SD 9%), respectively. For all feature sets, this difference is not significant.  
4. DISCUSSION
In this paper the performance of an online multi-signature BCI is evaluated by investigating 
the effect of the combined stimuli on the classification performance when using a single 
feature set, and by investigating the effect of the combination of two feature sets. The 
amplitude of the somatosensory signals (ERP and SSSEP) did not differ between the single 
and combined stimulation conditions. This also translated to the classification results: no 
differences were found between the single and combined stimulation conditions using a 
single feature. In contradiction to what we expected, the combination of the two feature 
sets did not increase the classification performance. However, a difference was found 
between the classification performances when using different feature sets: in general, the 
performance with transient ERP and combined features was better than the performance 
with SSSEP features, given the stimulus parameters chosen in this study. This is the first 
study to directly compare the performance of a tactile BCI using transient and steady-state 
responses.
Most BCI studies using transient ERPs and a paradigm comparable to the current 
one report a positive deflection at around 300 ms above central-parietal areas, which 
most often has been defined as the P300 (Farwell & Donchin 1988). In contrast, the 
positive deflection that we found had a shorter latency and was more frontal than the 
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standard P300 response. Therefore, we cannot conclusively state that the ERP we found 
was indeed a P300. These differences in latency and topography could be caused by the 
different paradigm that was used. In the current study, not a standard oddball paradigm 
was used, but the stimuli were rhythmical and the investigated responses were not just 
the responses to targets versus non-targets, but responses to all attended versus all 
unattended stimuli. Such a paradigm has been used in the auditory domain before, and 
resulted in a somewhat more frontal P300 response (Hill & Schölkopf 2012). However, this 
does not explain the shorter latency.
One goal of this study was to investigate the influence of the more complex combined 
stimuli on electrophysiological responses and the classification performance with respect 
to the single stimulation conditions. Firstly, on a behavioural level, the combined stimuli 
could be somewhat harder to understand. On the one hand, this could have negatively 
affected the responses because of the increased task difficulty. On the other hand, the more 
complex stimuli could have increased attention and thereby increase the ERP amplitude. 
We found no differences in amplitude between the single and combined stimulation 
conditions. This indicates that, if present at all, the influence of task difficulty and attention 
levels compensated each other and hence the combined stimuli elicited similar transient 
and steady-state responses as the single stimulations. Secondly, the superposition of 
both somatosensory signals on each other could have caused attenuation of one or both 
signals. In the analysis of the SSSEP, the selection of the frequency bins filters out most 
of the ERP responses. Whereas in the analysis of the ERPs, only the SSSEP fundamental 
frequencies and higher harmonics are filtered out with the band-pass filter. However, 
in the visual domain it has been shown that sometimes subharmonics can be seen in 
steady-state potentials as well (Herrmann 2001). Therefore, a small SSSEP effect could still 
be present from the subharmonic. This apparently did not cause differences neither in the 
P300 amplitude nor in the classification rates between single and combined stimulation. 
Therefore, we can conclude that the complex stimuli did not hinder the classification 
performance.
On the other hand, the combination also did not seem to boost performance. On 
average, the classification results did not differ between ERP and combined features. This 
could indicate that the classification automatically chose the ERP features as important, 
whereas the SSSEP features were less important and no extra information could be 
extracted from these signals. This suggests that the SSSEP features did not include extra 
information with respect to the transient responses. The question arises why this was 
the case? In the visual domain, it has been shown that the steady-state responses can be 
explained as a superposition of early transient responses (Capilla et al. 2011). Furthermore, 
it has become clear that not only the P300, but also these early ERP responses are important 
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for the classification performance using ERP features (Brunner et al. 2010; Bianchi et al. 
2010). The transient epochs that we use, contain both late and early responses to the 
transient stimuli. Thus, information that the SSSEP contains is already partly included 
in the transient epochs, because of the early responses. Moreover, in the combined 
stimulation, some information from the early responses to the flutter stimulation could 
still be present in the transient epoch, because the subharmonic is not filtered out. The 
presence of both these SSSEP responses and the early responses to the transient stimuli in 
the transient epochs could partly explain why the combination of ERP and SSSEP features 
has no overall benefit over the ERP features alone. 
A limitation of the current stimulus presentation design is that, to reduce complexity, 
in the combined stimulation targets were only present in the transient part. Therefore, 
it could in principle be possible that subjects only attended the transient stimuli, while 
ignoring the flutter stimuli. However, the classification results show that when using 
SSSEP features there is no difference between performance with combined stimulation 
and flutter stimulation only. Hence there is no indication that this influenced our results. 
Nevertheless, it would be beneficial for further research to design combined stimuli that 
include targets in the flutter part of the stimulus as well, to rule out a possible influence.
It is possible that a different way of combining the feature sets could maybe improve 
the performance of the multi- signature BCI. In the current analysis, an evenly weighing 
of the output of the classification of SSSEP and ERP features was used. However, it is also 
possible to optimize the weights based on the training set performance. Unfortunately, 
when testing this method, it seemed very sensitive to changes in the transition from the 
train to test blocks and therefore it yielded increased performance in some subjects, but 
decreased performance in others, leaving an average of no effect. Moreover, a combination 
of other brain signals could maybe lead to better results. The difference in performance 
between classification with ERP and SSSEP features was large. Using a combination of 
two brain signals that have more similar performance levels could perhaps increase the 
performance of the multi-signature BCI with respect to the single signature ones.
Weaker results were observed for the online blocks compared to the offline and 
training blocks. An explanation for this result could be the outlier removal. For the offline 
blocks, before feeding the data into the classification procedures, the data were checked 
for outlying channels and trials. Therefore, the results of the offline blocks were somewhat 
inflated because the outlier detection removed the difficult cases for the classifier. In the 
online blocks, no outlier removal was performed; hence, results are reported for all trials.
Previous studies describing BCIs using somatosensory signals are rare. Brouwer and 
van Erp (2010) investigated the use of transient somatosensory signals in a BCI. They 
showed in an online study that, with tactors on the trunk, performances were on average 
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58% for a six-class problem and up to 73% for a two-class problem. We previously showed 
that subjects could successfully control a speller with transient somatosensory signals 
with classification rates up to 80% (Van der Waal et al. 2012). When taking into account 
the time period of stimulation that was used in the different studies, our results regarding 
the performance with the ERP features are in line with these previous investigations. 
The classification performance both with ERP and combined features were well above 
the chance level and outside the confidence interval. This is also visible in the bitrates. 
For steady-state somatosensory signals in BCIs some data are available as well. Müller-
Putz et al. (2006) showed that two out of four subjects could successfully control the 
two-class BCI with performances between 72 and 83%. Our average online results for 
the SSSEP were not above chance level. However, the best performing subject reached 
76% correct. This comes close to the performance level that Müller-Putz et al. described. 
What had not been investigated so far in the somatosensory domain is the difference 
in classification performance between the SSSEP and ERP features. Our results clearly 
show that classification with ERP features performed better than with SSSEP features. 
However, one has to keep in mind that stimulation parameters can influence these results. 
Although most parameters for transient and flutter stimulation were adjusted to produce 
strong responses, we did not use subject specific stimulation frequencies for the flutter 
stimulation. These subject specific stimulation frequencies could increase the SSSEP 
amplitudes (Breitwieser et al. 2012) and hence could maybe also increase an attentional 
effect on this SSSEP. Our results for the BCI based on SSSEP features could therefore be 
an underestimation of the maximum performance possible with flutter stimulation. 
However, the absence of a difference in the behavioural responses suggests that the 
flutter and transient task were similar in difficulty level. Furthermore, in agreement with 
the current findings, increased classification performance with ERP features compared to 
SSSEP features has been reported in the auditory domain (Hill & Schölkopf 2012). Taken 
together, these results concerning both ERP and SSSEP responses are promising for BCIs 
using tactile stimulation.
A BCI using tactile stimulation has several advantages. First of all, it is not dependent on 
eye gaze. This eye- gaze dependence could be a problem for locked-in patients. Although 
we used visual stimuli for instruction and feedback, this could also be replaced by auditory 
stimuli, or even by stimulation with the same tactile stimulators. Furthermore, for less 
severely disabled patients, the stimulation could be relatively private compared to, for 
example, flickering visual stimuli that are used in the standard visual speller. Finally, with 
a tactile BCI, the users could still rely on intact visual and auditory modalities to look and 
listen to whom they are communicating with. This last characteristic of tactile stimulation 
could be advantageous for healthy users as well, for example, for navigation purposes 
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(Brouwer & Van Erp 2010). An application for patients should contain stimulators that can 
be attached to the body without the need for active holding or grabbing. Furthermore, 
such stimulators should be light-weighted and small, so they could for example fit in a 
glove. Finally, they should be relatively inexpensive. To the best of our knowledge, no 
commercial systems are available right now that match these criteria.
Analysis of the EMG of the arm muscles indicated that subjects grasped the stimulators 
slightly harder on the side that was attended. However, different EMG patterns did not 
seem to influence the classification results. This is in agreement with previous reports (Van 
der Waal et al. 2012). Therefore, we expect similar performance of a tactile BCI in patients 
who are not able to use the muscles in their arms.
Changes to the stimulation design could still increase the classification performance. 
For example, the distance between stimulation sites could be increased, because 
interaction in SSSEP and ERP signals occur when stimulation is close together in time and 
space (Severens et al. 2010). Such interaction effects were also found in ERP responses 
with bilateral stimulation (Shimojo et al. 1996). Furthermore, hand posture modulates 
such interaction effects (Hamada & Suzuki 2003) and the positioning of individual fingers 
influences the ease of discriminating tactile stimuli (Riemer et al. 2010). Therefore it could 
be advantageous in a BCI setting to choose the classes of stimulation sites as far apart as 
possible, maybe even by using different body parts. 
In conclusion, it is evident that, in general, ERP features outperform SSSEP features 
in a BCI with somatosensory stimulation. With respect to the multi-signature BCI, the 
combined stimulation and combination of decision values on average does not improve 
the classification performance. However, it also does not negatively influence the 
classification performance and in individual subjects can increase performance slightly. 
Therefore, it would be advisable to use this combined stimulation for selected patients in 
future experiments. 
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Figure S1. Information transfer rate in bits per minute over the course of 
the trial for (a) the first session, (b) the sequence feedback block, and (c) the 
window feedback block.
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ABSTRACT
Objective: 
Brain-computer interfaces (BCI) tested in patients often are gaze-dependent, while these 
intended users could possibly lose the ability to focus their gaze. Therefore, a visual and a tactile 
gaze-independent spelling system were investigated.
Methods: 
Five patients with amyotrophic lateral sclerosis (ALS) and six healthy participants tested a visual 
Hex-o-Spell and a tactile speller.
Results:
A significant attentional modulation was seen in the P300 for the Hex-o-Spell and in the N2 for the 
tactile speller. Average online classification performance for selecting a step in the speller was above 
chance level (17%) for both spellers. However, average performance was higher for the Hex-o-Spell 
(88% and 85% for healthy participants and patients, respectively) than for the tactile speller (56% 
and 53%, respectively). Likewise, bitrates were higher for the Hex-o-Spell compared with the tactile 
speller, and in the subjective usability a preference for the Hex-o-Spell was found. 
Conclusions: 
The Hex-o-Spell outperformed the tactile speller in classification performance, bitrate and subjective 
usability. 
Significance: 
This is the first study showing the possible use of tactile and visual gaze-independent BCI spelling 
systems. Although the Hex-o-Spell performed better than the tactile speller, the latter could still be 
useful in patients with strongly impaired vision or gaze control.
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1. INTRODUCTION
The most investigated brain-computer interface (BCI) for communication is the visual 
speller which uses flashing rows and columns (Farwell & Donchin 1988). Participants 
pay attention to a symbol that they want to select. Every symbol is characterized by 
its own unique sequence of flashes. The flash of an attended symbol yields a different 
electroencephalographic (EEG) response compared with flashes of other symbols. By 
aggregating information over a sequence of flashes, the BCI can detect the desired symbol. 
To get highest performance, participants need to direct their gaze to the desired symbol: a 
covert version of this speller, in which users are not allowed to look at the symbol, but must 
keep their gaze fixated on the centre of the display, has much lower performance (Brunner 
et al. 2010; Treder & Blankertz 2010). This means that patients whose vision or gaze control 
is impaired, will have significantly reduced performance, or cannot use this system at all. 
Patients with amyotrophic lateral sclerosis (ALS), a progressive neurodegenerative disease 
affecting the motor neurons, have a high risk of becoming locked-in. Furthermore, many of 
these patients may develop oculomotor control deficits. Therefore, they can probably not 
use systems that depend on eye gaze. Recently, Riccio et al. (2012) systematically reviewed 
the available systems that could be used independent of eye gaze in the auditory, tactile 
and visual domain. Only two of the 34 included articles tested their system with end-users 
(ALS patients). Both were auditory BCIs (Sellers & Donchin 2006; Kübler et al. 2009). To the 
best of our knowledge, no studies have been conducted with visual or tactile eye-gaze 
independent BCIs in ALS patients.
Several tactile BCI systems have been tested successfully in healthy subjects. A first 
BCI based on tactile stimulation focussed on steady-state somatosensory potentials 
(Müller-Putz et al. 2006). Later, transient ERP responses to tactile stimulation of the trunk 
(Brouwer and Van Erp 2010; Thurlings et al. 2011, 2012) and fingers have been used as 
well (Severens et al. 2013). Recently, in healthy subjects we showed that a tactile speller 
performed similar to a gaze-independent visual speller (Van der Waal et al. 2012). In the 
tactile speller, stimulus events are short mechanical taps against the fingertips. Initially, 
each finger corresponds to a number of letters. After the selection of a subset of letters, 
these letters are distributed over the fingers. Then a single letter can be selected. Thus, 
spelling a letter is a two-step procedure. The gaze-independent visual speller that was 
used in the comparison was the Hex-o-Spell. This speller was first introduced by Treder 
and Blankertz (2010) and was later evaluated in an online setting (Treder et al. 2011). 
In this Hex-o-Spell, letters are divided over six circles on the screen. Covert attention is 
used to select the desired circles. Stimulus events are an intensification of a circle and the 
including symbols. Again the selection of a letter occurs in two steps: first a circle of letters 
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is selected; second the remaining letters are distributed over the circles and an individual 
letter can be selected. Both the tactile speller and Hex-o-Spell are promising for patients 
that cannot control eye gaze.
The number of studies in which end-users evaluate the BCI is limited. Although some 
studies that do include end-users report similar performance compared with able-bodied 
subjects, (Sellers & Donchin 2006; Nijboer et al. 2008b; Pires et al. 2012), others report 
lower performance in end-users (Piccione et al. 2006; Kübler et al. 2009; Ortner et al. 
2011). Evaluations with end-users are necessary to assess not only the performance of BCI 
systems, but also the usability in these end-users. 
In the present paper, the performance of the tactile speller and Hex-o-Spell were 
compared. Participants included a group of healthy subjects and a group of ALS patients 
with mild to moderate disabilities. Furthermore, for both systems the subjective usability 
in terms of need for support, training and complexity was assessed and compared. 
2. METHODS
2.1. Participants
Eleven volunteers participated in this study: six healthy subjects (mean age 20 year 
(SD 0.4), 4 female) and five individuals with ALS. Inclusion criteria were a diagnosis of 
typical ALS and a duration of the illness of less than 3 years. Exclusion criteria were other 
neurological disorders and inability to understand and carry out the test instructions. 
All participants gave written informed consent before the start of the experiment. The 
experiment was approved by the ethical committee of the faculty of social sciences at 
the Radboud University Nijmegen, and the committee of human research Arnhem – 
Table 1. Background data of participants with ALS.
Patient Age Sex ALS type Time since 
diagnosis 
ALSFRS-R
A 36 M Spinal 29 months Unknown
B 50 F Bulbar 15 months 43
C 30 M Spinal 7 months 27
D 56 F Bulbar 3 months 45
E 23 F Spinal 21 months 24
ALSFRS-R ALS functional rating score revised (Cedarbaum et al. 1999), which rates the physical 
impairment on a scale from 0 (completely locked-in) to 48 (not impaired).
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Nijmegen. All participants were tested at the BCI lab of the Radboud University Nijmegen. 
Patient characteristics are included in Table 1.
2.2. Materials
EEG was recorded with 64 sintered Ag/AgCl active electrodes, referenced to the mean of 
all electrodes. The sampling rate of the EEG data was 2048 Hz.
For an application for end-users it is important that the tactile stimulators can be 
attached to the body without the need for active holding. The stimulators used in the 
previous tactile speller study (Van der Waal et al. 2012), did not meet these requirements. 
Therefore, new stimulators were manufactured, and these were tested in the current study. 
Six custom made stimulators based on solenoids (Zonhen electric appliances, China) were 
used (see Figure 1). The stimulators were attached to the tips of the thumb, middle finger 
and little finger on each hand. Each stimulator contains a metal pin (diameter 2 mm) that 
could be pushed out over a distance of 0.7 mm. Visual stimuli were presented on a 17”  TFT 
monitor, with a resolution of 800 x 600 pixels and a refresh rate of 60 Hz.
Both spellers were implemented in BrainStream (www.brainstream.nu), a MATLAB (The 
MathWorks, Natick, MA, USA) based interface, and the Psychophysics Toolbox extension 
(Brainard 1997) was used for stimulus presentation. For ERP analysis Fieldtrip (Oostenveld 
et al. 2011) was used. Custom-made tools were developed for classification (available on 
request). 
Figure 1. Tactile stimulators attached to the thumb, middle finger and little finger of the left 
hand. The inset shows an enlarged view of one stimulator with the pin protruding from the 
stimulator. 
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2.3. Study design
The experiment was divided in two parts: one in which the Hex-o-Spell was evaluated and 
one in which the tactile speller was evaluated. The order of the Hex-o-Spell and tactile 
speller conditions was counterbalanced over subjects.
In the tactile spelling condition stimulus events consisted of short taps (50 ms) by the 
pin inside the tactile stimulator against the fingertips. Subjects were instructed to count 
the number of taps against the target finger. This finger was indicated by an instruction 
on a screen (see Figure 2a). During tactile stimulation, subjects were instructed to look at 
a fixation cross on the screen. 
In the Hex-o-Spell condition, six circles containing the symbols for spelling were 
presented around a central fixation cross (see Figure 2b). Subjects were instructed to look 
at the fixation cross in the middle of the screen and covertly direct attention to the target 
circle. The stimulus events consisted of an enlargement of the circles and the symbols 
inside the circles to 1.5 times their original size for 100 ms. The circles had an original 
diameter of 4.2 cm (~3.4° visual angle) and the distance between the fixation cross and 
the centre of each circle was 10.3 cm (~8.4° visual angle). Subjects were instructed to 
count the number of enlargements of the target circle. 
A trial is defined here as one of the two steps in spelling a letter. A trial started 
with the presentation of the speller and an instruction which letter had to be selected. 
Subjects had to find the corresponding circle or finger and indicate that they wanted to 
Figure 2. Visual display. (a) Instruction display for the tactile speller. The target character 
was indicated in the top and the target row was delineated. Subjects needed to find the 
corresponding target finger and pay attention to stimulus events on this finger. During 
stimulation this instruction was deleted and a fixation cross was displayed. (b) Display during 
the Hex-o-Spell. The target letter is indicated in the top and the target circle was coloured 
green before the stimulus train. Enlargement of the circle including the symbols was a stimulus 
event..
a b
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start with a button press or a verbal response, depending on the ability of the subject. A 
stimulus sequence lasted 18 s and consisted of 60 stimulus events, including ten target 
stimulus events. The stimulus onset asynchrony (SOA) was 300 ms. The stimulus events 
were presented in pseudo-random order: all fingers or circles were randomly stimulated 
once, after which such a subseries was repeated, with the restriction that the same circle 
or finger was not stimulated twice in a row. After the end of the stimulation sequence, 
feedback was presented on the screen, showing which letter, or group of letters, had been 
selected. To spell a letter, two trials were necessary: in the first trial the circle with a subset 
of letters or the finger corresponding to a row of letters was selected; in the second trial, 
the finger or circle with the individual letter was selected.
Both the Hex-o-Spell and the tactile speller condition consisted of four blocks: a 
practice block, a training block used for classifier training, an online copy-spelling block, 
and a free-spelling block. In the practice block six trials were executed. The target letter 
was shown and subjects were instructed to direct attention to the corresponding target 
circle or finger and count the number of stimulus events on the target. In contrast to 
the other blocks, the number of stimulus events in a sequence was varied, so that the 
number of targets was not always the same. Subjects had to report how many targets 
they had perceived, and received feedback on the screen indicating if their answer was 
correct or not. In the other blocks, subjects received feedback about the selected letter. In 
the training block the feedback was always the instructed letter, hence the feedback was 
always correct. In the online copy-spelling block as well as in the free-spelling block, the 
feedback depended on the predictions of the classifier. The classifier selected the finger 
or circle that, based on the event-related potential (ERP), had the highest probability of 
being the target. The training block and online copy-spelling block both included 24 trials, 
resulting in 12 letter selections. In the free-spelling block, subjects were instructed to 
choose a word that they wanted to type, and use the speller to select the individual letters. 
This speller was slightly different than in the other blocks, because the instruction of the to 
be spelled letter was omitted and the numerical symbols were replaced by a ‘back’ option, 
a ‘backspace’, a ‘space’, a ‘question mark’ and an ‘end’ option to end the speller.
After the free-spelling block, subjects completed the system usability scale (SUS, digital 
Equipment Corporation, 1986) questionnaire, a ten-item Likert scale, including, but not 
limited to, items on need of support, training, and complexity. Scores on this scale range 
from 0 (low subjective usability) to 100 (high subjective usability). After finishing both the 
tactile speller and the Hex-o-Spell, another questionnaire was given to the participants, 
with a set of open questions about estimated future use, sense of control, and differences 
between the spellers. For patients with writing disabilities, these questionnaires were 
assessed verbally.
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2.4. Data analysis
First the EEG data was temporally down-sampled to 256 Hz online to speed up processing 
of the data. Subsequently the data was sliced into epochs of 0.6 s after the stimulus events, 
linearly de-trended to remove slow drifts, and re-referenced to the common average (CAR). 
Outlying trials and electrodes were removed if the amplitude was more than 3.5 standard 
deviations greater than the average trial or electrode amplitude, respectively. A CAR was 
applied again to remove the influence of the rejected electrodes. Finally, following the 
recommendations of Farquhar and Hill (2012) a band-pass filter was applied (0.5-12 Hz) 
and the data was further down-sampled to 32 Hz, to reduce dimensionality of the data.
2.5. Classification
Before classification, the number of target and non-target epochs was balanced: from all 
epochs in the non-target class a random selection was made so this number matched 
the number of epochs in the target class. Furthermore, the data was spatially whitened 
to remove cross correlation between channels (Farquhar & Hill 2012). A regularized 
linear classifier was trained to separate the target versus non-target classes; hence it was 
trained on a binary problem. For this, a linear logistic regression objective was used, with 
leave-one-sequence out cross validation to set the L2 regularization strength. Classification 
performance was calculated for this binary problem.
To select a row or circle of letters in the first step and select the individual letter in 
the second step, the binary classification was followed by a decoding step. For each trial, 
the binary decision values produced by the classifier were compared with the stimulation 
code. The finger or circle for which the classifier output summed over the target events 
for that finger or circle was highest, was the predicted target of that trial. On this six-class 
decoding problem the classification performance for selecting the correct finger or circle 
was calculated. Furthermore, the information transfer rate (ITR), or bitrate, was calculated 
on this six-class decoding problem using Wolpaw’s definition (Wolpaw et al. 1998).
2.6. Statistical analysis
Cluster-based permutation tests were used to identify ERP components that were 
significantly different for targets compared with non-targets (Maris & Oostenveld 2007). 
These tests were performed separately for each speller and each subject group. All 
cluster-based permutation tests were two-sided, with an alpha level of 0.025 for each tail. 
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To test for a significant performance above chance level, 95% confidence bounds were 
calculated. For the binary performance, the distribution is binomial and the theoretical 
confidence bound is 56%, with a mean of 50% (Müller-Putz et al. 2008). For the six-class 
problem, the confidence bounds were simulated with a randomization test. For this, the 
labels were randomly permuted over all examples per subject. The largest confidence 
bound over all subjects and spellers was selected as threshold for significant multi-class 
classification performance (29%, with mean 17%). 
A difference in binary and 6-class classification performance between the two spellers 
was assessed with a t-test over all subjects. Bitrates at the end of the trial for the two 
spellers were compared with a t-test over all subjects. A t-test was used as well to test a 
difference between SUS scores for the two spellers over all subjects. The alpha level was 
set to 0.05 for all statistical tests.
3. RESULTS
3.1. ERP responses
In the ERP difference waves several responses could be seen. First, in the tactile speller a 
negative component around 200 ms (N2) was found, which was larger for targets than for 
non-targets (see Figure 3a). This N2 was most clear in left temporal parietal electrodes. The 
difference between target and non-target in this component was significant for only the 
tactile speller in the patient group. In the Hex-o-Spell, no N2 was found, and the difference 
between target and non-target is also not significant (see Figure 3b). Second, a positive 
difference wave around 200 ms in frontal channels was found in the healthy group for 
the tactile speller. Finally, a positive response after 300 ms, the P300, was seen, which was 
stronger for targets than for non-targets (Figure 4). The difference between target and 
non-target in this component was significant for the Hex-o-Spell in both the patient and 
healthy group. Although a P300 was still visible for the tactile speller in the patient group, 
it did not reach statistical significance (p = 0.077). The healthy group did not show a clear 
P300 for the tactile speller. 
3.2. Classification
3.2.1. Copy-spelling
The mean online binary classification results (target versus non-target) for the tactile 
speller were similar for healthy subjects (60%) and ALS patients (61%, see Figure 5a). 
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For the Hex-o-Spell the mean binary classification performance was 68% for the healthy 
subjects and 66% for the patient group. Overall, the performance with the Hex-o-Spell 
was better than with the tactile speller, t(10) = 3.75, p = 0.004. The individual binary 
performances for the Hex-o-Spell were all significantly above chance level. For the tactile 
speller the individual binary performances were significantly above chance level for only 
four healthy subjects, and all five ALS patients. 
The online six-class performance in which the finger or circle was selected showed 
similar results (see Figure 5b). The average performance over healthy subjects and 
patients after 18 s was higher for the Hex-o-Spell (86%) than for the tactile speller (55%), 
t(10) = 4.13, p = 0.002. Three healthy subjects did not perform significantly above chance 
level with the tactile speller. In contrast, all patients performed above chance level with 
this speller. To be of practical use, the lower performance limit of a BCI system is about 70%. 
While three healthy subjects passed this limit with the tactile speller, only one patient had 
a performance larger than 70% with this speller. With the Hex-o-Spell, all but one patient 
and one healthy subject passed this limit.
Classification performance over time (see Figure 5c) showed that for the tactile 
speller, performance was highest after about 5 to 10 s. For the Hex-o-Spell, classification 
performance kept increasing steadily over the course of the trial.
3.2.2. Free-spelling
The three healthy subjects with reasonable performance with the tactile speller in the 
copy-spelling block could all spell a three or four letter word flawlessly. The other healthy 
subjects and all patients did not succeed in spelling a sensible word with the tactile speller 
within about five minutes and the free-spelling block was aborted. With the Hex-o-Spell, 
three healthy subjects and three patients could spell a three to six letter word without 
or with only very few errors. The others made many errors and could not spell a sensible 
word.
3.3. Information transfer rate
ITR in the copy-spelling block was higher for the Hex-o-Spell than for the tactile speller 
in both the patient and healthy group (see Figure 6). Maximum grand average ITR for the 
Hex-o-Spell was 12.1 bits/min for the healthy group, and 8.7 bits/min for the patient group. 
For the tactile speller maximum grand average ITR did not exceed 6.6 bits/min. After a 
whole trial (18 s), the average ITR over the two groups was larger for the Hex-o-Spell (6.0 
bits/min) compared to the tactile speller (2.3 bits/min), t(10) = 4.55, p = 0.001. 
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3.4. Subjective usability
Mean results for the SUS for the Hex-o-Spell were 77(SD 12) and 66(SD 23) for the healthy 
subjects and patients respectively. Scores for the tactile speller were 58(SD 24) and 
51(SD 18) respectively. Over all subjects, the scores for the Hex-o-Spell were higher than 
for the tactile speller, t(10) = 3.19, p = 0.01.
Figure 5. Online classification performances for the tactile speller and Hex-o-Spell. (a) Binary 
performance and (b) multi-class performance at the end of the trial. Bars indicate average 
performance, and subject’s individual performances are indicated with a unique combination 
of marker colour and shape. (c) Average multi-class performance over time for the healthy 
(light) and patient (dark) group for the tactile speller (solid) and Hex-o-Spell (dashed). In all 
three plots, the solid horizontal lines indicate chance performance, with the 95% confidence 
interval indicated by the dotted lines.
Figure 6. Average ITR over time within a trial with the Hex-o-Spell for the healthy and patient 
group (hHex and pHex respectively), and with the tactile speller for these two groups (hTact 
and pTact).
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4. DISCUSSION
The aim of this paper was to assess the online performance and usability of two eye-gaze 
independent BCI spelling systems. Overall the online performance of the Hex-o-Spell was 
higher than the online performance of the tactile speller. This pattern was found in both 
the binary classification and the six-class decoding and also translated to higher usability 
scores for the Hex-o-Spell than for the tactile speller. For the tactile speller, the N2 was 
stronger for targets compared with non-targets in the patient group. In the healthy group 
a positive going wave around 200 ms was found in frontal channels. For the Hex-o-Spell, 
a P300 was found that was stronger for targets compared with non-targets in both the 
patient and healthy group.
Average performance was above chance level for both spellers and both groups. 
Although performance over chance level does show that the brain signals produced with 
these spellers have useful information, this is not sufficient for practical BCI use: it should 
at least be higher than 70% (Kübler et al. 2001). Performance with the Hex-o-Spell was 
above this level for five out of six healthy subjects and four out of five patients, while only 
half of the healthy subjects, and one patient had a performance of more than 70% with 
the tactile speller. Moreover, to correctly select a letter with these spelling systems, two 
successful trials in a row are necessary; hence this threshold is probably even too low. 
Lower online performance was found for the tactile speller compared with the 
Hex-o-Spell. Furthermore, no significant P300 was found in the tactile speller for both 
groups, although a trend was found in the patient group. These results are in contradiction 
to our previous results where no difference in performance between the tactile speller 
and the Hex-o-Spell performance was found, and where both spellers evoked a P300 (Van 
der Waal et al. 2012). In the present study, different tactile stimulators were used, because 
the Braille cell stimulators used in the previous study had to be grasped by the subjects, 
and hence are not useful in patients with paresis. The stimulators used here, are small 
cylinders with solenoids, which can be attached to the fingers with Velcro tape. Both the 
Braille stimulators and the solenoids use mechanical stimulation and the pins move out 
over the same protrusion distance. Furthermore, stimulation times were chosen to match 
perceptual feeling of the two stimulators as closely as possible. Although the stimuli 
delivered with the devices are much alike, there are also some small differences. The 
Braille cells contain eight small pins, of which four were pushed out to deliver a stimulus. 
These are pushed back easily by the finger attached to the stimulator. The solenoids have 
only one slightly larger pin, with a stronger holding force. This results in a different force 
delivered to the skin and a slightly different perceptual feeling. Because the stimulators 
were not directly compared in this study, we cannot conclusively state that the differences 
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in stimulators caused the differences in performance. But these results show that the tactile 
speller was less robust than the Hex-o-Spell. Another, although more informal, indication 
of the performance of the spellers is the success of spelling a word at free choice. More 
subjects could spell a word with the Hex-o-Spell than with the tactile speller. 
Although not tested statistically due to the small sample size, the online classification 
performance with both spellers in the copy-spelling mode did not seem to be lower in 
patients than in healthy participants. Furthermore, the ERP difference waveforms for the 
Hex-o-Spell were similar between the healthy and ALS patient group: both showed a P300 
that was stronger for targets compared with non-targets. In contrast, the ERP difference 
waveforms for the tactile speller were more different between the two groups. In the 
patient group, a N2 was found that was more negative for the target compared with 
the non-target taps. This difference was not significant in the healthy group. Instead, in 
this group a positive wave was found in frontal channels that was stronger for targets. 
Eye movements could be responsible for this effect. However, it is also possible that this 
positive wave is the addition of the positive counterparts of the N2 dipoles from both 
left and right somatosensory cortex. In the tactile speller study with healthy subjects, the 
N2 consisted of a negative component in parietal channels, and a positive component 
in fronto-central channels with a strong correlation between the two (Van der Waal et al. 
2012). Furthermore, we found this frontal positive wave in an different tactile BCI as well 
(Severens et al. 2013). The low number of subjects in both groups could contribute to the 
fact that this positive component was only present in the healthy subjects, and likewise 
that the negative component was only present in the ALS patients.
In the free-spelling block, results for the tactile speller were different between healthy 
participants and ALS patients: none of the patients could spell a word, while half of the 
healthy participants successfully spelled a word. This is in contradiction with the results 
from the copy-spelling block, where no difference was found in performance between 
the groups. Furthermore, with the Hex-o-Spell about half of all subjects did not succeed 
successfully in spelling a word in the free-spelling block. Hence, some subjects, both 
healthy participants and ALS patients, with high performance in the copy-spelling block, 
could not spell a word in the free-spelling block. Thus, classification performance alone 
cannot explain these findings. Fatigue could play a role here, because the free-spelling 
blocks were performed last. This could have a bigger influence in the ALS patients, because 
they are known to be prone to fatigue (McElhiney et al. 2009). 
The ALS patients included in this study were in a relatively early phase of the disease 
according to the ALSFRS-R scale. Hence it remains a question whether patients in the 
locked-in or completely locked-in state can successfully use these spellers. Moreover, even 
the current performance of the tactile speller may not be good enough for the system 
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to be accepted by end-users. Huggins et al. (2011) questioned ALS patients about their 
expectation and possible future use of a BCI. The patients stated that they required about 
90% classification performance and speeds up to 15-19 characters per minute to be willing 
to use a BCI. While performance of the tactile speller did not suffice, the performance of 
the Hex-o-Spell came close to these requirements in terms of classification performance. 
Speed on the other hand, could still be an issue. 
Usability scores were lower for the tactile speller compared with the Hex-o-Spell. In 
the open questions, subjects explained it was easier to focus on the targets and ignore 
other stimulus events in the Hex-o-Spell. Only two patients indicated they would consider 
using the tactile speller in the future, but only a version that is easier to use and smaller, 
or if nothing else works any more. Three patients indicated they would like to use the 
Hex-o-Spell as a communication device in the future, with improvements. One additional 
patient would only consider it when he would be no longer able to use eye movements 
to control existing devices. The last patient did not want to use the Hex-o-Spell in the 
future, but had the feeling that its performance was less influenced by fatigue, as she 
experiences with her existing domotic device based on eye movements. These subjective 
usability scores and remarks are in agreement with previous results in ALS patients. Kubler 
et al. (2009) found that a visual BCI performed better than an auditory BCI, and patients 
indicated that the auditory BCI was more difficult. The visual BCI used there was overt; 
hence patients could focus their gaze on the desired symbol. The results from the current 
study show that even if the visual BCI is executed covertly, patients rate the visual speller 
better than a tactile BCI. However, note that SUS scores are influenced by performance of 
the system (Bangor et al. 2008). Therefore, it is possible that the differences in SUS scores 
between the spellers are partly caused by the differences in performance. 
The performance with the Hex-o-Spell in the ALS patients is comparable to results 
with visual matrix spellers that were tested with ALS patients with mild (92%, Pires et al. 
2012) and severe disabilities (79%, Nijboer et al. 2008b). ITRs in these studies were 22 and 
10 bits/min respectively. In the current study, ITR was 6 bits/min at the end of the trial, but 
shorter trials could increase this information transfer rate without strongly influencing 
classification performance. Therefore, the Hex-o-Spell can compete with overt spellers. 
However this speller is still dependent on vision. For patients with strongly impaired 
vision, an improved version of the tactile speller could be an option.    
We could not directly verify whether subjects were directing their eye gaze toward 
the fixation cross in the Hex-o-spell condition, and hence if the results are truly 
gaze-independent. However, two findings support that subjects complied to the 
instructions. First, we did not find a modulation of the N2 component, which is assumed to 
result from fixation of the target symbol (Treder & Blankertz 2010; van der Waal et al. 2012). 
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Second, to verify the contribution of gaze-direction to the classification performance, 
classification was repeated offline with the three frontal electrodes (FP1, Fpz and Fp2). 
The signals in these electrodes are influenced most by eye movement, eye position and, 
more importantly, luminance of the stimulus. During a stimulus event the luminance of 
the symbols increases because of the size increase. This increase in luminance should be 
visible in these frontal electrodes. However, with this subset of frontal electrodes binary 
classification performance for the Hex-o-Spell was only 56% and 50% for the healthy and 
patient group respectively, which is not statistically above chance. This is considerably 
lower than performance using all channels: 68% and 65% for the healthy and patient 
group respectively. These results suggest that, in general, subjects did not look at the 
target.
The tactile speller investigated here still used visual stimuli as feedback and as 
an instruction of the mapping between fingers and letters. To create an entirely 
gaze-independent BCI system, the visual modality should be excluded as a whole. For the 
feedback, other modalities could be used easily, as shown by Nijboer et al. (2008a). For 
the instruction, users should learn and remember the mapping. In an auditory BCI, it has 
been shown that healthy subjects could do this quite easily (Schreuder et al. 2011). This 
is promising for a tactile BCI that would use such a training approach. ALS patients could 
start learning this mapping before they become locked-in. 
In conclusion, the performance of the Hex-o-Spell was above the practical threshold 
of 70% in healthy participants and in ALS patients. Although on average still above 
chance level, the performance with the tactile speller was lower and less robust for both 
groups. Only half of the healthy subjects and one patient had a performance above the 
practical threshold. This is the first study showing that ALS patients with mild to moderate 
disabilities could use a tactile or visual BCI that is not dependent on eye gaze. 
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ABSTRACT
Brain Computer Interfaces could be useful in rehabilitation of movement, perhaps also for 
gait. Until recently, research on movement related brain signals has not included measuring 
electroencephalography (EEG) during walking, because of the potential artifacts. We investigated 
if it is possible to measure the event-related eesynchronization (ERD) and event-related spectral 
perturbations (ERSP) during walking. Six subjects walked on a treadmill with a slow speed, while 
EEG, electromyography (EMG) of the neck muscles and step cycle were measured. A Canonical 
Correlation Analysis (CCA) was used to remove EMG artifacts from the EEG signals. It was shown that 
this method correctly deleted EMG components. A strong ERD in the mu band and a somewhat less 
strong ERD in the beta band were found during walking compared to a baseline period. Furthermore, 
lateralised ERSPs were found, depending on the phase in the step cycle. It is concluded that this is a 
promising method to use in BCI research on walking. These results therefore pave the way for using 
brain signals related to walking in a BCI context. 
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1. INTRODUCTION
In rehabilitaiton medicine, restoring gait functions is very important, because this 
determines if patients can become independent. Recently the idea has arisen that 
Brain Computer Interfaces could be used for the rehabilitation of gait. Walking is a very 
automated process and it is argued that it is controlled at a subcortical level (see Duysens 
& Van de Crommert 1998 for a review). Animal studies in decerebrated cats suggest 
that central pattern generators in the spinal cord are involved. Similar results have been 
found in humans. In complete spinal cord patients, walking movements can be induced 
by stimulating the spinal cord or by putting them on a treadmill (Dietz et al. 1995; for a 
review see Duysens & Van de Crommert 1998). This suggests that walking is at least partly 
controlled at subcortical levels. So the question is whether it is possible to measure brain 
activations during walking.
Several previous studies have shown that there are activations in cortical areas involved 
in walking using functional magnetic resonance imaging (fMRI) (Bakker et al. 2008) and 
near-infrared spectroscopy (NIRS) (Miyai et al. 2001; Suzuki et al. 2004). However, the 
temporal resolution of these hemodynamic methods is in the order of seconds. To be able 
to see changes within a step cycle a method with a higher temporal resolution, such as 
electroencephalography (EEG), is necessary. The difficulty with EEG measurements during 
walking is that EEG is susceptible to contamination with artifacts from facial and neck 
muscles and movement artifacts from the electrodes and cables. Recently some attempts 
have been made to overcome these problems and brain signals related to walking have 
been reported. Kinematics from lower limb joints could be inferred from EEG signals 
(Presacco et al. 2011). Furthermore, gait event-related spectral perturbations (ERSP) in mu, 
beta and gamma band were found that are coupled to the gait cycle (Gwin et al. 2010; 
Gwin et al. 2011). Independent component analysis (ICA) and dipole analysis were used to 
ensure that the signals were not contaminated with artifacts.
 The most appropriate candidate for the brain signal that could be used in BCI in 
rehabilitation is the event-related desynchronization (ERD). This ERD is found in the mu 
and beta frequency range during movement and imagination of movement (Pfurtscheller 
& Neuper 1994; Pfurtscheller et al. 2006). These ERD signals have not yet been investigated 
in walking. In this study we will therefore investigate the possibility to measure the ERD 
during walking. Furthermore the ERSPs will be investigated with methods that can easily 
be applied in a BCI setting. Canonical correlation analysis (CCA), a blind source separation 
method which provides an estimate of the autocorrelation in a signal (Vos et al. 2010), will 
be used to separate electromyography (EMG) and EEG sources. 
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2. METHODS
2.1. Subjects and Design
Six healthy subjects aged between 20-26 years (mean 21.6, SD 2.3), with no history of 
neurological disease or lower limb pathology participated in this experiment. All subjects 
gave written informed consent before the start of the experiment.
Since patients usually walk slowly, we instructed the subjects to perform walking at 
a slow speed on a treadmill (ENRAF Nonius, Type EN-tred Reha), with a step frequency of 
1.4 Hz. The speed of the treadmill for the walking condition was adjusted to a comfortable 
speed for each subject before the start of the experiment. The walking speed was on 
average 2.8 (+/- 0.2) km/h. Five trials of approximately two minutes of walking were 
performed. Each trial consisted of a baseline period in which the subjects stood still and 
looked at a fixation cross on a computer screen. After 9 s an instruction appeared on the 
screen for 1 s. Then again a fixation cross was shown on the screen indicating that the 
subjects had to start the task. The treadmill started, which took about 7 s to come to 
speed. Some 120 s after starting the treadmill it was slowed down and stopped again. 
Additionally a metronome was used for about 15 s as soon as the second fixation cross 
was shown, to help the subjects synchronize to the required step frequency.
2.2. Methods
EEG was recorded with 62 electrodes with the ground placed on the AFz-electrode position. 
The EEG signals were amplified using a TMSi Refa-72 amplifier (Twente Medical Systems 
International, The Netherlands) and digitized at a sampling rate of 500 Hz, referenced to 
an average of all channels, with a low-pass filter at 135 Hz. The electromyography (EMG) 
of the neck muscles was recorded with ZeroWire wireless bipolar electrodes (Aurion SRL, 
Italy). It was sampled at 2 KHz, filtered between 10-1000 Hz, and then streamed to the 
EEG amplifier, where it was resampled at 500 Hz. For gait phase detection, wireless foot 
contact sensors were used (Footswitch, ZeroWire, Aurion SRL, Italy) which were attached 
at the level of the calcaneus and between the dorsal heads of metatarsal I and II on both 
feet.
2.3. Analyses
Analyses were performed using the Fieldtrip toolbox for EEG/MEG-analysis (Oostenveld 
et al. 2011) and Matlab (the MathWorks, Natick, MA, USA). The EEG and EMG data were 
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analysed in a trial and step cycle epoch. First, whole trials were analysed with baseline 
(standing quietly, +/- 9 s) and walking period (+/- 120 s). Second, trials were cut into 
smaller epochs based on the footswitch data, starting with a left toe off (LTO), until the 
next left toe off (comparable to Gwin et al. 2010). Furthermore, several other phases in the 
step cycle were detected, such as left heel strike (LHS), right toe off (RTO) and right heel 
strike (RHS). If a clear step cycle phase could not be detected from the footswitch data, 
the epoch was discarded from further analysis. Noisy EEG trials were removed by visual 
inspection of the variance in each trial and epoch.
During walking the neck muscles are active and they can contaminate the EEG signal. 
We used a CCA to detect EMG components (Vos et al. 2010). This method is based on 
the assumption that EMG signals have low autocorrelation, while EEG signals have higher 
autocorrelation. First, a CCA decomposition is performed on the EEG data, resulting in a 
set of components that is ordered based on the autocorrelation of each component. To 
select the EMG components, the spectral power in the EEG frequency band (0.5-15 Hz) 
is compared with the EMG frequency band (15-30 Hz) for each component. When the 
power in the EMG is four times stronger than the power in the EEG band, the component 
was marked as an EMG component and removed. Subsequently, the EEG data was 
reconstructed into a “channel by time” representation. The same EMG components were 
removed for both the trial and step cycle analysis. On the cleaned EEG data a line noise 
band stop filter (50 Hz) was applied and linear trends were removed. For each trial and 
epoch, a baseline correction was applied by subtracting the mean potential over time to 
remove offsets. For the trial analysis the spectrogram was calculated with a convolution 
method using a sliding Hanning window of 1 s, with an interval of 0.2 s. This spectrogram 
was calculated per trial and then averaged. For the step cycle epochs, spectrograms were 
calculated per step cycle, with a sliding window and interval of 0.5 and 0.1 s respectively. 
These were then stretched using linear interpolation to a standard step cycle period and 
then averaged over trials.
3. RESULTS
Because neck muscle activity during walking can contaminate the EEG signal, it is important 
that this EMG activity is correctly removed from the EEG signal. A property of EMG signals 
is that they have a broad spectrum and white noise properties (Goncharova et al. 2003). 
In contrast, the power of EEG signals typically is inversely related to the frequency. This 
allows us to determine if the CCA component rejection method correctly removed the 
EMG components from the EEG data. Figure 1 shows spectral data for a typical subject. 
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Figure 1. Spectra of an occipital channel (O
1) before and after CCA
 com
ponent rejection and EM
G
 spectra for a typical subject. (a) Pow
er spectra of 
the EEG
 in the O
1 electrode before (solid line) and after (dashed line) CCA
 com
ponent rejection are show
n along w
ith the EM
G
 spectra in the left neck 
m
uscle (dotted line). Tim
e frequency representations of the (b) EM
G
, (c) O
1 elctrode before, and (d) after CCA
 com
ponent rejection. Colours indicate the 
relative change in the pow
er. Blue colours indicate desynchronizations, red colours indicate synchronizations.
83
FIV
E
Before rejection the EEG data in occipital channels contained strong power in frequencies 
in the EMG range, similar to the EMG spectrum (Figure 1a). After CCA component rejection, 
the power in these frequencies was reduced. This can also be seen in the time frequency 
representations of the step cycles (Figure 1b-d). Before rejection, strong broad spectrum 
bands of synchronization and desynchronization were found in both the occipital channel 
and the EMG channel. After rejection, these bands were greatly reduced in the occipital 
channel. Now desynchronizations and synchronizations are revealed in the 10-18 Hz band. 
In the trial analysis a clear desynchronization in the mu band during the movement 
could be seen, compared to the baseline period (see Figure 2a). Furthermore a 
desynchronization in the beta band was also seen, although less clear. The topography 
of the beta and mu ERD was slightly different (see Figure 2b and c respectively). The beta 
ERD was strongest above the lateral motor cortex (C3 and C4). The mu ERD was strongest 
above the central motor cortex (Cz).
During gait the ERSPs were found in the step cycle above the motor cortex (see 
Figure 3a-b). In the swing phase (between toe off and heel strike) a desynchronization 
occurred in the mu and beta band. Just before heel strike and in the double support 
phase an increase in the power in lateralised depending on the phase in the step cycle 
(see Figure 3c). Desynchronization was strongest in electrodes above the motor cortex 
in the swing phase of the contralateral leg (eg. the desynchronization between RTO and 
RHS is strongest around C3). Just before heel strike and in the double support phase, the 
Figure 2. (a) Power spectrum and topographies in the (b) beta (18-26 Hz) and (c) mu (8-12 Hz) 
band for the trial analysis averaged over all subjects. In (a) the time before zero was the baseline 
period. At 0 s, the walking task started. Blue colours indicate desynchronization, red colours 
indicate synchronization.
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Figure 3. G
rand average ERSP over all subjects during the step cycle for the (a) C3 and (b) C4 electrode and (c) topographies of the beta (18-24 H
z) 
activity for the different phases in the step cycle. Black lines indicate the different phases in the step cycle. Squares indicate the tim
e and frequency 
selection for each topography. Blue colours indicate desynchronization, red colours indicate synchronization.
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increments in activity were strongest in the hemisphere ipsilateral to the heel strike (eg. 
the beta activity just before and after RHS was strongest around C4). 
The ERSPs are quite similar in electrodes directly above the motor cortex before and 
after CCA. However, before CCA the topography of the beta activity was contaminated 
with artifacts in frontal and occipital electrodes, obscuring the effect above the motor 
cortex (see Figure 4). In the topography obtained after CCA, the muscle artifacts were 
removed.
4. DISCUSSION
We investigated the possibility of measuring ERD and ERSPs during slow walking. An ERD 
in the mu and beta band was found, although the latter one was less clear. Furthermore 
ERSPs were found in the step cycle.
The differences in ERD between mu and beta band could be caused by inter-individual 
differences. For the beta band, the peak frequency of the beta band differed among 
subjects. Some even showed synchronization in the frequencies where others showed 
desynchronization. Averaging over subjects could therefore have led to a less clear 
ERD in the beta band. This inter-individual difference in the frequencies of the ERD has 
been reported before in healthy subjects (Neuper & Pfurtscheller 2001b) and paraplegic 
patients (Müller-Putz et al. 2007). In the current study, the peak frequencies of the ERD in 
the mu band were more similar amongst subjects.
Figure 4. Differences in topographies (a) before, and (b) after CCA component rejection. As an 
example the beta (18-24 Hz) activity around the right heel strike is shown (see also Figure 3c). 
Blue colours indicate desynchronization, red colours indicate synchronization.
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A second interesting finding regarding the ERD is that we found a different 
spatial distribution in the mu and beta band. Whether this difference is caused by the 
inter-individual differences, or whether it represents a true difference in the generation of 
the mu and beta ERD, remains to be investigated.
In correspondence with (Gwin et al. 2011) we found ERSPs in mu and beta band that 
were coupled to the gait cycle. Furthermore we could detect differences between left and 
right swing and double support phase, without using ICA and source analysis techniques. 
These changes over time give information about the frequency and phase of walking and 
therefore, could be useful in a BCI for rehabilitation of gait. 
The CCA seems a promising method to remove EMG components from the EEG data 
during walking. Although former studies (Gwin et al. 2010; Gwin et al. 2011) already 
showed that the brain signals during walking can be investigated while the influence 
of EMG artifacts is minimized, the methods are not easily usable in an on-line BCI. First, 
ICA most of the time needs a large amount of data to estimate the components, and the 
optimization makes it computationally heavy and time-consuming. Second, dipole fitting 
is needed to select relevant components and reject the ones that have sources outside 
the brain, which is also time-consuming. The CCA method that we used, on the other 
hand, could in principle be used on single trials, as (Vos et al. 2010) have shown when 
measuring EEG during speech production. This could be an advantage in BCI.
Although great care was taken to exclude muscle and movement artifacts, it is 
still possible that some artifacts remain in the EEG data. The modulations in the lower 
frequency band in the occipital channel that were revealed after CCA are probably still 
due to remaining artifacts. These modulations could still come from muscle activity, or 
be caused by movement artifacts of the electrodes and head. It is unlikely that these 
modulations are related to brain activity involved in walking, because they are seen in 
the occipital electrodes. Unfortunately we did not record movements of the head. At slow 
speeds of walking, these movements are probably not very important. However, in future 
research, especially for higher speeds of walking and, it would be advisable to measure 
these movements in order to remove the artifacts from the EEG signals by decorrelation 
or another artifact removal method. 
5. CONCLUSION
It is shown that it is possible to detect ERD during slow walking movements. The 
lateralisation in the gait ERSPs that we found could be useful for brain-computer interfaces, 
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to detect and give feedback about the phase of the gait cycle. It remains to be seen if 
these signals can also be detected when imagining walking or in patients with paresis 
of the legs. A next step would be to investigate if these signals are strong enough to be 
detected in only a couple of trials.
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ABSTRACT
Recently, brain-computer interface (BCI) research has extended to investigate its possible use in 
motor rehabilitation. This study investigates whether a BCI can be based on desynchronisation 
features related to walking and whether complexity of the walking movements influences the 
classification performance. Two experiments were conducted in which healthy subjects performed 
a normal walking task, a more complex walking task, and imagination of the same tasks. These 
tasks were compared with no-walking. The first experiment was an offline experiment in which 
backward walking was chosen as the complex task. In the second experiment, a more adaptive 
task was chosen in which subjects had to constantly adapt their walking speed. In this experiment 
an online session was included in which subjects received feedback about the performance of the 
BCI. The results from both experiments show that brain signals related to walking can be classified 
significantly above chance level and that actual walking movements can be better classified than 
imagined walking movements. No effect of walking complexity on the classification performance 
was found. These results are promising for developing a BCI for the rehabilitation of gait.
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1. INTRODUCTION
Each year, about 795 000 people in the US and about  1.1 million people in Europe 
experience a stroke event, often leading to motor impairments (Truelsen et al. 2006; Roger 
et al. 2012). Motor improvements can be reached with natural recovery and rehabilitation 
therapy, predominantly in the first year. Nevertheless, many of these patients suffer from 
some type of permanent paresis or paralysis, impacting their daily functioning. Recently 
the idea has risen that a brain-computer interface (BCI) could improve motor rehabilitation 
in stroke patients (Daly & Wolpaw 2008).
The hypothesis for using BCI in motor rehabilitation is that training of signals that 
belong to movement execution and imagery will induce changes in the brain through 
use-dependent plasticity. This could in turn lead to a positive effect on motor capabilities. 
The idea for using BCI in motor rehabilitation comes from the motor imagery task that 
is often used in BCI research. Motor imagery induces event-related desynchronisations 
(ERD) during imagination (Neuper & Pfurtscheller 2001a). Training participants in several 
sessions can increase the ERD and likewise can increase BCI performance. Such training of 
ERD signals could also be embedded in therapy for stroke patients (Daly & Wolpaw 2008). 
Supporting evidence for BCI facilitated motor rehabilitation comes from recent findings 
that have shown that motor imagery training alone induces changes in brain networks 
(Pichiorri et al. 2011) and has a beneficial effect on motor recovery (Craje et al. 2010; Hwang 
et al. 2010). It can be expected that feedback on the brain signals accompanying motor 
imagery could increase this effect even more. Results of preliminary studies evaluating the 
effect of BCI sensorimotor rhythm training by imagining movement show contradictory 
results. Some short-term studies find improvements in motor functioning (Daly et al. 
2009; Ang et al. 2010; Caria et al. 2011), whereas others failed to show motor improvement 
(Buch et al. 2008; Prasad et al. 2010). Although there are no long term group studies that 
show a clinical relevance, there is enough evidence to support the assumption that BCIs 
could improve motor recovery (Belda-Lois et al. 2011).
Most of the investigations into the use of BCI in rehabilitation have focused on 
upper arm rehabilitation. However, for stroke patients the use of the lower extremities, 
and more specifically gait, is an important factor in becoming independent of the 
care of others. Therefore, it is interesting to know whether a BCI can be based on brain 
activations associated with walking (for a review of the possibilities for using BCI in 
walking rehabilitation see (Cheron et al. 2012)). However, the role of the cortex during 
walking has been under debate. Locomotion is coordinated by central pattern generators 
(CPGs) in the spinal cord and this basic motor pattern is modified by sensory feedback 
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and supraspinal control (for a review see Jahn & Zwergal 2010; Duysens et al. 2013). This 
control involves brain stem, cerebellum, basal ganglia and thalamus. In the last decades, 
it has been shown with neuroimaging methods that the supraspinal control also includes 
cortical areas, among which the dorsal premotor cortex (PMd) and supplementary motor 
area (SMA). These areas are active during walking (Fukuyama et al. 1997; Miyai et al. 2001), 
and imagined walking (Bakker et al. 2008; Wang et al. 2008; Iseki et al. 2008). More recently, 
cortical activity during walking has also been shown with electroencephalography (EEG) 
(Presacco et al. 2011; Gwin et al. 2011; Severens et al. 2012; Wagner et al. 2012), and in a 
single-subject study a robotic gait orthosis could be controlled with imagined walking 
movements (Do et al. 2012). Walking is a very automated process, and automated motor 
processes cause a general decrease of activity in distributed networks involving cortico-
basal ganglia and cortico-cerebellar pathways (Haslinger et al. 2004; Wu et al. 2004; for 
a review see Doyon et al. 2009). Inversely, less automatic movements could increase the 
brain signals related to walking movements. 
In this paper we will investigate the possibility of controlling a BCI using brain signals 
related to walking, more specifically the ERD, versus brain signals during rest in healthy 
subjects. Walking tasks that produce the strongest brain activations are probably most 
useful in the BCI and for rehabilitation. Therefore, we used simple and more complex 
walking tasks to investigate the effect of automaticity of the performed or imagined 
movement on the BCI performance. An increased performance with the BCI controlled 
by the more complex tasks is expected. Both tasks were executed under two conditions, 
namely when actually performed and imagined. The brain signals are expected to be less 
strong during imagined walking, hence resulting in lower performance of the BCI in this 
condition.
2. METHODS
Two experiments were conducted, which both tested the effect of the complexity of 
the walking task on the performance of the BCI. In the first experiment classification 
performance was calculated offline, whereas the second experiment was designed such 
that it also included an online evaluation session.
2.1. Experiment 1
In the first experiment, actual and imagined walking movements were performed in the 
forward and backward direction. Backward walking was chosen as the more complex task, 
93
SIX
because it is more demanding yet very similar to forward walking in movement trajectories 
of the legs and joint angles (Thorstensson 1986; Grasso et al. 1998). Therefore, if differences 
in brain signals are found these cannot be attributed to differences in kinematics. 
2.1.1. Participants
Twelve healthy volunteers (mean age 29 year, SD 5.6) participated in experiment 1. They 
all gave written informed consent before the start of the experiment. The experiment 
was approved by the ethical committee of the faculty of social sciences at the Radboud 
University Nijmegen.  
2.1.2. Task
Subjects executed two actual and two imagined walking tasks on a treadmill (ENRAF 
Nonius, Type EN-tred Reha). They walked forward (FW) and backward (BW) at a slow speed 
(3 km/h). Furthermore, they had to imagine walking forward (IFW) and backward (IBW). 
For the backward trials, subjects had to turn around on the treadmill, hence facing the 
back of the treadmill. During all tasks, subjects could hold on to safety bars at the sides of 
the treadmill. The eyes were open in all conditions.
Before the start of the experiment subjects walked on the treadmill for about 2 minutes 
in forward and backward direction to become accustomed to walking at this speed on 
a treadmill. A metronome was adjusted to synchronize with the step frequency of the 
subject to make sure that subjects could walk at this pace in both forward and backward 
direction. Subsequently, a trial of each of the four tasks was practiced once. Subjects were 
instructed to synchronize the walking to the metronome. Furthermore, they were asked 
to minimize head and eye movements. For the imaginary tasks, subjects were instructed 
to use kinesthetic motor imagery, i.e. imagining the feeling that actual performance 
produces. If subjects indicated they needed more practice for a particular task, another 
trial of that task was executed.
2.1.3. Design
In total, eight sequences were performed. In each sequence the four tasks were performed 
in random order. A trial started with a period of quiet standing while subjects looked at a 
fixation cross on a computer screen for 6 s, which was used as the no-walking task. Then 
an instruction was displayed telling the subject which task had to be executed next. In 
the actual walking tasks, the treadmill started, subjects walked for 48 s, after which the 
treadmill was stopped again. The treadmill took about 7 s to come up to speed and another 
7 s to slow down and stop completely, hence adding up to a walking period of 62 s (see 
Figure 1). During the no-walking and walking periods a fixation cross was displayed on a 
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screen. In between trials there were a few seconds of rest. After each sequence, subjects 
could rest for a minute. 
2.1.4. EEG Recordings
EEG was recorded with 62 electrodes with the ground placed on the AFz-electrode 
position. These signals were amplified using a TMSi Refa-72 amplifier (Twente Medical 
Systems International, The Netherlands) and digitized at a sampling rate of 500 Hz, 
referenced to an average of all channels. During fitting of the EEG cap, the impedance of 
each electrode was kept below 50 kΩ. 
2.1.5. Analysis
EEG data was first temporally downsampled to 250 Hz to reduce dimensionality, after 
which the data during no-walking (standing) and walking periods was cut into 1.2 s epochs. 
Then, linear trends were removed, and a common average reference was subtracted from 
the data. Subsequently, electrodes with bad signal quality were removed if the variance 
was more than 3.5 standard deviations greater than the median variance. On average one 
electrode was identified as outlier and removed. To remove the influence of the outlying 
electrodes, a common average reference was subtracted from the data again. 
To remove the influence of EMG activity on the EEG, a component analysis was 
performed to identify EMG components. This method has been used before in speech 
production (Vos et al. 2010) and walking (Severens et al. 2012). In the actual walking tasks, 
the removal of EMG activity is particularly important, because inclusion of these class 
specific artifacts could overestimate the classification performance. One could argue that 
a selection of only a central channel set could also decrease influence of EMG. However, 
Figure 1. (a) Schematical representation of a trial in experiment 1. TM = treadmill (b) The visual 
display during the trial: a green fixation cross during the no-walking period, an example 
instruction, and a white fixation cross during the walking period. (c) Positions of the electrodes. 
The red dots indicate the subset of electrodes used for analysis.
No walking TM startup Walking TM stopping
Instruction
6 1 7 48 7 time (s)
(a)
(b)
(c)
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because of spreading of electrical activity, central channels could also be contaminated, 
although to a lesser extent, with EMG signals. With the component analysis method used 
in the current study, the EMG signals in peripheral electrodes are used for decomposition 
of EEG and EMG components. The EMG components are then removed from the whole 
data set, minimizing EMG influence even at central locations. To compute the EMG 
components, the EEG data was decomposed with a Canonical Correlation Analysis 
(CCA). EMG components were defined as components in which the power in the EMG 
frequency band (15-30 Hz) was more than 1.3 times stronger than in the EEG frequency 
band (1-15 Hz). These EMG components were removed from the EEG data. Subsequently, 
a central set of 25 electrodes (see Figure 1) was selected to remove any remaining EMG 
activity in peripheral electrodes. On these remaining electrodes a surface laplacian based 
on spherical spline interpolation (Perrin et al. 1989) was performed to improve spatial 
selectivity. To compute the power spectral density, Welch’s method with a hanning 
window of 250 ms was used. For feature selection, the frequency bins between 8 and 32 
Hz were used. 
To separate the classes (walking vs. no-walking) for each task a linear classifier was 
trained using a L2 regularized logistic regression objective (Bishop 2006). The regularization 
strength was set with leave-one-trial-out cross-validation. To prevent over-fitting during 
this cross-validation process the EMG component removal was repeated for each fold 
using only the examples used to train the classifier. Because of the unequal number of 
examples in each class (5 no-walking vs. 53 walking epochs), the classes were weighted in 
the class training, such that each class had equal importance. In other words, a balanced 
loss was used such that the weighted summed error in the two classes was the same. 
Furthermore, a balanced classification performance was calculated by averaging the 
performance for the walking and no-walking epochs, such that 50% was the chance level 
for both classes.
2.1.6. Statistical Analysis
To test for a significant performance above chance level, the confidence bounds were 
calculated with a randomization test (Müller-Putz et al. 2008). For this, the labels were 
randomly permuted over the examples per subject. The 95th percentile was chosen as 
the bound per subject and task. The largest confidence bound over all subjects and tasks 
was selected as threshold for significant classification performance. To test for significant 
interactions and differences in classification rates between walking complexity (forward 
and backward) and modality (actual and imaginary), a 2x2 repeated measures ANOVA was 
used. The alpha level was set to .05 for all statistical tests. 
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2.2. Experiment 2
It is possible that subjects quickly learned to perform the backward walking task within 
the session in experiment 1, which could have possibly made the task less complex. To 
exclude the possibility that this fast learning of the backward walking task influenced 
the results in experiment 1, a second experiment was conducted. Here a more complex 
task was used that required constant adaptation of the motor program. The constant 
adaptation task could increase the signal measured from SMA and PMd because these 
areas are involved in sequencing and timing of limb movements and the control of gait 
under guidance of visual information respectively (Iseki et al. 2008). Furthermore, in 
this experiment online performance was evaluated. Unless mentioned otherwise, the 
methods used in experiment 1 were also applied in experiment 2. 
2.2.1. Participants
Nine healthy volunteers (mean age 29 year, SD 5.6) participated in experiment 2 (3 of 
these also participated in experiment 1).  
2.2.2. Task
Four tasks were executed. Subjects walked forward with a constant speed (3 km/h) and 
imagined doing this, hereafter called constant walking (CW) and imaginary constant 
walking (ICW) respectively. These two tasks are similar to the forward walking conditions 
from experiment 1. Furthermore, they had to walk on the treadmill while the speed was 
changed during the course of the trial using a custom made matlab routine, to increase 
the complexity of the task and requiring the need for constant adaptation of the walking 
commands. Therefore the speed of the treadmill varied between 2.5 and 4 km/h. It was 
changed three times during a trial, jittered (+/- 3 s) around 12, 20 and 30 s after starting 
the treadmill. This change in speed was randomized over trials. Subjects had to actually 
perform this adaptive walking task (AW) and they had to imagine walking with varying 
speeds (imaginary adaptive walking, IAW).
2.2.3. Design
 The experiment was divided in two blocks: a training block for classifier training and 
an online feedback block. The training block consisted of eight sequences in which the 
tasks were each performed once. To be able to give instructions about the required 
walking speed, a virtual path was displayed during the tasks (see Figure 2). The standing, 
or no-walking, period lasted 10 s, during which the display of the virtual display was 
static. Subsequently, an instruction was displayed telling the subject which task had to 
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be executed next. The walking period lasted 44 s including starting up and stopping 
of the treadmill in the actual walking tasks. During this period the virtual path moved 
simulating a view when subjects would actually walk on this path. Synchronized to the 
stepping speed, one bar changed color to indicate when subjects had to step down with 
their left and right foot (orange and green respectively). This was used to indicate the 
stepping speed during the actual walking trials and the speed to imagine walking. In a 
short practice session, the step length and step frequency were determined by walking 
on the treadmill at 3 km/h. This step frequency was used in the constant walking tasks. For 
the other speeds, the step frequency was calculated with the following formula:
in which f is the step frequency, v is the speed of the treadmill, and l is the step length. This 
ensured that subjects needed to adapt their step frequency, and not just the step length, 
thereby increasing the difficulty of the walking task. The step frequency was indicated to 
the subject by the frequency of appearance of the colored bars in the virtual path. Hence, 
the speed of the virtual path matched the speed of the treadmill during actual walking.
In the online test block the subjects received feedback about the performance of the 
classification in 8 sequences. Due to technical problems, one subject only performed four 
sequences. The color of the bars in the virtual path indicated the estimated class, either 
walking or no-walking. The transparency of the path indicated the predicted probability 
of the classification, hence if the prediction was strong or weak (see Figure 2). 
Figure 2. (a) Schematical representation of a trial in experiment 2. TM = treadmill (b) Virtual 
path display. The first three images show the display during training: a static display during no-
walking, an animated movement of the path, with the bars moving towards the subject during 
the walking period. Coloured bars indicate a right heel strike and a left heel strike. The two 
rightmost images show examples of the display during on-line feedback: transparent orange 
coloured bars indicate no-walking feedback with low predicted classification probability; 
opaque blue bars indicate walking feedback with high predicted probability. 
No walking TM startup Walking TM stopping
Instruction
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In two of the eight imaginary tasks in the feedback block, subjects were instructed to 
freely test the performance, hence imagine walking or no-walking as they wished. These 
sequences were removed from further analysis.  
2.2.4. Analysis
For both experiment one and two, the final analysis was the same. However, in experiment 
2 the addition of feedback required online analysis. The pre-processing used online 
was slightly different from the final analysis. The removal of EMG components did not 
use the relative power in the EMG and EEG frequency band, but was based on the 
auto-correlation of each component with a time-shifted version of that signal. A threshold 
for the auto-correlation and for the standard deviation of this auto-correlation was used 
to select EMG components. The selected components were removed from the EEG data. 
Furthermore, the complete electrode set, and only the frequency bins up to 24 Hz were 
included as features for classification. Other analyses were the same as in experiment 1. 
The classifier trained during the training block was applied to the new unseen data from 
the test block, and these results were fed back to the subject via the changing colors of 
the virtual path.
Because EMG signals could in principle still influence the classification performance, 
the performance was recalculated offline with the same analysis methods as used for 
experiment 1, for the training as well as for the test block. For the latter to simulate online 
use, a classifier was trained on the data of the training block and applied to the new unseen 
Figure 3. Grand average spectral density at Cz over all subjects for the no-walking (NoW), 
imaginary forward (IFW), imaginary backward (IBW), forward (FW) and backward (BW) walking 
epochs in experiment 1.
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data from the test block. On average one electrode was removed because of bad signal 
quality. Because starting and stopping of the treadmill in the CW task is similar to the AW 
task, these periods were removed from the analysis, leaving a walking period of 30 s.
2.2.5. Statistical Analysis
Statistical analyses were the same as for experiment 1, with the factors walking complexity 
(constant and adaptive) and modality (actual and imaginary) in the 2x2 repeated measures 
ANOVA.
3. RESULTS
3.1. Experiment 1
A clear ERD was found above motor areas for the actual walking tasks in the mu and beta 
band. This can be seen in Figure 3 as a decreased amplitude for each of the four walking 
tasks with respect to the no-walking task. For the imaginary tasks, the ERD was less clear in 
the beta band, and absent in the mu band in the Cz electrode. During actual walking, the 
mu band ERD (8-14 Hz) was strongest in fronto-central and lateralized parietal areas (see 
Figure 4. Topography of the mu (8-14 Hz) and the beta (18-32 Hz) ERD (walking minus 
no-walking) in the actual forward (FW) and backward (BW) walking epochs in experiment 1. 
Desynchronization is indicated in blue, synchronization is indicated in red.
Walking related ERD features in a BCI
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Figure 4). In the beta band (18-32), the ERD was strongest above the central electrodes, 
with some spreading to lateralized parietal areas. The mu and beta ERD were less clear 
during imagined walking. The ERD in the BW task was somewhat stronger and spread to a 
larger channel group than in the FW task. 
The average classification performance was 78% for the FW task, 82% for the BW 
task, 69% for the IFW task and 70% for the IBW task (see Figure 5). For all tasks this was 
significantly above chance. A main effect of modality was found, F(1,44) = 33.53, p < 0.001, 
indicating that the actual walking tasks had a higher classification performance than the 
imaginary walking tasks. No main effect of direction was found, F(1,44) = 2.01, and the 
interaction was also non-significant, F(1,44) = 0.56, p > 0.05.
3.2. Experiment 2
In the low beta band, a clear ERD was found for all walking tasks with respect to the 
no-walking period (see Figure 6). In the higher beta band, the ERD was only visible for 
the actual walking tasks. This pattern of a strong ERD in low beta band and a weaker or 
no ERD in higher beta band for the imaginary walking tasks was visible in four out of 
nine participants. In the mu band a small ERD was seen in the central electrode, but a 
Figure 5. Classification performance on the 1.2 s epochs for the forward (FW), backward (BW), 
imaginary forward (IFW), and imaginary backward (IBW) walking conditions in experiment 1. 
The bars indicate averages over all subjects; each individual subjects classification performance 
is indicated by the cross and plus markers, in which each subject has a unique combination of 
marker and colour. The dotted line indicates the upper bound of the 95% confidence interval.
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Figure 6. Grand average spectral density at Cz over all subjects from the training block in 
experiment 2 for the no-walking (NoW), imaginary constant (ICW), imaginary adaptive (IAW), 
constant (CW) and adaptive (AW) walking epochs.
Figure 7. Topography of the mu (8-14 Hz) and the beta (18-32 Hz) ERD (walking minus 
no-walking) in the actual constant (CW) and adaptive (AW) walking epochs in experiment 2. 
Desynchronization is indicated in blue, synchronization is indicated in red.
Walking related ERD features in a BCI
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Figure 8. Classification perform
ance on the 1.2 s epochs for the constant (CW
), adaptive (AW
), im
aginary constant (ICW
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) 
w
alking conditions in experim
ent 2. In (a) the off-line perform
ance of the training block is given. In (b) the perform
ance of the test block, calculated 
w
ith the classifier from
 the training block, is given. The bars indicate averages over all subjects; each individual subjects classification perform
ance is 
indicated by the cross and plus m
arkers, in w
hich each subject has a unique com
bination of m
arker and colour. The dotted line indicates the upper 
bound of the 95%
 confidence interval.
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strong desynchronisation was present at parietal-occipital areas (see Figure 7). The beta 
ERD during actual walking was strongest above central electrodes. No clear difference 
was seen between the constant and adaptive walking. The ERD during imaginary walking 
was less pronounced in both the mu and beta bands.
The online performance of the test block was 79%, 78%, 70% and 69% for the CW 
AW, and ICW and IAW tasks respectively. Since non-optimal parameters were used, EMG 
activity could have been included in the features used for classification, overestimating 
the true performance. Therefore, the data was re-analyzed offline.
For the training block the average recalculated classification performance was 87% for 
the CW task, 89% for the AW task, 71% for the ICW task, and 76% for the IAW task (see Figure 
8a). Classification performance of all tasks was significantly above chance. A main effect of 
modality was found, F(1,32) = 50.37, p < 0.001, indicating that performance was stronger 
in actual walking compared to imaginary walking. There was no effect of complexity of the 
walking task on the classification performance, F(1,32) = 2.21, and no interaction effect, 
F(1,32)=0.46, p > 0.05. Similar effects were seen when applying the classifier of the training 
block to the test block data (see Figure 8b). The classification performance was 84% and 
86% for the CW and AW tasks respectively. For both the ICW and IAW tasks, classification 
performance was 66%. Again these average performances were all above chance level. 
Furthermore, classification performance was higher during actual walking compared to 
imaginary walking, F(1,32) = 76.03, p < 0.001. The effect of complexity, F(1,32) = 0.60, and 
the interaction effect, F(1,32) = 0.25, p > 0.05, are non-significant.
4. DISCUSSION
In this paper we investigated the possibility of classifying EEG signals related to walking 
movements and the effect of increasing complexity of the movements on classification 
performance. Both actual and imagined walking movements could be classified above 
chance level, but as expected the actual movement tasks performed better than the 
imaginary movement tasks. In contrast to what we expected, complexity of movements 
did not significantly influence classification performance, although the mean classification 
performance of both complex tasks was higher than the simple tasks. 
4.1. Cortical control of walking
All walking movements, including the imagined walking movements, produced an ERD 
in mu and beta bands. These results confirm that walking on a treadmill is under some 
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form of cortical control. In the forward and constant walking tasks, subjects walked 
with a constant speed. Even under these conditions activity related to walking could 
be detected, indicating that this activity is not simply starting or stopping the walking 
movements, but is probably involved in the continuous control of the movement. The 
mu and beta ERD that we found is very similar in location and frequency to ERD found 
during other leg movements (Pfurtscheller et al. 2006; Müller-Putz et al. 2007; Boord et al. 
2010). Hence, at first sight, the aspect of cortical control of walking that can be measured 
with EEG does not appear very different from cortical control related to other movements. 
However, it should be mentioned that the present type of walking required some level of 
continuous guidance and corrections in the less complex tasks as well, since the subjects 
were required to follow a given cadence. In locomotor tasks that are even more automated 
it is conceivable that the role of the cortex is less prominent.
4.2. Complexity
Although the difference in classification performance between normal and more complex 
walking tasks was not significant, the difference was in the expected direction for both 
experiments. The ERD in the beta band during actual forward walking was about 25% 
lower than during backward walking. Previously differences between forward and 
backward walking of up to 50% have been found in SMA, pre-central gyrus and superior 
parietal lobule with NIRS (Kurz et al. 2012). The discrepancy between these studies could 
have been due to differences in methodology, including the precision cadence that was 
required in the current study, and the difference in controlling hand position. Moreover, 
in the present study subjects walked at a speed closer to the average preferred walking 
speed, whereas walking speeds in the NIRS study were lower. Walking at very low speeds 
can produce different patterns of muscle activation (Den Otter et al. 2004), hence cortical 
control of slow walking could be different from the control of normal walking. A difference 
between normal and more complex walking tasks has also been shown with imagined 
locomotion. In fMRI (Bakker et al. 2008) showed that, compared to motor imagery of 
normal gait, motor imagery of precision gait is accompanied by stronger activations in 
left and right superior parietal lobule, and the superior middle occipital gyrus. A similar 
trend was seen in PMd and cerebellum. La Fougère (2010) proposed two different 
locomotion networks for steady-state and modulatory locomotion. In the direct pathway 
for steady-state locomotion execution signals from the primary motor cortex areas go 
directly to the CPG. Planning and modulation of movement is controlled by a separate 
pathway. Signals originating in prefrontal SMA are transmitted through the basal ganglia 
and brainstem locomotor regions to the spinal CPG. Taken together, these previous results 
105
SIX
suggest that more demanding locomotion tasks should produce stronger or at least 
different brain activity. However, with NIRS and fMRI a different aspect of brain activity is 
measured than with EEG, namely the hemodynamic response. Although correlations have 
been found between both responses (Formaggio et al. 2010), discrepancies between the 
two have also been described (Visani et al. 2011). This could explain differences between 
the results in hemodynamic responses and the results from the present study.
Similar results for experiment 1 and 2 suggest that the absence of a significant 
difference between the classification of forward and backward walking was not caused 
by fast learning of the backward task. A factor that could have influenced the difference 
between the simple and more complex tasks is the cueing for the precision cadence. 
Attuning walking to both visual and acoustic cues is attentionally demanding (Lewis et 
al. 2000; Lamoth et al. 2007). Hence, the simple tasks used in the present study were both 
already a somewhat complex task. Recently it has been shown that, visual cues, as used in 
experiment 2, require more attention than auditory cues (Peper et al. 2012). Therefore, the 
CW task using visual cues from experiment 2 was probably more difficult than the FW task 
using auditory cues from experiment 1. Differences in complexity in both experiments, 
but specifically when visual cues were used, could have been too small to show up 
significantly different in the classification results.
4.3. Actual and imagined walking
Classification performance with actual walking tasks was higher than performance 
with imagined walking tasks. Although movement and muscle artifacts could boost 
performance especially in the actual walking tasks, we believe this was not the case, first 
because EMG activity was decomposed from the data. Second, the ERD during actual 
walking was located above central and parietal areas. In prior work, both foot movement 
execution and foot movement imagination have been associated with a desynchronisation 
in mu and beta band above central electrodes (Pfurtscheller et al. 2006; Müller-Putz et 
al. 2007; Boord et al. 2010). Therefore, classification of actual walking tasks was likely 
solely based on brain signals. Differences in the strength of brain signals during actual 
and imagined movements have been seen previously in EEG measurements, and were 
attributed to weaker afferent input (Müller-Putz et al. 2007). Whether only this weaker 
afferent input causes this difference between actual and imagined movements, or whether 
there is also a difference in the motor component of the ERD remains an open question. 
The different ERD pattern in the high beta range between actual and imaginary tasks that 
was found in the current study could also partly reflect the difference in afferent input, or 
it could reflect a difference in motor components between the actual and imaginary tasks. 
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However, this needs further investigation because this pattern was found in only a subset 
of the participants. 
4.4. Implications for rehabilitation
The results from the current study are relevant for developing rehabilitation techniques 
that include BCI training. First, in stroke rehabilitation training, attempted movement will 
be more appropriate than imagined movement, although the latter being studied more 
frequently. In fMRI it has been shown that activity of attempted movement and imagined 
movement differs in strength in different areas (Cramer et al. 2005). For attempted walking 
movements, ERD levels and classification performance will probably be somewhere in 
between levels for actual and imagined movements. Therefore, the results for both actual 
and imagined walking movement give insight into what we could expect in rehabilitation 
settings. Secondly, the design of the current study will be more appropriate for 
rehabilitation training sessions than the standard BCI designs. In the latter, the (imagined) 
movement task is often performed for only a couple of seconds. But in rehabilitation, it 
will be more appropriate to have longer periods of (attempted) walking, while feedback 
is given at regular intervals, for example every second. Our results show that classification 
of short periods of time is also possible during continuous actual and imagined walking. 
Finally the results show that classification performance is not influenced by the complexity 
of the task. Hence, any precision walking task can be chosen in a rehabilitation program. 
An important question that remains for developing a BCI training therapy is how the ERD 
patterns during either actual, imagined or attempted walking in stroke patients compare 
to these results in healthy subjects. 
5. CONCLUSION
In conclusion, ERD during walking movements can be detected in the relevant cortical 
areas with EEG. These ERDs,  measured with both actual and with imagined walking, can 
be used as features in a BCI. This paves the way for developing a BCI based locomotion 
training for stroke patients. 
Acknowledgement 
The authors gratefully acknowledge the support of the BrainGain Smart Mix Programme of the 
Netherlands Ministry of Economic Affairs and the Netherlands Ministry of Education, Culture and 
Science.


General discussion
General discussion
110
In this thesis two clinical applications of BCIs were investigated. First we set out to 
develop a gaze-independent BCI for the control of a communication device or home 
automation system that can be used by locked-in syndrome (LIS) patients. Here the focus 
was on a tactile BCI. Second we investigated the feasibility of using BCI techniques in the 
rehabilitation of gait. Therefore, brain signals related to walking were investigated and 
classified.
Tactile BCI for assistive technology 
The main question of the first part of this thesis was whether a tactile BCI is suitable 
for controlling assistive technology. Because interaction takes place between evoked 
responses to stimuli that are adjacent in time and space (chapter 1), in our tactile BCIs, we 
chose stimulation sites on both left and right hand and on non-adjacent fingers. In the first 
BCI system, we showed that a BCI based on transient stimuli and responses outperforms a 
BCI based on steady-state stimuli and responses. However, the multi-signature BCI, which 
uses both responses at the same time, did not increase performance. In a group of healthy 
subjects and patients with ALS we evaluated the performance of a tactile BCI in which 
the output was a spelling device. We compared this with a visual gaze-independent BCI 
speller, the Hex-o-Spell. The Hex-o-Spell outperformed the tactile speller in performance 
and subjective usability. This indicates that, although tactile BCIs can be used by both 
healthy participants and individuals with ALS, visual based BCIs are easier to use than 
tactile BCIs. 
Tactile stimulation
In chapter 2 we showed that responses to stimuli close together in time and space interfere 
with each other. This is a fundamental finding that can be used in the development 
of tactile BCIs. Simply choosing all ten fingers as stimulation sites with ten classes will 
probably lead to very small steady-state responses. In chapter 3 we used this knowledge 
and chose just two classes: left hand stimulation versus right hand stimulation. In this study, 
we stimulated three fingers on each hand to increase the amplitude of the responses. 
Because of the interaction effects, the total responses to this three-finger stimulation was 
likely smaller than the sum of responses to stimulation of the three fingers individually, 
but we expected the total response to be stronger than when stimulating only one finger. 
In BCIs using an oddball design, such as the design we used for the transient 
responses in chapter 3 and 4, there is a trade-off between the amplitude of the responses 
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and the stimulus onset asynchrony (SOA). On the one hand, higher amplitudes lead to 
higher performance; on the other hand, shorter intervals between stimuli increase the 
information transfer rate. In the visual domain it has been shown that the peak ITR lies 
around an SOA of 175 ms (Sellers et al. 2006). In the tactile domain peak performance has 
been found with slightly longer intervals (Brouwer & Van Erp 2010). The intervals we used 
in chapter 3 for the transient responses (between 444 and 667 ms) are therefore probably 
not optimal, but even with these non-optimal intervals the transient BCI performed better 
than the BCI based on flutter features.
Somatosensory responses
In this thesis we looked at several somatosensory responses to tactile stimulation. In 
chapter 2 we showed that interaction effects of simultaneous stimulation occur in both 
early transient responses and in the SSSEP. We concluded that the same processes are 
responsible for these effects. This is in agreement with the finding that steady-state 
responses can be explained as a superposition of early transient responses (Capilla et al. 
2011). What we did not investigate is whether there is also an interaction effect in later 
transient responses. For the visual and auditory P300 it is known that the amplitude 
increases with longer target to target intervals (Gonsalvez et al. 2007). Hence, there is 
an effect of temporal proximity, like we see in the interaction effect on early responses. 
Nevertheless, it is not likely that later responses are also influenced by spatial proximity, 
i.e. the distance between stimulated fingers. It has been shown that the effect of spatial 
proximity is predominantly seen in SI, and less in SII, although the total interaction effect 
is stronger in SII (Hoechstetter et al. 2001). Since later responses originate from SII and 
subsequent areas, the effect of spatial proximity will probably be lower or even absent in 
these responses. Nonetheless, to decrease a possible interaction effect and increase the 
ease of detection of stimuli, in chapter 4 we increased the distance between stimulation 
sites: stimulated fingers were interspersed (thumb, middle finger, and little finger). 
Although attention effects can be seen in somatosensory responses as early as 50 ms 
after the stimulus (Iguchi et al. 2002; Iguchi et al. 2005), in chapter 4 the first significant 
attention effects started at about 150 ms after the stimulus. These differences are probably 
due to difference in stimulation designs. Based on Capilla’s superposition hypothesis, 
we can assume that the early transient attentional modulation effects are similar to 
the attentional modulation in the SSSEP. This is in line with the finding from chapter 3: 
the use of the attentional modulation in the SSSEP, including only the early responses, 
leads to lower classification performance than the use of the attentional modulation in 
the transient responses that also include later responses. We can conclude that the later 
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and stronger attention effects are more useful in a somatosensory BCI, than the attention 
modulation on the early responses.
Limitations
Some limitations of the studies should be mentioned. The comparisons that were made in 
chapter 3 and 4 could be dependent on the parameters used in these studies. In chapter 
3, the stimulation parameters for both the transient and steady-state responses influence 
the classification results. This also counts for chapter 4, in which the tactile speller was 
compared to the Hex-o-Spell. New findings regarding these stimulation parameters and 
the effects on the classification results could change the results of the comparisons.
Future research on tactile BCIs
Results of the tactile speller in chapter 4 were varying greatly among users. Some subjects 
had close to chance performance, whereas the performance of others was significantly 
above chance. The source of these inter-individual differences needs further investigation. 
In a previous study with Braille stimulators average performance was much higher, and 
individual performance was not that close to chance (Van Der Waal et al. 2012). This 
suggests that the different stimulators could play a role. Further research is necessary to 
disentangle the effects of the stimulators, and improve them so they meet all requirements 
(see chapter 4), and evoke robust responses in all subjects.
Additional improvements could be made to the tactile BCI. Other stimulation sites 
could be investigated, specifically for patients in whom hand stimulation cannot be used, 
such as patients with high spinal cord injury. Furthermore, a subject specific SOA could 
perhaps optimize the speed-amplitude trade-off that is seen for transient responses. 
For SSSEP responses, subject specific frequencies have been suggested to enhance the 
amplitude (Breitwieser et al. 2012). For transient responses, such an approach has not 
been investigated yet.
The tactile BCIs investigated in this thesis still used visual stimuli as feedback and 
as an instruction of the mapping between fingers and letters. To create an entirely 
gaze-independent BCI system, the visual modality should be excluded as a whole. For 
the feedback on letter selection, other modalities could be used easily, as shown by 
Nijboer et al. (2008a). For the instruction of finger and letter mapping, users should learn 
and remember the mapping. In an auditory BCI, healthy users can do this quite easily 
(Schreuder et al. 2011). This is promising for a tactile BCI that would use such a training 
approach. ALS patients could start learning this mapping before they become locked-in.  
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In chapter 4 we showed that about 50% of the ALS patients with mild to moderate 
disabilities could use the tactile speller. This is comparable to the number of healthy 
subjects that could use this speller. In addition, although not tested for significance, 
transient responses did not seem to be smaller in these patients. What still needs to be 
investigated is the somatosensory signals in ALS patients with severe disabilities with 
such a tactile stimulation design. More importantly, does the attentional modulation of 
these somatosensory signals behave similarly in LIS and CLIS ALS patients compared to 
healthy subjects or ALS patients with moderate disabilities? 
Tactile domain for BCI
In chapter 4 we showed that a covert visual BCI performs better than our tactile BCI. Hence, 
the question arises whether the tactile domain in general is useful in BCI. If patients can 
use other channels of communication, or if they could use a visual BCI, this will probably 
work better and faster than a tactile BCI. However, vertical eye movements which are 
present in many ALS patients will probably not be enough to control the standard 
visual matrix speller for which two-dimensional eye gaze is necessary to achieve good 
performance (Brunner et al. 2010; Treder & Blankertz 2010). Furthermore, as discussed in 
the introduction, LIS patients can loose the ability to use a gaze- or vision-dependent BCI 
because of eye problems, and CLIS patients cannot use these systems at all. BCIs based 
on covert visual attention, like the Hex-o-Spell used in chapter 4, still need some vision, 
and it is not known how these BCI systems perform with uncontrolled eye movements or 
deteriorated vision. For these patients, BCIs based on tactile stimulation may be an option. 
A sense of touch is necessary for the tactile BCIs that were presented here. Although we 
used finger stimulation in the studies in this thesis, other stimulation sites could also be 
used. Others have used tactile stimulation on the trunk (Brouwer & Van Erp 2010; Thurlings 
et al. 2012), but the face, tongue or other sites could also be stimulated. 
Tests in patients
Differences in BCI performance have been shown between patient groups and 
able-bodied subjects (for example Kubler et al. 2009; Ortner et al. 2011). Tests in end-users 
could give us information, not only about differences in brain signals between patients 
and healthy controls, but also about subjective evaluations of the systems, that can be 
used to improve future systems. However, when should we take the step to test new BCI 
systems for assistive technology in these patients? Although many patients are eager 
to contribute to research by participating in studies, they often have a tight schedule 
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with therapy, home care etcetera. Furthermore, progression of ALS sometimes is very 
fast and the patient’s time could therefore be limited. Hence researchers should careful 
consider the importance of conducting these experiments in LIS patients. One question 
that should be addressed in pilot studies is whether the level of performance in healthy 
subjects is sufficient. This performance should come close to the acceptance level of LIS 
patients, before the step to end-users is made. This also applies to the speed of the system. 
Nonetheless, end-user tests are inevitable and should remain the final goal to be reached 
before clinical application. 
BCI for motor rehabilitation
The main goal of the second part of the thesis was to investigate the possible use of walking 
related brain signals in a BCI. Although walking is a automated process that is at least partly 
controlled subcortically (Jahn & Zwergal 2010), in chapters 5 and 6 we showed that both 
walking and imagined walking produced brain signals that are very similar to brain signals 
during other movements. This signal, the ERD, is seen over the motor areas. This implies 
involvement from cortical areas in these walking tasks. Next to the ERD, event-related 
spectral perturbations (ERSP) were found during actual walking. These are small changes 
superimposed on the ERD during the step cycle. We showed that, by using the ERD, a BCI 
can be controlled with both actual and imagined walking movements. In contrast to what 
we expected, we did not find an effect of complexity of the walking movement in this BCI, 
but this may have been due to the complexity of the control task (precision stepping). 
The walking tasks we used in chapter 6 were both precision walking tasks. This could have 
influenced the effect of complexity. Comparison with a more automatic walking tasks, 
such as freely walking over ground at a comfortable speed, may show stronger differences 
in ERD levels and classification performance compared to the precision complex walking 
task. However, such an over ground walking task does not allow the same level of control 
of parameters, such as speed, that were required in this study.
Limitations 
Although great care was taken in removing EMG and other artifacts, it is possible that 
still some muscle or movement artifacts are present in the signals that were analysed. 
In chapter 5, movement artifacts could have been the cause of the activations in lower 
frequencies in the step related spectral perturbations. For chapter 6, this is less important, 
because the brain signal used in that study is not related to changes within individual 
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steps and therefore less influenced by rhythmical EMG activity and movement artifacts. 
Instead, the mean ERD over a period of about one step cycle was used. If ERSPs will be 
used in a BCI in the future, these remaining artifacts could influence the classification 
performance. Hence there is still room for further improvement in filtering techniques.
Because some artifacts could be left in the EEG signal, a question that can be asked 
here is whether the classification in chapter 6 really uses brain signals related to walking. 
Therefore, we further removed the influence of artifacts by choosing a central channel set. 
On top of that, frequency features were selected to include only mu and beta frequencies. 
But within this feature set, the classifier determines the optimal weights for each frequency 
bin and electrode. This is done to select subject specific changes and in this way optimize 
classification performance. But it also means that the classifier could also select signals 
other than the ERD that are less related to the motor control of walking.   
Imagining movements can be quite difficult. Best results are achieved with a 
kinaesthetic imagery mode, hence imagining the feeling of moving a limb, compared to 
visual imagery, where the view of moving a limb is imagined. Specifically for untrained 
participants, this kinaesthetic imagery can be a strange task. But even for trained subjects, 
variations can occur in the degree of imagination. We did not control for this level of 
imagination. 
Future research on BCI use in motor rehabilitation
Previously it has been shown that brain signals during walking are related to the phase of 
the step cycle (Gwin et al. 2011; Wagner et al. 2012). We have confirmed the presence of 
these ERSPs and found lateralisation in these signals depending on the step cycle (chapter 
5). If these signals can reliably be detected on a single step basis, and if they can also be 
found in attempted or imagined gait, they would be an interesting feature to use in a BCI. 
With the ERD, we can now only detect whether someone is walking, or thinking about 
walking. But with the ERSPs we could perhaps also detect the speed of walking, and which 
leg is in stance phase and which in swing phase, allowing a more precise control of the 
walking movement. Others have made attempts in this direction by decoding movement 
trajectories. For walking movements, joint kinematics have successfully been decoded 
with EEG (Presacco et al. 2011). If during gait such characteristics can be detected fast and 
accurately online, it may be possible in the future to control an exo-skeleton with a BCI. 
However, before this can be reached, other applications such as outlined below, possibly 
require less accuracy and speed, and can be implemented sooner.
One of such application is motor rehabilitation training with BCI feedback, as 
proposed by Daly and Wolpaw (2008). Such training could be used in stroke patients that 
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have difficulties with walking. Information about the amplitude of the ERD signal alone, 
or in combination with ERSPs can be fed back to the user to train the user to produce 
these signals. Finally, in a next step, a robotic gait orthosis like the Lokomat (Hocoma, 
Switzerland) could then be coupled to the output of the BCI. In this way, users are assisted 
in the locomotion movements while they attempt or imagine walking. Simultaneously 
training the brain signals and providing multi-modal feedback could enhance plasticity 
and improve motor performance. The feasibility and effectiveness of such a system needs 
to be investigated. 
Event-related Desynchronization
In the second part of this thesis the focus was on event-related desynchronizations. The 
ERD is due to a desynchronization of neurons firing in the mu and beta band. Activity in 
the mu and beta band have been related to disengagement of task irrelevant brain areas 
(Palva & Palva 2007) and maintenance of the current sensorimotor state (Engel & Fries 
2010), respectively. During movement, sensorimotor areas are engaged and a decrease 
in the mu and beta power can be seen. The ERD for both frequency bands seems to be 
independent of each other to a certain degree (Van Wijk et al. 2012) as suggested by the 
differences found in mu and beta ERD in chapters 5 and 6.
Still a lot of questions remain unanswered with respect to the ERD. One of the topics that 
remains unclear is the differences and similarities of the ERD during actual and imagined 
movement. Is the ERD during imagined movement similar to the ERD during actual 
movement but just lower in amplitude? And what causes this difference? Is the missing 
sensory feedback the cause of this, or is there also a difference in the motor component 
of the ERD? Recently it has been shown that the ERD during imagery is more dependent 
on the ERD during movement observation than during actual movement (Halder et al. 
2011). This suggests that there is a fundamental difference between actual and imagined 
movement. Moreover, the ERD during attempted movements of a paretic limb seems to 
be more similar to the ERD during actual movement than during imagined movement 
(Blokland et al. 2012). In attempted movement, there is no inhibition of the movement 
that may be present during imagined movement and maybe also during observation of 
movement. This inhibition could be another component that is different between the ERD 
during imagined and actual movement. The difference between attempted movement 
of paretic limbs and non-affected limbs may then just be the missing somatosensory 
component. These considerations are important for the use of BCIs in motor rehabilitation 
and imply that the focus should be on attempted movement instead of motor imagery.
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ERD in gait rehabilitation
If BCIs will be used in motor rehabilitation, several assumptions need to be justified. One 
of these assumptions is that training of the specific ERD signals induces changes in motor 
functioning. Studies that are currently available present contradictory results regarding 
the use of BCI in motor rehabilitation (see chapter 6). However, there is also indirect 
evidence, namely indications that sensorimotor rhythm training can influence motor 
output parameters like reaction times (Boulay et al. 2011). Before we can find an optimal 
BCI rehabilitation protocol and conclude if it will be effective, several other questions 
need to be addressed. 
A first question is whether the ERD that can be measured with EEG is specific enough? 
Is it sufficient to train general motor activity? And if we can only train a general motor 
program, what will happen when we give feedback about the brain signals by assisting a 
very specific movement? Recently the Takahashi group showed that functional electrical 
stimulation (FES) combined with BCI ERD training induced stronger EMG amplitudes and 
a larger range of motion than FES alone (Takahashi et al. 2012). This suggests that ERD 
training can induce changes in motor performance. However, generalisations to other 
movements or perhaps even possible negative effects on movements other than the 
stimulated one were not assessed. 
A more practical question is the choice of the ERD features in the BCI training paradigm. 
The ERD shows large inter-individual differences (Neuper & Pfurtscheller 2001b; Müller-
Putz et al. 2007; Blankertz et al. 2006). This suggests that subject specific frequencies and 
localisations are necessary to classify the signals correctly. Often motor imagery (and 
sometimes attempted movement) of the paretic limb are used to find the ERD features. 
But how do we choose these parameters in patients that initially have a weak ERD signal? 
Can we use the ERD during movement of another limb, e.g. to select the frequency if not 
the location? More research is necessary to answer this question.
Another feature that could be used for rehabilitation training is hemispheric symmetry 
in ERD. Several fMRI and EEG studies have shown that for hand movements a hemispheric 
asymmetry exists in activity in motor areas in stroke patients (Eder et al. 2006; Stępień et 
al. 2011), and that this asymmetry is related to motor performance (Calautti et al. 2007) 
and spasticity (Kaiser et al. 2012). A change in lateralisation of ERD and ERS signals could 
be a goal in BCI training. However, the asymmetry could be the result of a compensation 
mechanism. Care has to be taken not to counteract these compensatory mechanisms 
with training of ERD and ERS signals. 
Changes in ERD after stroke and the correlation with motor functioning have only 
been assessed for hand movements. It is conceivable that similar changes will be found 
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during foot movements and walking tasks. However the lateralisation may be less clear 
due to the central location of the leg area in the motor cortex. Future research should 
therefore look into the changes in ERD and ERS signals related to gait over a period of 
natural recovery and a rehabilitation training period, and establish the relationship of 
specific features in these signals with functional motor performance.
Future direction of BCI applications
The number of future BCI applications is large and still growing. However, the question 
arises as to how far we are in actually developing systems that end-users can really use? 
In this thesis, the focus was on tactile BCIs for assistive technology for LIS patients, and 
gait rehabilitation for stroke patients. Below, the future direction of these as well as other 
applications of intentionally controlled BCIs will be discussed (see Table 1).
The most obvious example for communication applications is the visual matrix speller 
(see box 2, chapter 1). Although it may not be suitable for all LIS patients, currently these 
systems show highest speed and accuracy. The most useful design would have a matrix 
with at least six rows and six columns, resulting in 36 characters and thus 36 classes. This 
then fits the letters of the alphabet and a set of other characters like a question mark, but 
also space and backspace. For such a system a minimum performance for letter selection 
of about 70% correct is necessary. Moreover, in a survey ALS patients stated that an 
accuracy of no less than 90% would satisfy them (Huggins et al. 2011). In terms of speed, 
the patients stated that they would be satisfied with 15-19 characters per minute, which 
comes down to an ITR of 75-95 bits/min. As a brain activity measurement technique, EEG 
could be used for this application, although the current performance does not reach the 
requirements. Moreover, the loss of other communication options would make patients 
willing to undergo surgery (Huggins et al. 2011), thus ECoG or intracortical recordings 
may be possible as well. These invasive techniques can possibly increase the speed and 
give accuracy a final boost, to meet the requirements of end-users.
Other applications for locked-in patients are the control of a computer, home 
automation device or robotic device. For a home automation device, the number of 
classes could be as low as two to five classes, or it could be extended with more choices 
to control lights, ventilator, television etcetera. The required accuracy would be similar to 
the communication device, but the speed can be lower: because less actions have to be 
made, the selection of an action can take longer. For the control of a robotic limb by LIS 
patients, the device would probably have a number of pre-programmed actions it can 
perform. Hence, the number of classes will be the total number of actions plus a rest class, 
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in which the robotic limb does not perform an action. However, the required accuracy 
will be high, because mistakes could have a big negative effect (like dropping a cup of 
hot coffee). Therefore, the ITR has to be higher than in the home-automation control. For 
the brain activity measurement technique for both applications, the same considerations 
apply as for the communication application: invasive techniques could provide the 
required speed and accuracy. In small case studies, these applications are tested with 
invasive techniques, and show promising results (for example, Hochberg et al. 2006). Very 
recently, the position of a robotic arm was controlled freely in three-dimensional space by 
patients with tetraplegia (Collinger et al. 2013; Hochberg et al. 2012), opening possibilities 
for more natural and finer control in larger patient groups in the future.
Gaming and entertainment applications can be used by both patients and healthy 
subjects. For patients, an entertainment application that already has been investigated is 
‘Brain Painting’ (Munssinger et al. 2010). This application is based on a visual speller where 
the characters in the matrix are replaced by about 40 items like colour, objects, and size. 
The goal of the application is to create pictures. Accuracy is important, because wrong 
selections can be frustrating. Speed on the other hand, is less important. If patients also 
use a BCI for other applications, the entertainment application could make use of the same 
measurement technique. For patients that do not already use a BCI, systems that are easy in 
use and affordable would apply, such as commercially available EEG systems. In the future, 
commercialized NIRS systems may be applicable as well. For gaming applications for 
healthy subjects, similar brain activity measurement systems can be used. Commercially 
available EEG systems already provide game apps (NeuroSky Inc., USA), and they can even 
be used to replace keystroke combinations in existing games (Emokey: Emotiv, Hong 
Kong). However, for these users speed is more important, because with slow reacting 
systems users will probably loose interest. Improvements in the measurement systems 
and extension of available apps could boost the use of these gaming and entertainment 
applications.
An application of the use of BCI in motor rehabilitation that was focused on in this 
thesis is the gait rehabilitation. BCI training of ERD signals will need a minimum of two 
classes, one for walking activity, and one for no-walking activity. To induce learning in the 
creation of the ERD signals, an accuracy of just above chance level will probably be too 
unreliable. Although exact numbers are unknown, we estimate that initial accuracy does 
not have to be higher than 60-70% to induce learning. With multiple training sessions, 
accuracy should increase over time. When the creation of ERD signals progresses, other 
features may be included and more classes can be added, such as the speed of walking. 
EEG and NIRS are the methods that will most likely be used in these applications, because 
movement artifacts can be removed, or are not a big problem. Furthermore, these devices 
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are relatively cheap. Although more expensive, fMRI and MEG could be used to train the 
brain signals related to movement without assisting the movement. Randomized clinical 
trials should be performed to test the effectiveness of BCI training in motor rehabilitations 
on changes in brain signals and more importantly, motor performance.
An example of a by-pass application is a brain controlled prosthetic arm with many 
degrees of freedom. To compete with existing prosthesis, the control should be easy, fast 
and contain many classes to control individual joints. Furthermore, the accuracy should 
be very high, because errors could have a serious negative effect (like squeezing an egg 
too hard causing it to break). This results in a required information transfer rate of more 
than 100 bits/minute. To this day, none of the non-invasive BCI systems come near these 
requirements. Invasive methods tested in patients with tetraplegia, in which the patient 
controls the position of a robotic limb, come closer to these requirements (Hochberg et 
al. 2012; Collinger et al. 2013), and are promising for future by-pass applications. However, 
they still do not give full control of the individual joints, necessary for finer control of hand 
motion. 
Conclusion
The BCI applications discussed here all look promising, but, with the exception of 
gaming and entertainment applications, the current performances are not yet sufficient 
for practical use. For application for LIS patients, tactile BCIs could be valuable if vision or 
gaze control is deteriorated. BCIs with invasive techniques will meet the high requirements 
from ALS patients sooner than BCIs making use of non-invasive techniques. Since a large 
percentage of ALS patients stated they would be willing to undergo outpatient surgery 
(72%), or surgery with a short hospital stay (42%) to obtain a BCI (Huggins et al. 2011), 
these invasive BCIs should be investigated further. However, non-invasive BCIs should not 
be neglected, because invasive techniques are less appropriate for other applications. In 
the field of BCI use in motor rehabilitation, results are promising. BCI facilitated training 
for gait rehabilitation may be possible in the future. However, proof is needed of the 
effectiveness of this application, and therapy protocols that can be used in rehabilitation 
centres.

Summary
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A brain-computer interface (BCI) allows for control of a device by detecting brain activity 
and translating this into actions, without involvement of peripheral muscle activity. BCIs 
can be used for different applications, depending on the target group. For example, 
patients with locked-in syndrome (LIS) may use a BCI for communication or control of 
other assistive technology, whereas stroke patients could in the future benefit from BCI 
facilitated training for motor rehabilitation. In this thesis I investigate BCIs based on 
electroencephalographic (EEG) signals for these clinical applications.
In the first part of this thesis, the use of the somatosensory modality for BCI for assistive 
technology is investigated. In chapter 2 I show that tactile stimulation to several fingers 
at the same time induces responses in the brain that are not just the sum of individual 
responses. This interaction between responses to simultaneous stimulations was found 
in both transient event-related potentials (ERP) and steady-state somatosensory evoked 
potentials (SSSEP). These results have implications for designing tactile BCIs. Stimulating 
several adjacent fingers at the same time will decrease the response to one finger. 
Therefore, in the BCIs that were tested the different classes of finger stimulation were 
separated in space, by either using left and right hand stimulation or using non-adjacent 
fingers.
BCIs normally are developed to create one particular brain response. In chapter 3 I 
describe a new multi-signature BCI that evokes two brain signals simultaneously, namely 
a transient ERP and a SSSEP. The performance of this multi-signature BCI was compared 
to a BCI that uses only one of the two signals. Furthermore, the BCI using ERP signals 
was compared to the BCI using SSSEP signals. Performance with ERP signals was better 
than performance with SSSEP signals. Although on average the combined use of the two 
stimuli and signals did not increase performance, it also did not decrease performance. 
The multi-signature BCI could therefore be used to ‘calibrate’ a BCI for a user: to find out 
which signal works best.
In chapter 4 the performance of two gaze-independent BCIs is evaluated in a group of 
five ALS patients with mild to moderate impairments and a group of six healthy controls. 
The two BCIs were a speller based on tactile stimulation (tactile speller), and a speller 
based on visual stimulation (Hex-o-Spell). Both BCIs used transient ERP responses. The 
Hex-o-Spell outperformed the tactile speller on classification performance, bit-rate and 
subjective evaluation. However, this does not mean that the tactile speller is not valuable. 
In patients that have strongly impaired vision or gaze, and therefore cannot use the 
Hex-o-Spell, the tactile speller could be useful.
In the second part of this thesis, the feasibility of using BCI for gait rehabilitation is 
investigated. For this, the brain signals related to walking movement need to be known. 
Because movement and muscle artifacts can influence EEG recordings, the possibility of 
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measuring brain signals during walking with EEG was investigated. A method for removal 
of muscle artifacts was applied, that can also be used in an online BCI setting. In chapter 
5 I show that, brain signals related to walking movements can be recorded while healthy 
subjects walk on a treadmill. Event-related desynchronizations (ERD) were found above 
motor areas. Furthermore, event-related spectral perturbations (ERSP) were found that 
were coupled to the gait cycle. 
In chapter 6, the ERD from healthy subjects is used to separate walking from no-walking 
periods based on brain activity only. In two experiments the complexity of the walking 
task was varied by using forward walking, backward walking, and walking while subjects 
had to constantly adapt their walking speed. Both experiments showed that not only 
actual walking, but also imagined walking can successfully be classified. No differences 
were found in classification performance between more and less complex walking tasks. 
However, the overall success in classification performance is promising for a BCI for gait 
rehabilitation. 
In the final chapter, the results of these studies are discussed and I take a look into future 
directions of BCI applications in general. Our results show that the somatosensory domain 
can be used in a gaze-independent BCI. Nevertheless, with the current knowledge, a BCI 
with visual stimuli will likely perform better. But current performances of non-invasive BCI 
systems in general are not yet sufficiently strong to be used for most clinical applications. A 
future clinical application that might not require such high accuracy levels is BCI facilitated 
motor rehabilitation. In this thesis I show that walking related brain signals can be detected 
and used in a BCI. This paves the way for using BCI training in gait rehabilitation.
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Met een brein-computer interface (BCI) kan een apparaat worden aangestuurd door het 
detecteren van hersenactiviteit en dit vervolgens vertalen in acties, zonder tussenkomst 
van perifere spieractiviteit. BCI’s kunnen worden gebruikt voor diverse toepassingen, 
afhankelijk van de doelgroep. Bijvoorbeeld, patiënten met een locked-in syndroom 
(LIS) zouden een BCI kunnen gebruiken voor communicatie of controle van andere 
ondersteunende technologie, terwijl patiënten met een beroerte in de toekomst zouden 
kunnen profiteren van BCI gefaciliteerde training voor motorische revalidatie. In dit 
proefschift onderzoek ik BCI’s gebaseerd op electro-encefalografische (EEG) signalen voor 
deze klinische toepassingen.
In het eerste deel van dit proefschrift wordt het gebruik van de somatosensorische 
modaliteit in BCI voor ondersteunende technologie onderzocht. In hoofdstuk 2 laat ik 
zien dat tactiele stimulatie van een aantal vingers tegelijkertijd responsen in het brein 
induceert die niet simpelweg de som van de individuele responses is. Deze interactie 
tussen responses op gelijktijdige stimulatie werd gevonden in zowel kortstondige 
event-related potentials (ERP) als steady-state somatosensory evoked potentials (SSSEP). 
Deze resultaten hebben implicaties voor het ontwerp van tactiele BCI’s. Stimulatie van 
meerdere naastliggende vingers tegelijkertijd zal de response op één vinger doen 
afnemen. In de BCI’s die zijn getest werden daarom de klassen van vingerstimulaties 
ruimtelijk verspreid, door of het gebruik van linker- en rechterhand stimulatie, of het 
gebruik van niet naastliggende vingers.
BCI’s worden normaal gesproken ontwikkeld om één bepaalde hersenrespons op 
te wekken. In hoofdstuk 3 heb ik een nieuwe multi-signalen BCI ontwikkeld, die twee 
hersensignalen gelijktijdig uitlokt, namelijk een kortstondige ERP en een SSSEP. De 
prestatie van deze multi-signalen BCI werd vergeleken met een BCI die maar één van 
de twee signalen gebruikt. Daarnaast werd de BCI die gebruikt maakt van ERP signalen 
vergeleken met de BCI die SSSEP signalen gebruikt. De prestatie met ERP signalen was 
beter dan de prestatie met SSSEP signalen. Alhoewel het gecombineerde gebruik van de 
twee stimuli en signalen de prestatie gemiddeld niet verbeterde, verslechterde het ook 
niet. De multi-signalen BCI zou daarom kunnen worden gebruikt als kalibratie voor een 
gebruiker: om uit te zoeken welk signaal het beste werkt.
In hoofdstuk 4 wordt de prestatie van twee blik-onafhankelijke BCI’s geëvalueerd in 
een groep van vijf ALS patiënten met milde tot matige beperkingen en een groep van zes 
gezonde proefpersonen. De twee BCI’s waren een speller gebaseerd op tactiele stimulatie 
(de tactiele speller) en een speller gebaseerd op visuele stimulatie (de Hex-o-Spell). Beide 
BCI’s maakten gebruik van kortstondige ERP responsen. De Hex-o-Spell overtrof de tactiele 
speller op classificatieprestatie, bitrate en subjectieve evaluatie. Maar dit betekent niet 
dat de tactiele speller niet waardevol is. Voor patiënten die sterke visuele beperkingen 
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hebben, of moeite hebben om hun blik te richten en daarom de Hex-o-Spell niet kunnen 
gebruiken, kan de tactiele speller nuttig zijn.
In het tweede gedeelte van dit proefschrift, wordt de haalbaarheid van het gebruik van 
BCI voor de revalidatie van lopen onderzocht. Omdat beweging- en spierartefacten de 
EEG metingen kunnen beïnvloeden, werd de mogelijkheid om hersensignalen te meten 
met EEG tijdens lopen onderzocht. Een methode voor het verwijderen van spierartefacten 
werd toegepast, die ook gebruikt kan worden in een online BCI omgeving. In hoofdstuk 5 
laat ik zien dat hersensignalen die gerelateerd zijn aan loopbewegingen kunnen worden 
gemeten terwijl proefpersonen op een loopband lopen. Event-related desynchronizaties 
(ERD) werden gevonden boven motorische gebieden. Verder werden event-related 
spectrale perturbaties (ERSP) gevonden die gekoppeld zijn aan de loop cyclus.
In hoofdstuk 6 wordt de ERD van gezonde proefpersonen gebruikt om perioden 
van lopen en niet-lopen van elkaar te onderscheiden op basis van de hersenactiviteit 
alleen. In twee experimenten werd de complexiteit van looptaken gevarieerd door het 
gebruik van vooruit lopen, achteruit lopen en lopen waarbij proefpersonen constant 
hun loopsnelheid moesten aanpassen. Beide experimenten lieten zien dat niet alleen 
daadwerkelijk lopen, maar ook ingebeeld lopen succesvol konden worden geclassificeerd. 
Er werd geen verschil gevonden in classificatieprestatie tussen meer en minder complexe 
looptaken. Dit neemt niet weg dat de algemene resultaten betreffende classificatie van 
hersenactiviteit gerelateerd aan loopbewegingen veelbelovend zijn voor een BCI voor 
revalidatie van lopen.
In het laatste hoofdstuk worden de resultaten van deze studies bediscussieerd en 
kijk ik vooruit naar de toekomst van klinische BCI applicaties in het algemeen. Onze 
resultaten laten zien dat het somatosensorische domein kan worden gebruikt in een 
blik-onafhankelijke BCI. Desalniettemin zal met de huidige kennis, een BCI met visuele 
stimuli waarschijnlijk beter presteren. Maar de prestatie die op dit moment wordt bereikt 
met niet-invasieve BCI systemen in het algemeen is nog niet van voldoende kwaliteit 
om te worden gebruikt in de meeste klinische applicaties. Een toekomstige klinische 
applicatie die mogelijk niet zulke hoge nauwkeurigheid behoeft, is BCI gefaciliteerde 
motorische revalidatie. In dit proefschrift laat ik zien dat hersensignalen gerelateerd aan 
lopen kunnen worden gedetecteerd en gebruikt in een BCI. Dit baant de weg voor het 
gebruik van BCI training bij revalidatie van lopen.

References
References
132
Abbruzzese, G., Abbruzzese, M., Favale, E., Ivaldi, M., Leandri, M. & Ratto, S., 1980. The effect of hand muscle 
vibration on the somatosensory evoked potential in man: an interaction between lemniscal and 
spinocerebellar inputs? Journal of Neurology, Neurosurgery & Psychiatry, 43(5), 433–437.
Ang, K.K., Guan, C., Chua, K.S., Ang, B.T., Kuah, C., Wang, C., et al., 2010. Clinical study of neurorehabilitation 
in stroke using EEG-based motor imagery brain-computer interface with robotic feedback. In Annual 
International Conference of the IEEE Engineering in Medicine and Biology Society. 5549–5552.
Bakker, M., De Lange, F.P., Helmich, R.C., Scheeringa, R., Bloem, B.R. & Toni, I., 2008. Cerebral correlates of motor 
imagery of normal and precision gait. NeuroImage, 41(3), 998–1010.
Bangor, A., Kortum, P.T. & Miller, J.T., 2008. An empirical evaluation of the System Usability Scale. International 
Journal of Human-Computer Interaction, 24(6), 574–594.
Bardouille, T. & Ross, B., 2008. MEG imaging of sensorimotor areas using inter-trial coherence in vibrotactile 
steady-state responses. NeuroImage, 42(1), 323–331.
Barthélemy, D., Grey, M.J., Nielsen, J.B. & Bouyer, L., 2011. Involvement of the corticospinal tract in the control of 
human gait. Progress in Brain Research, 192, 181–197.
Belda-Lois, J.M., Mena-del Horno, S., Bermejo-Bosch, I., Moreno, J.C., Pons, J.L., Farina, D., et al., 2011. 
Rehabilitation of gait after stroke: a review towards a top-down approach. Journal of Neuroengineering 
and Rehabilitation, 8, 66.
Belitski, A., Farquhar, J. & Desain, P., 2011. P300 audio-visual speller. Journal of Neural Engineering, 8(2), 025022.
Bianchi, L., Sami, S., Hillebrand, A., Fawcett, I.P., Quitadamo, L.R. & Seri, S., 2010. Which physiological components 
are more suitable for visual ERP based brain-computer interface? A preliminary MEG/EEG study. Brain 
Topography, 23(2), 180–185.
Biermann, K., Schmitz, F., Witte, O.W., Konczak, J., Freund, H.J. & Schnitzler, A., 1998. Interaction of finger 
representation in the human first somatosensory cortex: a neuromagnetic study. Neuroscience Letters, 
251(1), 13–16.
Birbaumer, N., Ghanayim, N., Hinterberger, T., Iversen, I., Kotchoubey, B., Kübler, A., et al., 1999. A spelling device 
for the paralysed. Nature, 398(6725), 297–298.
Bishop, C.M., 2006. Pattern Recognition and Machine learning M. J. Jordan, J. Kleinberg, & B. Schölkopf, eds., New 
York: Springer.
Blankertz, B., Dornhege, G., Krauledat, M., Mueller, K.R. & Curio, G., 2007. The non-invasive Berlin Brain-Computer 
Interface: Fast acquisition of effective performance in untrained subjects. NeuroImage, 37, 539–550.
Blankertz, B., Dornhege, G., Lemm, S., Ida, F.F. & Krauledat, M., 2006. The Berlin Brain-Computer Interface : 
Machine Learning Based Detection of User Specific Brain States. Journal of Universal Computer Science, 
12(6), 581–607.
Blokland, Y., Vlek1, R., Karaman, B., Ozin, F., Thijssen, D., Eijsvogels, T., et al., 2012. Detection of event-related 
desynchronization during attempted and imagined movements in tetraplegics for brain switch control. 
In Annual International Conference of the IEEE Engineering in Medicine and Biology Society. 3967–3969.
Boord, P., Craig, A., Tran, Y. & Nguyen, H., 2010. Discrimination of left and right leg motor imagery for brain-
computer interfaces. Medical & Biological Engineering & Computing, 48(4), 343–350.
Boulay, C.B., Sarnacki, W. a, Wolpaw, J.R. & McFarland, D.J., 2011. Trained modulation of sensorimotor rhythms can 
affect reaction time. Clinical Neurophysiology, 122(9), 1820–1826.
Brainard, D.H., 1997. The Psychophysics Toolbox. Spatial Vision, 10(4), 433–436.
Breitwieser, C., Kaiser, V., Neuper, C. & Muller-Putz, G.R., 2012. Stability and distribution of steady-state 
somatosensory evoked potentials elicited by vibro-tactile stimulation. Medical & Biological Engineering & 
Computing, 50(4), 347–357.
Brouwer, A.M. & Van Erp, J.B.F., 2010. A tactile P300 brain-computer interface. Frontiers in neuroscience, 4, 19.
133
Brunner, P., Joshi, S., Briskin, S., Wolpaw, J.R., Bischof, H. & Schalk, G., 2010. Does the “P300” speller depend on eye 
gaze? Journal of Neural Engineering, 7(5), 056013.
Bruyant, P., García-Larrea, L. & Mauguière, F., 1993. Target side and scalp topography of the somatosensory P300. 
Electroencephalography and Clinical Neurophysiology, 88(6), 468–477.
Buch, E., Weber, C., Cohen, L.G., Braun, C., Dimyan, M.A., Ard, T., et al., 2008. Think to move: a neuromagnetic 
brain-computer interface (BCI) system for chronic stroke. Stroke, 39(3), 910–917.
Calautti, C., Naccarato, M., Jones, P.S., Sharma, N., Day, D.D., Carpenter, A.T., et al., 2007. The relationship between 
motor deficit and hemisphere activation balance after stroke: A 3T fMRI study. NeuroImage, 34(1), 
322–331.
Capaday, C., 2002. The special nature of human walking. Trends in Neurosciences, 25(7), 370–376.
Capilla, A., Pazo-Alvarez, P., Darriba, A., Campo, P. & Gross, J., 2011. Steady-State Visual Evoked Potentials Can Be 
Explained by Temporal Superposition of Transient Event-Related Responses. Plos One, 6(1), e14543.
Caria, A., Weber, C., Brotz, D., Ramos, A., Ticini, L.F., Gharabaghi, A., et al., 2011. Chronic stroke recovery after 
combined BCI training and physiotherapy: A case report. Psychophysiology, 48(4), 578–582.
Cecotti, H., 2011. Spelling with non-invasive Brain-Computer Interfaces--current and future trends. Journal of 
Physiology, Paris, 105(1-3), 106–14. 
Cedarbaum, J.M., Stambler, N., Malta, E., Fuller, C., Hilt, D., Thurmond, B., et al., 1999. The ALSFRS-R: a revised ALS 
functional rating scale that incorporates assessments of respiratory function. Journal of the Neurological 
Sciences, 169(1-2), 13–21. 
Cheron, G. & Borenstein, S., 1991. Gating of the early components of the frontal and parietal somatosensory 
evoked potentials in different sensory-motor interference modalities. Electroencephalography and Clinical 
Neurophysiology, 80(6), 522–530.
Cheron, G., Duvinage, M., De Saedeleer, C., Castermans, T., Bengoetxea, A., Petieau, M., et al., 2012. From Spinal 
Central Pattern Generators to Cortical Network: Integrated BCI for Walking Rehabilitation. Neural Plasticity, 
2012, 375148.
Collinger, J.L., Wodlinger, B., Downey, J.E., Wang, W., Tyler-Kabara, E.C., Weber, D.J., et al., 2013. High-performance 
neuroprosthetic control by an individual with tetraplegia. Lancet, 381(9866), 557–564.
Costa, J., Valls-Solé, J., Valldeoriola, F. & Rumià, J., 2008. Subcortical interactions between somatosensory stimuli of 
different modalities and their temporal profile. Journal of Neurophysiology, 100(3), 1610–1621.
Craje, C., Van der Graaf, C., Lem, F.C., Geurts, A.C.H. & Steenbergen, B., 2010. Determining specificity of motor 
imagery training for upper limb improvement in chronic stroke patients: a training protocol and pilot 
results. International Journal of Rehabilitation Research, 33(4), 359–362.
Cramer, S.C., Lastra, L., Lacourse, M.G. & Cohen, M.J., 2005. Brain motor system function after chronic, complete 
spinal cord injury. Brain, 128, 2941–2950.
Daly, J.J., Cheng, R., Rogers, J., Litinas, K., Hrovat, K. & Dohring, M., 2009. Feasibility of a New Application of 
Noninvasive Brain Computer Interface (BCI): A Case Study of Training for Recovery of Volitional Motor 
Control After Stroke. Journal of Neurologic Physical Therapy, 33(4), 203–211.
Daly, J.J. & Wolpaw, J.R., 2008. Brain-computer interfaces in neurological rehabilitation. Lancet Neurology, 7(11), 
1032–1043.
Diesch, E., Preissl, H., Haerle, M., Schaller, H.E. & Birbaumer, N., 2001. Multiple frequency steady-state evoked 
magnetic field mapping of digit representation in primary somatosensory cortex. Psychology, 18(1), 10–18.
Dietz, V., Colombo, G., Jensen, L. & Baumgartner, L., 1995. Locomotor capacity of spinal cord in paraplegic patients. 
Annals of Neurology, 37(5), 574–582.
Doyon, J., Bellec, P., Amsel, R., Penhune, V., Monchi, O., Carrier, J., et al., 2009. Contributions of the basal ganglia 
and functionally related brain structures to motor learning. Behavioural Brain Research, 199(1), 61–75.
References
134
Duysens, J., 1977. Reflex control of locomotion as revealed by stimulation of cutaneous afferents in spontaneously 
walking premammillary cats. Journal of Neurophysiology, 40(4), 737–751.
Duysens, J. & Van de Crommert, H.W.A.A., 1998. Neural control of locomotion; Part 1. The central pattern generator 
from cats to humans. Gait & Posture, 7(2), 131–141.
Duysens, J. & Pearson, K.G., 1976. The role of cutaneous afferents from the distal hindlimb in the regulation of the 
step cycle of thalamic cats. Experimental Brain Research, 24(3), 255.
Duysens, J., Severens, M. & Nienhuis, B., 2013. How can active cycling produce less brain activity than passive 
cycling? Clinical Neurophysiology, 124, 217–218.
Eder, C.F., Sokić, D., Covicković-Sternić, N., Mijajlović, M., Savić, M., Sinkjaer, T., et al., 2006. Symmetry of post-
movement beta-ERS and motor recovery from stroke: a low-resolution EEG pilot study. European Journal 
of Neurology, 13(12), 1312–1323.
Eimer, M. & Forster, B., 2003. Modulations of early somatosensory ERP components by transient and sustained 
spatial attention. Experimental Brain Research, 151(1), 24–31.
Engel, A.K. & Fries, P., 2010. Beta-band oscillations--signalling the status quo? Current opinion in Neurobiology, 
20(2), 156–165.
Farquhar, J., Blankespoor, J., Vlek, R. & Desain, P., 2008. Towards a Noise-Tagging Auditory BCI-Paradigm. In G. R. 
Müller-Putz et al., eds. Proceedings of the 4th International Brain-Computer Interface Workshop and Training 
Course. Graz, Austria: Verlag der Technischen Universität Graz, 50–55.
Farquhar, J. & Hill, N.J., 2012. Interactions Between Pre-Processing and Classification Methods for Event-Related-
Potential Classification : Best-Practice Guidelines for Brain-Computer Interfacing. Neuroinformatics, 11, 
175–192.
Farwell, L.A. & Donchin, E., 1988. Talking off the top of your head: toward a mental prosthesis utilizing event-
related brain potentials. Electroencephalography and Clinical Neurophysiology, 70(6), 510–523.
Fazli, S., Mehnert, J., Steinbrink, J., Curio, G., Villringer, A., Muller, K.R., et al., 2012. Enhanced performance by a 
hybrid NIRS-EEG brain computer interface. NeuroImage, 59, 519–529.
Formaggio, E., Storti, S.F., Cerini, R., Fiaschi, A. & Manganotti, P., 2010. Brain oscillatory activity during motor 
imagery in EEG-fMRI coregistration. Magnetic Resonance Imaging, 28(10), 1403–1412.
Forss, N., Jousmäki, V. & Hari, R., 1995. Interaction between afferent input from fingers in human somatosensory 
cortex. Brain Research, 685(1-2), 68–76.
La Fougere, C., Zwergal, A., Rominger, A., Forster, S., Fesl, G., Dieterich, M., et al., 2010. Real versus imagined 
locomotion: A [F-18]-FDG PET-fMRI comparison. NeuroImage, 50(4), 1589–1598.
Fukuyama, H., Ouchi, Y., Matsuzaki, S., Nagahama, Y., Yamauchi, H., Ogawa, M., et al., 1997. Brain functional activity 
during gait in normal subjects: A SPECT study. Neuroscience Letters, 228(3), 183–186.
Gandevia, S.C., Burke, D. & McKeon, B.B., 1983. Convergence in the somatosensory pathway between cutaneous 
afferents from the index and middle fingers in man. Experimental Brain Research, 50(2-3), 415–425.
Gardner, E., 1984. Perception of motion across the skin. In C. von Euler et al., eds. Somatosensory Mechanisms, 
Wenner-Gren International Symposium Series. Bath: The Pitman Press, 93–113.
Van Gerven, M., Farquhar, J., Schaefer, R., Vlek, R., Geuze, J., Nijholt, A., et al., 2009. The brain-computer interface 
cycle. Journal of Neural Engineering, 6(4), 041001.
Giabbiconi, C.M., Dancer, C., Zopf, R., Gruber, T. & Müller, M.M., 2004. Selective spatial attention to left or right 
hand flutter sensation modulates the steady-state somatosensory evoked potential. Brain Research, 20(1), 
58–66.
Giabbiconi, C.M., Trujillo-Barreto, N.J., Gruber, T. & Müller, M.M., 2007. Sustained spatial attention to vibration is 
mediated in primary somatosensory cortex. NeuroImage, 35(1), 255–262.
135
Goncharova, I.I., McFarland, D.J., Vaughan, T.M. & Wolpaw, J.R., 2003. EMG contamination of EEG: spectral and 
topographical characteristics. Clinical Neurophysiology, 114(9), 1580–1593.
Gonsalvez, C.J., Barry, R.J., Rushby, J.A. & Polich, J., 2007. Target-to-target interval, intensity, and P300 from an 
auditory single-stimulus task. Psychophysiology, 44(2), 245–250.
Graham, F.K., 1992. Attention: The heartbeat, the blink, and the brain. In H. B. A. Campbell & R. Richardson, eds. 
Attention and information processing in infants and adults Perspectives from human and animal research. 
Erlbaum, 3–29.
Grasso, R., Bianchi, L. & Lacquaniti, F., 1998. Motor patterns for human gait: Backward versus forward locomotion. 
Journal of Neurophysiology, 80(4), 1868–1885.
Gregory, R., Mills, K. & Donaghy, M., 1993. Progressive Sensory Nerve Dysfunction in Amyotrophic-Lateral-Sclerosis 
- A Prospective Clinical and Neurophysiological Study. Journal of Neurology, 240(5), 309–314.
Gwin, J.T., Gramann, K., Makeig, S. & Ferris, D.P., 2011. Electrocortical activity is coupled to gait cycle phase during 
treadmill walking. NeuroImage, 54(2), 1289–1296.
Gwin, J.T., Gramann, K., Makeig, S. & Ferris, D.P., 2010. Removal of Movement Artefact From High-Density EEG 
Recorded During Walking and Running. Journal of Neurophysiology, 103(6), 3526–3534.
Halder, S., Agorastos, D., Veit, R., Hammer, E.M., Lee, S., Varkuti, B., et al., 2011. Neural mechanisms of brain-
computer interface control. NeuroImage, 55(4), 1779–1790.
Hamada, Y. & Suzuki, R., 2003. Hand posture modulates neuronal interaction in the primary somatosensory cortex 
of humans. Clinical Neurophysiology, 114(9), 1689–1696.
Haslinger, B., Erhard, P., Altenmuller, E., Hennenlotter, A., Schwaiger, M., Von Einsiedel, H.G., et al., 2004. Reduced 
recruitment of motor association areas during bimanual coordination in concert pianists. Human Brain 
Mapping, 22(3), 206–215.
Heinrich, H., Gevensleben, H. & Strehl, U., 2007. Annotation: Neurofeedback - train your brain to train behaviour. 
Journal of Child Psychology and Psychiatry, 48(1), 3–16.
Herrmann, C.S., 2001. Human EEG responses to 1-100 Hz flicker: resonance phenomena in visual cortex and their 
potential correlation to cognitive phenomena. Experimental Brain Research, 137(3-4), 346–353.
Hill, N.J. & Schölkopf, B., 2012. An online brain-computer interface based on shifting attention to concurrent 
streams of auditory stimuli. Journal of Neural Engineering, 9(2), 026011.
Hochberg, L.R., Bacher, D., Jarosiewicz, B., Masse, N.Y., Simeral, J.D., Vogel, J., et al., 2012. Reach and grasp by 
people with tetraplegia using a neurally controlled robotic arm. Nature, 485(7398), 372–375.
Hochberg, L.R., Serruya, M.D., Friehs, G.M., Mukand, J. a, Saleh, M., Caplan, A.H., et al., 2006. Neuronal ensemble 
control of prosthetic devices by a human with tetraplegia. Nature, 442(7099), 164–171.
Hoechstetter, K., Rupp, A., Stancak, A., Meinck, H.M., Stippich, C., Berg, P., et al., 2001. Interaction of tactile 
input in the human primary and secondary somatosensory cortex - A magnetoencephalographic study. 
NeuroImage, 14, 759–767.
Hsieh, C.L., Shima, F., Tobimatsu, S., Sun, S.J. & Kato, M., 1995. The interaction of the somatosensory evoked 
potentials to simultaneous finger stimuli in the human central nervous system. A study using direct 
recordings. Electroencephalography and Clinical Neurophysiology, 96(2), 135–142.
Huggins, J.E., Wren, P.A. & Gruis, K.L., 2011. What would brain-computer interface users want? Opinions and 
priorities of potential users with amyotrophic lateral sclerosis. Amyotrophic Lateral Sclerosis, 12(5), 318–324.
Huttunen, J., Ahlfors, S. & Hari, R., 1992. Interaction of afferent impulses in the human primary sensorimotor 
cortex. Electroencephalography and Clinical Neurophysiology, 82(3), 176–181.
Hwang, S., Jeon, H.S., Yi, C.H., Kwon, O.Y., Cho, S.H. & You, S.H., 2010. Locomotor imagery training improves gait 
performance in people with chronic hemiparetic stroke: a controlled clinical trial. Clinical Rehabilitation, 
24(6), 514–522.
References
136
Iguchi, Y., Hoshi, Y., Tanosaki, M., Taira, M. & Hashimoto, I., 2005. Attention induces reciprocal activity in the 
human somatosensory cortex enhancing relevant- and suppressing irrelevant inputs from fingers. Clinical 
Neurophysiology, 116(5), 1077–1087.
Iguchi, Y., Hoshi, Y., Tanosaki, M., Taira, M. & Hashimoto, I., 2002. Selective attention regulates spatial and intensity 
information processing in the human primary somatosensory cortex. NeuroReport, 13(17), 2335–2339.
Iseki, K., Hanakawa, T., Shinozaki, J., Nankaku, M. & Fukuyama, H., 2008. Neural mechanisms involved in mental 
imagery and observation of gait. NeuroImage, 41(3), 1021–1031.
Ishibashi, H., Tobimatsu, S., Shigeto, H., Morioka, T., Yamamoto, T. & Fukui, M., 2000. Differential interaction of 
somatosensory inputs in the human primary sensory cortex: a magnetoencephalographic study. Clinical 
Neurophysiology, 111(6), 1095–1102.
Jahn, K., Deutschlander, A., Stephan, T., Strupp, M., Wiesmann, M. & Brandt, T., 2004. Brain activation patterns 
during imagined stance and locomotion in functional magnetic resonance imaging. NeuroImage, 22(4), 
1722–1731.
Jahn, K. & Zwergal, A., 2010. Imaging supraspinal locomotor control in balance disorders. Restorative Neurology and 
Neuroscience, 28(1), 105–114.
Jasper, H.H., 1958. The ten-twenty electrode system of the International Federation. Electroencephalography and 
Clinical Neurophysiology, 10(2), 371–375.
Kaiser, V., Daly, I., Pichiorri, F., Mattia, D., Muller-Putz, G.R. & Neuper, C., 2012. Relationship Between Electrical 
Brain Responses to Motor Imagery and Motor Impairment in Stroke. Stroke, 43(10), 2735–2740.
Kakigi, R., 1986. Ipsilateral and contralateral SEP components following median nerve stimulation: effects of 
interfering stimuli applied to the contralateral hand. Electroencephalography and Clinical Neurophysiology, 
64, 246–259.
Kakigi, R. & Jones, S.J., 1985. Effects on median nerve SEPs of tactile stimulation applied to adjacent and remote 
areas of the body surface. Electroencephalography and Clinical Neurophysiology, 62, 252–265.
Kakigi, R. & Jones, S.J., 1986. Influence of concurrent tactile stimulation on somatosensory evoked potentials 
following posterior tibial nerve stimulation in man. Electroencephalography and Clinical Neurophysiology, 
65, 118–129.
Kida, T., Nishihira, Y., Hatta, A., Wasaka, T., Tazoe, T., Sakajiri, Y., et al., 2004. Resource allocation and somatosensory 
P300 amplitude during dual task: effects of tracking speed and predictability of tracking direction. Clinical 
Neurophysiology, 115(11), 2616–2628.
Koenraadt, K., Roelofsen, E., Duysens, J. & Keijsers, N., 2013. Cortical control of normal gait and precision stepping: 
an fNIRS study. NeuroImage, submitted.
Kotchoubey, B., Lang, S., Winter, S. & Birbaumer, N., 2003. Cognitive processing in completely paralyzed patients 
with amyotrophic lateral sclerosis. European Journal of Neurology, 10(5), 551–558. 
Kübler, A., Neumann, N., Kaiser, J., Kotchoubey, B., Hinterberger, T. & Birbaumer, N.P., 2001. Brain-computer 
communication: Self-regulation of slow cortical potentials for verbal communication. Archives of Physical 
Medicine and Rehabilitation, 82(11), 1533–1539.
Kübler, a & Birbaumer, N., 2008. Brain-computer interfaces and communication in paralysis: extinction of goal 
directed thinking in completely paralysed patients? Clinical Neurophysiology, 119(11), 2658–2666.
Kübler, A., Furdea, A., HaIder, S., Hammer, E.M., Nijboer, F. & Kotchoubey, B., 2009. A Brain-Computer Interface 
Controlled Auditory Event-Related Potential (P300) Spelling System for Locked-In Patients. Disorders of 
Consciousness, 1157, 90–100.
Kurz, M.J., Wilson, T.W. & Arpin, D.J., 2012. Stride-time variability and sensorimotor cortical activation during 
walking. NeuroImage, 59(2), 1602–1607.
Lamoth, C.J.C., Roerdink, M. & Beek, P.J., 2007. Acoustically-paced treadmill walking requires more attention than 
unpaced treadmill walking in healthy young adults. Gait & Posture, 26(S1), S96–97.
137
Lewis, G.N., Byblow, W.D. & Walt, S.E., 2000. Stride length regulation in Parkinson’s disease: the use of extrinsic, 
visual cues. Brain, 123, 2077–2090.
Lidell, E.G. & Phillips, C.G., 1944. Pyramidal section in the cat. Brain, 67(1), 1–9.
Lulé, D., Zickler, C., Häcker, S., Bruno, M. a, Demertzi, a, Pellas, F., et al., 2009. Life can be worth living in locked-in 
syndrome. Progress in Brain Research, 177(09), 339–351.
Lulé, D., Diekmann, V., Muller, H.P., Kassubek, J., Ludolph, A.C. & Birbaumer, N., 2010. Neuroimaging of multimodal 
sensory stimulation in amyotrophic lateral sclerosis. Journal of Neurology Neurosurgery and Psychiatry, 
81(8), 899–906.
McElhiney, M.C., Rabkin, J.G., Gordon, P.H., Goetz, R. & Mitsumoto, H., 2009. Prevalence of fatigue and depression 
in ALS patients and change over time. Journal of Neurology, Neurosurgery, and Psychiatry, 80(10), 1146–
1149.
Maris, E. & Oostenveld, R., 2007. Nonparametric statistical testing of EEG- and MEG-data. Journal of Neuroscience 
Methods, 164(1), 177–190.
Marmarelis, P.Z. & Marmarelis, V.Z., 1978. Analysis of physiological systems: the white-noise approach, New York: 
Plenum Press.
Mima, T., Nagamine, T., Nakamura, K. & Shibasaki, H., 1998. Attention modulates both primary and second 
somatosensory cortical activities in humans: A magnetoencephalographic study. Journal of 
Neurophysiology, 80(4), 2215–2221.
Miyai, I., Suzuki, M., Hatakenaka, M. & Kubota, K., 2006. Effect of body weight support on cortical activation during 
gait in patients with stroke. Experimental Brain Research, 169(1), 85–91.
Miyai, I., Tanabe, H.C., Sase, I., Eda, H., Oda, I., Konishi, I., et al., 2001. Cortical mapping of gait in humans: A near-
infrared spectroscopic topography study. NeuroImage, 14(5), 1186–1192.
Mountcastle, V.B., Talbot, W.H., Sakata, H. & Hyvarine.J, 1969. Cortical Neuronal Mechanisms in Flutter-Vibration 
Studied in Unanesthetized Monkeys: Neuronal Periodicity and Frequency Discrimination. Journal of 
Neuroscience, 32, 452–484.
Mountcastle, V.B., Steinmetz, M.A. & Romo, R., 1990. Frequency Discrimination in the Sense of Flutter - 
Psychophysical Measurements Correlated with Postcentral Events in Behaving Monkeys. Journal of 
Neuroscience, 10, 3032–3044.
Mühl, C., Gürkök, H., Plass-Oude Bos, D., Thurlings, M.E., Scherffig, L., Duvinage, M., et al., 2010. Bacteria Hunt 
Evaluating multi-paradigm BCI interaction. Journal on Multimodal User Interfaces, 4(1), 11–25.
Müller, G.R., Neuper, C. & Pfurtscheller, G., 2001. “Resonance-like” frequencies of sensorimotor areas evoked by 
repetitive tactile stimulation. Biomezinische Technik, 46, 186–190.
Müller-Putz, G., R., S., Brunner, C., R., L. & G., P., 2008. Better than random? A closer look on BCI results. International 
Journal of Bioelectromagnetism, 10, 52–55.
Müller-Putz, G.R., 2004. New Concepts in Brain-Computer Communication: Use of steady-state evoked potentials, 
User training by Telesupport and Control of Functional Electrical Stimulation. Technischen Universität Graz.
Müller-Putz, G.R., Scherer, R., Neuper, C. & Pfurtscheller, G., 2006. Steady-state somatosensory evoked potentials: 
Suitable brain signals for brain-computer interfaces? IEEE Transactions on Neural and Rehabilitation 
Systems Engineering, 14, 30–37.
Müller-Putz, G.R., Zimmermann, D., Graimann, B., Nestinger, K., Korisek, G. & Pfurtscheller, G., 2007. Event-related 
beta EEG-changes during passive and attempted foot movements in paraplegic patients. Brain Research, 
1137(1), 84–91.
Munssinger, J.I., Halder, S., Kleih, S.C., Furdea, A., Raco, V., Hosle, A., et al., 2010. Brain Painting: First Evaluation 
of a New Brain-Computer Interface Application with ALS-Patients and Healthy Volunteers. Frontiers in 
Neuroscience, 4, 182.
References
138
Naka, D., Kakigi, R., Koyama, S., Xiang, J. & Suzuki, H., 1998. Effects of tactile interference stimulation on 
somatosensory evoked magnetic fields following tibial nerve stimulation. Electroencephalography and 
Clinical Neurophysiology, 109(2), 168–177.
Neuper, C. & Pfurtscheller, G., 2001a. Event-related dynamics of cortical rhythms: frequency-specific features and 
functional correlates. International Journal of Psychophysiology, 43(1), 41–58.
Neuper, C. & Pfurtscheller, G., 2001b. Evidence for distinct beta resonance frequencies in human EEG related to 
specific sensorimotor cortical areas. Clinical Neurophysiology, 112(11), 2084–2097.
Nijboer, F., Furdea, A., Gunst, I., Mellinger, J., McFarland, D.J., Birbaumer, N., et al., 2008a. An auditory brain-
computer interface (BCI). Journal of Neuroscience Methods, 167(1), 43–50.
Nijboer, F., Sellers, E.W., Mellinger, J., Jordan, M.A., Matuz, T., Furdea, A., et al., 2008b. A P300-based brain-computer 
interface for people with amyotrophic lateral sclerosis. Clinical Neurophysiology, 119(8), 1909–1916.
Nijholt, A. & Tan, D., 2008. Brain-computer interfacing for intelligent systems. IEEE Intelligent Systems, 23, 72.
Okajima, Y., Chino, N., Saitoh, E. & Kimura, A., 1991. Interactions of somatosensory evoked potentials: simultaneous 
stimulation of two nerves. Electroencephalography and Clinical Neurophysiology, 80, 26–31.
Oostenveld, R., Fries, P., Maris, E. & Schoffelen, J.M., 2011. FieldTrip: open source software for advanced analysis of 
MEG, EEG, and invasive electrophysiological data. Computational intelligence and neuroscience, 2011, 1.
Ortner, R., Aloise, F., Pruckl, R., Schettini, F., Putz, V., Scharinger, J., et al., 2011. Accuracy of a P300 Speller for People 
with Motor Impairments: a Comparison. Clinical EEG and Neuroscience, 42(4), 214–218.
Den Otter, A.R., Geurts, A.C.H., Mulder, T. & Duysens, J., 2004. Speed related changes in muscle activity from 
normal to very slow walking speeds. Gait & Posture, 19(3), 270–278.
Palva, S. & Palva, J.M., 2007. New vistas for alpha-frequency band oscillations. Trends in neurosciences, 30(4), 
150–158.
Peper, C., Oorthuizen, J.K. & Roerdink, M., 2012. Attentional demands of cued walking in healthy young and elderly 
adults. Gait & Posture, 36(3), 378–382.
Perrin, F., Pernier, J., Bertrand, O. & Echallier, J.F., 1989. Spherical splines for scalp potential and current density 
mapping. Electroencephalography and Clinical Neurophysiology, 72(2), 184–187.
Pfurtscheller, G., Allison, B.Z., Brunner, C., Bauernfeind, G., Solis-Escalante, T., Scherer, R., et al., 2010. The hybrid 
BCI. Frontiers in neuroscience, 4, 30.
Pfurtscheller, G., Brunner, C., Schlögl, A. & Lopes Da Silva, F.H., 2006. Mu rhythm (de)synchronization and EEG 
single-trial classification of different motor imagery tasks. NeuroImage, 31(1), 153–159.
Pfurtscheller, G. & Neuper, C., 1994. Event-related synchronization of mu rhythm in the EEG over the cortical hand 
area in man. Neuroscience Letters, 174(1), 93–96.
Piccione, F., Giorgi, F., Tonin, P., Priftis, K., Giove, S., Silvoni, S., et al., 2006. P300-based brain computer interface: 
Reliability and performance in healthy and paralysed participants. Clinical Neurophysiology, 117(3), 
531–537.
Pichiorri, F., Fallani, F.D., Cincotti, F., Babiloni, F., Molinari, M., Kleih, S.C., et al., 2011. Sensorimotor rhythm-
based brain-computer interface training: the impact on motor cortical responsiveness. Journal of Neural 
Engineering, 8(2), 25020.
Pires, G., Nunes, U. & Castelo-Branco, M., 2012. Comparison of a row-column speller vs. a novel lateral single-
character speller: Assessment of BCI for severe motor disabled patients. Clinical Neurophysiology, 123(6), 
1168–1181.
Pollok, B., Moll, M., Schmitz, F., Müller, K. & Schnitzler, A., 2002. Rapid mapping of finger representations in human 
primary somatosensory cortex applying neuromagnetic steady-state responses. NeuroReport, 13(2), 
235–238.
139
Prasad, G., Herman, P., Coyle, D., McDonough, S. & Crosbie, J., 2010. Applying a brain-computer interface to 
support motor imagery practice in people with stroke for upper limb recovery: a feasibility study. Journal 
of Neuroengineering and Rehabilitation, 7, 60.
Presacco, A., Forrester, L.W. & Contreras-Vidal, J.L., 2012. Decoding Intra-Limb and Inter-Limb Kinematics During 
Treadmill Walking From Scalp Electroencephalographic (EEG) Signals. IEEE Transactions on Neural Systems 
and Rehabilitation Engineering, 20(2), 212–219.
Presacco, A., Goodman, R., Forrester, L. & Contreras-Vidal, J.L., 2011. Neural decoding of treadmill walking from 
noninvasive electroencephalographic signals. Journal of Neurophysiology, 106(4), 1875–1887.
Ramos Murguialday, A., Hill, J., Bensch, M., Martens, S., Halder, S., Nijboer, F., et al., 2011. Transition from the locked 
in to the completely locked-in state: a physiological analysis. Clinical Neurophysiology, 122(5), 925–33. 
Riccio, A., Mattia, D., Simione, L., Olivetti, M. & Cincotti, F., 2012. Eye-gaze independent EEG-based brain-computer 
interfaces for communication. Journal of Neural Engineering, 9(4), 45001.
Riemer, M., Trojan, J., Kleinböhl, D. & Hölzl, R., 2010. Body posture affects tactile discrimination and identification 
of fingers and hands. Experimental Brain Research, 206(1), 47–57.
Roger, V.L., Go, A.S., Lloyd-Jones, D.M., Benjamin, E.J., Berry, J.D., Borden, W.B., et al., 2012. Heart Disease and 
Stroke Statistics - 2012 Update: A Report From the American Heart Association. Circulation, 125(1), e2–
e220.
Schreuder, M., Blankertz, B. & Tangermann, M., 2010. A New Auditory Multi-Class Brain-Computer Interface 
Paradigm: Spatial Hearing as an Informative Cue. Plos One, 5(3), e9813.
Schreuder, M., Rost, T. & Tangermann, M., 2011. Listen, You are Writing! Speeding up Online Spelling with a 
Dynamic Auditory BCI. Frontiers in Neuroscience, 5, 112.
Sellers, E.W. & Donchin, E., 2006. A P300-based brain-computer interface: Initial tests by ALS patients. Clinical 
Neurophysiology, 117(3), 538–548.
Sellers, E.W., Krusienski, D.J., McFarland, D.J., Vaughan, T.M. & Wolpaw, J.R., 2006. A P300 event-related potential 
brain-computer interface (BCI): the effects of matrix size and inter stimulus interval on performance. 
Biological Psychology, 73(3), 242–252.
Severens, M., Farquhar, J., Desain, P., Duysens, J. & Gielen, C., 2010. Transient and steady-state responses to 
mechanical stimulation of different fingers reveal interactions based on lateral inhibition. Clinical 
Neurophysiology, 121(12), 2090–2096.
Severens, M., Farquhar, J., Duysens, J. & Desain, P., 2013. A multi-signature brain-computer interface: use of 
transient and steady-state responses. Journal of Neural Engineering, 10(2), 026005.
Severens, M., Nienhuis, B., Desain, P. & Duysens, J., 2012. Feasibility of measuring event Related Desynchronization 
with electroencephalography during walking. In Annual International Conference of the IEEE Engineering in 
Medicine and Biology Society. 2764–2767.
Shimojo, M., Kakigi, R., Hoshiyama, M., Koyama, S., Kitamura, Y. & Watanabe, S., 1996. Intracerebral interactions 
caused by bilateral median nerve stimulation in man: a magnetoencephalographic study. Neuroscience 
Research, 24(2), 175–181.
Simões, C., Mertens, M., Forss, N., Jousmäki, V., Lütkenhöner, B. & Hari, R., 2001. Functional overlap of finger 
representations in human SI and SII cortices. Journal of Neurophysiology, 86(4), 1661–1665.
Stępień, M., Conradi, J., Waterstraat, G., Hohlefeld, F.U., Curio, G. & Nikulin, V. V, 2011. Event-related 
desynchronization of sensorimotor EEG rhythms in hemiparetic patients with acute stroke. Neuroscience 
letters, 488(1), 17–21.
Suzuki, M., Miyai, I., Ono, T., Oda, I., Konishi, I., Kochiyama, T., et al., 2004. Prefrontal and premotor cortices are 
involved in adapting walking and running speed on the treadmill: an optical imaging study. NeuroImage, 
23(3), 1020–1026.
References
140
Takahashi, M., Takeda, K., Otaka, Y., Osu, R., Hanakawa, T., Gouko, M., et al., 2012. Event related desynchronization-
modulated functional electrical stimulation system for stroke rehabilitation: A feasibility study. Journal of 
Neuroengineering and Rehabilitation, 9, 56.
Tanosaki, M., Suzuki, A., Takino, R., Kimura, T., Iguchi, Y., Kurobe, Y., et al., 2002. Neural mechanisms for generation of 
tactile interference effects on somatosensory evoked magnetic fields in humans. Clinical Neurophysiology, 
113(5), 672–680.
Thorstensson, A., 1986. How Is the Normal Locomotor Program Modified to Produce Backward Walking. 
Experimental Brain Research, 61(3), 664–668.
Thurlings, M., Van Erp, J., Brouwer, A., Blankertz, B. & Werkhoven, P., 2011. Control-Display Mapping in Brain-
Computer Interfaces. Ergonomics, 55(5), 564–580.
Thurlings, M.E., Brouwer, A.M., Van Erp, J.B.F., Blankertz, B. & Werkhoven, P.J., 2012. Does bimodal stimulus 
presentation increase ERP components usable in BCIs? Journal of Neural Engineering, 9(4), 045005.
Tobimatsu, S., Zhang, Y.M. & Kato, M., 1999. Steady-state vibration somatosensory evoked potentials: physiological 
characteristics and tuning function. Clinical Neurophysiology, 110(11), 1953–1958.
Tommerdahl, M., Delemos, K.A., Whitsel, B.L., Favorov, O. V & Metz, C.B., 1999. Response of anterior parietal 
cortex to cutaneous flutter versus vibration. Journal of Neurophysiology, 82(1), 16–33.
Treder, M.S. & Blankertz, B., 2010. (C)overt attention and visual speller design in an ERP-based brain-computer 
interface. Behavioral and Brain Functions, 6, 28.
Treder, M.S., Schmidt, N.M. & Blankertz, B., 2011. Gaze-independent brain-computer interfaces based on covert 
attention and feature attention. Journal of Neural Engineering, 8(6), 066003.
Truelsen, T., Piechowski-Jozwiak, B., Bonita, R., Mathers, C., Bogousslavsky, J. & Boysen, G., 2006. Stroke incidence 
and prevalence in Europe: a review of available data. European Journal of Neurology, 13(6), 581–598.
Visani, E., Minati, L., Canafoglia, L., Gilioli, I., Granvillano, A., Varotto, G., et al., 2011. Abnormal ERD/ERS but 
Unaffected BOLD Response in Patients with Unverricht-Lundborg Disease During Index Extension: A 
Simultaneous EEG-fMRI Study. Brain Topography, 24(1), 65–77.
Vlek, R.J., Schaefer, R.S., Gielen, C.C.A.M., Farquhar, J.D.R. & Desain, P., 2011. Sequenced subjective accents for 
brain-computer interfaces. Journal of Neural Engineering, 8(3), 036002.
Vos, D.M., Ries, S., Vanderperren, K., Vanrumste, B., Alario, F.X., Huffel, V.S., et al., 2010. Removal of Muscle 
Artefacts from EEG Recordings of Spoken Language Production. Neuroinformatics, 8(2), 135–150.
Van der Waal, M., Severens, M., Geuze, J. & Desain, P., 2012. Introducing the tactile speller: an ERP-based brain-
computer interface for communication. Journal of Neural Engineering, 9(4), 045002.
Wagner, J., Solis-Escalante, T., Grieshofer, P., Neuper, C., Müller-Putz, G. & Scherer, R., 2012. Level of participation in 
robotic-assisted treadmill walking modulates midline sensorimotor EEG rhythms in able-bodied subjects. 
NeuroImage, 63(3), 1203–1211.
Wagner, J., Stephan, T., Kalla, R., Bruckmann, H., Strupp, M., Brandt, T., et al., 2008. Mind the bend: cerebral 
activations associated with mental imagery of walking along a curved path. Experimental Brain Research, 
191(2), 247–255.
Wang, C.H., Wai, Y.Y., Kuo, B.C., Yeh, Y.Y. & Wang, J.J., 2008. Cortical control of gait in healthy humans: an fMRI study. 
Journal of Neural Transmission, 115(8), 1149–1158.
Whitsel, B.L., Kelly, E.F., Xu, M., Tommerdahl, M., Quibrera, M. & Hill, C., 2001. Frequency-dependent response of 
SI RA-class neurons to vibrotactile stimulation of the receptive field. Somatosensory & Motor Research, 
18(4), 263–285.
Van Wijk, B.C.M., Beek, P.J. & Daffertshofer, A., 2012. Neural synchrony within the motor system: what have we 
learned so far? Frontiers in Human Neuroscience, 6, 252.
141
Wikstrom, H., Huttunen, J., Korvenoja, A., Virtanen, J., Salonen, O., Aronen, H., et al., 1996. Effects of interstimulus 
interval on somatosensory evoked magnetic fields (SEFs): a hypothesis concerning SEF generation at the 
primary sensorimotor cortex. Electroencephalography and Clinical Neurophysiology, 100(6), 479–487.
Winter, D.A., 2005. Biomechanics and Motor Control of Human Movement, New York: Wiley.
Wolpaw, J.R., Ramoser, H., Farland, D.J. & Pfurtscheller, G., 1998. EEG-based communication: improved accuracy by 
response verification. IEEE Transactions on Rehabilitation Engineering, 6(3), 326–333.
Wu, T., Kansaku, K. & Hallett, M., 2004. How self-initiated memorized movements become automatic: A functional 
MRI study. Journal of Neurophysiology, 91(4), 1690–1698.
Yang, J.F. & Gorassini, M., 2006. Spinal and brain control of human walking: Implications for retraining of walking. 
Neuroscientist, 12(5), 379–389.
Zanette, G., Tinazzi, M., Polo, A. & Rizzuto, N., 1996. Motor neuron disease with pyramidal tract dysfunction 
involves the cortical generators of the early somatosensory evoked potential to tibial nerve stimulation. 
Neurology, 47(4), 932–938.
Zatsiorsky, V.M. & Latash, M.L., 2008. Multifinger prehension: an overview. Journal of Motor Behavior, 40(5), 
446–476.
Zhang, D., Wang, Y., Maye, A., Engel, A.K., Gao, X., Hong, B., et al., 2007. A Brain-Computer Interface Based on Multi-
Modal Attention. In Proceedings of the 3rd International IEEE/EMBS Conference on Neural Engineering, 
414–417.

Dankwoord
Dankwoord
144
Na meer dan 4 jaar is het dan eindelijk zo ver. Mijn proefschrift is af! Zo’n groot 
project doe je natuurlijk niet alleen. Heel veel mensen hebben in meer of mindere mate 
bijgedragen aan dit proefschrift. En die wil ik bij deze graag bedanken.
Peter, bij jou is het allemaal begonnen. Tijdens mijn stage beval jij mij aan voor een 
promotie onderzoek bij de Sint Maartenskliniek. En daarnaast maakte jij het mogelijk dat ik 
deel uit bleef maken van de BCI groep en het Donders instituut. Dank voor je vertrouwen, 
enthousiasme, inspiratie en (soms overdaad aan) ideeën.
Jaak, jouw positiviteit is echt aanstekelijk. Na een overleg met jou ging ik ook vaak een 
stuk positiever weg. Dank voor je inspiratie, ideeën, vertrouwen, en ruimte om mijn eigen 
weg te gaan. 
Jason, thank you for so many things: for your explanations on mathematical and 
other issues, for your contagious enthousiasm when I did not see the positive results, for 
your honesty when things were really bad, for your structure in the last six months of the 
project, and all the nerdy things I learned!
Bart, dank je voor je hulp bij het opzetten van het EEG lab en alle uitbreidingen 
daaraan als we weer een nieuw onderzoek hadden bedacht. Ik heb inderdaad veel dingen 
geleerd die ik helemaal niet wilde leren! Maar ook bedankt voor je inhoudelijke bijdrage 
aan vooral het laatste gedeelte van dit proefschrift. 
W0.09 roomies!!!! Het was altijd echt gezellig (met een zachte g) op onze kamer. En als 
het iets te veel werd was er gelukkig het duimpje! Maar ook als ik het even niet zag zitten 
waren jullie er altijd. Fijn dat jullie, Cheriel en Astrid nog iets langer mijn roomies zijn. 
Koen, helaas geen roomie meer, maar nu wel paranimf, thanks. Ik ben heel blij dat jij mijn 
BrainGain maatje was bij SMK. Dankjewel voor je relativeringsvermogen en het luisteren 
naar mijn gezeur over van alles en nog wat. Ook alle andere collega’s bij SMK wil ik graag 
bedanken voor hun hulpvaardigheid en vooral voor de gezelligheid. De vele creatieve 
spelletjes waren een welkome afleiding! 
Ook al mijn collega’s van CAI wil ik graag bedanken voor de gezellige lunches en 
gesprekken. Een aantal mensen wil ik in het bijzonder bedanken. Rutger, dankjewel voor 
al je hulp in het lab, en voor onze gesprekken onder het genot van een kopje thee! Jeroen, 
jouw bereidheid om anderen te helpen is enorm. En de etentjes waren altijd heerlijk. 
Marjolein, eerst stagiaire maar nu al lang een hele fijne collega! Ik heb genoten van 
onze samenwerking en gezellige gesprekken. Alex en Philip, jullie technische hulp was 
onmisbaar. Linsey en Yvonne, dank voor al jullie hulp, gesprekken en steun. 
De andere stagiaires die ik door de jaren heen heb begeleid, Henk, Hermen, Erwin en 
Monica, jullie zien vast een stukje van je eigen stage hier in terug. Ik vond het altijd leuk om 
met jullie samen te werken. Bedankt voor jullie inzet en bijdrage.  And for Monica: I have 
always liked working together with you. Thanks for your commitment and contribution.
145
Alle proefpersonen die hebben deelgenomen aan mijn onderzoeken wil ik hier ook 
graag bedanken. Met name de deelnemers met ALS, dank voor jullie tijd en inspanning! 
Lieve vrienden en vriendinnen, jullie vriendschap betekent veel voor mij. De dames 
van gezondheidswetenschappen: Debby, Kelly, Lian, Nadine en Tjandra. Het was altijd fijn 
om promotie of ander leed met jullie samen te delen of gewoon gezellig te kletsen tijdens 
onze dames dates. Maar ook de etentjes en weekendjes met de heren, met name Kevin 
en Davy, erbij waren altijd gezellig. Debby, dank je voor je luisterend oor en adviezen 
tijdens onze sportavonden. Maartje en Thijs, Jean en Joanne: Thanks voor alle gezellige 
middagen en avonden. Die afleiding had ik af en toe echt nodig. Moniek, ik vond het 
super leuk om samen met jou stage te lopen, en daarna aan onze promotie te beginnen. 
Het luchtte altijd een hoop op om even onze problemen te bespreken of gewoon gezellig 
te kletsen onder het genot van een kopje thee. Ik vond het heel jammer dat je weg ging. 
Maar gelukkig hebben we ook daarna nog vele leuke lunches en avonden gehad en 
hopelijk zullen er ook nog veel meer komen! 
Lieve familie, dankjewel dat jullie er altijd voor mij zijn en dat ik op jullie kan rekenen. 
Johan, grote broer. Dank je wel voor je humor en alle gezellige avonden en gesprekken. 
Els, ik vond het heel fijn om af en toe met jou over onderzoek te praten. Dank je wel voor 
het meelezen van mijn teksten, voor onze gezellige uitstapjes, je naailessen, je hulp bij 
van alles en nog wat en dat je nu mijn paranimf wil zijn. Papa en Mama, jullie zijn er altijd 
voor mij. Ook weer toen ik had bedacht nog maar een studie te gaan doen. Dankjewel 
voor al jullie hulp, steun, vertrouwen en nog zo veel meer. Mijn schoonouders, Piet en 
Antoinette, dank voor al jullie steun. Ook mijn schoonbroers en zussen kunnen hier niet 
ontbreken: Bjorn, Mellissa, Melanie en Jeroen, het is altijd gezellig met jullie. En mijn lieve 
neefjes en nichtjes, Brent, Lis en Stan. Een middagje met jullie spelen is altijd fantastisch!
En als laatste mijn steun en toeverlaat, Francis. Jij bent degene die alle ups en downs 
van mijn promotie heeft gezien en gedeeltelijk ook heeft gevoeld. Dank je wel voor al je 
steun, je advies, en gewoon dat je er altijd voor mij bent. Jij kunt mij altijd opvrolijken en 
haalt het beste in mij naar boven. Ik hou van je! 

Curriculum vitae
Curriculum vitae, scientific publications, posters and presentations.
Curriculum vitae
148
Marianne Severens was born in Kerkrade, The Netherlands, on September 23, 1983 and 
graduated from secondary school College Rolduc (VWO) in 2001. She obtained a masters 
degree in Health Sciences from the Maastricht University with ‘movement sciences’ as 
her main subject. In her research internship, she studied resource allocation in response 
preparation. After a year of working as a research assistant at the Movement Sciences 
department of the Maastricht University, she decided to participate in the two-year 
research master’s program in Cognitive Neuroscience at the Radboud University’s 
Donders Institute for Brain, Cognition and Behaviour. She combined her studies with a job 
as student assistant. In the second year, Marianne started her internship at the Cognitive 
artificial Intelligence department at the Donders Centre for Cognition (DCC). Under 
supervision of prof. Peter Desain, she investigated tactile stimulation for Brain Computer 
Interfaces. She continued this research in a PhD project, which was a cooperation 
between the Sint Maartenskliniek and the DCC, under supervision of prof. Peter Desain, 
prof. Jacques Duysens, dr. Jason Farquhar and ir. Bart Nienhuis. The results of this research 
are presented in this dissertation. Currently, Marianne is continuing her research in a joint 
project between DCC and Sint Maartenskliniek.  
Scientific Publications
Severens, M., Farquhar, J., Desain, P., Duysens, J., & Gielen, C. (2010). Transient and steady-state 
responses to mechanical stimulation of different fingers reveal interactions based on lateral 
inhibition. Clinical Neurophysiology, 121(12), 2090–2096. 
Moresi, S., Adam, J. J., Rijcken, J., Kuipers, H., Severens, M., & Van Gerven, P. W. M. (2011). Response 
preparation with adjacent versus overlapped hands: a pupillometric study. International Journal 
of Psychophysiology, 79(2), 280–286. 
Van der Waal, M., Severens, M., Geuze, J., & Desain, P. (2012). Introducing the tactile speller: an ERP-
based brain-computer interface for communication. Journal of Neural Engineering, 9(4), 045002. 
Severens, M., Nienhuis, B., Desain, P., & Duysens, J. (2012). Feasibility of measuring event Related 
Desynchronization with electroencephalography during walking. In Annual International 
Conference of the IEEE Engineering in Medicine and Biology Society. (pp. 2764–2767). 
Duysens, J., Severens, M., & Nienhuis, B. (2013). How can active cycling produce less brain activity 
than passive cycling? Clinical Neurophysiology, 124, 217–218.
Severens, M., Farquhar, J., Duysens, J., & Desain, P. (2013). A multi-signature brain-computer interface: 
use of transient and steady-state responses. Journal of Neural Engineering, 10(2), 026005. 
Severens, M., Van der Waal, M., Farquhar, J., & Desain, P. (2013). Comparing tactile and visual gaze-
independent brain-computer interfaces in patients with amyotrophic lateral sclerosis and 
healthy users. Submitted.
149
Severens, M., Perusquia-Hernandez, M., Nienhuis, B., Farquhar, J., & Duysens, J. (2013). Use of Walking 
related Desynchronization Features in a BCI. Submitted.
Posters and Presentations
Towards the use of Brain Computer Interfaces for the rehabilitation of walking. Talk presented at the 
Donders Discussions 2012, Nijmegen.
Feasibility of measuring Event Related Desynchronization with Electroencephalography during 
Walking. Talk presented at EMBC 2012, San Diego.
Perusquia-Hernandez, M., Severens, M., , Farquhar, J., Cuijpers, R. (2012) A Brain-Computer Interface 
for Walking. Poster presented at BBCI workshop 2012; Advances in Neurotechnology, Berlin
Severens, M., Farquhar, J., Desain, P., Duysens, J. (2010) Transient and steady-state somatosensory 
responses in a Brain-Computer Interface. Poster presented at the 7th Forum of European 
Neuroscience. Amsterdam
Severens, M., Griffioen, H., Farquhar, J., Desain, P. (2009) Stimulus artifact detection and additional 
features in a SSSEP BCI. Poster presented at the Donders Discussions 2009. Nijmegen.
Severens, M., Griffioen, H., Farquhar, J, Desain, P. (2009) Stimulus artifact detection and 
additional features in a SSSEP BCI. Poster presented at the BBCI workshop 2009; Advances in 
Neurotechnology, Berlin.
Severens, M., Farquhar, J., Gielen, C.C.A.M.,  Desain, P., Duysens, J. (2009) Interaction of simultaneous 
vibrotactally finger stimulation in the spatial and spectral domains. Poster presented at the 
NeuroMath Workshop 2009, Leuven.

Donders series
Donders Graduate School for Cognitive Neuroscience Series.
Donders series
152
Donders Graduate School for Cognitive Neuroscience Series
1. van Aalderen-Smeets, S.I. (2007). Neural dynamics of visual selection. Maastricht University, Maastricht, 
the Netherlands.
2. Schoffelen, J.M. (2007). Neuronal communication through coherence in the human motor system. 
Radboud University Nijmegen, Nijmegen, the Netherlands.
3. de Lange, F.P. (2008). Neural mechanisms of motor imagery. Radboud University Nijmegen, Nijmegen, the 
Netherlands.
4. Grol, M.J. (2008). Parieto-frontal circuitry in visuomotor control. Utrecht University, Utrecht, the 
Netherlands.
5. Bauer, M. (2008). Functional roles of rhythmic neuronal activity in the human visual and somatosensory 
system. Radboud University Nijmegen, Nijmegen, the Netherlands.
6. Mazaheri, A. (2008). The Influence of Ongoing Oscillatory Brain Activity on Evoked Responses and 
Behaviour. Radboud University Nijmegen, Nijmegen, the Netherlands.
7. Hooijmans, C.R. (2008). Impact of nutritional lipids and vascular factors in Alzheimer’s Disease. Radboud 
University Nijmegen, Nijmegen, the Netherlands.
8. Gaszner, B. (2008). Plastic responses to stress by the rodent urocortinergic Edinger-Westphal nucleus. 
Radboud University Nijmegen, Nijmegen, the Netherlands.
9. Willems, R.M. (2009). Neural reflections of meaning in gesture, language and action. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
10. van Pelt, S. (2009). Dynamic neural representations of human visuomotor space. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
11. Lommertzen, J. (2009). Visuomotor coupling at different levels of complexity. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
12. Poljac, E. (2009). Dynamics of cognitive control in task switching: Looking beyond the switch cost. Radboud 
University Nijmegen, Nijmegen, the Netherlands.
13. Poser, B.A. (2009). Techniques for BOLD and blood volume weighted fMRI. Radboud University Nijmegen, 
Nijmegen, the Netherlands.
14. Baggio, G. (2009). Semantics and the electrophysiology of meaning. Tense, aspect, event structure. 
Radboud University Nijmegen, Nijmegen, the Netherlands.
15. van Wingen, G.A. (2009). Biological determinants of amygdala functioning. Radboud University Nijmegen 
Medical Centre, Nijmegen, the Netherlands.
16. Bakker, M. (2009). Supraspinal control of walking: lessons from motor imagery. Radboud University 
Nijmegen Medical Centre, Nijmegen, the Netherlands.
17. Aarts, E. (2009). Resisting temptation: the role of the anterior cingulate cortex in adjusting cognitive 
control. Radboud University Nijmegen, Nijmegen, the Netherlands.
18. Prinz, S. (2009). Waterbath stunning of chickens – Effects of electrical parameters on the 
electroencephalogram and physical reflexes of broilers. Radboud University Nijmegen, Nijmegen, the 
Netherlands.
19. Knippenberg, J.M.J. (2009). The N150 of the Auditory Evoked Potential from the rat amygdala: In search 
for its functional significance. Radboud University Nijmegen, Nijmegen, the Netherlands. 
20. Dumont, G.J.H. (2009). Cognitive and physiological effects of 3,4-methylenedioxymethamphetamine 
(MDMA or ’ecstasy’) in combination with alcohol or cannabis in humans Radboud University Nijmegen, 
Nijmegen, the Netherlands. 
21. Pijnacker, J. (2010). Defeasible inference in autism: a behavioral and electrophysiogical approach. Radboud 
University Nijmegen, Nijmegen, the Netherlands.
153
22. de Vrijer, M. (2010). Multisensory integration in spatial orientation. Radboud University Nijmegen, 
Nijmegen, the Netherlands.
23. Vergeer, M. (2010). Perceptual visibility and appearance: Effects of color and form. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
24. Levy, J. (2010). In Cerebro Unveiling Unconscious Mechanisms during Reading. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
25. Treder, M. S. (2010). Symmetry in (inter)action. Radboud University Nijmegen, Nijmegen, the Netherlands.
26. Horlings C.G.C. (2010). A Weak balance; balance and falls in patients with neuromuscular disorders. 
Radboud University Nijmegen, Nijmegen, the Netherlands.
27. Snaphaan, L.J.A.E. (2010). Epidemiology of post-stroke behavioural consequences. Radboud University 
Nijmegen Medical Centre, Nijmegen, the Netherlands.  
28. Dado – Van Beek, H.E.A. (2010). The regulation of cerebral perfusion in patients with Alzheimer’s disease. 
Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.  
29. Derks, N.M. (2010). The role of the non-preganglionic Edinger-Westphal nucleus in sex-dependent stress 
adaptation in rodents. Radboud University Nijmegen, Nijmegen, the Netherlands.
30. Wyczesany, M. (2010). Covariation of mood and brain activity. Integration of subjective self-report data 
with quantitative EEG measures. Radboud University Nijmegen, Nijmegen, the Netherlands.
31. Beurze S.M. (2010). Cortical mechanisms for reach planning. Radboud University Nijmegen, Nijmegen, the 
Netherlands.
32. van Dijk, J.P. (2010). On the Number of Motor Units. Radboud University Nijmegen, Nijmegen, the 
Netherlands.
33. Lapatki, B.G. (2010). The Facial Musculature – Characterization at a Motor Unit Level. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
34. Kok, P. (2010). Word Order and Verb Inflection in Agrammatic Sentence Production. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
35. van Elk, M. (2010). Action semantics: Functional and neural dynamics. Radboud University Nijmegen, 
Nijmegen, the Netherlands.
36. Majdandzic, J. (2010). Cerebral mechanisms of processing action goals in self and others. Radboud 
University Nijmegen, Nijmegen, the Netherlands.  
37. Snijders, T.M. (2010). More than words – neural and genetic dynamics of syntactic unification. Radboud 
University Nijmegen, Nijmegen, the Netherlands.
38. Grootens, K.P. (2010). Cognitive dysfunction and effects of antipsychotics in schizophrenia and borderline 
personality disorder. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
39. Nieuwenhuis, I.L.C. (2010). Memory consolidation: A process of integration – Converging evidence from 
MEG, fMRI and behavior. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
40. Menenti, L.M.E. (2010). The right language: differential hemispheric contributions to language production 
and comprehension in context. Radboud University Nijmegen, Nijmegen, the Netherlands. 
41. van Dijk, H.P. (2010). The state of the brain, how alpha oscillations shape behaviour and event related 
responses. Radboud University Nijmegen, Nijmegen, the Netherlands.
42. Meulenbroek, O.V. (2010). Neural correlates of episodic memory in healthy aging and Alzheimer’s disease. 
Radboud University Nijmegen, Nijmegen, the Netherlands.
43. Oude Nijhuis, L.B. (2010). Modulation of human balance reactions. Radboud University Nijmegen, 
Nijmegen, the Netherlands.
44. Qin, S. (2010). Adaptive memory: imaging medial temporal and prefrontal memory systems. Radboud 
University Nijmegen, Nijmegen, the Netherlands.
Donders series
154
45. Timmer, N.M. (2011). The interaction of heparan sulfate proteoglycans with the amyloid β protein. 
Radboud University Nijmegen, Nijmegen, the Netherlands.
46. Crajé, C. (2011). (A)typical motor planning and motor imagery. Radboud University Nijmegen, Nijmegen, 
the Netherlands.
47. van Grootel, T.J. (2011). On the role of eye and head position in spatial localisation behaviour. Radboud 
University Nijmegen, Nijmegen, the Netherlands.
48. Lamers, M.J.M. (2011). Levels of selective attention in action planning. Radboud University Nijmegen, 
Nijmegen, the Netherlands.
49. Van der Werf, J. (2011). Cortical oscillatory activity in human visuomotor integration. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
50. Scheeringa, R. (2011). On the relation between oscillatory EEG activity and the BOLD signal. Radboud 
University Nijmegen, Nijmegen, the Netherlands.
51. Bögels, S. (2011). The role of prosody in language comprehension: when prosodic breaks and pitch accents 
come into play. Radboud University Nijmegen, Nijmegen, the Netherlands.
52. Ossewaarde, L. (2011). The mood cycle: hormonal influences on the female brain. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
53. Kuribara, M. (2011). Environment-induced activation and growth of pituitary melanotrope cells of Xenopus 
laevis. Radboud University Nijmegen, Nijmegen, the Netherlands.
54. Helmich, R.C.G. (2011). Cerebral reorganization in Parkinson’s disease. Radboud University Nijmegen, 
Nijmegen, the Netherlands.
55. Boelen, D. (2011). Order out of chaos? Assessment and treatment of executive disorders in brain-injured 
patients. Radboud University Nijmegen, Nijmegen, the Netherlands.
56. Koopmans, P.J. (2011). fMRI of cortical layers. Radboud University Nijmegen, Nijmegen, the Netherlands.
57. van der Linden, M.H. (2011). Experience-based cortical plasticity in object category representation. 
Radboud University Nijmegen, Nijmegen, the Netherlands.
58. Kleine, B.U. (2011). Motor unit discharges - Physiological and diagnostic studies in ALS. Radboud University 
Nijmegen Medical Centre, Nijmegen, the Netherlands. 
59. Paulus, M. (2011). Development of action perception: Neurocognitive mechanisms underlying children’s 
processing of others’ actions. Radboud University Nijmegen, Nijmegen, the Netherlands.
60. Tieleman, A.A. (2011). Myotonic dystrophy type 2. A newly diagnosed disease in the Netherlands. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
61. van Leeuwen, T.M. (2011). ‘How one can see what is not there’: Neural mechanisms of grapheme-colour 
synaesthesia. Radboud University Nijmegen, Nijmegen, the Netherlands.
62. van Tilborg, I.A.D.A. (2011). Procedural learning in cognitively impaired patients and its application in 
clinical practice. Radboud University Nijmegen, Nijmegen, the Netherlands.
63. Bruinsma, I.B. (2011). Amyloidogenic proteins in Alzheimer’s disease and Parkinson’s disease: interaction 
with chaperones and inflammation. Radboud University Nijmegen, Nijmegen, the Netherlands.
64. Voermans, N. (2011). Neuromuscular features of Ehlers-Danlos syndrome and Marfan syndrome; 
expanding the phenotype of inherited connective tissue disorders and investigating the role of the 
extracellular matrix in muscle. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
65. Reelick, M. (2011). One step at a time. Disentangling the complexity of preventing falls in frail older 
persons. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands. 
66. Buur, P.F. (2011). Imaging in motion. Applications of multi-echo fMRI. Radboud University Nijmegen, 
Nijmegen, the Netherlands.
155
67. Schaefer, R.S. (2011). Measuring the mind’s ear: EEG of music imagery. Radboud University Nijmegen, 
Nijmegen, the Netherlands.
68. Xu, L. (2011). The non-preganglionic Edinger-Westphal nucleus: an integration center for energy balance 
and stress adaptation. Radboud University Nijmegen, Nijmegen, the Netherlands.
69. Schellekens, A.F.A.  (2011). Gene-environment interaction and intermediate phenotypes in alcohol 
dependence. Radboud University Nijmegen, Nijmegen, the Netherlands.
70. van Marle, H.J.F. (2011). The amygdala on alert: A neuroimaging investigation into amygdala function 
during acute stress and its aftermath. Radboud University Nijmegen, Nijmegen, the Netherlands. 
71. De Laat, K.F. (2011). Motor performance in individuals with cerebral small vessel disease: an MRI study. 
Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
72. Mädebach, A. (2011). Lexical access in speaking: Studies on lexical selection and cascading activation. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
73. Poelmans, G.J.V. (2011). Genes and protein networks for neurodevelopmental disorders. Radboud 
University Nijmegen, Nijmegen, the Netherlands. 
74. van Norden, A.G.W. (2011). Cognitive function in elderly individuals with cerebral small vessel disease. An 
MRI study. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
75. Jansen, E.J.R. (2011). New insights into V-ATPase functioning: the role of its accessory subunit Ac45 and a 
novel brain-specific Ac45 paralog. Radboud University Nijmegen, Nijmegen, the Netherlands.
76. Haaxma, C.A. (2011). New perspectives on preclinical and early stage Parkinson’s disease. Radboud 
University Nijmegen Medical Centre, Nijmegen, the Netherlands.
77. Haegens, S. (2012). On the functional role of oscillatory neuronal activity in the somatosensory system. 
Radboud University Nijmegen, Nijmegen, the Netherlands.
78. van Barneveld, D.C.P.B.M. (2012). Integration of exteroceptive and interoceptive cues in spatial localization. 
Radboud University Nijmegen, Nijmegen, the Netherlands. 
79. Spies, P.E. (2012). The reflection of Alzheimer disease in CSF. Radboud University Nijmegen Medical 
Centre, Nijmegen, the Netherlands.
80. Helle, M. (2012). Artery-specific perfusion measurements in the cerebral vasculature by magnetic 
resonance imaging. Radboud University Nijmegen, Nijmegen, the Netherlands.
81. Egetemeir, J. (2012). Neural correlates of real-life joint action. Radboud University Nijmegen, Nijmegen, 
the Netherlands.
82. Janssen, L. (2012). Planning and execution of (bi)manual grasping. Radboud University Nijmegen, 
Nijmegen, the Netherlands.
83. Vermeer, S. (2012). Clinical and genetic characterisation of Autosomal Recessive Cerebellar Ataxias. 
Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
84. Vrins, S. (2012). Shaping object boundaries: contextual effects in infants and adults. Radboud University 
Nijmegen, Nijmegen, the Netherlands.
85. Weber, K.M. (2012). The language learning brain: Evidence from second language and bilingual studies of 
syntactic processing. Radboud University Nijmegen, Nijmegen, the Netherlands.
86. Verhagen, L. (2012). How to grasp a ripe tomato. Utrecht University, Utrecht, the Netherlands.
87. Nonkes, L.J.P. (2012). Serotonin transporter gene variance causes individual differences in rat behaviour: 
for better and for worse. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
88. Joosten-Weyn Banningh, L.W.A. (2012). Learning to live with Mild Cognitive Impairment: development 
and evaluation of a psychological intervention for patients with Mild Cognitive Impairment and their 
significant others. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
Donders series
156
89. Xiang, HD. (2012). The language networks of the brain. Radboud University Nijmegen, Nijmegen, the 
Netherlands
90. Snijders, A.H. (2012). Tackling freezing of gait in Parkinson’s disease. Radboud University Nijmegen Medical 
Centre, Nijmegen, the Netherlands.
91. Rouwette, T.P.H. (2012). Neuropathic Pain and the Brain - Differential involvement of corticotropin-
releasing factor and urocortin 1 in acute and chronic pain processing. Radboud University Nijmegen 
Medical Centre, Nijmegen, the Netherlands.
92. van de Meerendonk, N. (2012). States of indecision in the brain: Electrophysiological and hemodynamic 
reflections of monitoring in visual language perception. Radboud University Nijmegen, Nijmegen, the 
Netherlands.
93. Sterrenburg, A. (2012). The stress response of forebrain and midbrain regions: neuropeptides, sex-
specificity and epigenetics. Radboud University Nijmegen, Nijmegen, The Netherlands.
94. Uithol, S. (2012). Representing Action and Intention. Radboud University Nijmegen, Nijmegen, The 
Netherlands.
95. van Dam, W.O.  (2012). On the specificity and flexibility of embodied lexical-semantic representations. 
Radboud University Nijmegen, Nijmegen, The Netherlands.
96. Slats, D. (2012).  CSF biomarkers of Alzheimer’s disease; serial sampling analysis and the study of circadian 
rhythmicity. Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
97. Van Nuenen, B.F.L. (2012). Cerebral reorganization in premotor parkinsonism. Radboud University 
Nijmegen Medical Centre, Nijmegen, the Netherlands.
98. van Schouwenburg, M.R. (2012). Fronto-striatal mechanisms of attentional control. Radboud University 
Nijmegen, Nijmegen, The Netherlands.
99. Azar, M.G. (2012). On the theory of reinforcement learning: methods, convergence analysis and sample 
complexity. Radboud University Nijmegen, Nijmegen, The Netherlands.
100. Meeuwissen, E.B. (2012). Cortical oscillatory activity during memory formation. Radboud University 
Nijmegen, Nijmegen, The Netherlands.
101. Arnold, J.F. (2012). When mood meets memory: neural and behavioral perspectives on emotional memory 
in health and depression. Radboud University Nijmegen, Nijmegen, The Netherlands.
102. Gons, R.A.R. (2012). Vascular risk factors in cerebral small vessel disease: a diffusion tensor imaging study. 
Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
103. Wingbermühle, E. (2012). Cognition and emotion in adults with Noonan syndrome: A neuropsychological 
perspective. Radboud University Nijmegen, Nijmegen, The Netherlands.
104. Walentowska, W. (2012). Facing emotional faces. The nature of automaticity of facial emotion processing 
studied with ERPs. Radboud University Nijmegen, Nijmegen, The Netherlands. 
105. Hoogman, M. (2012). Imaging the effects of ADHD risk genes. Radboud University Nijmegen, Nijmegen, 
The Netherlands.
106. Tramper, J. J. (2012). Feedforward and feedback mechanisms in sensory motor control. Radboud University 
Nijmegen, Nijmegen, The Netherlands.
107. Van Eijndhoven, P. (2012). State and trait characteristics of early course major depressive disorder. 
Radboud University Nijmegen Medical Centre, Nijmegen, the Netherlands.
108. Visser, E. (2012). Leaves and forests: Low level sound processing and methods for the large-scale analysis 
of white matter structure in autism. Radboud University Nijmegen, Nijmegen, The Netherlands.
109. van Tooren-Hoogenboom, N. (2012). Neuronal Communication in the Synchronized Brain. Investigating 
the functional role of visually-induced gamma band activity: lessons from MEG. Radboud University 
Nijmegen, Nijmegen, The Netherlands.
157
110. Henckens, M.J.A.G. (2012). Imaging the stressed brain. Elucidating the time- and region-specific effects 
of stress hormones on brain function; a translational approach. Radboud University Nijmegen, Nijmegen, 
The Netherlands.
111. van Kesteren, M.T.R. (2012). Schemas in the brain: Influences of prior knowledge on learning, memory, 
and education. Radboud University Nijmegen, Nijmegen, The Netherlands.
112. Brenders, P. (2012). Cross-Language Interactions in Beginning Second Language Learners. Radboud 
University Nijmegen, Nijmegen, The Netherlands.
113. Ter Horst, A.C. (2012). Modulating motor imagery. Contextual, spatial and kinaesthetic influences. 
Radboud University Nijmegen, Nijmegen, The Netherlands.
114. Tesink, C.M.J.Y. (2013). Neurobiological insights into language comprehension in autism: context matters. 
Radboud University Nijmegen, Nijmegen, The Netherlands.
115. Böckler, A. (2013). Looking at the world together. How others’ attentional relations to jointly attended 
scenes shape cognitive processing. Radboud University Nijmegen, Nijmegen, The Netherlands.
116. van Dongen, E.V. (2013). Sleeping to Remember. On the neural and behavioral mechanisms of sleep-
dependent memory consolidation. Radboud University Nijmegen, Nijmegen, The Netherlands.
117. Volman, I.  The neural and endocrine regulation of emotional actions.Radboud University Nijmegen, 
Nijmegen, The Netherlands.
118. Buchholz, V. Oscillatory activity in tactile remapping.Radboud University Nijmegen, Nijmegen, The 
Netherlands.
119. Van Deurzen, P.A.M. (2013). Information processing and depressive symptoms in healthy adolescents. 
Radboud University Nijmegen, Nijmegen, The Netherlands.
120. Whitmarsh, S. (2013). Nonreactivity and Metacognition in Mindfulness. Radboud University Nijmegen, 
Nijmegen, The Netherlands.
121. Vesper, C. (2013). Acting Together: Mechanisms of Intentional Coordination.  Radboud University 
Nijmegen, Nijmegen, The Netherlands.
122. Lagro, J. (2013). Cardiovascular and cerebrovascular physiological measurements in clinical practice 
and prognostics in geriatric patients. Radboud University Nijmegen Medical Centre, Nijmegen, the 
Netherlands. 
123. Eskenazi, T.T. (2013).  You, Us & Them: From motor simulation to ascribed shared intentionality in social 
perception. Radboud University Nijmegen, Nijmegen, The Netherlands. 
124. Ondobaka, S. (2013). On the conceptual and perceptual processing of own and others’ behavior. Radboud 
University Nijmegen, Nijmegen, The Netherlands. 
125. Overvelde, J.A.A.M. (2013). Which practice makes perfect? Experimental studies on the acquisition of 
movement sequences to identify the best learning condition in good and poor writers. Radboud University 
Nijmegen, Nijmegen, The Netherlands. 
126. Kalisvaart, J.P. (2013). Visual ambiguity in perception and action. Radboud University Nijmegen Medical 
Centre, Nijmegen, The Netherlands. 
127. Kroes, M. (2013). Altering memories for emotional experiences. Radboud University Nijmegen, Nijmegen, 
The Netherlands.
128. Duijnhouwer, J. (2013).  Studies on the rotation problem in self-motion perception. Radboud University 
Nijmegen, Nijmegen, The Netherlands.
129. Nijhuis, E.H.J (2013).  Macroscopic Networks in the Human Brain: mapping connectivity in healthy and 
damaged brains. University of Twente, Enschede, The Netherlands
130. Braakman, M. H. (2013). Posttraumatic stress disorder with secondary psychotic features. A diagnostic 
validity study among refugees in the Netherlands. Radboud University Nijmegen, Nijmegen, The 
Netherlands.
Donders series
158
131. Zedlitz. A.M.E.E. (2013). Brittle Brain Power. Post-stroke fatigue, explorations into assessment and 
treatment. Radboud University Nijmegen, Nijmegen, The Netherlands.
132. Schoon, Y. (2013). From a Gait and Falls Clinic Visit Towards Self-Management of Falls in Frail Elderly. 
Radboud University Nijmegen Medical Centre, Nijmegen, The Netherlands.
133. Jansen, D. (2013). The role of nutrition in Alzheimer’s disease - a study in transgenic mouse models for 
Alzheimer’s disease and vascular disorders. Radboud University Nijmegen, Nijmegen, The Netherlands.
134. Kos, M. (2013). On the waves of language - Electrophysiological reflections on semantic and syntactic 
processing. Radboud University Nijmegen, Nijmegen, The Netherlands.
135. Severens, M. (2013). Towards clinical BCI applications: Assistive technology and gait rehabilitation. 
Radboud University Nijmegen, Nijmegen, Sint Maartenskliniek, Nijmegen, The Netherlands.
Uitnodiging
op woensdag 16 oktober 
zal ik mijn proefschrift
in het openbaar verdedigen
in de aula van de Radboud 
Universiteit, Comeniuslaan 2,
te Nijmegen.
Towards clinical BCI 
applications: Assistive 
technology and 
gait rehabilitation
De verdediging begint 
om 14.30 uur precies.
U bent van harte welkom
bij deze plechtigheid en de
aansluitende receptie.
Marianne Severens 
m.severens@gmail.com
Paranimfen:
Koen Koenraadt
koenkoenraadt@gmail.com
Els Severens
els.severens@gmail.com
Uitnodiging
Graag nodig ik u uit 
voor mijn promotiefeest
op  woensdag 16 oktober
vanaf 20.00 uur.
De 4 Heeren
Sint Annastraat 259
Verhinderd? 
Laat het even weten.
Marianne Severens 
m.severens@gmail.com
Paranimfen:
Koen Koenraadt
koenkoenraadt@gmail.com
Els Severens
els.severens@gmail.com
Vrije parkeergelegenheid 
achter het Douglas kantoor 
(ingang Groenewoudseweg)
Towards clinical BCI applications
Assistive technology and gait rehabilitation
Marianne Severens
 
DON
DERS
series
ISBN 978-94-91027-72-7
M
A
R
IA
N
N
E S
EV
ER
EN
S
135
Tow
ards clinical B
C
I applications: A
ssistive technology and gait rehabilitation 
