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Abstract
Given a sequence (ξn, ηn) of independent identically distributed vectors of random variables we consider the Grincevicˇjus series
∞∑
n=1
ηn
n−1∏
k=1
ξk
and a functional-integral equation connected with it. We prove that the equation characterizes all probability distribution functions
of the Grincevicˇjus series. Moreover, some application of this characterization to a continuous refinement equation is presented.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let (ξn, ηn) be a sequence of independent identically distributed (i.i.d.) vectors of random variables and let ξ1 =
0 a.e., −∞ < E log|ξ1| < 0, and E log max{|η1|,1} < +∞. A.K. Grincevicˇjus proved (see [11]) that the series of
random variables
∞∑
n=1
ηn
n−1∏
k=1
ξk (1)
converges almost surely and its probability distribution function is either absolutely continuous, or continuous and
singular, or concentrated at a point c. Moreover, the probability distribution function of Grincevicˇjus series (1) is
concentrated at a point c if and only if η1 + cξ1 = c a.e.
In general, it is very difficult to determine when series (1) has absolutely continuous probability distribution func-
tion. Even in the simplest case, where ξn’s are constant equals a and (ηn) is the Bernoulli sequence, it is an open
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the series
∞∑
n=1
anηn (2)
is absolutely continuous. We known only partial results concerning this problem. The fact that the probability distrib-
ution function Fa of series (2) is either absolutely continuous or continuous and singular can be found in [13]. From
[18] it follows that Fa is singular for all a ∈ (0, 12 ). In [26] and [12] authors found values a ∈ ( 12 ,1) for which Fa
is absolutely continuous, whereas in [9] the author found values a ∈ ( 12 ,1) for which Fa is singular. The best gen-
eral result in this direction (see [24]) says that Fa is absolutely continuous for almost all a ∈ ( 12 ,1) (cf. also [10,20]
and [19]).
The main purpose of this paper is to get a condition characterizing all continuous probability distribution functions
of Grincevicˇjus series (1). The starting point of our considerations is the following result deduced from [11].
Theorem 1 (A.K. Grincevicˇjus). Let (Ω,A,P ) be a probability space and let (ξn, ηn) be a sequence of i.i.d. vectors
of random variables such that ξ1 = 0 a.e., −∞ < E log|ξ1| < 0, E log max{|η1|,1} < +∞ and P(η1 + cξ1 = c) < 1
for all c ∈ R. Then the probability distribution function ϕ :R → [0,1] of series (1) satisfies the equation
ϕ(x) =
∫
L>0
ϕ
(
L(ω)x + M(ω))dP (ω) + ∫
L<0
[
1 − ϕ(L(ω)x + M(ω))]dP (ω) (3)
for all x ∈ R, where L = 1
ξ1
and M = − η1
ξ1
.
We show that under weak assumptions Eq. (3) has exactly one solution in the class of all continuous functions with
bounded variation and that the unique solution is either absolutely continuous or singular. From this we get a condition
characterizing absolutely continuous probability distribution functions of series (1). We also show some application
of the obtained characterization to a continuous refinement equation.
2. The Fourier–Stieltjes transform of (3)
We begin with a general observations on bounded and continuous solutions of (3).
Proposition 1. Let (Ω,A,P ) be a finite measure space and let L,M :Ω → R be random variables with L = 0 a.e.
If ϕ :R → C is a bounded and continuous solution of (3) such that the limits ϕ(+∞) = limx→+∞ ϕ(x), ϕ(−∞) =
limx→−∞ ϕ(x) exist, then:
(i) ϕ(+∞) = P(L > 0)ϕ(+∞) + P(L < 0)[1 − ϕ(−∞)]; ϕ(−∞) = P(L > 0)ϕ(−∞) + P(L < 0)[1 − ϕ(+∞)].
(ii) If ϕ(+∞) = ϕ(−∞), then P(Ω) = 1.
(iii) If P(L < 0) > 0 and P(Ω) = 1, then ϕ(+∞) + ϕ(−∞) = 1.
(iv) If P(L < 0) = 0 and P(Ω) = 1, then every constant function is a solution of (3).
(v) If P(L < 0) > 0 and P(Ω) = 1, then the unique constant solution of (3) is the function equals 12 .
Proof. We first prove assertion (i). Put ϕn(ω) = ϕ(L(ω)n + M(ω)) for all n ∈ Z and ω ∈ Ω . Clearly ϕn’s are mea-
surable and by the dominated convergence theorem we get
ϕ(+∞) = lim
n→+∞ϕ(n) = limn→+∞
[ ∫
L>0
ϕn(ω)dP (ω) +
∫
L<0
[
1 − ϕn(ω)
]
dP (ω)
]
= P(L > 0)ϕ(+∞) + P(L < 0)[1 − ϕ(−∞)]
and
ϕ(−∞) = lim ϕ(n) = P(L > 0)ϕ(−∞) + P(L < 0)[1 − ϕ(+∞)].
n→−∞
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Assertions (iv) and (v) are easy to check. 
From now on, we make the following assumption.
(H) (Ω,A,P ) is a probability space and L,M :Ω → R are random variables with L = 0 a.e.
We are now in a position to prove a key lemma of our considerations. Since we will use the Fourier–Stieltjes
transform of functions with bounded variation, we recall that if ϕ :R → C is a function with bounded variation, then
its Fourier–Stieltjes transform ϕ̂ :R → C is defined by
ϕ̂(t) =
∫
R
e−itx dϕ(x).
Lemma 1. Assume (H). If ϕ :R → C is a continuous solution of (3) with bounded variation, then
ϕ̂(t) =
∫
Ω
exp
{
it
M(ω)
L(ω)
}
ϕ̂
(
t
L(ω)
)
dP (ω)
for all t ∈ R.
Proof. Define a function T :Ω → R × R by
T (ω) = (L(ω),M(ω))
and let φT :B(R × R) → [0,1] be a distribution of the vector T of random variables. We can now rewrite (3) as
ϕ(x) =
∫ ∫
(0,+∞)×R
ϕ(ux + v)dφT (u, v) +
∫ ∫
(−∞,0)×R
[
1 − ϕ(ux + v)]dφT (u, v). (4)
According to [22, Theorem 6.5], for every n ∈ N there exist positive integer Kn and reals an1 , . . . , anKn , un1, . . . , unKn ,
vn1 , . . . , v
n
Kn
such that
μn =
Kn∑
k=1
ank δ{(unk ,vnk )}
is a probability measure and the sequence (μn) weakly converges to the distribution φT . Without loss restriction we
can assume that unk = 0 for all k ∈ {1, . . . ,Kn} and n ∈ N.
For all n ∈ N and k ∈ {1, . . . ,Kn} define functions ϕnk :R → C and ϕn :R → C by
ϕnk (x) = ϕ
(
unkx + vnk
)
,
ϕn(x) =
∑
k=1,...,Kn: unk>0
ank ϕ
n
k (x) +
∑
k=1,...,Kn: unk<0
ank
[
1 − ϕnk (x)
]
.
Since the sequence (μn) weakly converges to φT , (4) shows that
lim
n→∞ϕn(x) = limn→∞
∫ ∫
(0,+∞)×R
ϕ(ux + v)dμn(u, v) + lim
n→∞
∫ ∫
(−∞,0)×R
[
1 − ϕ(ux + v)]dμn(u, v)
=
∫ ∫
(0,+∞)×R
ϕ(ux + v)dφT (u, v) +
∫ ∫
(−∞,0)×R
[
1 − ϕ(ux + v)]dφT (u, v) = ϕ(x)
for all x ∈ R. Moreover, from assertion (i) of Proposition 1 we see that
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n→∞ limx→∞ϕn(x) = limn→∞
∑
k=1,...,Kn: unk>0
ank ϕ(+∞) + limn→∞
∑
k=1,...,Kn: unk<0
ank
[
1 − ϕ(−∞)]
= P(L > 0)ϕ(+∞) + P(L < 0)[1 − ϕ(−∞)]= ϕ(+∞) = lim
x→∞ϕ(x)
for all x ∈ R. We can now conclude from the Helly theorem that
ϕ̂(t) = lim
n→∞ ϕ̂n(t) = limn→∞
∑
k=1,...,Kn: unk>0
ank
∫
R
e−itx dϕnk (x)
+ lim
n→∞
∑
k=1,...,Kn: unk<0
ank
[ ∫
R
e−itx d1(x) −
∫
R
e−itx dϕnk (x)
]
= lim
n→∞
∑
k=1,...,Kn: unk>0
ank e
it
vn
k
un
k ϕ̂
(
t
unk
)
+ lim
n→∞
∑
k=1,...,Kn: unk<0
ank e
it
vn
k
un
k ϕ̂
(
t
unk
)
= lim
n→∞
Kn∑
k=1
ank e
it
vn
k
un
k ϕ̂
(
t
unk
)
= lim
n→∞
∫∫
(R\{0})×R
eit
v
u ϕ̂
(
t
u
)
dμn(u, v)
=
∫∫
(R\{0})×R
eit
v
u ϕ̂
(
t
u
)
dφT (u, v)
=
∫
Ω
e
it
M(ω)
L(ω) ϕ̂
(
t
L(ω)
)
dP (ω)
for all t ∈ R. 
3. Main results
We can now formulate our main result. This result contains special cases considered in [1,4,5] and [21].
Let us denote by D the set of all continuous probability distribution functions ϕ :R → [0,1].
Theorem 2. Assume (H) and let
P
({M + cL = c})< 1 for all c ∈ R, (5)
0 <
∫
Ω
log
∣∣L(ω)∣∣dP (ω) < +∞, (6)
∫
Ω
log max
{ |M(ω)|
|L(ω)| ,1
}
dP (ω) < +∞. (7)
Then Eq. (3) has in the class D exactly one solution ϕ. Moreover, this solution ϕ is either absolutely continuous or
continuous and singular.
A main part of the proof of Theorem 2 contains the following lemma.
Lemma 2. Assume (H), (5), (6) and (7). If ϕ :R → C is a continuous solution of (3) with bounded variation, then
ϕ̂(t) = ϕ̂(0)
∫
Ω∞
exp
{
it
∞∑
n=1
M(ωn)
L(ω1) · · · · · L(ωn)
}
dP∞(ω1,ω2, . . .) (8)
for all t ∈ R.
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ξ = 1
L
, η = −M
L
.
From Lemma 1 we have
ϕ̂(t) =
∫
Ω
e−itη(ω)ϕ̂
(
tξ(ω)
)
dP (ω) (9)
and by the Fubini theorem we obtain
ϕ̂(t) =
∫
Ω
e−itη(ω1)
( ∫
Ω
e−itξ(ω1)η(ω2)ϕ̂
(
tξ(ω1)ξ(ω2)
)
dP (ω2)
)
dP (ω1)
=
∫
Ω∞
e−it (η(ω1)+ξ(ω1)η(ω2))ϕ̂
(
tξ(ω1)ξ(ω2)
)
dP∞(ω1,ω2, . . .)
for all t ∈ R. In this way, by iterating (9), we conclude that
ϕ̂(t) =
∫
Ω∞
e−it
∑N
n=1 ξ1(ω)· ··· ·ξn−1(ω)ηn(ω)ϕ̂
(
tξ1(ω) · · · · · ξN(ω)
)
dP∞(ω) (10)
for all t ∈ R and N ∈ N, where
ξn(ω) = ξ(ωn), ηn(ω) = η(ωn)
for all ω = (ω1,ω2, . . .) ∈ Ω∞ and n ∈ N.
Since the sequence (ξn, ηn) satisfies all assumptions of the Grincevicˇjus result, it follows that series (1) converges
a.s. on Ω∞. Moreover, by the strong law of large numbers, we see that
lim
N→∞|ξ1 · · · · · ξN |
1
N = lim
N→∞ e
1
N
∑N
n=1 log |ξn| = eE log |ξ | < 1
and hence that
lim
N→∞ ξ1 · · · · · ξN = 0
almost surely on Ω∞. This jointly with the dominated convergence theorem shows that (10) implies (8) for all
t ∈ R. 
Proof of Theorem 2. Since any sequence (ξn, ηn) of i.i.d. copies of the vector ( 1L,−ML ) of random variables satisfies
assumptions of the Grincevicˇjus result and Theorem 1, it follows that the probability distribution function of series (1)
is either absolutely continuous or continuous and singular, and satisfies (3). Hence Eq. (3) has a continuous solution
which is either absolutely continuous or singular. The uniqueness follows from Lemma 2. 
To write our next result let us denote by S the set of all continuous solutions φ :R → C of (3) with bounded
variation.
Corollary 1. Assume (H), (5), (6) and (7). Let ϕ :R → [0,1] be the unique solution of (3) in the class D.
(i) If P(L < 0) = 0, then S = {aϕ + b: a, b ∈ C}.
(ii) If P(L < 0) > 0, then S = {aϕ + b: a, b ∈ C with a + 2b = 1}.
Proof. Let φ :R → C be a continuous solution of (3) with bounded variation. By Lemma 2 there exist a, b ∈ C such
that φ = aϕ + b.
Now, assertion (i) is clear. To get assertion (ii) observe that assertion (iii) of Proposition 1 yields
1 = φ(+∞) + φ(−∞) = a + 2b. 
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Corollary 2. Assume (Ω,A,P ) is a probability space, (ξn, ηn) is a sequence of i.i.d. vectors of random variables
such that ξ1 = 0 a.e., −∞ < E log|ξ1| < 0, E log max{|η1|,1} < +∞ and P(η1 + cξ1 = c) < 1 for all c ∈ R. Let
L = 1
ξ1
and M = − η1
ξ1
. Then the probability distribution function of Grincevicˇjus series (1) is absolutely continuous if
and only if any continuous solution of (3) with bounded variation is absolutely continuous.
4. Continuous refinement equations
Continuous refinement equations has been considered by many authors in the homogeneous case (see [2,3,6,8,16]
and [23]) as well as in the nonhomogeneous case (see [7,14] and [25]). We will show that densities of absolutely
continuous solutions of Eq. (3) are nontrivial solutions of a continuous refinement equation.
Here and in the sequel we assume that the considered probability space (Ω,A,P ) is complete.
Proposition 2. Assume (H).
(i) If ϕ :R → [0,1] is an absolutely continuous solution of (3) with the density φ, then φ is a nontrivial L1-solution
of the following continuous refinement equation
φ(x) =
∫
Ω
∣∣L(ω)∣∣φ(L(ω)x + M(ω))dP (ω). (11)
(ii) If φ :R → R is an L1-solution of (11) and ∫
R
|φ(t)|dt = 1, then the function ϕ :R → [0,1] defined by ϕ(x) =∫ x
−∞ |φ(t)|dt is an absolutely continuous solution of (3).
Proof. (ii) Assume that φ is an L1-solution of (11). By the Fubini theorem we obtain
‖φ‖1 =
∫
R
∣∣∣∣∫
Ω
∣∣L(ω)∣∣φ(L(ω)x + M(ω))dP (ω)∣∣∣∣dx

∫
Ω
∫
R
∣∣L(ω)φ(L(ω)x + M(ω))∣∣dx dP (ω)
=
∫
Ω
∫
R
∣∣φ(y)∣∣dy dP (ω)
= ‖φ‖1.
It follows that∣∣φ(x)∣∣= ∫
Ω
∣∣L(ω)∣∣∣∣φ(L(ω)x + M(ω))∣∣dP (ω)
for a.e. x ∈ R and hence |φ| is an L1-solution of (11).
If moreover
∫
R
|φ(t)|dt = 1, then
ϕ(x) =
∫
Ω
x∫
−∞
∣∣L(ω)∣∣∣∣φ(L(ω)t + M(ω))∣∣dt dP (ω)
=
∫ L(ω)x+M(ω)∫
−∞
∣∣φ(t)∣∣dt dP (ω) + ∫ +∞∫ φ(t) dt dP (ω)
L>0 L<0 L(ω)x+M(ω)
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∫
L>0
ϕ
(
L(ω)x + M(ω))dP (ω) + ∫
L<0
[
1 − ϕ(L(ω)x + M(ω))]dP (ω)
for a.e. x ∈ R.
(i) Applying the Fubini theorem we get
x∫
−∞
φ(t) dt = ϕ(x) =
x∫
−∞
∫
Ω
∣∣L(ω)∣∣φ(L(ω)t + M(ω))dP (ω)dt
for all x ∈ R. Thus φ satisfies (11). 
Fix a continuous random variable M :Ω → R and a real number α such that |α| > 1. If (Mn) is a sequence of i.i.d.
random variables distributed as M , then the series
∞∑
n=1
α−nMn
converges a.s. and its probability distribution function is absolutely continuous.
As an immediately consequence of Theorem 2, Proposition 2 and the above fact we obtain the following two
corollaries, which extend [15, Corollary 3.2] (cf. also [17, Corollary 4.2]).
Corollary 3. Let M :Ω → R be a continuous random variable such that∫
Ω
log max
{∣∣M(ω)∣∣,1}dP (ω) < +∞. (12)
If α > 1, then equation
ϕ(x) =
∫
Ω
ϕ
(
αx + M(ω))dP (ω)
has in the classD exactly one absolutely continuous solution with a density φ, which is an L1-solution of the equation
φ(x) =
∫
Ω
|α|φ(αx + M(ω))dP (ω). (13)
Corollary 4. Let M :Ω → R be a continuous random variable such that (12) holds. If α < −1, then equation
ϕ(x) = 1 −
∫
Ω
ϕ
(
αx + M(ω))dP (ω)
has in the class D exactly one absolutely continuous solution with a density φ, which is an L1-solution of (13).
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