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1. Introduction 
Underwater vehicles (UVs) lately found their use in many activities such as underwater 
mapping, habitat exploration, different types of inspections (underwater cables, dams, ship 
hulls), rescue missions and many others. All of these applications speeded up the  research 
related to modeling and control of UVs. Modeling of UVs is important because many 
applications demand that the mission is carefully planned in a simulated environment. 
Control, on the other hand, is essential if higher level tasks are to be performed effectively.  
Finding a mathematical model describing an underwater vehicle dynamics can be a tedious 
task. The greatest problem is the complexity of the rigid body dynamics which is augmented 
by additional forces and effects which appear in fluid. The hydrodynamics observe this 
problem with great care, paying extra attention to dependencies between different variables. 
Another problem are the couplings that appear due to motion in different degrees of 
freedom simultaneously. For the control purposes, most of these dependencies are often 
neglected in order to obtain a simple model which can later be used for designing 
autopilots. 
This chapter deals with methods for obtaining a precise enough mathematical model, which 
can be used for control purposes, using cheap and commercially available sensors such as 
cameras or compasses. First section deals with description of a full mathematical model of 
an underwater vehicle, starting with actuators (thrusters) and methods of determining their 
static characteristics. The section is followed by actuator allocation where some common 
configurations and allocation matrices are mentioned. Kinematic model is briefly addressed 
and dynamic model is presented in its full form. The coupling effects are observed in the 
horizontal plane and a short methodology of determining dominant parameters in the 
coupled model is given. For the uncoupled case, two model equations are taken into 
account: linear and nonlinear. In section two, three vision-based data acquisition methods 
are presented. Here it is explained which equipment is needed for making a  laboratory 
apparatus for data acquisition,  and the process of data acquisition via image analysis is 
presented. The following section deals with the identification algorithms which use the data 
obtained via the vision-based methods. Here we present in short the least-squares method 
(used for determining the coupled model), open loop, zig-zag methods and identification 
based on the self-oscillations. All of these methods are followed with results obtained either 
from real vehicles or simulations. O
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2. Mathematical models of underwater vehicles  
In order to define the full mathematical model of an underwater vehicle (UV) we will use 
the terminology adopted from Fossen (1994). Vector of positions and angles of an 
underwater vehicle ࣁ ൌ ሾݔ ݕ ݖ ߮ ߠ ߰ሿ  is defined in the Earth-fixed coordinate frame ሼܧሽ and vector of linear and angular velocities ࣇ ൌ ሾݑ ݒ ݓ ݌ ݍ ݎሿ (surge, sway, heave, 
roll, pitch and yaw velocity, respectively) is defined in a body-fixed ሼܤሽ coordinate frame, 
see Fig. 1. Vector ࣎ ൌ ሾܺ ܻ ܼ ܲ ܳ ܴሿ represent the external forces that act on the 
vehicle, vector ࣎௜ are commanded thrusts for each actuator and ࢔௜ are commanded inputs 
for the actuators themselves. Here we make an assumption that the vehicle is actuated by 
thruster force, even though other actuator types possible and appear in practice. Using this 
notation, the complete mathematical model can be represented with Fig. 2. In the following 
sections, all parts of the model will be described. 
 
 
Fig. 1. Body-fixed and Earth-fixed coordinate frames (taken from Omerdic (2004)) 
 
 
Fig. 2. Scheme of a complete mathematical model 
2.1 Actuators 
In addition to thrusters as UV actuators, rudders, fins etc. appear in practice also. Here we 
will limit our discussion on propulsors. According to Fossen (1994), force ߬ that is exerted by 
a thruster can be described using a bilinear model, ߬ ൌ ܾଵ|݊|݊ െ ܾଶ|݊|ݒ, where ܾଵ and ܾଶ are 
positive constants. This model has revolution rate ݊ as input and vehicle's forward speed ݒ 
as an additional variable. A simpler model which appears in literature is a model that 
neglects forward speed, and is given in a form ߬ ൌ ܽ|݊|݊ ൅ ܾ݊. This model is more 
applicable in practice especially at low speeds. Further simplification gives that linear part 
of the model can also be neglected, i.e. ܾ ൌ Ͳ.  
However, the force exerted by thrusters is rarely the same when the propulsor is rotating in 
both directions. This is why a more complex model (1) should be used where sub indices f 
and b denote ‘forward’ and ‘backward’, and super index i stands for a specific thruster. 
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 ߬௜ ൌ ቊܽ௙ห݊௜ห݊௜ ൅ ௙ܾ݊௜ ,      ݊௜ ൐ Ͳ ܽ௕ห݊௜ห݊௜ ൅ ܾ௕݊௜ ,     ݊௜ ൏ Ͳ   (1) 
Determining the static characteristic of a thruster, i.e. the relation between the exerted thrust 
and the thruster control signal is called thruster mapping. The procedure consists in exciting 
the vehicle causing vehicle motion in such a way that the pull-force of the vehicle can be 
recorder by a dynamometer, as shown in Fig. 3a). An example of thruster mapping results is 
shown in Fig. 3b) where a VideoRay ROV (two horizontal thrusters and one vertical) is used 
as a case study. In Fig. 3. dots represent measured values and the full line gives the 
approximated curve. 
 
0
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a) b) 
Fig. 3. Thruster mapping a) experiment and b) results for VideoRay ROV 
2.2 Actuator allocation 
 
 
൥ܻܺܰ൩ ൌ ൥ͳ Ͳ ͳ ͲͲ ͳ Ͳ ͳܴ ܴ െܴ െܴ൩ ൦߬
ଵ߬ଶ߬ଷ߬ସ൪ 
URIS ROV 
 
൥ܼܺܰ൩ ൌ ൥ͳ ͳ ͲͲ Ͳ ͳܴ െܴ Ͳ൩ ൥߬ଵ߬ଶ߬ଷ൩ 
VideoRay ROV 
 
 ൥ܻܺܰ൩ ൌ ൥ͳ ͳ ͲͲ Ͳ ͳܴ െܴ Ͳ൩ ൥߬ଵ߬ଶ߬ଷ൩ 
Benthos 
 
൦ܼܺܰܭ൪ ൌ ൦ͳ ͳ Ͳ ͲͲ Ͳ ͳ ͳͲ Ͳ െܴ െܴܴ െܴ Ͳ Ͳ ൪ ൦
߬ଵ߬ଶ߬ଷ߬ସ൪ 
URIS ROV ൥ܻܺܰ൩ ൌ sin Ͷͷ° ൥ͳ ͳ ͳ ͳͳ െͳ ͳ െͳܴ െܴ െܴ ܴ ൩ ൦߬
ଵ߬ଶ߬ଷ߬ସ൪ 
FALCON 
Table 1. Some actuator configurations found in practice 
Actuator allocation is a linear connection between the space of actuator forces (described 
with vector ࣎௜) and the space of vehicle's forces and moments (described with vector ࣎). The 
matrix which describes this link is called the allocation matrix and it depends on the number 
of available actuators and their topology. Table 1. gives some topologies and actuator 
allocations which can be found in real vehicles. 
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2.3 UV kinematics 
Kinematic model gives the relation between the speeds ࣏ in a body-fixed coordinate frame ሼܤሽ and first derivatives of positions and angles ࣁ in an Earth-fixed coordinate system ሼܧሽ. A 
full set of kinematic equations is given with (2). ൤ࣁଵሶࣁଶሶ ൨ ൌ ൤ࡶଵሺࣁଶሶ ሻ ૙ଷ௫ଷ૙ଷ௫ଷ ࡶଶሺࣁଶሶ ሻ൨ ൤ࣇଵሶࣇଶሶ ൨ 
 ࡶଵሺࣁଶሶ ሻ ൌ ൥cos ߰ cos ߠ െ sin ߰ cos ߮ ൅ cos ߰ sin ߠ sin ߮ sin ߰ sin ߮ ൅ cos ߰ sin ߠ cos ߮sin ߰ cos ߠ cos ߰ cos ߮ ൅ sin ߰ sin ߠ sin ߮ െ cos ߰ sin ߮ ൅ sin ߰ sin ߠ cos ߮െ sin ߠ cos ߠ sin ߮ cos ߠ cos ߮ ൩  (2) 
ࡶଶሺࣁଶሶ ሻ ൌ ቎ͳ sin ߮ tan ߠ cos ߮ tan ߠͲ cos ߠ sin ߮Ͳ ୱ୧୬ ఝୡ୭ୱ ఏ ୡ୭ୱ ఝୡ୭ୱ ఏ ቏ 
2.4 UV dynamic model 
Dynamic mathematical model of underwater vehicles is coupled and nonlinear. General 
model equation is given with (3). 
 ࡹࣇሶ ൅ ࡯ሺࣇሻࣇ ൅ ࡰሺࣇሻࣇ ൅ ࢍሺࣁሻ ൌ ࣎ ൅ ࣎ࢊ  (3) 
Matrix ࡹ ൌ ࡹࡾ࡮ ൅ ࡹ࡭ presents the sum of rigid body and added mass matrices, matrix ࡰሺࣇሻ is drag (usually diagonal and has linear and quadratic terms), matrix ࡯ሺࣇሻ ൌ ࡯ࡾ࡮ሺࣇሻ ൅࡯࡭ሺࣇሻ is a sum of Coriolis forces rigid body and added mass matrices, while vector ࢍሺࣁሻ 
contains gravitational and lift forces. Vector ࣎ contains external forces and moments acting 
upon the underwater vehicle and ࣎ࢊ is the disturbance vector. 
From here on we will assume that the only controllable degrees of freedom are surge, yaw 
and heave, and that sway can appear due to coupling. These assumptions do not limit the 
applicability of the proposed methods but only simplify them. 
Coupled model in the horizontal plane 
 ൥݉ െ ܺ௨ሶ െܺ௩ሶ െ݉ݕீെܺ௩ሶ ݉ െ ௩ܻሶ ݉ݔீെ݉ݕீ ݉ݔீ ܫ௭ െ ௥ܰሶ ൩ ൥ݑሶݒሶݎሶ ൩൅ ቎ Ͳ Ͳ െ݉ሺݔீݎ ൅ ݒሻ ൅ ௩ܻሶ ݒͲ Ͳ െ݉ሺݕீݎ െ ݑሻ െ ܺ௨ሶ ݑ݉ሺݔீݎ ൅ ݒሻ െ ௩ܻሶ ݒ ݉ሺݕீݎ െ ݑሻ ൅ ܺ௨ሶ ݑ Ͳ ቏ ቈݑݒݎ቉െ ቎ܺ௨ ൅ ܺ௨|௨||ݑ| Ͳ ͲͲ ௩ܻ ൅ ௩ܻ|௩||ݒ| ͲͲ Ͳ ௥ܰ ൅ ௥ܰ|௥||ݎ|቏ ቈݑݒݎ቉ ൌ ൥ܻܺܰ൩
(4) 
The reason why the coupled model is limited to the horizontal plane is the simplicity – 
underwater vehicles can be trimmed in such a way that the heave motion is not affected by 
the motions in other DOFs. It can be seen from equation (4) that in general case, yaw motion 
depends on ݒሶ ൅ ݑݎ, ݑሶ െ ݒݎ, ݑݒ and ܰ; surge motion depends on ݎሶ , ݑሶ , ݎଶ, ݎݒ and ܺ; and sway 
motion depends on ݎሶ , ݑሶ , ݎଶ and ݑݎ. It is not possible to make general conclusions on which 
of the parameters can be further neglected - identification has to be performed for each 
vehicle separately in order to determine the dominant coefficients.  
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An example of deciding on the model parameters for the coupled model is shown on results 
for the VideoRay ROV. The correlation between all possible coupling parameters for the 
three DOFs has been determined and is shown in Fig. 4. The data were obtained using a 
vision-based method described in Section 2. The terms with the greatest percentage are the 
dominant ones. 
 
 
a) 
b) 
 
c) 
Fig. 4. Correlation coefficients for a) yaw, b) surge and c) sway motion, see Ljung (1999) 
These figures let us conclude that parameter ܺ௩ሶ  from the added mass matrix is negligible 
(i.e. the added mass matrix is diagonal) and that the centre of buoyancy is practically 
equivalent to the centre of gravity (ݔீ ൌ ݕீ ൌ Ͳ) in the horizontal plane. Both of these 
statements are true for micro-ROVs, Mišković et al. (2007a). Details on the identified 
coupled model can be found in Section 4. 
Uncoupled model 
Additional simplifications can be introduced if the vehicle is trimmed in such a way that roll 
and pitch are negligible while the vehicle is moving in other controllable degrees of 
freedom. In order to neglect the coupling due to the Coriolis’ forces, it can be assumed that 
the vehicle is moving at low speed. Using these two assumptions, the coupling can be 
completely omitted leaving the equation (5) for surge (where ݍሺݐሻ is surge speed ݑ) and yaw 
(ݍሺݐሻ is yaw rate ݎ) degree of freedom and equation (6) for heave degree of freedom (where ݍሺݐሻ is heave speed ݓ). 
 ߙݍሶ ሺݐሻ ൅ ߚ൫ݍሺݐሻ൯ݍሺݐሻ ൌ ߬ሺݐሻ  (5) 
 ߙݍሶ ሺݐሻ ൅ ߚ൫ݍሺݐሻ൯ݍሺݐሻ ൌ ߜ ൅ ߬ሺݐሻ (6) 
In both models, parameter ߬ሺݐሻ is the excitation force (e.g. surge force ܺ, yaw moment ܰ). 
Parameter ߜ can either be external disturbance (in the case of yaw model) or a vehicle 
physical parameter such as difference between weight and buoyancy (in the case of heave 
model). This model gives an uncoupled dynamic model of underwater vehicles. 
While describing marine vehicle dynamics, usually two models are used based on the drag: 
the linear one, which has a constant drag coefficient ߚ௅, and the nonlinear one, whose drag 
coefficient is linear ߚே|ݍሺݐሻ|, Fossen (1994), Caccia et al. (2000), Ridao et al (2004). Linear 
model is usually used at low speeds, where higher order drag terms can be neglected. This 
is usually the case when the vehicle is being dynamically positioned. The nonlinear model is 
suitable for applications where the vehicle is moving at higher speed, i.e. in the cases when 
the vehicle is in motion. 
 ߚ൫ݍሺݐሻ൯ ൌ ൜ ߚ௅ߚே|ݍሺݐሻ| , linear model, nonlinear model  (7) 
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3. Vision-based data acquisition techniques  
In order to determine a mathematical model of an underwater vehicle, which is suitable for 
control purposes, a great number of sensors can be used to acquire necessary data, e.g. 
inertial measurement units, positioning systems etc. One of the cheapest and simplest 
methods for determining the mathematical model parameters is using vision-based 
techniques to determine the vehicle position. Once the position has been determined, the 
data can be used to calculate higher order derivatives and thus dynamic model parameters. 
3.1 Laboratory apparatus 
An interesting vision-based laboratory apparatus used for UV parameter identification was 
introduced by Ridao et al. (2004). It was based on using a floor pattern at the bottom of the 
laboratory pool. The apparatus was used with URIS underwater vehicle, which is equipped 
with a down facing camera - it was placed in a swimming pool with a specifically “coded” 
floor pattern, see Fig. 5a). Using the image analysis on the frames obtained from the onboard 
camera, the vehicle position can be uniquely determined. 
 
4
0
2i
i
i
P P
=
=∑
0= 1=
a) b) 
Fig. 5. a) Floor pattern used for URIS UV identification, b) mapping of the swimming pool 
from a perspective to orthogonal view 
The pattern consists of black and grey dots on a white surface. Places without dots are 
surrounded with global marks. Each global mark is unique and can be decoded based on the 
combination of the black and grey dots marked with P. In addition to that, dots marked 
with O are used to determine the orientation of the vehicle. After using the decoding 
algorithm, vehicle’s position within the laboratory pool can be determined. This data is then 
used for determining the dynamic model of the vehicle. For details on the method, the 
reader is referred to Ridao et al. (2004) at references within. Even though this method is 
innovative; the downside is the complexity of the algorithm used for determining the 
position of the vehicle.  
Another approach is to use an external camera placed next to the pool. This way the vehicle 
can be detected within subsequent frames and its model can be determined. In Chen (2008) 
the method that is used is based on placing a camera in such a way that the perspective view 
of the pool is obtained. A schematic representation is shown in Fig. 5b) where points A, B, C 
and D mark the edges of a frame and the coordinate system (with ሺݔ, ݕሻ points) is view of 
the pool within the frame. In order to get the orthogonal projection of the pool (such that the 
coordinate system is orthogonal) a linear transformation has to be performed – points ሺݔ௜ , ݕ௜ሻ 
have to be translated into points ሺݑ௜ , ݒ௜ሻ. This operation will distort the frame so the “upper” 
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part of the pool has worse resolution than the “lower” part. In order to obtain satisfactory 
identification results, the camera should be placed in such a way that the frame segment 
with the worst resolution provides give good results. 
The method that the authors have used is based on placing a webcam directly above the 
swimming pool like in Fig. 6a, Miskovic et al. (2007a). This way the orthogonalization of the 
pool view is avoided and the algorithm itself is simpler. It should be mentioned that this 
method can be used for identification of mathematical models of surface marine vessels and 
underwater vehicles. In order to ensure easier detection of a vehicle within the camera view, 
a marker is placed on top of the ROV so that its position and orientation within the camera 
frame could easily be extracted from the recorded video (Fig. 6b). Since the depth cannot be 
detected with a camera positioned like this, the identification procedure can be performed 
only in the horizontal plane considering surge, yaw and sway. 
 
 
a) b) 
Fig. 6. a) Laboratory setup for marine vehicle model identification and b) a frame from the 
webcam placed above the pool 
3.2 Data acquisition 
The scheme of data acquisition system is shown in Fig. 7. The ‘Synchronization’ block is used 
to ensure that a frame is recorded and that control signals are sent once every sample time (100 
ms). Once the synchronization is achieved, the procedure can be described as follows: 
• Acquire an RGB image from the camera and separate it to a red, green and blue 
component; 
• Transfer the image to a binary equivalent where detection of the red color results in a 
logical 1 (white) and everything else results in a logical 0 (black). The result of this 
operation is shown in Fig. 8a. 
• Find the centroid of the group of white pixels - this is the position of the ROV within the 
camera frame. 
• Find the orientation of the group of white pixels - this is the orientation of the ROV 
within the camera frame. The result of this analysis is shown in Fig. 8b where the 
original camera image is augmented with ROV’s position (green circle) and orientation 
(blue line). 
• Perform inverse kinematics on the data using, to obtain linear and angular speeds that 
are required for model identification. 
An example of obtained velocities using camera data is shown in Fig. 8c. Raw data from 
camera are naturally noisy, therefore they should be filtered. 
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Fig. 7. Video-based data acquisition scheme 
a) b) 
 
(c) 
Fig. 8. a) Binary image; b) image augmented with calculated position and orientation; c) an 
example of obtained velocities 
4. UV identification techniques and results 
4.1 Least-squares identification method 
The least-squares method is a classical identification method which is suitable for 
determining parameters of complex models, Ljung (1999). The authors have used this 
method to determine the coupled mathematical model. The main disadvantage of this 
method is that the observed vehicle has to be persistently excited in all directions for which 
the model is to be determined. Having this in mind, the VideoRay ROV was driven in a so-
called “S-maneuver” in which the vehicle is moving forward-backward and rotating left to 
right at the same time. This way all couplings in the model are identified. 
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Based on the coupled model presented and derived in Section 2.4, equations (8), (9) and (10) 
can be set for surge, yaw and sway motion, respectively, where ߙଵ ൌ ಿೝ಺೥షಿೝሶ , ߙଶ ൌ భ಺೥షಿೝሶ , ߙଷ ൌ െ೉ೠሶ షೊೡሶ಺೥షಿೝሶ , ߚଵ ൌ ೉ೠ೘ష೉ೠሶ , ߚଶ ൌ భ೘ష೉ೠሶ , ߚଷ ൌ ೘షೊೡሶ೘ష೉ೠሶ  , ߛଵ ൌ ೊೡ೘షೊೡሶ  and ߛଶ ൌ െ೘ష೉ೠሶ೘షೊೡሶ . 
 ݎሶ ൌ ߙଵݎ ൅ ߙଶܰ ൅ ߙଷݑݒ  (8) 
 ݑሶ ൌ ߚଵݑ ൅ ߚଶܺ ൅ ߚଷݎݒ  (9) 
 ݒሶ ൌ ߛଵݒ ൅ ߛଶݑݎ  (10) 
The identified parameters 3β  and 3γ  should be inverse and reciprocal. The identification 
results show that both parameters are close to 1 so it can be approximated that ߚଷ ൌ െߛଶ ൌͳ, i.e. added mass terms in surge and sway direction are equal. As a consequence of this ߙଷ ൌ Ͳ, i.e. yaw motion is not coupled to other two motions. Finally the identified model of 
the VideoRay ROV can be shown in a matrix form using (11). Details can be found in 
Mišković et al. (2007a). The validation results, which also give comparison between the 
coupled and uncoupled identified model, are shown in Fig. 9. 
 ൥ͺ.ʹͶ Ͳ ͲͲ ͺ.ʹͶ ͲͲ Ͳ Ͳ.ͲͶ൩ ൥ݑሶݒሶݎሶ ൩ ൅ ൥ Ͳ Ͳ െͺ.ʹͶݒͲ Ͳ ͺ.ʹͶݑͺ.ʹͶݒ െͺ.ʹͶݑ Ͳ ൩ ቈݑݒݎ቉ െ ൥െͶ.Ͷ͵ Ͳ ͲͲ െͳͶ.ͻ͸ ͲͲ Ͳ െͲ.ͳ൩ ቈݑݒݎ቉ ൌ ൥Ͳܰܺ൩  (11) 
 
a) b) 
 
c) 
Fig. 9. Validation results for a) yaw, b) surge and c) sway motion 
4.2 Identification based on open-loop step response 
Open loop identification methods are suitable for laboratory purposes. They are often time 
consuming since a great number of experiments should be run in order to obtain satisfactory 
results. On the other hand, these experiments give precise model parameters – the more 
experiments, the more precise results.  
Two cases are possible: 
1. The response is constantly rising. This is the case with astatic systems, i.e. when the 
observed variables are “positions” like heading, depth etc. In this case the SISO system 
response has a form shown in Fig. 10a. 
2. The response has a steady state. This is the case with static systems, i.e. when the 
observed variables are velocities like heading rate, heave speed etc. In this case the SISO 
system response has a form shown in Fig. 10b.  
For both cases, the drag coefficient can either be constant or linear. From now on we will 
assume that yaw is the observed degree of freedom. 
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a) 
 
b) 
Fig. 10. Open loop step responses for a) astatic and b) static system 
 
Astatic system 
In this case we can observe the slope of the steady-state response, ݇௦௦ ൌ lim௧՜ାஶ ೏೏೟టሺ௧ሻ  and 
the velocity error, ߝ௩ ൌ lim௧՜ାஶሾ߰ሺݐሻ െ ݇௦௦ݐሿ, Vukić & Kuljača (2005). If a linear model 
(constant drag coefficient) is assumed, one degree of freedom of an underwater vehicle can 
be described with (12). 
 ߙ ሷ߰ ሺݐሻ ൅ ߚ௅ ሶ߰ ሺݐሻ ൌ ߬ܵሺݐሻ  (12) 
The solution of this system is given with (13) 
 ߰ሺݐሻ ൌ ߬ ఈఉಽమ ൬݁ିഁಽഀ ௧ െ ͳ൰ ൅ ఛఉಽ ݐ ൅ ߰଴  (13) 
The slope of the steady state response for this case is ݇௦௦ ൌ ఛఉಽ and it can be determined from 
the experiments. Since the applied input is known, constant drag can be precisely calculated 
depending on the number of experiments. The velocity error for this case is ߝ௩ ൌ ߰଴ െ ఈఉಽమ ߬. 
In other words, step input and initial heading are known a priori, drag coefficient has been 
determined in the previous step, and velocity error can be determined from the response 
making it easy to calculate the inertia of the system. 
If the system is described as nonlinear, i.e. with linear drag, then the SISO equation is  
 ߙ ሷ߰ ሺݐሻ ൅ ߚேห ሶ߰ ሺݐሻห ሶ߰ ሺݐሻ ൌ ߬ܵሺݐሻ  (14) 
and the response is explicitly given with (15) (see Appendix A for derivation of the term). 
 ߰ሺݐሻ ൌ ߰଴ ൅ sgnሺ߬ሻ ఈఉಿ  ቆെ ln ʹ ൅ ݐ ඥఉಿ|ఛ|ఈ ൅ ln ฬͳ ൅ ݁ିଶ௧ඥഁಿ|ഓ|ഀ ฬቇ  (15) 
The slope of the steady state response for this case is ݇௦௦ ൌ ට ఛఉಿ. Just as in the case before, 
linear drag coefficient can be calculated easily based on the known parameters. The velocity 
error for this case is ߝ௩ ൌ ߰଴ െ sgnሺ߬ሻ ఈఉಿ ln ʹ. The result is similar as in the case with constant 
drag coefficient, only that a constant multiplying term appears. Again, inertia term can be 
calculated based on the parameters which are known from before.  
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Static system 
In this case we can observe the value of the steady-state response, ܭ௦௦ ൌ lim௧՜ାஶ ೏೏೟టሺ௧ሻ  and 
some characteristic points of the response. If a linear model (constant drag coefficient) is 
assumed, one degree of freedom of an underwater vehicle can be described with (16) and 
the response is explicitly given with (17). 
 ߙݎሶሺݐሻ ൅ ߚ௅ݎሺݐሻ ൌ ߬ܵሺݐሻ  (16) 
 ݎሺݐሻ ൌ ఛఉಽ ൬ͳ െ ݁ିഁಽഀ ௧൰  (17) 
The steady state value of the response is clearly ܭ௦௦ ൌ ఛఉಽ. Just as in the astatic case, given 
enough experimental data, drag can be determined as precisely as needed. The calculation 
of inertia term is somewhat different than in the astatic case. Here we can use a classical 
method for determining system's time constant based on the fact that at the time instance ݐ ൌ ௅ܶ ൌ ఈఉಽ system response achieves around 63% of the steady state value.  
 ݎሺ ௅ܶሻ ൌ ఛఉಽ ሺͳ െ ݁ିଵሻ ൌ ݎሺ∞ሻሺͳ െ ݁ିଵሻ ൎ Ͳ.͸͵ݎሺ∞ሻ  (18) 
Therefore if ௅ܶ is determined, based on the known constant drag coefficient, inertia term can 
be easily calculated. 
If the system is described as nonlinear, i.e. with linear drag, then the SISO equation is (19) 
and the response is explicitly given with (20) (see Appendix A for derivation of the term). 
 ߙݎሶሺݐሻ ൅ ߚே|ݎሺݐሻ|ݎሺݐሻ ൌ ߬ܵሺݐሻ  (19) 
 ݎሺݐሻ ൌ ට|ఛ|ఉಿ tanh ൤sgnሺ߬ሻ ඥఉಿ|ఛ|ఈ ݐ൨  (20) 
The steady state value of the response is ܭ௦௦ ൌ sgnሺ߬ሻට|ఛ|ఉಿ, and linear drag can be calculated 
using this value. Similarly as in the case with constant drag coefficient, at the time instance ݐ ൌ ேܶ ൌ ఈඥఉಿ|ఛ| the system response achieves around 76% of the steady state value.  
 ݎሺ ேܶሻ ൌ ݎሺ∞ሻ tanh ͳ ൎ Ͳ.͹͸ͳݎሺ∞ሻ   (21) 
Therefore if ேܶ is determined, based on the known linear drag coefficient, inertia term can 
be easily calculated. Table 2. gives a short overview of equations for determining model 
parameters using the open loop experiments. 
 
 linear model nonlinear model 
astatic model ߙ ൌ ሺ߰଴ െ ߝ௩ሻ ߬݇௦௦ଶ , ߚ௅ ൌ ߬݇௦௦ ߙ ൌ ͳln ʹ ሺ߰଴ െ ߝ௩ሻ ߬݇௦௦ଶ , ߚே ൌ ߬݇௦௦ଶ  
static model ߙ ൌ ௅ܶ ߬ܭ௦௦ , ߚ௅ ൌ ߬ܭ௦௦ ߙ ൌ ேܶ ߬ܭ௦௦ , ߚே ൌ ߬ܭ௦௦ଶ  
Table 2. An overview of equations for parameter calculation based on open loop step 
responses 
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The open-loop identification method was applied to VideoRay Automarine AUV yaw 
degree of freedom, Stipanov et al. (2007). The case vehicle was developed at the University 
of Zagreb, Faculty of Electrical Engineering and Computer Science, Laboratory for 
Underwater Systems and Technologies. The identification results are shown in Fig. 11 and 
the identified inertia and drag are shown in Table 3. Blue dots show the experimental data, 
green line shows the fitted nonlinear drag curve while the green line shows the fitted linear 
drag curve. It is obvious that nonlinear mathematical model describes this vehicle better. 
This fact was used in determining yaw inertia parameter (see Fig. 11b). Validation results 
are shown in Fig. 11c where blue line shows the experimental data, red line the linear model 
and green line the nonlinear model. 
 
 
a) b) c) 
Fig. 11. Experimental results for a) drag and b) yaw calculation, and c) validation results. 
Green line are results for the fitted linear model, and red line for the nonlinear model 
 
Parameter ߙ ߚே 
 1.018 1.257 
Table 3. Identified nonlinear model parameters for VideoRay Automarine Module 
4.3 Zig-zag method applied to underwater vehicles 
In determining marine surface vehicles’ dynamic behavior, zig-zag maneuvers are widely 
accepted. Zig-zag maneuver is used for designing ship autopilots, i.e. determining yaw 
motion of a surface vessel, López et al. (2004). The maneuver which is usually run for ships 
consists of the following steps, while the ship is sailing in advance at a predetermined 
speed: 
• turn the rudder at the maximum speed to the starboard side at 10° (20°) 
• when ships course changes by 10deg (20°) from the initial course, turn the rudder to the 
opposite side (port) at 10deg (20°). After a while, the ship will turn to port. 
• when ship course changes by 10deg (20°) from the initial course on the opposite side, 
turn the rudder again to the starboard side at 10 deg (20°) 
The heading and the rudder position should be recorded all the time during the experiment. 
This algorithm can be simulated as shown in Fig. 12. The response of the zig-zag maneuver 
are shown in Fig. 13.  
The initial assumption for this method is that yaw motion can be described using a simple 
Nomoto model given with టఋ ൌ ௄ሺ்௦ାଵሻ௦ where ߜ is rudder deflection, ߰ heading and ܭ and ܶ 
parameters which are to be determined. The same model can be applied to underwater 
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vehicles yaw model, ߙ ሷ߰ ൅ ߚ௅ ሶ߰ ൌ ܰ - in this case the exciting force is yaw moment. The 
unknown parameters can be determined by pure integration of the Nomoto model, López et 
al. (2004). 
 
 
Fig. 12. Simulation scheme for the zig-zag manoeuvre  
 
 
a) 
 
b) 
Fig. 13. The zig-zag experiment: integration area for determining a) drag and b) inertia 
 ߙݎሶ ൅ ߚ௅ݎ ൌ ܰ  (22) 
 ߙ ׬ ݎሶ௧మ௧భ ݀ݐ ൅ ߚ௅ ׬ ݎ௧మ௧భ ݀ݐ ൌ ׬ ܰ௧మ௧భ ݀ݐ  (23) 
 ߙݎ|௧భ௧మ ൅ ߚ௅߰|௧భ௧మ ൌ ׬ ܰ௧మ௧భ ݀ݐ  (24) 
If the integration is performed between the first two time instances when extreme headings 
appear (the yaw rate at these points equals zero), equation (25) is obtained. 
 ߚ௅ ൌ ׬ ே೟మ೟భ ௗ௧టమିటభ   (25) 
If (24) is integrated between two consequent zero crossing point of the heading response, 
equation (26) is obtained. In this case, yaw rate value at the zero crossing points is needed. 
 ߚ௅ ൌ ׬ ே೟ర೟య ௗ௧௥రି௥య   (26) 
It is clear that in order to get the two parameters, integration of the control input has to be 
performed. In Fig. 13 the shaded areas are to be integrated in order to determine inertia and 
linear drag. 
This procedure is practical if linear Nomoto model describes the vessel’s dynamic properly. 
However, if nonlinear terms in the drag appear, the procedure cannot be used. If there is 
external disturbance present, the Nomoto model should be modified (which makes the 
procedure much more complex) otherwise the results will be false.  
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4.4 Identification by use of self-oscillations (IS-O) 
The concept of identification by use of self-oscillations is similar to the zig-zag procedure. It 
was more then 20 years ago when Åström & Hägglund (1984) derived a so called ATV 
(autotuning variation) method used for system identification, that is simple and appropriate 
for in situ identification. The method is based on using a relay-feedback to bring the system 
to self-oscillations. Then Luyben (1987) used this method in chemical industry to identify a 
transfer function of extremely nonlinear systems (distillation columns). Since then, inducing 
self-oscillations proved to be a great tool for controller tuning in processes and for process 
identification, see Li et al. (1991) and Chang & Shen (1992), especially in pharmaceutical 
industry.  
The IS-O method is based on forcing a system into self-oscillations using the same scheme as 
shown in Fig. 12. In most cases, these oscillations are induced by introducing a relay with 
hysteresis, but it should be noted that other nonlinear elements can cause the same behavior, 
Vukić et al. (2003).  
Unlike the zig-zag experiment, the IS-O procedure is not based on solving the differential 
equation which describes the process, but uses magnitudes and frequencies of the induced 
oscillations to determine system parameters. Having Fig. 12 in mind, the relation between 
the magnitudes and frequencies of self-oscillations and system parameters can be found 
through the Goldfarb principle, given with (27) where ܩேሺܺ௠ሻ is the describing function of 
the nonlinear element (relay with hysteresis), ܺ௠ is the magnitude of oscillations at the input 
of the nonlinear element and ܩ௉ሺ݆߱ሻ is the process frequency characteristic. 
 ܩ௉ሺ݆߱ሻ ൌ െ ଵீಿሺ௑೘ሻ ൌ െ ଵ௉ಿ ሺ௑೘ሻା௝ொಿሺ௑೘ሻ  (27) 
Equation (27) can be graphically interpreted as finding intersection points between Nyquist 
frequency characteristic of the LTI process and an inverse negative describing function of 
the nonlinear element, see Vukić et al. (2003) and Mišković et al. (2007b). The describing 
function of the relay with hysteresis is given with (28) and (29) where ݔ௔ is half the width of 
the hysteresis, and ܥ is the relay output.  
 ேܲሺܺ௠ሻ ൌ ସ஼గ௑೘ ටͳ െ ቀ ௫ೌ௑೘ቁଶ  (28) 
 ܳேሺܺ௠ሻ ൌ െ ସ஼గ௑೘మ ݔ௔  (29) 
Depending on the number of the unknown process parameters, more different self-
oscillations may be obtained. For more details, the reader is referred to Mišković et al. 
(2007b). In the case of determining inertia and drag, only one experiment is needed.  
Let’s assume that the process is linear and that it can be described with (5). The self-
oscillations will be symmetric and the unknown parameters ߙ and ߚ௅ can be found using 
(30) and (31). If the system is nonlinear, parameter ߙ can be determined using the same 
equation (30) but parameter ߚே is obtained from (32). A more detailed derivation of these 
expressions can be found in Appendix B. For more details on this, the reader is referred to 
Mišković et al. (2007c). 
 ߙ ൌ ௉ಿ ሺ௑೘ሻఠమ   (30) 
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 ߚ௅ ൌ െ ொಿሺ௑೘ሻఠ   (31) 
 ߚே ൌ െ ଷగ଼ ொಿሺ௑೘ሻ௑೘ఠమ   (32) 
If the system dynamics can be described by using equation (6), i.e. if there is a bias term, 
than the self-oscillations will not be symmetric. This is the case with heave DOF where there 
is almost always a difference between weight and buoyancy of the vehicle. If ுܶ represents 
the time when relay output is in "high" position, and  ௅ܶ represents the time when relay 
output is in "low" position, ுܶ will differ from ௅ܶ. This implies that equations (30), (31), and 
(32) are not valid. However, based on times  ுܶ and  ௅ܶ the bias term ߜ can be determined, 
using (6) – this way the bias can be compensated for within the controller. 
 ஼ାఋିሺ஼ିఋሻ ൌ ಹ்்ಽ   ฺ   ߜ ൌ ܥ ಹ்ି ಽ்ಹ்ା ಽ்  (33) 
This equation can be applied to a general process of n-th order which includes a constant 
term ߜ, i.e. can be presented with ݂ ቀௗ೙௫ሺ௧ሻௗ௧೙ , ڮ , ݔሺݐሻ, ߜቁ ൌ ߬ሺݐሻ, see Mišković et al. (2008) for 
details.  
The main assumptions that are posed on the self-oscillation method are that the oscillations 
are symmetric and that higher-order harmonics are negligible in comparison to the first, 
dominant harmonic. Since these two assumptions are never completely fulfilled in real 
systems, this method always introduces a slight error in the estimation of the parameters. A 
detailed analysis on the error which occurs in the application of the method for yaw 
identification can be found in Mišković et al. (2007c). In the same paper, it is shown that the 
error will be small if the ratio between the established oscillations and the width of the relay 
with hysteresis is about 1.5. 
The IS-O method was applied to the VideoRay Automarine AUV. The oscillation parameters 
are shown in Table 4. Since the experiment was performed in a laboratory pool external 
disturbance is negligible – parameters ுܶ and ௅ܶ are practically the same. The identified 
parameters of the nonlinear model are shown in Table 5. For more details, the reader is 
referred to Mišković et al. (2007c). 
 ܥ ݔ௔ ሾ°ሿ ܺ௠௔௫ ሾ°ሿ ܺ௠௜௡ ሾ°ሿ ுܶ ሾݏሿ ௅ܶ ሾݏሿ 
1 20 38 -38.4 2.54 2.34 
Tab 4. IS-O method results obtained from the VideoRay Automarine AUV 
 
Parameter ߙ ߚே 
 0.8995 1.2661 
Tab. 5. Nonlinear model parameters of the VideoRay Automarine AUV obtained using the 
IS-O method 
The method was also tested on FALCON ROV simulation model, Mišković et al. (2008). 
Here we only give results of the IS-O method applied to the heave degree of freedom. The 
response is shown in Fig. 14 (it should be noted that in the simulation model the difference 
between weight and buoyancy was enlarged so that the infulence of the bias term in (6) 
would be emphasised). Using (33) it is easy to determine the difference between the weight 
and buoyancy. 
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Fig. 14. FALCON ROV simulation model response for IS-O depth experiment 
4.5 Zig-zag Vs. IS-O 
It is natural to compare these two identification methods because both of them are 
performed in a closed loop with a nonlinear element, and the system response is identical 
for both experiments. In addition to that, both methods can be used to determine linear 
models. 
The main difference between the two methods is that the zig-zag method can be used on 
linear systems only. We have shown that the IS-O method can be applied to nonlinear 
systems. However, the IS-O method always gives approximate parameter values due to the 
harmonic linearization assumptions. When the zig-zag method is used, exact parameters are 
obtained under the assumption that there is no external disturbance. A downside to the zig-
zag method is that it uses integration which means that more complex algorithms are 
needed in comparison to the IS-O method which only uses extreme values of response to 
calculate the parameters. It should be mentioned that the IS-O requires more than one pair 
of extreme values so that a median value can be used in order to ensure accuracy.  
Fig. 15 shows the error which appears when there is external disturbance present during 
both experiments. The x-axis values are the percentage ratio between the disturbance and 
the maximum control value applied during the experiment. The figure clearly shows that 
the IS-O method is robust to external disturbance, i.e. if this experiment is performed in real 
conditions, the results will not be exacerbated. This is not the case with the zig-zag 
experiment. However, by modifying the zig-zag procedure, external disturbance can be 
taken into account, but the procedure itself becomes more complicated.  
 
 
Fig. 15. External disturbance influence on the zig-zag and IS-O method 
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5. Conclusion 
In this chapter the authors have given an overview of some vision-based methods for 
determining mathematical models of underwater vehicles. The main reason why this type of 
methods was presented is the commercial availability of the equipment necessary to 
perform the experiments. Further on, we presented some methods for parameter estimation 
among which is the self-oscillation identification method. This method has proven to be 
very applicable in real conditions because of its insensitivity to external disturbance. In 
addition to that, the method includes simple calculations and is not time-consuming – only a 
couple of oscillations are enough to estimate the system parameters. 
The next step is tuning the autopilots based on the simplified linear or nonlinear 
mathematical models of underwater vehicles. The IS-O method has already been applied for 
tuning autopilots of underwater vehicles and results are satisfactory. Further research will 
be concentrated on tuning higher level controllers using the presented new methods.  
Appendix A – Open loop step responses explicit expressions 
 ߙݎሶ ൅ ߚேݎ|ݎ| ൌ ߬ (34) ݎሶ ൌ sgnሺ߬ሻ ൬െ ߚேߙ ݎଶ ൅ ͳߙ |߬|൰ 
sgnሺ߬ሻ න ݀ݎെ ߚேߙ ݎଶ ൅ ͳߙ |߬|
௥
଴ ൌ න ݀ݐ௧଴
 sgnሺ߬ሻ ߙߚே ඨߚே|߬| tanhିଵ ቌݎඨߚே|߬|ቍ ൌ ݐ 
 ݎ ൌ ට|ఛ|ఉಿ tanh ൬sgnሺ߬ሻ ඥఉಿ|ఛ|ఈ ݐ൰  (35) 
 ߙ ሷ߰ ൅ ߚே ሶ߰ ห ሶ߰ ห ൌ ߬  (36) 
߰ ൌ න ඨ|߬|ߚே tanh ൭sgnሺ߬ሻ ඥߚே|߬|ߙ ݐ൱ ݀ݐటటబ  
߰ ൌ ඨ|߬|ߚே sgnሺ߬ሻ ߙඥߚே|߬| ln อcosh ൭sgnሺ߬ሻ ඥߚே|߬|ߙ ݐ൱อ ൅ ߰଴ 
߰ ൌ sgnሺ߬ሻ ߙߚே ln ተeඥఉಿ|ఛ|ఈ ௧ ൅ eିඥఉಿ|ఛ|ఈ ௧ʹ ተ ൅ ߰଴ 
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߰ ൌ sgnሺ߬ሻ ߙߚே ൥െ ln ʹ ൅ ඥߚே|߬|ߙ ݐ ൅ ln ቤͳ ൅ eିଶඥఉಿ|ఛ|ఈ ௧ቤ൩ ݐ ൅ ߰଴ (37) 
Appendix B – IS-O method equations 
Under the assumption that the oscillations of the observed degree of freedom are 
symmetric, the first and second derivative can be written in the following form: ݍ ൌ ܺ௠ sinሺ߱ݐሻ (38) ݍሶ ൌ ߱ܺ௠ cosሺ߱ݐሻ ൌ ݆߱ܺ௠ sinሺ߱ݐሻ (39) ݍሷ ൌ െ߱ଶܺ௠ sinሺ߱ݐሻ (40) 
 
If the observed degree of freedom can be described with a linear dynamic equation in 
combination with (38), (39) and (40) the following calculations can be done. From this, the 
final result is obtained and is shown with equations (42), (43) and (47). ߙݍሷ ൅ ߚ௅ݍሶ ൌ ߬ (41) ߙሼെ߱ଶܺ௠ sinሺ߱ݐሻሽ ൅ ߚ௅ሼ݆߱ܺ௠ sinሺ߱ݐሻሽ ൌ െܩேሼܺ௠ sinሺ߱ݐሻሽ  െ߱ଶߙ൅݆߱ߚ௅ ൌ െ ேܲ െ ݆ܳே  ߙ ൌ ே߱ܲଶ (42) ߚ௅ ൌ െ ܳே߱ (43) ߙݍሷ ൅ ߚேݍሶ |ݍሶ | ൌ ߬ (44) ߙሼെ߱ʹܺ݉ sinሺ߱ݐሻሽ ൅ ߚܰሼܺ݉ʹ߱ʹ cosሺ߱ݐሻ |cosሺ߱ݐሻ|ሽ ൌ െܩேሼܺ݉ sinሺ߱ݐሻሽ  cosሺ߱ݐሻ |cosሺ߱ݐሻ| ൎ ͺ͵ߨ cosሺ߱ݐሻ ൌ ݆ ͺ͵ߨ sinሺ߱ݐሻ (45) ߙሼെ߱ʹܺ݉ sinሺ߱ݐሻሽ ൅ ߚܰ ൜ܺ݉ʹ߱ʹ݆ ͺ͵ߨ sinሺ߱ݐሻൠ ൌ െܩேሼܺ݉ sinሺ߱ݐሻሽ  െ߱ଶߙ ൅ ݆ ͺ͵ߨ ߱ଶܺ݉ߚܰ ൌ െ ேܲ െ ݆ܳே  
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ߙ ൌ ே߱ܲଶ (46) ߚே ൌ െ ͵ͺߨ ܳேܺ௠߱ଶ (47) 
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