Barrett 2001; Glewwe, Jacoby, and King 2001; Shariff, Bond, and Johnson 2000) .
In Cambodia almost half of children under age 5 are undernourished, as measured by height-for-age or weight-for-age indicators (Cambodian National Institute of Statistics, Cambodian Directorate General for Health, and ORC Macro 2001) . Given the grave consequences of undernutrition, the issue deserves serious attention. However, as with many other developing countries, the resources available for improving children's nutrition status are severely limited in Cambodia. Thus, efforts must be made to efficiently allocate the resources available for aid. In particular, geographic targeting-or targeting according to location information-is often easy to administer and implement and can be effective when undernourished children are concentrated in certain locations. However, formulating an effective geographic targeting policy requires knowing the location of undernourished children, information that is often not readily available. The 2000 Cambodia Demographic and Health Survey (CDHS) is representative only at the strata level, which is more aggregated than the province level.
1 Because reasonably reliable estimates of undernutrition are available only at the stratum level or above, the survey estimates are too aggregated to be useful for formulating targeting policies.
This lack of information is a central issue concerning the formulation of targeting policies (Glewwe 1992; Kanbur 1987; Ravallion and Chao 1989) . This article aims to overcome the problem by producing commune-level estimates of the prevalence of undernutrition in Cambodia. The estimates can be projected onto maps to allow policymakers to visually identify areas of severe child undernutrition, analyze the current situation of undernutrition, and formulate geographic targeting policies aimed at assisting the neediest individuals more efficiently and transparently. In addition, the method can yield estimates at aggregated levels, which have smaller standard errors than do conventional survey estimates.
To derive the commune-level estimates, the 2000 CDHS data, which include information on child nutrition status but fewer observations, are combined with individual-level Cambodia National Population Census data for 1998, which cover almost all the Cambodian population but lack specific information on child nutrition status. This approach builds on the small-area estimation technique developed by Lanjouw (2002, 2003) . Their methodology is extended to jointly estimate multiple indicators and allow for a richer structure of error terms, a critical step to address issues unique to nutrition indicators.
This article is structured as follows. Section I reviews the measurement and prediction of children's nutrition status. Section II develops the nutrition 1. There are 24 provinces in Cambodia. A province is the most aggregated administrative division after the district, commune, and village. On average, a province has about 89,000 households, a district about 12,000 households, a commune about 1,300 households, and a village about 160 households. Each stratum has an average of 125,000 households. mapping methodology. Section III discusses the data. Section IV presents the results. And section V analyzes the results and compares them with previous estimates.
I . M E A S U R I N G A N D P R E D I C T I N G C H I L D N U T R I T I O N S T A T U S
To noninvasively and inexpensively measure undernutrition, researchersincluding economists, nutritionists, and epidemiologists-use anthropometry. Among the most commonly used anthropometric measures are weight-for-height, weight-for-age, and height-for-age Z-scores, which measure the number of standard deviations between an individual's value of the anthropometric indicator and the median of the National Center for Health Statistics growth reference population of the same sex and age or height group. Deficiencies in weight-for-height, weight-for-age, and height-for-age Z-scores are respectively called "wasting," "underweight," and "stunting." The conventional cutoff of -2 is used to calculate the prevalence of undernutrition. For example, the prevalence of stunting is defined as the number of children with a height-for-age Z-score below -2, divided by the total number of children (see Dibley and others 1987a, b; Waterlow and others 1997; WHO Working Group 1986 , 1996 and Sahn and Stifel 2003 for further discussion on Z-scores).
As WHO Working Group (1986) points out, there are several obvious differences among these measures. First, it is possible to lose weight but not height. Second, linear growth is slower than growth in body mass. Third, catch-up in height is possible but takes a long time, even in a favorable environment. Thus, wasting reflects acute, or short-term, undernutrition, whereas stunting reflects chronic, or long-term, undernutrition, with underweight somewhere in between. Given these differences, it should not be surprising when patterns of wasting and stunting are different. In fact, Victora (1992) finds no systematic pattern that holds for an international population between stunting and wasting.
Although the measurement and cutoff used to define undernutrition are widely accepted in economics, public health, and nutrition studies, the definition does not distinguish the true diseases of undernutrition from normal shortness or thinness. However, as suggested by Wright, Ashenburg, and Whitaker (1994) , the undernutrition measures used here can be interpreted as the risk of the adverse effects of undernutrition. The methodology does not depend on the measurement or cutoff, so other measurements or cutoffs can be used.
Following Pradhan, Sahn, and Younger (2003) , a standardized height and weight are used, defined as the Z-scores converted back to the corresponding height and weight of the reference age-sex group of 24-month-old girls. Standardization preserves all the desirable properties of the original Z-scores, and standardized heights and weights are always positive for practically possible values of Z-scores, so more meaningful measures can be computed (Foster, Greer, and Thorbecke 1984) .
2 That is, the standardized height and weight corresponding to a -2 Z-score is analogous to the poverty line Z, a cutoff below which an individual is considered poor. The Foster, Greer, and Thorbecke (1984) measure of undernutrition can be defined by simply replacing consumption with the standardized height or weight.
As noted by Pradhan, Sahn, and Younger (2003) , the choice of the age-sex group is arbitrary. Therefore, 6-month-old girls, 60-month-old girls, and 24-month-old boys are chosen as the reference age-sex groups. For both stunting and underweight the pairwise correlation of the estimated commune-level prevalence of undernutrition for any two reference groups is at least 99.99 percent. Thus, as with Pradhan, Sahn, and Younger (2003) , the choice of the reference age-sex group does not substantively change the results. Now, let y i (1) and y i (2) be individual i's standardized height and weight, and z
(1) and z (2) be the standardized height and weight corresponding to a -2 Z-score. The Foster, Greer, and Thorbecke (1984) measure of undernutrition with parameter u can be written as follows: where Ind( . ) denotes the indicator function, P 0,(1) and P 0,(2) are the prevalence of stunting and underweight, and P 1,(1) and P 1,(2) are the undernutrition gap for stunting and underweight.
Because the methodology is applicable to cases with more than two undernutrition indicators, current nutrition status as measured by weight-for-height could be included in the analysis in principle. But it is not included because a regression model of weight-for-height with sufficient explanatory power could not be constructed, a problem not limited to Cambodia. Building a good model of weight-for-height is often difficult because the individual or household characteristics observed in a typical Demographic and Health Surveysuch as education, demographic composition, and housing conditions, which do not vary much in the short run-cannot capture fluctuations in the shortterm nutrition status of children. Using data from Morocco, Pakistan, South Africa, and Vietnam, Alderman (2000) found that the explanatory power of the regression models among all the anthropometric indicators discussed above was smallest for weight-for-height.
Because the methodology is built on the association between anthropometric indicators and other socioeconomic and geographic indicators, this section briefly reviews previous studies that describe the relationship between anthropometric indicators and other indicators. Various studies-including Frongillo, 2. Another purpose behind this decision is to calculate health inequality measures, which are discussed in Fujii (2007a) . The reference group is the same as that in Pradhan, Sahn, and Younger (2003) . de Onis, and Hanson (1997) , Haughton and Haughton (1997) , Haddad and others (2003) , and Li and others (1999) -indicate the potential importance of the age and sex of the child, female education, and access to potable water in explaining the nutrition status of children. Therefore, these variables are also included in the pool of potential explanatory variables. Other important variables, such as the anthropometry of the mother and household income, are not included because the census data lack these variables.
In addition to the individual-and household-level characteristics mentioned above, various studies suggest the importance of including variables that characterize the community or the location. Alderman (2000) and Curtis and Hossain (1998) show that the location of residence may be important in explaining anthropometric indicators, even after controlling for some observable characteristics. The model includes several village-and commune-level variables in the pool of potential explanatory variables.
Finally, Zeini and Casterline (2002) suggest that conditional correlations may exist at various levels. Using the 2000 Egypt Demographic and Health Survey, they find such a correlation at the individual level (that is, across various anthropometric indicators), at the household level (that is, across siblings), and at the location level (that is, within the same neighborhood) for some regions. The anthropometric model used here also allows for such conditional correlations, as elaborated in the section II.
The methodology is similar to the small-area estimation by Lanjouw (2002, 2003) , which has been used to analyze poverty and inequality. Both methodologies combine survey data with unit-record census data to obtain estimates at a lower level of aggregation than the survey permits. Lanjouw's (2002, 2003) small-area estimation approach was first applied to data from Ecuador (Hentschel and others 2000) and has subsequently been applied to several other countries (see, for example, Alderman and others 2002; Demombynes and Ozler 2005; and Elbers and others 2007) . Applications to Cambodia can be found in Fujii (2006 Fujii ( , 2007b Fujii ( , 2008 .
The basic idea is straightforward. First, the parameters of the anthropometric models are estimated using the survey dataset. The estimates are then used to impute the anthropometric indicators to each census record. The imputed anthropometric indicators are then aggregated to arrive at estimates of undernutrition measures for small areas. An important feature of the current study and Lanjouw (2002, 2003) is the explicit treatment of the standard errors of these aggregate estimates. To account for idiosyncratic error and model error, the disturbance terms and the model coefficients are repeatedly drawn in a Monte Carlo simulation, the details of which are discussed later in this section.
Four differences between Lanjouw's (2002, 2003) study and the current study warrant discussion here. First, the type of the survey dataset used for the estimation differs. Lanjouw (2002, 2003) focus on consumption or income data from a socioeconomic survey, whereas the current study uses anthropometric measures from a Demographic and Health Survey. Second, the unit of analysis differs. Consumption data are usually produced at the household level, whereas anthropometric measures are produced at the individual level. Under the Lanjouw (2002, 2003) approach, disturbance terms are decomposed into cluster-and household-specific effects. The study allows for an unobserved individual-specific effect in addition to cluster-and householdspecific effects. Third, unlike Lanjouw (2002, 2003) , the current study makes finite-sample corrections. The number of children under age 5 in a household is limited, with no more than two for most households in Cambodia. This means that large-sample properties cannot be relied on when estimating the individual-specific effect, so finite-sample correction is crucial. Fourth, Lanjouw (2002, 2003) consider only one equation, whereas the current study simultaneously estimates multiple equations. The current study also allows for the correlation of individualspecific effect across indicators, referred to as the intrapersonal correlation. This correlation must be taken into account to reproduce the correlation across indicators at aggregate levels.
The following subsections describe the key assumptions of the methodology and discuss the main ideas behind the parameter estimation and simulation. The technical details are in the appendix.
Key Assumptions
As with the Lanjouw (2002, 2003) estimation, the current study makes a few important assumptions. First, the predictors, or the explanatory variables used to impute the anthropometric indicators, are assumed to be measured in the same way in the census as in the survey. For example, if a household is included in both the census and the survey, the predictors for this household must be equal in the two samples. Unfortunately, the equality of predictors in the two samples cannot be tested at the household level because the data are anonymized.
When the underlying populations for the two samples are identical, whether the predictors have the same distribution in the two samples can be tested. In practice, the two underlying populations are often not identical because the census and the survey data are collected at different points in time. As a result, it usually must be assumed that the same model is applicable to the two underlying populations. Although the comparability of measurement cannot be formally tested in this case, it is still useful to look at the distributions of the predictors. For example, variables can be identified that have very different distributions in the two samples. If the difference for a certain variable is too great to be explained solely by the timing of data collection, the variable can be deleted from the list of candidate predictors.
Second, it is assumed that no correlation exists between the random effects specific to the cluster (location). This is an important assumption because intercluster correlations lead to the underestimation of the standard errors, as pointed out by Tarozzi and Deaton (2009) , who also show that the underestimation may be substantial under plausible conditions. However, some intercluster correlations may be captured by the fixed effects at a more aggregated level, as is often done in practice.
Further, some empirical evidence indicates the appropriateness of the Lanjouw (2002, 2003) estimator. Demombynes and others (2007) test the Lanjouw (2002, 2003) estimates by comparing them with actual observations in Mexico and find that when the model includes location variables to keep unobserved location effects small, the Lanjouw (2002, 2003) approach yields appropriate standard errors. However, because the small-area estimates are based on a target population that consists of randomly selected (noncontiguous) villages, the intercluster correlation in Demomybnes and others (2007) is likely to be small by construction. Elbers, Lanjouw, and Leite (2008) overcome this by using data that include contiguous locations in the state of Minas Gerais, Brazil. Their results also indicate that the Lanjouw (2002, 2003) standard errors are appropriate.
Because of lack of data, the current study's method cannot be tested in the same way that Demomybnes and others (2007) and Elbers, Lanjouw, and Leite (2008) can be, but the robustness of the results can be checked by changing the definition of clusters, as discussed later. In the baseline simulation a cluster is taken to be a village, the primary sampling unit for the survey. The robustness of the results is checked by letting the cluster be a more aggregated administrative unit such as a commune or a district.
Estimation
To describe the important issues in estimation and simulation, some notations must first be introduced. The cluster, household, and individual are denoted by the subscripts c, h, and i respectively. y chi (k) is the kth (1 k K) anthropometric indicator of interest, and x chi (k) is a d (k) vector of observable characteristics that are used as a predictor of y chi (k) . In the empirical application K ¼ 2, with k ¼ 1 and k ¼ 2 as the standardized height and weight, respectively. The following linear approximation to the conditional distribution of y chi
is considered.
vector of parameters and u chi (k) is a disturbance term that consists of the cluster-specific effects h c (k)
, the household-specific effects e ch (k) , and the individual-specific effects d chi (k) . These three components of the disturbance term are assumed to be uncorrelated with each other and across clusters, households, and individuals. The cluster-and individual-specific effects are assumed to be homoskedastic, but heteroskedasticity of the household-specific effect is allowed for. Finally, the cluster-and household-specific effects are assumed to be uncorrelated across indicators, but the correlation of individualspecific effect across indicators (intrapersonal correlation) is allowed for.
This specification is motivated in part by the studies discussed in the previous section. Introspection also supports this specification. First, including the cluster-specific effect is important because some important and unobservable determinants of undernutrition, such as the availability of clean water and the risk of infectious diseases like malaria, are cluster specific. Second, the inclusion of household-specific effects may also be important. Unobserved household characteristics, such as the adequacy of child care in the household and parental genetic information, may affect the observed nutrition status of children. Third, because unobservable heterogeneity within the household may affect both indicators, it is important to allow for intrapersonal correlation. For example, the distribution of food within the household may differ across siblings, but such heterogeneity is unobservable. In contrast, both height and weight would be affected by food distribution.
The specification is also driven by data limitations. In principle, both the cluster-and individual-specific effects may be heteroskedastic. However, cluster-level heteroskedasticity is difficult to estimate because the number of clusters in the survey is limited. Once the heteroskedasticity of the householdspecific effect is allowed for, it is difficult to identify the heteroskedasticity of the individual-specific effect because there are typically only one or two children under age 5 in each household. Further, the intrapersonal correlation is also difficult to estimate accurately when the individual-specific effect is heteroskedastic.
To estimate the model coefficient and the distribution of the disturbance term, a (feasible) generalized least squares estimation is conducted. In the firststage regression an ordinary least squares regression of y chi (k) on x chi (k) was run. Then, the ordinary least squares residual was used to estimate the variance of each component of the error as well as the correlation of the individual effect across indicators.
Because of differences in the structure of the disturbance term and the nature of the data, the strategy to estimate the variance-covariance matrix of u is markedly different from that used by Lanjouw (2002, 2003) . They assume a large number of households in each cluster, so the cluster-specific effect is estimated at the mean of the ordinary least squares residual within each cluster, and the household-specific effect is estimated at the deviation of the ordinary least squares residual from the cluster mean.
However, the same method cannot be applied to separate the individualspecific effect from the household-specific effect in the current study because the number of children under age 5 in a household is small. A finite-sample correction must thus be employed. To this end, the deviation of the disturbance term from the household mean is considered for each individual. The expected value of this deviation squared and then multiplied by the inverse of the finitesample correction factor (that is, 1 minus the reciprocal of the number of children under age 5 in the household) equals the variance of the individualspecific effect. Thus, the variance of the individual-specific effect can be estimated by replacing the disturbance term with the ordinary least squares residual (see equation [A1] in the appendix). Similarly, the product of the deviation for different anthropometric indicators is used to estimate the covariance of the individual-specific effect (see equation [A2] in the appendix). For the variance of the cluster-specific effect, the difference between the average of the squared cluster mean of u and the average of the squared household mean of u is used (equation [A3] in the appendix).
Because some survey clusters include only a few households, it is difficult to separate the household-specific effect from the cluster-specific effect. Thus, to obtain the variance of the household-specific effect, the sum of the householdand cluster-specific effects is examined first (equation [A4] in the appendix). This sum is heteroskedastic, and the only source of heteroskedasticity is the household-specific effect. Therefore, a heteroskedastic regression for the sum is run first; then, the variance of the household-specific effect is found by subtracting the variance of the cluster-specific effect. As with Lanjouw (2002, 2003) , a logistic-type transformation (equation [A5] in the appendix) is used to ensure that the predicted variance of the household-effect is bounded and non-negative, and the variance of the household-specific effect for each household (equation [A6] in the appendix) is estimated.
With all components of the variance-covariance matrix of the disturbance term, the generalized least squares regression can be run. The distribution of each component of the disturbance term from the empirical distribution of the ordinary least squares residual is also estimated. With all these estimation results, the simulation calculations can proceed.
Simulation
Using the estimation results, the anthropometric indicators are imputed for each child under age 5 in the census. The imputed value is subject to two sources of error: the model error, which arises from the error in the estimation of model coefficients, and the idiosyncratic error, which arises from the fact that even if the true b is known, the imputed value would not equal the actual anthropometric indicator because of the nonsystematic component u in equation (2).
As with Lanjouw (2002, 2003) , these two types of errors are taken into account through Monte Carlo simulation. In each round of simulation the coefficientb ðkÞ for all k is simultaneously drawn and then used to impute the systematic component in equation (2). The individual-, household-, and cluster-specific effects for each individual, household, and cluster are then drawn from their estimated distributions, where the draw is done simultaneously for all indicators from their standardized empirical distributions. The variance of the household-specific effect is imputed with the heteroskedastic model. With all these parameters, anthropometric indicators have been imputed for each census record in each round of the simulation (see equation [A7] in the appendix).
The imputed anthropometric indicators can now be used to obtain estimates of the prevalence of undernutrition for small geographic areas (such as communes) in each round of the simulation. Taking the mean and standard deviation of these estimates over all rounds of the simulation yields the point estimates and the standard errors for small geographic areas.
I I I . D A T A
The basic building blocks for this study comprise a survey dataset, a census dataset, and a dataset of geographic variables. The survey dataset used is CDHS 2000, which was designed to collect demographic and health information on the Cambodian population, with a particular focus on women of childbearing age and young children. The sample covered 12,236 households in 17 strata across the country. Data collection took place between February and July 2000. The 2000 CDHS has a three-stage sampling design, where the primary sampling unit is a village and the secondary sampling unit is a segment (a block of about 10 households) or a collection of segments. In the dataset used for this study, the village to which each household belongs can be identified but the segment cannot.
In addition to detailed information about each household, its members, and its housing characteristics, a quarter of households were systematically selected to participate in the anthropometric data collection. All children under age 60 months in the subsampled households were weighed and measured. After excluding children for whom information on height or weight was missing or implausible, 3,596 observations were used for this analysis (for further details, see Cambodian National Institute of Statistics, Cambodian Directorate General for Health, and ORC Macro 2001). The height-for-age and weight-for-age Z-scores were derived first and then converted to the height and weight of 24 month-old girls with the same Z-scores.
The second source of data is the Cambodian National Population Census, the first population census to be conducted in Cambodia since 1962. The census covered virtually all people in Cambodia at the reference time of midnight of March 3, 1998. 3 The census data contain information on housing characteristics and information on each usual household member and visitors present on the reference night, including the relationship to the head of household, sex, age, marital status, migration status, literacy, education level, and employment status. The census dataset contains more than 1.4 million records of children under age 5. The two samples have similar distributions (table 1) . There is no clear evidence that the assumption of comparability of measurement is violated. The standards of living in Cambodia are low. Housing conditions are generally poor. Most households do not have electricity or toilet facilities, and their houses are built with poor materials. The educational attainment of household heads is also low.
In addition to the survey and the census, a set of geographic indicators is used in this analysis. Because Cambodia has a rich collection of geographic data, indicators could be generated on a range of characteristics, including distance calculations, land use and land cover information, climate indicators, vegetation, agricultural production, and flooding. After compiling numerous datasets from various sources into a geographic information system, these indicators were generated for all villages and communes in Cambodia. Coarse-resolution data were summarized at the commune level, and highresolution data at the village level. The distance from the center of villages to roads, other towns, health facilities, and major rivers was calcualted. Indicators based on satellite data with varying temporal resolutions included land use within the commune (agricultural, urban, forested, and so forth), the normalized difference vegetation index to proxy agricultural productivity, and the degree to which the area was lit by nighttime lights as a proxy of urbanization. Relatively stable indicators including soil quality, elevation, and various 30-year average climate variables were derived from other composite datasets. Village-level means were also generated from the census data. These means do not have to be taken from the variables that also exist in the CDHS dataset because the village-level means, as with other geographic variables, can be linked to both the census and the survey datasets. Including these geographic variables and their cross terms with other individual-and household-level variables has substantially improved the ability to explain the variation in anthropometric indicators.
I V. R E S U L T S
An anthropometric model was constructed in each of the five zones ("ecozones") of Cambodia: Coastal, Plain, Plateau, Tonle Sap, and Urban. All are rural except the Urban ecozone. Provinces with similar agroclimatic and sociocultural characteristics were combined because some of the strata had too few observations to carry out a meaningful analysis. 4 Regressions were run separately for each ecozone, using the regressors that have similar marginal distributions within the ecozone. Although individual-and household-level variables explain only 20-30 percent of the variations in the standardized height and weight, the explanatory power was increased to over 40 percent when geographic variables, interaction terms, and other transformations of variables were included in the set of potential explanatory variables. To avoid overfitting the data, the model was as parsimonious as possible. The robustness of the regression coefficients was checked by randomly dropping some households or clusters, as was done in Lanjouw (2002, 2003) .
The first-stage ordinary least squares regression results for standardized height and weight for the Coastal ecozone illustrate the importance of geographic variables and interaction terms. Although causal interpretations should not be made, the coefficients on the age dummy variables are all negative, which means that a zero-year-old child is healthier than an older child after controlling for some other factors (tables 2 and 3). This does not reflect a dramatic improvement in nutrition status in 2000, but it does reflect that infants are less likely to be exposed to contaminated food before they are weaned, so they are less likely to suffer from diarrhea.
The point estimate of the variance of the cluster-specific effect was 0 in all strata. However, because the ordinary least squares residuals are bootstrapped, ðs ðkÞ h;ðrÞ Þ 2 was strictly positive in some rounds of the simulation. The average proportion of the individual-specific effect to the variance of the disturbance term as a whole was high. The ratio of the variance of the individual-specific effect to the overall residuals, 2 , was over 0.86 for standardized height and over 0.69 for standardized weight. This means that the individual-specific effect dominates the household-and cluster-specific effects. In all ecozones the magnitude of intrapersonal correlations was high, ranging from 0.42 to 0.53. Therefore, the magnitude of the intrapersonal correlation is substantial.
After the predictions for standardized height and weight for each child in the census were made in each round of simulation, they were aggregated to arrive at the estimate of the prevalence of stunting and underweight at the commune level. Because of missing data in the census and geographic datasets for a small number of communes, estimates were obtained for 1,594 of the 1,616 communes in Cambodia. Table 4 reports the prevalence of stunting and underweight estimated with the CDHS only and the corresponding small-area estimates 5 as well as the quartiles and maximum of the standard errors for commune-and district-level 5. Clustering at the segment level is ignored for three reasons. First, segments are not observed in the CDHS or census, so they cannot be modeled. Second, spatial heterogeneity within a village is generally limited in Cambodia. Third, even if segment-level clustering exists, it is at least partly captured in the cluster-specific effect in the model. First, the differences between the survey-only estimates and the small-area estimates are within two standard errors of the survey-only estimates in all cases, so the differences in the ecozone-level estimates can be attributed to random errors. The survey-only estimates of the prevalence of undernutrition were compared with the baseline small-area estimates for 24 provinces. 6 The difference between the survey-only estimates and the small-area estimates is within one standard error of the survey-only estimates in most cases (table 5) . Further, the survey-only estimates are not significantly different from the small-area estimates in 47 of the 48 comparisons at a 5 percent significance level. There is no obvious explanation for the exception-the prevalence of stunting in Banteay Mean Chey province. But given the number of comparisons, this exception can be attributed to random error. Second, the commune-level estimates have reasonably small standard errors, with a median standard error of less than 4 percent. The magnitudes of the standard errors for the commune-level estimates are comparable to the survey-only estimates. However, in all cases in table 4, some communes have estimated standard errors over 15 percent. Thus, there are some communes for which estimates are poor, even though reasonably accurate estimates were obtained for a majority of communes.
Third, even if the estimates have very high standard errors, they are still useful. The idiosyncratic error tends to decrease when there are more communes in a target group. So, the standard errors for the target group as a whole can be much lower than the standard error for each commune in the target group, especially when there are many communes in the target group. Therefore, if a proposed nutrition intervention delivers assistance to a large number of communes, high standard errors for the individual communes are not necessarily worrisome. Fourth, the level at which clustering occurs has no systematic impact on the ecozone-level estimates of the prevalence of undernutrition. The point estimates are not affected because clustering changes only the error structure and thus has no systematic impacts on the estimated model coefficients. The effects of varying the clustering unit on the standard errors are ambiguous. If the correlation of the disturbance term within a cluster is fixed, the standard error tends to be higher when the clustering unit is more aggregated. Thus, the estimates based on village-level clustering may be too optimistic. But the observed correlation of disturbance terms within a cluster tends to be smaller when a more 6. Even though the survey is not representative at the province level, the estimates are reported at this level because the province is the administrative unit most relevant to policymaking. aggregated unit is used as a cluster, so the direction of change for the estimated standard errors is ambiguous. This does not mean that the clustering unit is unimportant. Among the various clustering units considered, the standard errors for commune-level estimates are the highest for all quartiles when the clustering unit is the commune. Similarly, the standard errors for district-level estimates are highest when the clustering unit is the district. Hence, the standard errors based on village-level clustering may be underestimated by about 15 percent if the clustering occurs at a different level. Even though the most appropriate results cannot be determined by merely looking at table 4, conservative estimates of the standard errors can be obtained by inflating the standard errors for small-area estimates with commu-level clustering by 15 percent. Even with this correction, the estimates remain reasonably accurate at the commune level.
Fifth, the standard errors for the small-area estimation are smaller than those for the survey-only estimates. This is because the small-area estimation does not suffer from sampling error, since the census covers all the individuals or households of interest in the country. However, the small-area estimates suffer from both idiosyncratic and model errors, which the survey-only estimates are not subject to. As a result of these different sources of error, whether the small-area estimates have smaller standard errors than the survey-only estimates depends on the relative magnitudes of these sources. In this application small-area estimation brings about a large gain in accuracy in the Coastal ecozone because its survey sample size is relatively small.
Small-area estimates are often found to have smaller standard errors than survey-only estimates in poverty mapping as well. For example, Elbers and others (2003) report survey-only estimates and small-area estimates of the Note: The standard errors for the survey-only estimates were calculated by a 100-time twostage bootstrapping simulation.
Source: Author's analysis based on the Cambodia Demographic and Health Survey for 2000 and the Cambodia National Population Census for 1998. headcount index of poverty for 31 regions in three countries, and the standard error is smaller for the small-area estimates in 27 of them. Thus, like the current study, their study shows that the small-area estimation can often improve aggregate estimates.
In addition to the comparisons at the ecozone and province levels, the small-area estimates are also compared with the survey-only estimates for more than 400 survey villages. This is a meaningful comparison because the survey contains a representative sample of households for these villages. To this end, standard errors are calculated for the survey-only estimates by bootstrapping, to take into account that children in the same household are included in the sample together. Each village averages only eight children, so the survey-only estimates are very noisy, with an average standard error of over 25 percent for both stunting and underweight. The small fraction of villages in which the prevalence of undernourished children is 0 or 1 was excluded from this calculation because reasonable standard errors cannot be obtained without making some arbitrary assumptions.
Because idiosyncratic error is a major source of error for the small-area estimation at a disaggregated level, the correlation between the estimation errors for the survey-only and small-area estimates are unlikely to be high. Thus, assuming that the two estimation errors are uncorrelated, a Z-statistic can be computed for each village by taking their difference and dividing it by the square root of the sum of their variances. Under this assumption the proportions of the villages with a Z-statistic for stunting of over 1 and over 2 in absolute value are about 3 percent and 17 percent. These proportions are less than the 5 percent and 32 percent expected from the standard normal distribution. The results for underweight are qualitatively similar.
As a robustness check, the Z-statistics under the alternative assumption of a perfectly positive correlation were computed. Even under this conservative assumption, the proportion of villages with a Z-statistic for stunting of over 1 and over 2 in absolute value are about 8 percent and 32 percent, which differ little from what is expected from the standard normal distribution.
These results may merely indicate that the survey-only estimates are too noisy. Thus, the correlation between the survey-only and the small-area estimates for survey villages are also examined. Because the estimates are noisy at the village level, the correlations are not strong (0.29 for stunting and 0.18 for underweight), but they are significant. All these results indicate that the small-area estimates for the survey villages are consistent with the corresponding survey-only estimates.
So far, the discussion has been based on the cutoff Z-score of -2. Although this cutoff is standard, changing it allows more or less severe undernutrition to be examined. Therefore, the robustness of the methodology with respect to the choice of the cutoff Z-score was checked by setting the threshold at -1, -1.5, -2 (baseline), -2.5, and -3. The differences between the survey-only and the small-area estimates are generally small. For example, for the Coastal ecozone the small-area estimates of the prevalence (P 0, (1) ) and gap (P 1, (1) ) of stunting are within two standard errors of the survey-only estimates for all five thresholds.
The importance of including the intrapersonal correlation is also evaluated. To this end, a small-area estimation assuming no intrapersonal correlation was conducted and the results compared with the baseline small-area estimates. Under the assumption of no intrapersonal correlation, the generalized least squares estimation was run with the intrapersonal correlation equal to 0, so that the regressions are effectively run separately. Further, each component of the disturbance terms was drawn independently across the indicators. Hence, the small-area estimation under the assumption of no intrapersonal correlation is equivalent to carrying out the small-area estimation separately for each anthropometric indicator.
The aggregate estimates and their standard errors under the assumption of no intrapersonal correlation are very similar to those reported in table 4. However, the intrapersonal correlation affects the estimated correlation between the prevalence of stunting and of underweight at aggregate levels. The survey-only estimate of the correlation between stunting and underweight is compared with the corresponding small-area estimate at the district and province levels but not at the commune level because about 70 percent of communes have no observations at all in the CDHS data. In contrast, the CDHS contains some observations for more than 90 percent of districts and all provinces in Cambodia. And while the survey-only estimates of the prevalence of undernutrition are unreliable because of the small sample size, sampling does not systematically bias the survey-only estimate of correlation.
The survey-only estimate of the correlation between the district-level prevalence of stunting and underweight is 62.6 percent with bootstrap standard errors of 6.9 percent, and the survey-only estimate of the correlation between the province-level prevalence of stunting and underweight is 69.6 percent with bootstrap standard errors of 12.3 percent. The corresponding figures for the baseline small-area estimates at the district level are 53.7 percent with a standard error of 6.6 percent and at the province level are 84.3 percent with a standard errors of 6.8 percent. Therefore, the baseline estimates of district-and province-level correlation are not significantly different from the survey-only estimate. But when the intrapersonal correlation is ignored in the small-area estimation, the corresponding figures are 26.7 percent with a standard error of 6.2 percent at the district level and 27.7 percent with a standard error of 15.0 percent at the province level.
This indicates that the correlation between two aggregate measures can be severely underestimated if they are calculated from two sets of small-area estimates produced independently. This occurs because small-area estimates of two indicators are subject to random errors, which may be correlated across indicators. Such correlation is not appropriately captured when the two sets of small-area estimates are produced independently. Therefore, it cannot be concluded that two aggregate indicators have no correlation solely because the small-area estimates of these aggregate indicators have no correlation. This is an important point because the correlations at an aggregate level may have important policy implications. In the example here, if the intrapersonal correlation is not taken into account, the prevalence of stunting and underweight would appear to have only a weak correlation at an aggregate level. Thus, it would appear that two completely different sets of measures may be necessary to address medium-and long-term undernutrition. Because such a conclusion could lead to inappropriate policies, it is important to address the intrapersonal correlations if the correlations across aggregate indicators are of interest.
While the small-area estimates can be provided in a table, it is also useful to convert them into maps using a geographic information system (maps 1-5). Although there is no simple geographic pattern of undernutrition, the areas with stunting and underweight generally exhibit similar patterns, with a commune-level correlation of 0.37.
The prevalence of both stunting and underweight is high in the most densely populated parts of Cambodia surrounding Phnom Penh, the provinces of Kandal, Prey Veng, Svay Rieng, Kampong Cham, and Kampong Chhnang (see map 3). Although these provinces are geographically close to each other, the causes of undernutrition may be different. For example, the prevalence of diarrhea for children under age 5 is 29.7 percent in Kandal but only 3.1 percent in Prey Veng. Similarly, the prevalence of fever, a primary manifestation of malaria and other acute infections in children, is 46.8 percent in Kandal and 4.0 percent in Prey Veng (Cambodian National Institute of Statistics, Cambodian Directorate General for Health, and ORC Macro 2001). However, the poverty rates in Kandal and Prey Veng are estimated at 18.4 percent and 53.1 percent (Fujii 2006) . This suggests that undernutrition in Prey Veng is likely to be driven mainly by poverty, or more specifically lack of caloric intake, while infectious diseases seem to be important causes of undernutrition in Kandal. Map 3 also illustrates some noticeable differences between stunting and underweight. For example, most areas of the Kampot province have a high prevalence of stunting, but only a few areas have a high prevalence of underweight. This means that nutrition status has improved over time, which may be due partly to improvement in road access. Low levels of stunting and high levels of underweight would reflect a recent aggravation of nutrition status, possible causes of which include increased incidence of malaria and diarrhea and acute food shortage due to natural disaster.
Maps 1, 2, and 3, while presented in a user-friendly format, ignore the fact that the commune-level estimates are subject to statistical errors. Map 4 provides an alternative representation of the small-area estimates in which the map is colored according to the difference between the commune-level estimate and the national average divided by the standard error of the commune-level estimate. This representation allows the communes that are significantly more or less undernourished than the national average to be idenfitied.
More than half the communes are significantly more or less undernourished than the national average. This is clearly a substantial improvement from the survey-only estimates. It could be argued that the reference point should be the ecozone-level estimates instead of the national average because the survey-only estimates are reasonably accurate at the ecozone level. Even when the ecozone level is used as the reference point, more than 45 percent of the communes have an estimate of the prevalence of stunting that is significantly different from the ecozone average.
Another useful way to present the results is to depict the density of undernourished children. As shown in map 5, the picture is completely different from map 1 because of the high population density in Phnom Penh and the surrounding provinces as well as the areas around the Tonle Sap Lake.
Different representations can give different impressions about the situation of undernutrition. No representation is better than others under all circumstances because different representations describe different aspects of undernutrition. It is thus important to choose the representation that suits the purpose and the audience of the map. The density representation is more appropriate for policymakers concerned about the absolute number of undernourished children. Consider the construction of health clinics. If undernourished children in the neighborhood of a health clinic would benefit from the clinic, the number of undernourished children would be the appropriate yardstick, not the prevalence of undernutrition.
Cambodian health clinics are likely to help improve the nutrition status of children in areas such as Kandal, where infectious disease is a likely cause of undernutrition and where the distance to the nearest health facility is far. In fact, 60.1 percent of women in Kandal reported that distance to the nearest health facility is a big problem for personal access to health care. This contrasts with 12.9 percent in Prey Veng, where undernutrition is probably due to poverty.
Policymakers may also be concerned about the prevalence of undernutrition in each location. If food or micronutrient supplements were distributed at the commune level to improve the nutrition status of children, policymakers should examine the prevalence of undernutrition to minimize the leakage of resources to well nourished children (see maps 1 and 4). Point estimates would be more useful when a large number of communes are targeted because the standard error for each commune is not particularly important. But the deviation from the national average over standard error would be an appropriate representation when policymakers want to select only a few communes for a nutrition program.
Estimates of the prevalence of child undernutrition were previously available only at the CDHS stratum level. Stratum-level estimates often mask great disparities in the prevalence of undernutrition within the stratum. Unless there are strata with an extremely high prevalence of undernutrition, targeting based on stratum-level estimates is unlikely to capture many of the undernourished children, and misallocation of resources is likely.
To overcome the problem of limited data, a methodology was developed to estimate the prevalence of child undernutrition at the level of small geographic areas. The estimates of the prevalence of child undernutrition in Cambodia were also disaggreated from the 17 CDHS strata into 1,594 communes. The Lanjouw (2002, 2003) small-area estimation technique was extended to jointly estimate multiple indicators and allow for a richer structure of error terms. This is a crucial step to address issues unique to nutrition indicators. Although this methodology was applied to the Cambodian data, it can be easily applied to other countries where census data and survey data with an anthropometric component are available.
At the ecozone and province levels the small-area estimates closely match the survey estimates and generally have lower standard errors than the survey estimates. Further, the magnitude of the standard errors of the commune-level estimates of the prevalence of undernutrition is largely comparable to that of the survey estimates at the stratum level. The estimation results are robust to the changes in the level of clustering and yield good estimates of the correlation of aggregate indicators after accounting for the intrapersonal correlations.
The small-area estimates can be easily provided in a table, but presenting them in maps allows policymakers to see areas of severe undernutrition and to formulate targeting policies. Several alternative representations of the small-area estimates, each with a specific purpose, were discussed.
The nutrition maps overlaid with other maps help identify possible causes of undernutrition in different locations. This in turn provides policymakers with valuable information on the appropriate design of child nutrition programs. For example, consider a nutrition map combined with a map of areas affected by natural disasters, such as flood and drought. Natural disasters affect agricultural output severely, and most Cambodian farmers have limited means to cope with disasters. As a result, the nutrition status of children in disasteraffected areas can be negatively affected. The overlaid map helps policymakers identify such areas. Because food shortage is the cause of undernutrition in these areas, food relief there may be appropriate. 7 Similarly, nutrition maps overlaid with the map of the prevalence of diseases such as malaria and diarrhea can help identify areas where the primary cause of undernutrition is disease. One can further superimpose the map of the location of the health clinics to identify where the prevalence of undernutrition and disease is high and no health clinic is available nearby. In such areas building local health clinics may be more efficient at reducing child undernutrition than delivering food relief, for example. Thus, overlaid maps are helpful for policymakers not only in choosing the target areas but also in determining the appropriate interventions.
A P P E N D I X . T E C H N I C A L D E T A I L S O F T H E M E T H O D O L O G Y
This appendix presents the technical details of small-area estimation. To this end, some additional notations are introduced. The set of all clusters is denoted by C, the set of all households in cluster c([ C) is denoted by H c , and the set of all children under age 5 in household h([ H c ) is denoted by I ch . Each household and each child belong to exactly one cluster and one household respectively. C ; # (C), H c ; # (H c ), and I ch ; # (I ch ), where # ( . ) is the counting measure. Each cluster has weight w c , which is normalized so that P c w c ¼ 1. maxf . , . g function is introduced to ensure the non-negativity of ðŝ ðkÞ 1;ch Þ 2 . The consequence of this is that (s 1, ch (k) ) 2 may be upward biased. Hence, the standard errors for the estimates of nutrition measures at the level of small geographic areas are conservative. The variance-covariance matrix V can be estimated and a (feasible) generalized least squares regression performed to obtain the regression coefficientsb and d
Var½b for all indicators simultaneously. The distributions of h c , e ch , and d chi are approximated by the empirical distributions of u c Á Á , (u ch Á 2 u c Á Á ), and (u chi 2 u ch Á ), respectively, standardized to have mean 0 and a unit standard error.
With these estimates, the simulation can proceed. Let R be the number of simulations, which must be sufficiently large to make the computational errors sufficiently small. In this study R ¼ 100. In the r-th simulation where r [ f 1, 2, . . ., Rg, the following parameters are needed:b For each cluster, household, and individual in the census the standardized cluster-, household-, and individual-specific effects are drawn. Each component of the disturbance term is drawn jointly for multiple indicators to capture the correlation of the disturbance term across indicators. Letting the standardized components of the disturbance terms drawn in the r-th simulation beh 
