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Abstract. We present an equilibration-based a posteriori error estimator for
Ne´de´lec element discretizations of the magnetostatic problem. The estimator is
obtained by adding a gradient correction to the estimator for Ne´de´lec elements
of arbitrary degree presented in [16]. This new estimator is proven to be reli-
able, with reliability constant 1, and efficient, with an efficiency constant that
is independent of the polynomial degree of the approximation. These properties
are demonstrated in a series of numerical experiments on three-dimensional test
problems.
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1. Introduction
Magnetostatic equations of the form ∇×(µ−1∇×u) = j are often approximated
using Ne´de´lec elements. To control the error of the Ne´de´lec finite element approx-
imation, a wide variety of a posteriori error estimators are available, including
residual-type error estimators [20, 3], hierarchical error estimators [5], Zienkiewicz–
Zhu-type error estimators [22], equilibration-based error estimators [7, 23, 12, 11],
and functional estimates [21]. Of particular interest are the localised equilibration-
based error estimators, since (i) they provide an explicit upper bound on the error
*S. Geevers, I. Perugia, and J. Scho¨berl have been funded by the Austrian Science Fund (FWF)
through the project F 65 “Taming Complexity in Partial Differential Systems”. I. Perugia has
also been funded by the FWF through the project P 29197-N32.
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without any unknown constant involved [7], (ii) they are efficient with an efficiency
constant that is typically independent of the polynomial degree [6], and (iii) they
only require solving small local problems. For an overview of these type of error
estimators, see, for example, [14] and the references therein.
The first localised equilibration-based error estimator for the magnetostatic
problem was introduced in [7]. That estimator was designed for Ne´de´lec element
approximations of lowest order only, and requires the solution of local problems on
vertex patches. In [16], an alternative localised equilibration-based error estimator
was presented that is applicable to Ne´de´lec element approximations of arbitrary
degree. That method requires the solution of local problems on single elements,
on single faces, and on small sets of nodes. While it was proven in [16] that the
estimator satisfies bounds of the form
Ceff · estimator ≤ error ≤ Crel · estimator
up to some higher-order data oscillation terms, with reliability constant Crel = 1
and efficiency constant Ceff > 0 independent of the mesh size, numerical experi-
ments showed that the efficiency constant Ceff still mildly depends on the polyno-
mial degree.
In this paper, a new error estimator is constructed by adding a gradient cor-
rection to the estimator of [16], resulting in an efficiency index that is now also
independent of the polynomial degree. The proof of reliability (Theorem 3.3) is a
slight modification of the corresponding one developed in [16], whereas the proof of
efficiency with a constant independent of the polynomial degree (Theorem 3.4) is
significantly more involved. Unlike in [16], we can no longer rely on the efficiency
of the residual error estimator, since this error estimator is not polynomial-degree
robust. Instead, the efficiency proof is based on a new decomposition of the error
and relies on the stability property of the regularized Poincare´ integral operator
proven in [9], and on the stable broken H1 polynomial extensions presented in [15].
The new estimator and its analysis are presented for the case of piecewise constant
magnetic permeability. The extension to the case of piecewise smooth magnetic
permeability is discussed in Remark 3.6.
The outline of this paper is as follows. In Section 2, the considered model
problem and its Ne´de´lec finite element discretization is presented. In Section 3,
the new error estimator is introduced, and the main theorems on reliability and
efficiency are stated. In Section 4, the efficiency of the estimator is proven. Nu-
merical examples are presented in Section 5, and the main results are summarised
in Section 6.
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2. Model problem and notation
In this section, we define the same model problem and notation as in [16]. We
consider the linear magnetostatic problem in the unknown magnetic field H:
∇×H = j in Ω,
∇ · µH = 0 in Ω,
nˆ · µH = 0 on ∂Ω,
where Ω ⊂ R3 is an open, bounded, simply connected, polyhedral domain with
a connected Lipschitz boundary ∂Ω with outward pointing unit normal vector
nˆ, µ is a scalar magnetic permeability, j a given divergence-free current density,
and ∇, ∇× and ∇· denote the gradient, the curl, and the divergence operator,
respectively. We assume that µ : Ω → R+, and µ0 ≤ µ ≤ µ1, for some positive
constants µ0 and µ1.
In terms of a vector potential u such that H = µ−1∇× u, the problem can be
rewritten as the following system:
∇× (µ−1∇× u) = j in Ω,(1a)
∇ · u = 0 in Ω,(1b)
nˆ× u = 0 on ∂Ω,(1c)
where the uniqueness of u is imposed by the second equation (Coulomb’s gauge).
Let D ∈ R3 be any given domain. We denote by L2(D)m the standard space of
square-integrable functions u : D → Rm endowed with norm ‖u‖2D :=
∫
D
u · u dx
and inner product (u,w)D =
∫
D
u ·w dx. We also define the following functional
spaces:
H1(D) := {φ ∈ L2(D) | ∇φ ∈ L2(D)3},
H10 (D) := {φ ∈ H1(D) | φ = 0 on ∂Ω},
H(curl;D) := {u ∈ L2(D)3 | ∇ × u ∈ L2(Ω)3},
H0(curl;D) := {u ∈ H(curl;D) | nˆ× u = 0 on ∂Ω},
H(div;D) := {u ∈ L2(D)3 | ∇ · u ∈ L2(Ω)},
H(div0;D) := {u ∈ L2(D)3 | ∇ · u = 0},
H10,Γ(D) := {φ ∈ H1(D) | φ = 0 on Γ},
where, in the last definition, Γ is any two-dimensional manifold Γ ⊂ ∂D. If TD is
any tessellation of D, we set
H1(TD) := {φ ∈ L2(D) | φ|T ∈ H1(T ) for all T ∈ TD},
H(curl; TD) := {u ∈ L2(D) | u|T ∈ H(curl;T ) for all T ∈ TD},
H(div; TD) := {u ∈ L2(D) | u|T ∈ H(div;T ) for all T ∈ TD}.
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The variational formulation of problem (1) reads as follows: Find u ∈ H0(curl; Ω)∩
H(div0; Ω) such that
(µ−1∇× u,∇×w)Ω = (j,w)Ω ∀w ∈ H0(curl; Ω).(2)
Before introducing a finite element approximation of (2), we define the following
polynomial spaces. For any D ⊂ R3, let Pk(D) denote the space of polynomials
of degree k or less. Moreover, for any tetrahedron T , let Rk(T ) and Dk(T ) denote
the first-kind Ne´de´lec space and the Raviart-Thomas space, respectively:
Rk(T ) := {u ∈ Pk(T )3 | u(x) = v(x) + x×w(x) for some v,w ∈ Pk−1(T )3},
Dk(T ) := {u ∈ Pk(T )3 | u(x) = v(x) + xw(x) for some v ∈ Pk−1(T )3, w ∈ Pk−1(T )}.
Furthermore, for any domain D ⊂ R3 with a tessellation TD, we define the discon-
tinuous spaces
P−1k (TD) := {φ ∈ L2(D) | φ|T ∈ Pk(T ) for all T ∈ TD},
R−1k (TD) := {u ∈ L2(D)3 | u|T ∈ Rk(T ) for all T ∈ TD},
D−1k (TD) := {u ∈ L2(D)3 | u|T ∈ Dk(T ) for all T ∈ TD},
and the conforming spaces
Pk(TD) := P−1k (Th) ∩H1(D), Pk,0(TD) := P−1k (TD) ∩H10 (D),
Rk(TD) := R−1k (Th) ∩H(curl;D), Rk,0(TD) := R−1k (TD) ∩H0(curl;D),
Dk(TD) := D−1k (Th) ∩H(div;D).
For any two-dimensional manifold ΓD ⊂ ∂D, also define
Pk,0,ΓD(TD) := P−1k (TD) ∩H10,ΓD(C).
We consider the following finite element approximation of (2) on a tetrahedral
mesh Th of Ω of granularity h: Find uh ∈ Rk,0(Th) such that
(µ−1∇× uh,∇×w)Ω = (j,w)Ω ∀w ∈ Rk,0(Th),(3a)
(uh,∇ψ)Ω = 0 ∀ψ ∈ Pk,0(Th).(3b)
The approximated of the magnetic field is then defined by
Hh := µ
−1∇× uh.
For the well-posedness of the continuous problem (2) and the h-convergence of the
finite element method (3), see, e.g., [19, Theorems 5.9 and 5.10].
3. A polynomial-degree-robust a posteriori error estimator
As in [7, 16], the equilibrated a posteriori error estimator we are going to intro-
duce is based on the following result ([7, Theorem 10], [16, Corollary 3.3]):
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Theorem 3.1. Let u be the solution to (2), let uh be the solution of (3), set
H := µ−1∇ × u and Hh := µ−1∇ × uh, and let jh := ∇ × Hh be the discrete
current distribution. If H˜∆ ∈ L2(Ω)3 satisfies the (residual) equilibrium condition
∇× H˜∆ = j− jh(4)
in a distributional sense, then
‖µ1/2(H−Hh)‖Ω ≤ ‖µ1/2H˜∆‖Ω.(5)
To construct a field H˜∆ that satisfies (4), we use polynomial function spaces of
a fixed degree k′ ≥ k and make the following two assumptions:
A1. The magnetic permeability µ is piecewise constant and the mesh is assumed
to be chosen in such a way that µ is constant within each element.
A2. The current density j is in Dk′(Th) ∩H(div0; Ω).
The case of a piecewise smooth instead of a piecewise constant magnetic per-
meability is discussed in Remark 3.6 below.
Remark 3.2. In case assumption A2 is not satisfied, j can be replaced by a
suitable projection pihj such as, for instance, the standard Raviart-Thomas in-
terpolate in Dk′(Th). As observed in [16, Section 3.1], the error then satisfies
‖µ1/2(H − Hh)‖Ω ≤ ‖µ1/2H˜∆‖Ω + ‖µ1/2(H − H′)‖Ω, with H′ the solution to (2)
with pihj instead of j. As proven in [16, Appendix A], whenever j admits a com-
pactly supported extension j∗ ∈ H(div;R3) ∩Hk′(R3)3, the term ‖µ1/2(H−H′)‖Ω
is of order hk
′+1 and therefore of higher order than ‖µ1/2(H−Hh)‖Ω.
For the construction of a field H˜∆ satisfying (4), we proceed as in [16], but
perform one additional step (Step 4).
Step 1. We compute ˆ˜H∆ ∈ R−1k′ (Th) from the datum j and the numerical solu-
tion Hh by solving
∇× ˆ˜H∆|T = j∆T := j|T −∇×Hh|T ,(6a)
( ˆ˜H∆,∇ψ)T = 0 ∀ψ ∈ Pk′(T )(6b)
for each T ∈ Th.
Step 2. For each internal face f ∈ F Ih , let T+ and T− denote the two adjacent
elements, let nˆ± denote the normal unit vector pointing outward of T±, let H± :=
H|T± denote the vector field restricted to T±, let [[H]]t|f := (nˆ+×H+ + nˆ−×H−)|f
denote the tangential jump operator, and let ∇f denote the gradient operator
restricted to the face f . We set nˆf := nˆ
+|f and compute λ˜f ∈ Pk′(f) by solving
−nˆf ×∇f λ˜f = ˆ˜∆f := [[Hh + ˆ˜H∆]]t|f ,(7a)
(λ˜f , 1)f = 0(7b)
for each internal face f ∈ F Ih .
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Step 3. Let Qh denote the set of standard Lagrangian nodes corresponding to
the finite element space Pk′(Th). We compute φ˜ ∈ P−1k′ (Th) by solving, for each
x ∈ Qh, the small set of degrees of freedom {φ˜T,x}T :T3x such that
φ˜T+,x − φ˜T−,x = λ˜f (x) ∀f ∈ F Ih : ∂f 3 x,(8a) ∑
T :T3x
φ˜T,x = 0,(8b)
where φ˜T,x denotes the value of φ˜|T at node x.
Step 4. Let Vh denote the set of all mesh vertices and, for each ν ∈ Vh, let
Tν denote the element patch consisting of all elements adjacent to ν, set ων :=⋃
T∈Tν T , and set Γν := ∂ων whenever ν is an interior vertex and Γν := ∂ων \ ∂Ω
whenever ν is a vertex on the boundary ∂Ω. For each vertex ν ∈ Vh, we compute
a continuous scalar field α˜ν ∈ Pk′+1,0,Γν (Tν) such that
(µ∇α˜ν ,∇ψ)ων = (µ∇h(θνφ˜),∇ψ)ων ∀ψ ∈ Pk′+1,0,Γν (Tν),(9)
where ∇h denotes the element-wise gradient operator and θν denotes the hat func-
tion corresponding to vertex ν. We then extend α˜ν by zero to the rest of the
domain Ω and set α˜ :=
∑
ν∈Vh α˜ν .
Step 5. We compute the field
H˜∆ = ˆ˜H∆ +∇hφ˜−∇α˜,
and compute the error estimator
ηh := ‖µ1/2H˜∆‖Ω =
(∑
T∈Th
η2T
)1/2
, where ηT := ‖µ1/2H˜∆‖T .(10)
The resulting error estimator is reliable and provides an explicit upper bound
on the error, i.e. the upper bound does not involve any unknown constants.
Theorem 3.3 (reliability). Let u be the solution to (2), let uh be the solution
to (3), and set H := µ−1∇ × u and Hh := µ−1∇ × uh. Also, fix k′ ≥ k and
assume that assumptions A1 and A2 hold true. Then the problems in Steps 1–4
are all well-defined and have a unique solution. Furthermore, if H˜∆ is computed
by following Steps 1–5, then
‖µ1/2(H−Hh)‖Ω ≤ ‖µ1/2H˜∆‖Ω = ηh.
Proof. In [16], it was shown that Steps 1–3 are well-defined and result in a field
ˆ˜H∆ +∇hφ˜ that satisfies
∇× ( ˆ˜H∆ +∇hφ˜) = j− jh
in a distributional sense.
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Step 4 is also well-defined, since α˜ν is the unique discrete finite element approx-
imation for the elliptic problem −∇ · µ∇αν = ∇ · µ∇h(θνφ˜) in ων and αν |Γν = 0.
Since ∇×∇α˜ = 0, we have that
∇× H˜∆ = ∇× ( ˆ˜H∆ +∇hφ˜−∇α˜) = ∇× ( ˆ˜H∆ +∇hφ˜) = j− jh.
The theorem then follows from Theorem 3.1. 
The following theorem is the main result of this paper. It states that the error
estimator is efficient and that the efficiency index is bounded by a constant that
is independent of the polynomial degree.
Theorem 3.4 (local efficiency). Let u be the solution to (2), let uh be the solution
to (3), and set H := µ−1∇×u and Hh := µ−1∇×uh. Also, fix k′ ≥ k and assume
that assumptions A1 and A2 hold true. If H˜∆ is computed by following Steps 1–5,
then
ηT = ‖µ1/2H˜∆‖T ≤ C
∑
T ′:T ′∩T 6=∅
‖µ1/2(H−Hh)‖T ′(11)
for all T ∈ Th, where C is some positive constant that depends on the magnetic
permeability µ and the shape-regularity of the mesh, but not on the mesh width h
or the polynomial degree k′.
The proof of Theorem 3.4 is given in the next section.
Remark 3.5. As observed in [16, Remark 3.4], for the case k′ = 1, this algorithm
requires solving local problems with 6 unknowns per element in Step 1, 3 unknowns
per face in Step 2, and (#T ∈ Tν) ≈ 24 unknowns per vertex ν in Step 3. The
problem in the additional Step 4 involves 1 + (#e : e 3 ν) ≈ 15 unknowns per
vertex when k′ = 1.
Remark 3.6. Assume that µ is piecewise smooth, and that the mesh is chosen
in such a way that µ is smooth within each element. The definition of the error
estimator ηh can be extended to this case as follows.
Define H∗h := Π
k′−1
h Hh = Π
k′−1
h (µ
−1∇×uh), where Πk′−1h is the weighted L2(Ω)3
projection onto P−1k′−1(Th)3 such that (µΠk
′−1
h Hh,w)Ω = (µHh,w)Ω for all w ∈
P−1k′−1(Th)3. Set jh := ∇ ×Hh and j∗h := ∇ ×H∗h. Then, compute H˜∆ such that
∇×H˜∆ = j−j∗h by following Steps 1-5 with Hh replaced by H∗h. One can prove, in a
way analogous to [16, Section 3.2] and the proof of Theorem 3.3, that the problems
in Steps 1-4 with Hh replaced by H
∗
h are well-posed, and thus H˜
∆ is well-defined.
Then, the new local and global error estimators are defined as
ηT :=
(
‖µ1/2H˜∆‖2T + ‖µ1/2(Hh −H∗h)‖2T
)1/2
,
ηh :=
(
‖µ1/2H˜∆‖2Ω + ‖µ1/2(Hh −H∗h)‖2Ω
)1/2
=
(∑
T∈Th
η2T
)1/2
.
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Clearly, for piecewise constant µ, the new estimators coincide with the old ones.
The reliability bound ‖H −Hh‖Ω ≤ ηh follows from Theorem 3.1 and the fact
that H˜∆ + H∗h −Hh satisfies the residual equilibrium condition
∇× (H˜∆ + H∗h −Hh) = j− jh.
For the local efficiency bound, one can check that Theorem 3.4 still holds true
when replacing Hh by H
∗
h. We then only need to prove efficiency of the additional
term ‖µ1/2(Hh −H∗h)‖T for each T ∈ Th. We have
‖µ1/2(Hh −H∗h)‖T = ‖µ1/2(I− Πk
′−1
h )Hh‖T
≤ ‖µ1/2(I− Πk′−1h )(H−Hh)‖T + ‖µ1/2(I− Πk
′−1
h )H‖T
≤ ‖µ1/2(H−Hh)‖T + ‖µ1/2(I− Πk′−1h )H‖T ,
for all T ∈ Th, where I denotes the identity operator and where the last inequality
follows from the L2 stability of the weighted L2 projection. The behaviour of the
second term on the right-hand side depends on the smoothness of H and on the
mesh grading towards possible solution singularities. Therefore, it behaves similarly
to the actual error ‖µ1/2(H−Hh)‖T .
4. Proof of Theorem 3.4
In this section, we let u, uh, H, Hh, and H˜
∆ be the fields as defined in Theorem
3.4 and let ˆ˜H∆, φ˜, α˜ν , and α˜ as described in Steps 1–5 of Section 3. We will
also always let C denote some positive constant that may depend on the magnetic
permeability µ and the shape regularity of the mesh, but not on the mesh width
h or the polynomial degree k′.
In Section 4.1, we introduce a vector field Hˆ∆ ∈ H(curl; Th) and scalar fields
φ ∈ H1(Th) and α ∈ H1(Ω), and show that the error H∆ := H−Hh can be written
as H∆ = Hˆ∆ +∇hφ−∇α. We also show there that
‖µ1/2Hˆ∆‖T ≤ ‖µ1/2H∆‖T ∀T ∈ Th (Section 4.1),(12a)
‖µ1/2∇(φ− α)‖T ≤ ‖µ1/2H∆‖T ∀T ∈ Th (Section 4.1).(12b)
In Sections 4.2 and 4.3 we then prove that
‖µ1/2 ˆ˜H∆‖T ≤ C‖µ1/2H∆‖T ∀T ∈ Th (Section 4.2),(13a)
‖µ1/2∇h(θνφ˜− α˜ν)‖ων ≤ C‖µ1/2H∆‖ων ∀ν ∈ Vh (Section 4.3).(13b)
Since
H˜∆|T = ˆ˜H∆|T +
∑
ν:ν⊂∂T
∇(θνφ˜− α˜ν)|T ,
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we can use the triangle inequality and (13) to obtain
‖µ1/2H˜∆‖T ≤ ‖µ1/2 ˆ˜H∆‖T +
∑
ν:ν⊂∂T
‖µ1/2∇(θνφ˜− α˜ν)‖T
≤ ‖µ1/2 ˆ˜H∆‖T +
∑
ν:ν⊂∂T
‖µ1/2∇h(θνφ˜− α˜ν)‖ων
≤ C
∑
T ′:T ′∩T 6=∅
‖µ1/2H∆‖T ′ ,
which completes the proof of Theorem 3.4. It thus remains to prove (12) and (13).
4.1. Decomposition of the error and proof of (12). Define Hˆ∆ ∈ H(curl; Th)
as the unique solution of
∇× Hˆ∆|T = j∆T = j|T −∇×Hh|T ,(14a)
(µHˆ∆,∇ψ)T = 0 ∀ψ ∈ H1(T ),(14b)
Since ∇× (Hˆ∆− ˆ˜H∆)|T = j∆T − j∆T = 0 for each T ∈ Th, we can define φ∆ ∈ H1(Th)
such that
−∇hφ∆ = Hˆ∆ − ˆ˜H∆,(15a)
(φ∆, 1)T = 0 ∀T ∈ Th.(15b)
Now, set φ := φ˜ + φ∆ ∈ H1(Th)3. We can then write H˜∆ = Hˆ∆ + ∇hφ − ∇α˜.
Finally, since ∇× (H∆− H˜∆) = j∆− j∆ = 0, we can define α∆ ∈ H1(Ω) such that
−∇α∆ = H∆ − H˜∆,(16a)
(α, 1)Ω = 0.(16b)
If we now set α = α˜ + α∆ ∈ H1(Ω), we obtain the following decomposition of the
error:
H∆ = Hˆ∆ +∇hφ−∇α.
Note that, because of (14b), we have that (µHˆ∆,∇(φ − α))T = 0 for all T ∈
Th. From Pythagoras’ theorem, it then follows that ‖µ1/2H∆‖2T = ‖µ1/2Hˆ∆‖2T +
‖µ1/2∇(φ− α)‖2T , which proves the bounds in (12).
4.2. Upper bound on ‖µ1/2 ˆ˜H∆‖T in terms of ‖µ1/2H∆‖T (proof of (13a)).
Firstly, observe that
‖ ˆ˜H∆‖T = inf
H′∈Rk′ (T ),∇×H′=j∆T
‖H′‖T ,(17)
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for each T ∈ Th. Indeed, let H′ ∈ Rk′(T ) with ∇×H′ = j∆T . Then ∇× ( ˆ˜H∆|T −
H′) = jT−jT = 0 and so we can write H′− ˆ˜H∆|T = ∇φ for some φ ∈ Pk′(T ). From
(6b), it then follows that ( ˆ˜H∆,H′− ˆ˜H∆)T = ( ˆ˜H∆,∇φ)T = 0 and from Pythagoras’
theorem, it then follows that ‖H′‖2T = ‖ ˆ˜H∆‖2T + ‖H′ − ˆ˜H∆‖2T ≥ ‖ ˆ˜H∆‖2T .
In an analogous way, we can show that
‖µ1/2Hˆ∆‖T = inf
H′∈H(curl;T ),∇×H′=j∆T
‖µ1/2H′‖T .(18)
We also need the following result, which follows from the stability of the regu-
larised Poincare´ integral operator that was proven in [9].
Lemma 4.1. Let T be a tetrahedron. For any r ∈ Dk′(T ) ∩ H(div0;T ), there
exists a G ∈ Rk′(T ) such that ∇×G = r and
‖G‖T ≤ C inf
G′∈H(curl;T ),∇×G′=r
‖G′‖T .
Proof. Let Tˆ denote the reference tetrahedron. We will construct an operator
Rˆ : H(div; Tˆ )→ H(curl; Tˆ ), independent of k′, such that
C1. ∇× Rˆrˆ = rˆ whenever rˆ ∈ H(div0, Tˆ ).
C2. Rˆrˆ ∈ Rk′(Tˆ ) whenever rˆ ∈ Dk′ ∩H(div0; Tˆ ).
To construct such an operator, define Rˆzˆ : C∞(Tˆ )→ H(curl; Tˆ ), for any zˆ ∈ Tˆ , as
the following Poincare´ integral operator:
Rˆzˆrˆ(xˆ) := −(xˆ− zˆ)×
∫ 1
0
τ rˆ(τ(xˆ− zˆ) + zˆ) dτ.
The operator Rˆzˆ can be extended to H(div; Tˆ ) and satisfies conditions C1 and C2
[17, Theorem 2.1 and Proposition 3.1]. Now, let B be an open ball in Tˆ and let
ϑ ∈ C∞0 (Tˆ ) be an analytic function with support on B such that
∫
Tˆ
ϑ(xˆ) dxˆ = 1.
We then define Rˆ : C∞(Tˆ ) → H(curl; Tˆ ) as the following regularised Poincare´
integral operator:
Rˆrˆ(xˆ) :=
∫
Tˆ
ϑ(zˆ)Rˆzˆrˆ(xˆ) dzˆ.
Since Rˆzˆ, for every zˆ ∈ Tˆ , can be extended to H(div; Tˆ ) and satisfies conditions C1
and C2, so does Rˆ. By applying the coordinate transformations yˆ = τ(xˆ− zˆ) + zˆ
and t = (1− τ)−1, the above can be rewritten as
Rˆrˆ(xˆ) =
∫
Tˆ
−(xˆ− yˆ)× rˆ(yˆ)
(∫ ∞
1
t(t− 1)ϑ(xˆ + t(yˆ − xˆ)) dt
)
dyˆ,
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where ϑ and rˆ are extended by zero to R3. This is exactly the operator R2 of [9,
Definition 3.1]. By taking s = −1 in [9, Corollary 3.4], it follows that
‖Rˆrˆ‖Tˆ ≤ C‖rˆ‖H−1(Tˆ ) ∀rˆ ∈ H(div0, Tˆ ),(19)
where we stress once more that the operator Rˆ and the constant C are independent
of k′.
Now, let Gˆ′ ∈ H(curl; Tˆ ) and rˆ ∈ H(div0, Tˆ ) be two functions such that ∇ ×
Gˆ′ = rˆ. Then
‖rˆ‖H−1(Tˆ )3 = sup
w∈H10 (Tˆ )3\{0}
(rˆ,w)Tˆ
‖w‖H1(Tˆ )3
= sup
w∈H10 (Tˆ )3\{0}
(∇× Gˆ′,w)Tˆ
‖w‖H1(Tˆ )3
= sup
w∈H10 (Tˆ )3\{0}
(Gˆ′,∇×w)Tˆ
‖w‖H1(Tˆ )3
≤ sup
w∈H10 (Tˆ )3\{0}
‖Gˆ′‖Tˆ‖∇ ×w‖Tˆ
‖w‖H1(Tˆ )3
≤
√
2‖Gˆ′‖Tˆ
where ‖w‖2
H1(Tˆ )3
:= ‖w‖2
Tˆ
+ ‖∇w‖2
Tˆ
and where the fourth line follows from the
Cauchy–Schwarz inequality and the last line from the fact that ‖∇ × w‖Tˆ ≤√
2‖w‖H1(Tˆ )3 . From (19), it then follows that
‖Rˆrˆ‖Tˆ ≤ C inf
Gˆ′∈H(curl;Tˆ ),∇×Gˆ′=rˆ
‖Gˆ′‖Tˆ .(20)
Now, let ϕT : Tˆ → T denote the affine element mapping and let JT :=
[∂ϕT
∂xˆ1
∂ϕT
∂xˆ2
∂ϕT
∂xˆ3
] be the Jacobian of ϕT , with
∂ϕT
∂xˆi
column vectors. We define the
covariant transformation TT,curl : H(curl; Tˆ ) → H(curl;T ) and the Piola con-
travariant transformation TT,div : H(div; Tˆ )→ H(div;T ) such that
TT,curlGˆ ◦ϕT := J−tT Gˆ, TT,divrˆ ◦ϕT :=
1
det(JT )
JT rˆ,
where J−tT denotes the transposed of the inverse of JT and det(JT ) denotes the
determinant of JT . We set G = TT,curlRˆT
−1
T,divr. Then ∇ × G = r. For any
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G′ ∈ H(curl;T ) that satisfies ∇× Gˆ′ = r, we can then derive
‖G‖T ≤ Ch3/2T ‖T−1T,curlG‖Tˆ
= Ch
3/2
T ‖RˆT−1T,divr‖Tˆ
≤ Ch3/2T ‖T−1T,curlG′‖Tˆ
≤ C‖G′‖T ,
where hT denotes the diameter of T , where the first and last lines follow from
standard scaling arguments, and where the third line follows from (20) and the
fact that ∇×T−1T,curlG′ = T−1T,div∇×G′ = T−1T,divr. This then proves the lemma. 
From (17), Lemma 4.1, and (12), it follows that
‖µ1/2 ˆ˜H∆‖T ≤ C‖µ1/2Hˆ∆‖T ≤ C‖µ1/2H∆‖T
for all T ∈ Th, which proves (13a).
4.3. Upper bound on ‖µ1/2∇h(θνφ˜ − α˜ν)‖ων in terms of ‖µ1/2H∆‖ων (proof
of (13b)). For all ν ∈ Vh, define F Iν := {f ∈ F Ih | ∂f 3 ν} as the set of all internal
faces that are connected to ν. Observe that
‖µ1/2∇h(θνφ˜− α˜ν)‖ων = inf
u′∈P−1
k′+1(Tν),
[[u′]]f=[[θν φ˜]]f ∀f∈FIν ,
u′|f=0 ∀f⊂Γν
‖µ1/2∇hu′‖ων(21)
for all ν ∈ Vh. Indeed, let u′ ∈ P−1k′+1(Tν) such that [[u′]]f = [[θνφ˜]]f for all f ∈ F Iν and
u′|f = 0 for all f ⊂ Γν . Then u′−θνφ˜ ∈ Pk′+1,0,Γν (ων) and so w := u′−(θνφ˜−α˜ν) ∈
Pk′+1,0,Γν (ων). Using (9), we can then derive(
µ∇h(θνφ˜− α˜ν),∇hw
)
ων
=
(
µ∇h(θνφ˜)− µ∇α˜ν ,∇w
)
ων
= 0.
From Pythagoras’ theorem it then follows that
‖µ1/2∇hu′‖2ων = ‖µ1/2∇h(θνφ˜− α˜ν)‖2ων + ‖µ1/2∇w‖2ων ≥ ‖µ1/2∇h(θνφ˜− α˜ν)‖2ων ,
which proves (21).
Now, define αν ∈ H10,Γν (ων) such that
(µ∇αν ,∇w)ων = (µ∇h(θνφ˜),∇w)ων ∀w ∈ H10,Γν (ων).
In a similar way as for the discrete case (21), one can prove that
‖µ1/2∇h(θνφ˜− αν)‖ων = inf
u′∈H1(Tν),
[[u′]]f=[[θν φ˜]]f ∀f∈FIν ,
u′|f=0 ∀f⊂Γν
‖µ1/2∇hu′‖ων(22)
for all ν ∈ Vh.
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From [15, Theorem 2.4], it follows that
inf
u′∈P−1
k′+1(Tν),
[[u′]]f=[[θν φ˜]]f ∀f∈FIν ,
u′|f=0 ∀f⊂Γν
‖∇hu′‖ων ≤ C inf
u′∈H1(Tν),
[[u′]]f=[[θν φ˜]]f ∀f∈FIν ,
u′|f=0 ∀f⊂Γν
‖∇hu′‖ων
for all ν ∈ Vh. From (21), (22), and the above, it then follows that
‖µ1/2∇h(θνφ˜− α˜ν)‖ων ≤ C‖µ1/2∇h(θνφ˜− αν)‖ων(23)
for all ν ∈ Vh. Properties (21), (22), and (23) are also a consequence of [15,
Corollary 3.1, Remark 3.2].
It now remains to derive an upper bound on ‖∇h(θνφ˜ − αν)‖ων in terms of
‖H∆‖ων . To do this, we need the following result, which follows immediately
from [8, Theorem 5.1, Remark 5.3]; for completeness, we report a proof of it in
Appendix A.
Proposition 4.2. For every u ∈ H1(Tν), with ([[u]], 1)f = 0 for each f ∈ F Iν , we
have that
‖u− uων‖ων ≤ Chν‖∇hu‖ων ,
where uων denotes the average of u in ων.
Now, note that [[θνφ˜− αν ]]f = [[θνφ˜]]f = [[θν(φ˜− α− (φ˜− α)
ων
)]]f for all f ∈ F Iν .
Using (22), we can then derive
‖µ1/2∇h(θνφ˜− αν)‖ων ≤ ‖µ1/2∇h(θν(φ˜− α− (φ˜− α)
ων
))‖ων
= ‖µ1/2(∇θν)(φ˜− α− (φ˜− α)
ων
) + µ1/2θν∇h(φ˜− α− (φ˜− α)
ων
)‖ων
≤ ‖µ1/2(∇θν)(φ˜− α− (φ˜− α)
ων
)‖ων + ‖µ1/2θν∇h(φ˜− α− (φ˜− α)
ων
)‖ων
≤ Ch−1ν ‖φ˜− α− (φ˜− α)
ων‖ων + ‖∇h(φ˜− α− (φ˜− α)
ων
)‖ων
≤ C‖∇h(φ˜− α)‖ων
≤ C‖µ1/2∇h(φ˜− α)‖ων
for all ν ∈ Vh, where the fifth line follows from Proposition 4.2, (7b), and (8a).
Now, recall that φ˜−α = φ−α−φ∆ and ∇hφ∆ = ˆ˜H∆− Hˆ∆ (see Section 4.1). We
can use the triangle inequality, (13a), and (12) to derive
‖µ1/2∇h(φ˜− α)‖ων ≤ ‖µ1/2∇h(φ− α)‖ων + ‖µ1/2∇hφ∆‖ων
≤ ‖µ1/2∇h(φ− α)‖ων + ‖µ1/2Hˆ∆‖ων + ‖µ1/2 ˆ˜H∆‖ων
≤ C‖µ1/2H∆‖ων
for all ν ∈ Vh. Inequality (13b) then follows from the last two inequalities and (23).
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Figure 1. Error and efficiency indices for the unit cube example
with polynomial solution and uniformly refined meshes.
5. Numerical experiments
In the following, we investigate the reliability, efficiency, and polynomial-degree
robustness of the equilibrated a posteriori error estimator ηh constructed following
Steps 1-5 in Section 3. We present numerical experiments for the unit cube and
the L-brick domain on the same test problems as in our previous work [16]. In
all experiments we choose, for efficiency of the computations, k′ = k, and set
µ = 1, unless stated otherwise. As in [16], we do not project the right hand
side j onto Dk(Th) ∩ H(div0; Ω). This introduces small compatibility errors in
Steps 1-3 that can be neglected. We investigate the reliability and efficiency of
ηh for uniformly refined and adaptively refined meshes. For the adaptive mesh
refinement, we employ the standard adaptive finite element loop, solve, estimate,
mark, and refine. We use a multigrid preconditioned conjugate gradient solver
[18], choose θ = 0.5 in the bulk marking strategy [13], and refine the mesh using a
bisection strategy [2]. In order to ensure that the discretisation of j is compatible,
we add a small gradient correction term following [10, Section 4.1].
5.1. Unit cube examples. In this example, we solve the Maxwell problem on
the unit cube Ω = (0, 1)3 with nˆ ·H = 0 on ∂Ω, for two different right hand sides.
Firstly, we choose the right-hand side j according to the polynomial solution
H = ∇× u, u(x, y, z) =
 y(1− y)z(1− z)x(1− x)z(1− z)
x(1− x)y(1− y)
 .
The errors ‖H − Hh‖Ω and efficiency indices ηh/‖H − Hh‖Ω are presented in
Figure 1 for k = 1, 2, 3 and uniformly refined meshes. We observe optimal rates
O(hk) = O(N−k/3h ), Nh = dim(Rk(Th)), for the convergence of the errors, and
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Figure 2. Polynomial robustness of the equilibrated a posteriori
error estimator ηh in comparison to the residual a posteriori error
estimator µh (left) and the equilibrated estimator η˜h (right) for the
second unit cube example and a quasi-uniform mesh with 24 ele-
ments.
efficiency indices between 1 and 2. Note that, for k = 3, j ∈ Dk(Th) ∩H(div0; Ω),
hence in that case there is no compatibility error.
For the investigation of the robustness with respect to the polynomial degree k,
we consider the right-hand side j according to the non-polynomial solution
H = ∇× u, u(x, y, z) =
 sin(piy) sin(piz)sin(pix) sin(piz)
sin(pix) sin(piy)
 .
We compare the efficiency indices for k-refinement of ηh to those of the residual a
posteriori error estimator [4]
µ2h :=
∑
T∈Th
h2T
k2
‖j−∇×Hh‖2T +
∑
f∈FIh
hf
k
‖[[Hh]]t‖2f ,
and to those of the equilibrated a posteriori error estimator
η˜h := ‖ ˆ˜H∆ +∇hφ˜‖Ω
of our previous work [16], which does not include the computation of α˜. We observe
in Figure 2 that both the efficiency indices for µh and η˜h grow in k (although η˜h
remains confined to small values, for all tested polynomial degrees), while those of
ηh are stable in k.
5.2. L-brick example. In this example, we consider the homogeneous Maxwell
problem on the (nonconvex) domain
Ω = (−1, 1)× (−1, 1)× (0, 1)\ ([0, 1]× [−1, 0]× [0, 1]) .
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Figure 3. Error and efficiency indices for adaptive mesh refinement
for the L-brick example.
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Figure 4. Polynomial robustness of the equilibrated a posteriori
error estimator ηh in comparison to the residual a posteriori error
estimator µh (left) and the equilibrated estimator η˜h (right) for the
L-brick example and a quasi-uniform mesh with 36 elements.
We choose the right-hand side j according to the singular solution
H = ∇× u, u(x, y, z) = ∇×
 00
(1− x2)2(1− y2)2((1− z)z)2r2/3 cos(2
3
ϕ)
 ,
where (r, ϕ) are the two dimensional polar coordinates in the x-y-plane.
In Figure 3, we observe suboptimal convergence rates of asymptoticallyO(N−2/9h )
for uniform mesh refinement and k = 2, due to the edge singularity. For adaptive
mesh refinement, we observe improved convergence rates of O(Nh−1/3) for k = 1,
close to O((Nh/ ln(Nh))−2/3) for k = 2, and of O(Nh−2/3) for k ≥ 3, which are
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Figure 5. Error and efficiency indices for adaptive mesh refinement
for the example with discontinuous permeability.
in fact the best possible rates one can get with isotropic mesh refinement, cf. [1,
section 4.2.3]. Again, we observe efficiency indices between 1 and 2.
To investigate the k-robustness of the estimator ηh, we compare the efficiency
indices for k-refinement of ηh to those of µh, and η˜h. In Figure 4, we observe the
same as for the unit cube example, namely, that the new estimator ηh is robust
with respect to the polynomial degree k, while the residual estimator µh, as well
as the equilibrated estimator η˜h, is not robust in k.
5.3. Example with discontinuous permeability. For the last example, we
choose a discontinuous permeability
µ(x, y, z) =
{
µ1 if y < 1/2 and z < 1/2,
µ2 otherwise,
on the unit cube Ω = (0, 1)3, and the right hand side j = (1, 0, 0)t. We choose
k = 2, µ1 = 1, and vary µ2 = 10
` for ` = 1, 2, 3. Since the exact solution is
unknown, we approximate the error by comparing the numerical approximations
to a reference solution, which is obtained from the last numerical approximation by
8 more adaptive mesh refinements. In this example, the adaptive algorithm refines
strongly along the edge with endpoints (0, 1/2, 1/2)t and (1, 1/2, 1/2)t, similarly
to what is shown in [16, Figure 6]. The errors in Figure 5 converge with about
O((Nh/ ln(Nh))−2/3), which is optimal for isotropic adaptive mesh refinement, and
the efficiency indices are robust with respect to the contrast of the permeability.
6. Conclusions
We have introduced and analyzed an a posteriori error estimator for arbitrary-
degree Ne´de´lec discretizations of the magnetostatic problem based on an equili-
bration principle. This estimator is constructed by adding a localized gradient
correction to the estimator introduced in [16], and is proven to be reliable with
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reliability constant 1, and uniformly efficient, not only in the mesh size, but also in
the degree of the polynomial approximation. The computation of the new gradient
term requires solving local problems on vertex patches. The polynomial-degree ro-
bustness of the new estimator has been numerically demonstrated on test problems
with smooth as well as singular solutions, and for problems with a discontinuous
magnetic permeability.
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Appendix A. Proof of Proposition 4.2
Let u0 ∈ P−10 (Tν) denote the L2 projection of u onto P−10 (Tν), let u0,T , for each
T ∈ Tν , denote the value of u0 at T , and let λ0,f := u0,T+ − u0,T− for each f ⊂ ων .
Note that u0,T −uων = 0 for all T ∈ Tν when λ0,f = 0 for all f ⊂ ων . We therefore
have (∑
T∈Tν
(u0,T − uων )2
)1/2
≤
(∑
f⊂ων
λ20,f
)1/2
,
where C is some positive constant that only depends on the configuration of the
element patch. Since the number of possible configurations is finite and depends
on the mesh regularity, the constant C only depends on the mesh regularity. From
this inequality, we can obtain
‖u0 − uων‖ων ≤ C
∑
f⊂ων
h
1/2
f ‖[[u0]]‖f .(24)
We can also derive the following:
‖[[u0]]‖2f = ([[u0]], [[u0]])f = ([[u0 − u]], [[u0]])f ≤ ‖[[u0 − u]]‖f‖[[u0]]‖f
for every f ⊂ ων , where the second identity follows from the property ([[u]], 1)f = 0
and the third identity follows from the Cauchy–Schwarz inequality. From this, we
obtain
‖[[u0]]‖f ≤ ‖[[u0 − u]]‖f ≤ C
(
h
1/2
T+‖∇u‖T+ + h1/2T−‖∇u‖T−
)
(25)
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for all f ⊂ ων , where the second inequality follows from standard interpolation
theory. From interpolation theory, it also follows that
‖u− u0‖T ≤ ChT‖∇u‖T(26)
The proposition then follows immediately from the triangle inequality, (24), (25),
and (26).
