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Abstract
Adams predictor{corrector methods are among the most widely used algorithms for solving initial value problems in
ordinary dierential equations. Adaptive stepsize techniques are employed to enhance the numerical stability and accuracy
of these methods. This paper deals with the stepsize-control (SC) stability of Adams methods. The SC-stability conditions
have been obtained for low-order Adams predictor{corrector methods using the standard stepsize strategies. However, when
the stepsize is restricted by stability, it oscillates and frequent step rejections are observed. For the physically important
case of real dominant eigenvalue of the Jacobian, the Adams methods are not SC-stable in general. In this paper, we
investigate alternative stepsize strategies to smooth out the stepsize behaviour. It has been found that PI stepsize controller
and estimation techniques, which have been developed for Runge{Kutta methods, fail to give good results in the case of
Adams methods. A combined strategy has been formulated which eliminates stepsize oscillations and results in a smooth
stepsize behaviour. All programming has been carried out in the integrated environment of standard software package
MATLAB?. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: Primary 65L05
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1. Introduction
In the mid-1980s, Hall [4] introduced the notion of step-control stability (SC-stability). Its central
idea is that the classical stability analysis of a discretization method is not sucient to guarantee
that the same method behaves well when implemented as an adaptive method, i.e., with automatic
stepsize selection. It was recognized that certain oscillatory phenomena were caused by an instability
in the dynamical system formed by the interaction between the discretization method and the stepsize
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selection strategy. The SC-stability criterion characterized some extra conditions that must be fullled
in order to have a good adaptive behaviour. Since then the quality of adaptive schemes has developed
rapidly. The present paper addresses adaptive strategies for Adams methods in predictor{corrector
implementations and develops stepsize strategies to replace the standard strategy, which is known to
be simple: it often generates rough stepsize sequences and sometimes goes unstable.
Normally the stepsizes in ordinary dierential equation (ODE) codes are restricted by accuracy.
However for sti and mildly sti problems it is typical that stability limits the stepsize. In the steady
state of solving sti problems, where the solution is slowly changing, the stepsize strategy causes
the steplength to increase until it reaches the edge of the stability region for the method. In some
cases, there follows stepsize oscillations and frequent step rejections are observed. We say that an
algorithm is SC-stable if the stepsize behaves smoothly when stability restricts the stepsize and no
frequent step rejections appear.
The term SC-stability was rst introduced in [3]. The rst result on SC-stability for
Runge{Kutta (RK) methods was developed by Hall [4] which explains the stepsize patterns ob-
served when explicit variable stepsize Runge{Kutta codes were used to solve mildly sti problems
where the steps are restricted by stability. The SC-stability theory of Adams predictor{corrector
methods, using the standard stepsize strategy was developed in [6].
This theory led to much research into nding improved stepsize controllers. Gustason [1,2] has
used control theory to improve the stepsize control algorithm. In [5], Hall has proposed a new
stepsize strategy for explicit RK methods which is based on estimates of dominant eigenvalue of
the Jacobian.
Now our aim is to apply the above ideas of stepsize strategies for RK methods to Adams
predictor{corrector methods in order to smooth out the stepsize behaviour. The same notation and
techniques are used as developed in [6] to analyse xed low-order predictor{corrector methods. When
encountring a mildly sti problem, a well-designed variable order Adams code selects low-order be-
cause these methods have larger stability regions.
Let Pk and Ck denote explicit and implicit Adams methods of order k, respectively. For k=1; 2; 3,
we examine the following predictor{corrector algorithms.
 PkECkE,
 PkECk+1E.
For our analysis, the following scalar test problem has been used:
y0 = y;  2 C: (1)
The most widely used standard stepsize strategy is based on the following formula:
hn+1 =
 
 tol
kEn+1k2
!1=q
hn; (2)
where En+1 is the local error estimate which is obtained by taking dierence between two corrector
formulae of orders k and k+1.  is a fraction of user dened accuracy (0<<1) and q=k+1. Lim-
its are placed on the factor by which stepsize can change. In our analysis we assume a completely
variable stepsize strategy. If kEn+1k2< tol, the step is accepted otherwise it is rejected.
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On the boundary of stability region, the stability polynomial has, by denition, a dominant root
equal to one in modulus. This root is denoted by S  S(HL) (where HL = hL) in all subsequent
analyses.
It was shown in [6] that the condition for SC-stability is that the spectral radius (C(HL))<1,
where C(HL) is called the stability matrix.
The next section briey describes some alternative stepsize strategies for RK methods. In Sec-
tion 3, these strategies will be applied to Adams predictor{corrector methods and in Section 4 some
numerical results are given to verify the derived results.
2. Alternative stepsize strategies for RK methods
The most important consideration to make a given integration method ecient in the numerical
integration of ODEs is automatic and optimized stepsize control. The objective of stepsize control is
to minimize computational eort to obtain an approximate solution in accordance with a user-specied
accuracy requirement. The stepsize is adjusted to keep an estimate of local truncation error bounded.
Two stepsize strategies developed for RK methods to smooth out the stepsize behaviour when
stability restricts the stepsize are:
 PI-stepsize controller.
 Improvement through an estimate of Hn(=hn).
Salient features of these strategies are given in the following.
2.1. PI stepsize controller
Gustafsson [2] developed an improved stepsize controller for RK methods by making use of
control theory. He suggested a PI controller to overcome the problem of oscillating stepsizes when
stability restricts the stepsize. The controller has the following form:
hn+1 =

 tol
kEn+1k
 kEnk
 tol

hn: (3)
The values of  and  are a compromise between stability and response time. To understand this
more clearly, assume that kEn+1k  chqn, so that (3) becomes
hn+1 =

 tol
chqn
 chqn−1
 tol

hn:
After taking logarithm on both sides, we get
log hn+1 + (q− 1)log hn − qlog hn−1 = (− )log

 tol
c

:
This is a linear dierence equation with characteristic equation [3],
2 + (q− 1)− q = 0: (4)
The roots of this equation determine the speed of the response of the system to uctuations in the
error estimates. The minimum requirement is that the roots be less than unity otherwise the stepsize
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recurrence is unstable. For a fast response we want the roots to be close to zero. The choice =1=q
and  = 0 gives the standard stepsize control which has the fastest response (both roots are zero).
Roots close to the unit circle make the system slower but may smooth out the stepsize sequence
(see [1,2] for a detailed discussion). Thus we have to choose  and  such that
 the roots of (4) are signicantly smaller than one and
 the SC-stability matrix satises the condition that the spectral radius should be less than one along
most of the stability boundary.
The following values were recommended by Gustafsson after substantial numerical experiments
for RK methods.
=
0:7
q
;  =
0:4
q
:
2.2. Improvement through an estimate of Hn
In Hall [5], a new stepsize strategy has been derived which is based on estimates of dominant
eigenvalue of the Jacobian for explicit RK methods. The results were derived for the Dormand and
Prince method. They can be derived for any RK method to make them SC-stable. The new strategy
has the following form:
hn+1 =
jHLj
estHn

 tol
kEn+1k
1=q
hn; (5)
where HL is the intercept of the stability region with the negative real axis and estHn is an estimate
of jhnj. For a real eigenvalue if estHn< jHLj, we are inside the stability region and vice versa.
For complex eigenvalues the method remains valid. The distance to the stability boundary is not
HL, since the stability boundary is not exactly circular. But any deviation from the value HL can be
interpreted as the correct distance to the stability boundary with a modied .
There are dierent ways to get estimates for the dominant eigenvalue of the Jacobian. Hall obtained
estimates by taking linear combinations of the ki values in RK formulae. Some estimates calculated
for Dormand and Prince method are given in [5].
To implement this strategy, the code rst starts with the standard stepsize strategy and then
switches to the new strategy when the stepsize is restricted by stability, which is detected by stepsize
oscillations. If the oscillations are caused by stability restrictions, we expect Hn to oscillate around
the stability boundary. If estHn>jHLj, this means that the previous step was outside the stability
region. So to check the estimates, we put some limits on the values of estHn. For Dormand{Prince
method, HL = −3:3066, so the values estHn oscillate about this value. When these conditions are
satised, the new stepsize strategy is used, otherwise the standard stepsize strategy is used. In the
case of a rejected step, the standard stepsize strategy is used. This leads to an algorithm which is
SC-stable everywhere, for the Dormand{Prince method.
3. Development of stepsize strategies for predictor{corrector methods
The SC-stability theory for xed low-order Adams predictor{corrector methods developed in [6]
showed that for the very important case of real dominant eigenvalue of the Jacobian, the methods
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are not SC-stable. This makes the methods weak because the stability regions are not fully utilized
and it results in nonsmooth solutions, stepsize oscillations and stepsize rejections. This is a major
problem with these methods. To overcome this problem, we analyse the alternative stepsize strategies
discussed in the previous section and apply them to Adams predictor{corrector methods to smooth
out the stepsize behaviour.
3.1. PI-stepsize controller
We now examine the Adams predictor{corrector methods using the PI stepsize controller. The
stability analysis is the same as described in [6] except that the formula for Hn+1 has changed to
Hn+1 =

 tol
kEn+1k
 kEnk
 tol

Hn: (6)
The SC-stability plots for PkECkE and PkECk+1E methods (where k = 1; 2; 3) are shown in
Figs. 1{6. It can be seen from these plots that P1EC1=2E methods are SC-stable everywhere while
P2EC2=3E and P3EC3=4E methods are SC-stable everywhere except near the real axis. This means
that the PI stepsize controller fails to improve the weakness of the method.
Optimization techniques have been utilized to obtain optimum values for  and . A MATLAB?
function has been written for this purpose. This function is dened as the maximum eigenvalue of
the SC-stability matrix C along the entire stability boundary of a given predictor{corrector method.
Then FMINS (a MATLAB? function which minimizes a function of several variables) is used to
minimize this function.
Our aim was to obtain values of  and  such that the spectral radius of the stability matrix
should become less than one everywhere. An exhaustive search using FMINS indicates that there
Fig. 1. SC-stability plot of P1EC1E ( = 0:7=2;  = 0:4=2).
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Fig. 2. SC-stability plot of P1EC2E ( = 0:7=2;  = 0:4=2).
Fig. 3. SC-stability plot of P2EC2E ( = 0:7=3;  = 0:4=3).
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Fig. 4. SC-stability plot of P2EC3E ( = 0:7=3;  = 0:4=3).
Fig. 5. SC-stability plot of P3EC3E ( = 0:7=4;  = 0:4=4).
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Fig. 6. SC-stability plot of P3EC4E ( = 0:7=4;  = 0:4=4).
Table 1
 0.3333 0.2333 0.2246 0.2105
 0 0.1333 0.1467 0.1402
(C) 1.4736 1.2588 1.2243 1.2152
are no values of  and  for which the spectral radius becomes less than one. Some of the ; 
values along with the maximum eigenvalue for the P2EC3E method are given in Table 1.
3.2. Improvement through an estimate of Hn
In the previous section, we have demonstrated that the PI stepsize controller fails to improve the
weakness of the Adams methods. Now we will try to implement another stepsize strategy which was
earlier developed by Hall [5] for RK methods. This strategy is used only when the stepsize is being
restricted by stability. Thus we need to know when this happens and what action to take when this
occurs. We will consider only the low-order predictor{corrector methods. To develop this strategy,
an estimate of jHnj(=jhnj) is used. When the stepsize is being restricted by stability the value of
Hn oscillates around the equilibrium value HL. Thus a suitable strategy for updating the stepsize hn
would be
hn+1 =
 jHLj
estHn
   tol
kEn+1k
1=q
hn: (7)
This will cause the method to continue with the stepsize being on the edge of the stability region.
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Here we give two ways of obtaining the value of estHn for Adams predictor{corrector methods.
Either of these can be used to compute estHn. Both have given the same results.
One way is by taking certain dierences of the derivative values. To demonstrate this, consider
the P1EC1E method
y(p)n+1 = yn + hnfn;
yn+1 = yn + hnf
(p)
n+1:
From these two equations, we have
f(p)n+1 =fn + Hnfn;
fn+1 =fn + Hnf
(p)
n+1:
Subtracting these two equations, we get
fn+1 − f(p)n+1 = Hn(f(p)n+1 − fn):
Let
u=fn+1 − f(p)n+1;
v=f(p)n+1 − fn:
Then we can estimate the current value of jHnj by using the following formula as has been done
for RK methods [5]:

uTu
vTv
1=2
:
Similar formulae for other low-order methods can be obtained to compute the estHn. The imple-
mentational details are the same as explained in Section 2.2.
For the P1EC2E method, we have
fn+1 − f(p)n+1 =
Hn
2
(f(p)n+1 − fn):
Similarly for the P2EC2E formulae, we obtain
fn+1 − f(p)n+1 =
Hn
2
(f(p)n+1 − (fn + hnfn;n−1));
and for the P2EC3E method, we have
fn+1 − f(p)n+1 =
Hn
2

1− hn
3(hn + hn−1)

(f(p)n+1 − (fn + hnfn;n−1)):
Another way to obtain the estimate of jHnj is by considering the main formula for any
predictor{corrector method. For example, the P2EC3E method can be written as
yn+1 = y
(p)
n+1 +
1
6h
2
n(2hn + 3hn−1)f
(p)
n+1; n; n−1;
where y(p)n+1 denotes the second-order predictor formula.
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We can write the above equation as
fn+1 − f(p)n+1 = Hn

hn
6

2hn + 3hn−1
hn + hn−1

(f(p)n+1; n − fn;n−1):
Let
u= fn+1 − f(p)n+1;
v= f(p)n+1; n − fn;n−1;
M =
hn
6

2hn + 3hn−1
hn + hn−1

:
Then the estHn is obtained by using the following formula:
1
M

uTu
vTv
1=2
:
Similarly, formulae for other low-order predictor{corrector methods can be obtained to compute the
estHn.
The stability analysis for this new strategy is the same as that for the original P1EC1=2E and
P2EC2=3E methods except that the formula for Hn+1 has changed to
Hn+1 =
 jHLj
estHn
   tol
kEn+1k
1=q
Hn:
This new strategy has also been tested on P2EC2=3E methods but it does not give good results. Thus
this strategy has also failed to improve the situation.
3.3. Combination of both the strategies
We then decided to combine both the PI stepsize controller and the estimate strategy and there
we managed to solve the weakness of the Adams predictor{corrector methods. The formula for Hn+1
then becomes
Hn+1 =
 jHLj
estHn
   tol
kEn+1k
 kEnk
 tol

Hn: (8)
For =0, (8) corresponds to the strategy derived from ideas in control theory and successfully used
for RK methods in [1,2]. However, our search revealed no choices for  and  that would make
the predictor{corrector methods SC-stable for the case of a dominant real eigenvalue, when  = 0.
It was necessary to combine it with the type of technique proposed in [5], also for RK methods,
based on estimates of the dominant eigenvalue.
This strategy is implemented in P2EC2=3E methods and as a result, a method which is stepsize
stable along most of the stability boundary is obtained. The stability curves for this new strategy are
given in Figs. 7 and 8 which are less than one for the important case of real dominant eigenvalue.
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Fig. 7. SC-stability plot of P2EC2E ( = 0:7=3;  = 0:4=3 and = 1).
Fig. 8. SC-stability plot of P2EC3E ( = 0:7=3;  = 0:46=3 and = 1).
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Thus, this strategy has got rid of the stepsize oscillations for the real dominant eigenvalue case and
results in a smooth stepsize behaviour.
4. Numerical results
The following test problem has been used to verify and compare the results given in Section 3:
y01 =−1000(cy1 + sy2 + 1);
y02 =−1000(−sy1 + cy2 + 1);
Fig. 9. The stepsize plot using the PI stepsize controller.
Fig. 10. The stepsize plot using the PI stepsize controller.
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Fig. 11. The stepsize plot using the PI stepsize controller.
Fig. 12. The stepsize plot using the PI stepsize controller.
where
c = cos a; s= sin a; a= oor

16
 t
 
16
;
06t6

2
and y(0) = [− 1:1;−0:9]T:
oor is a MATLAB function which rounds towards minus innity. This divides the integration
interval [0; =2] into 8 equal intervals in each of which the Jacobian is constant. The SC-stability
condition is tested at 8 points along the stability boundary. tol = 1e− 3 is used.
The plots of stepsizes for each method discussed previously, using the PI stepsize controller are
shown in Figs. 9{14 which verify the results obtained in Section 3.
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Fig. 13. The stepsize plot using the PI stepsize controller.
Fig. 14. The stepsize plot using the PI stepsize controller.
If we compare these plots for each method, using the PI stepsize controller with the corresponding
plots using the standard stepsize strategy given in [6], we nd that for P1EC1=2E methods, the PI
stepsize controller has given SC-stable methods everywhere whereas for the standard stepsize strategy
case, the P1EC2E method is almost unstable everywhere. Furthermore, for P2EC2=3E and P3EC3=4E
methods, we have got unstable methods for the important case of real dominant eigenvalue case
with both the strategies but in the case of complex dominant eigenvalues, the PI stepsize controller
has given SC-stable results which is an improvement over the standard stepsize strategy.
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Fig. 15. The stepsize plot using the combined strategy (8) ( = 0:7=3;  = 0:4=3 and = 1).
Fig. 16. The stepsize plot using the combined strategy (8) ( = 0:7=3;  = 0:46=3 and = 1).
In Figs. 15 and 16, the stepsize plots for P2EC2=3E methods by using Eq. (8) are given which are
smooth everywhere resulting in SC-stable methods.
The stepsize plots using the standard stepsize strategy and the new strategy (8) for another mildly
sti problem
y0 =−y;
y(0) = 1; t 2 [0 1000]
which has real eigenvalue are given in Figs. 17 and 18. One can easily see the dierence between
these two plots. One gives oscillatory stepsize behaviour and the other one is smooth. Thus this new
strategy is more eective than both the standard stepsize strategy and the PI stepsize controller.
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Fig. 17. The stepsize plot for y0 =−y, using the standard stepsize strategy.
Fig. 18. The stepsize plot for y0 =−y, using the combined strategy (8) ( = 0:7=3;  = 0:46=3 and = 1).
References
[1] K. Gustafsson, Control theoretic techniques for stepsize selection in explicit Runge{Kutta methods, ACM Trans. Math.
Software 17 (1991) 533{554.
[2] K. Gustafsson, M. Lundh, G. Soderlind, A PI stepsize control for the numerical solution of ordinary dierential
equations, BIT 28 (1) (1988) 270{287.
[3] E. Hairer, G. Wanner, Solving Ordinary Dierential Equations II, Springer, Berlin, 1991.
[4] G. Hall, Equilibrium states of Runge{Kutta schemes, ACM Trans. Math. Software 11 (1985) 289{301.
[5] G. Hall, A new stepsize strategy for explicit Runge{Kutta codes, Adv. Comput. Math. 3 (1995) 343{352.
[6] A. Usman, G. Hall, Equilibrium states for predictor{corrector methods, J. Comput. Appl. Math. 89 (1998) 275{308.
