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Abstract
Maximization of non-submodular set functions has been attracting a lot of atten-
tion since many set functions that appear in practice lack submodularity. In this
paper, we study maximization of weakly modular functions, which has both weak
submodularity and weak supermodularity. Actually, weakly modular maximization
(WMM) can model various important (possibly non-submodular) maximization
problems including feature selection and production planning. We reveal two
theoretical properties of WMM: We prove a hardness result related to improving
an existing approximation guarantee achieved by the greedy algorithm, and we
show that WMM is fixed-parameter tractable under certain conditions. The latter
result provides a new time–accuracy trade-off for `0-constrained minimization as a
corollary. We then prove that efficient multi-stage algorithms can perform well for
WMM; the obtained theoretical guarantees generalize and improve some existing
results. Experiments confirm the practical utility of the multi-stage algorithms.
1 Introduction
When choosing a limited number of important elements from a large finite set, we often encounter
the following set function maximization with a cardinality constraint:
maximize
S⊆[d]
F (S) subject to |S| ≤ k, (1)
where d, k ∈ Z>0, [d] := {1, . . . , d}, and F : 2[d] → R is a monotone set function. While many pre-
vious studies [9, 32, 41] assume F to be submodular, non-submodular F is also prevalent in practice.
In this paper, we study the case where F is weak submodular (WSB) [11] and weak supermodular
(WSP) [6]; i.e., F has bounded submodularity ratio (SBR) γ ∈ [0, 1] and supermodularity ratio
(SPR) β ∈ [0, 1]. The larger SBR and SPR are, the closer F is to being submodular and supermodular,
respectively. The pair, (γ, β), measures how close F is to being modular, the easiest set-function
class to deal with, and so we call F with bounded SBR and SPR a weakly modular (WM) function.
Previous studies on non-submodular maximization [5, 8, 11] often assume F to be only WSB. A
well-known result is a (1 − e−γ)-approximation guarantee of the greedy algorithm (Greedy) for
WSB maximization (WSBM) [11]. Bian et al. [5] studied a problem class where F is WSB and has
curvature α ∈ [0, 1], and they proved a 1α (1− e−αγ)-approximation guarantee of Greedy. Namely,
an improved approximation guarantee can be achieved if α < 1. Unfortunately, however, α = 1
occurs quite naturally in many applications as in Section 2. Therefore, we need to consider a wider
class of non-submodular maximization that can capture the structures of various practical problems.
Maximization of WM functions, or weakly modular maximization (WMM), is actually an appropriate
class for modeling various practical problems. In fact, both β and 1 − α measure how close F is
to being supermodular, and β ≥ 1 − α always hold [6]. Therefore, WMM forms a wider class
than WSBM with α < 1. As in Section 2, many practical problems, e.g., feature selection [11] and
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production planning [5], strictly belong to WMM; that is, F has bounded SPR β even if α = 1. This
fact suggests the importance of studying WMM. However, few previous studies have considered both
weak submodularity and weak supermodularity, and so WMM still remains to be studied.
1.1 Our contribution
We study WMM and make the following contributions. All proofs are presented in the appendix.
Applications In Section 2, we present motivative examples of WMM: `0-constrained minimization
(including feature selection), linear programming (LP) with a cardinality constraint (or optimal
production planning), and coverage maximization. For each application, we present lower bounds of
SBR and SPR, and show that α = 1 holds in general.
Hardness of achieving better approximation Since both SBR γ and SPR β are bounded in
WMM, we may expect that the (1 − e−γ)-approximation guarantee can be improved by using β,
as with the 1α (1 − e−αγ)-approximation guarantee of [5]. However, it is generally impossible in
polynomial time. In Section 3, we prove that, even if γ and β are lower bounded by some constants,
no polynomial-time algorithms can improve the (1− e−γ)-approximation guarantee in general in the
value oracle model.
Fixed-parameter tractability Despite the presence of the above hardness, we can prove a tractabil-
ity result for WMM under certain conditions. In Section 4, we show that -error solutions for WMM
can be obtained with a randomized fixed-parameter tractable (FPT) algorithm [38], whose com-
putation cost depends arbitrarily on certain inputs including SBR γ, SPR β, sparsity k, and , but
it is polynomial in d. As a byproduct, we provide a time–accuracy trade-off for `0-constrained
minimization, which is contrasted with the existing sparsity–accuracy trade-off [37].
Multi-stage algorithms When addressing WMM in practice, the evaluation of F is often expen-
sive, which makes even standard Greedy impractical. In Section 5, we show that the multi-stage
approach [30, 45] is effective for WMM; with this approach, we accelerate greedy-style algorithms
by adding multiple elements in each round instead of a single element. We first prove a guarantee
of the multi-stage greedy algorithm (Multi-Greedy) for WMM. This result includes the existing
(1− e−γ)-approximation guarantee [11] as a special case. We then focus on `0-constrained minimiza-
tion and prove a guarantee of the multi-stage orthogonal matching pursuit (Multi-OMP). Surprisingly,
this result matches that of standard OMP [13], while Multi-OMP can run faster than OMP. Experiments
show that the multi-stage approach successfully accelerates Greedy and OMP at the cost of a slight
decline in solution quality.
1.2 Notation and definitions
Given any F : 2[d] → R, we define F (T | S) := F (S ∪ T) − F (S) for any S,T ⊆ [d]. All the
set functions considered in this paper are monotone (F (T | S) ≥ 0, ∀S,T ⊆ [d]) and normalized
(F (∅) = 0). We say F is submodular (supermodular) if F (j | S) ≥ F (j | T) (F (j | S) ≤ F (j | T))
holds for any S ⊆ T and j /∈ T. We assume that F can be evaluated in polynomial time w.r.t.
d (or poly(d) time). Given any S ⊆ [d] and x ∈ R[d], whose j-th entry xj is associated with
j ∈ [d], xS ∈ RS denotes the restriction of x to S. We define supp(x) ⊆ [d] as the set of indices
corresponding to non-zeros of x.
SBR and SPR Given any monotone F : 2[d] → R, U ⊆ [d], and s ∈ Z>0, we define SBR γU,s and
SPR βU,s of F as the largest scalars that satisfy
γU,sF (S | L) ≤
∑
j∈SF (j | L) ≤ β
−1
U,sF (S | L)
for any disjoint L,S ⊆ [d] such that L ⊆ U and |S| ≤ s. We say F is (γU1,s1 , βU2,s2)-WM if it has
SBR γU1,s1 and SPR βU2,s2 . Note that we have γU′,s′ ≥ γU,s and βU′,s′ ≥ βU,s for any U′ ⊆ U
and s′ ≤ s. We can confirm that γU,s ∈ [0, 1] and βU,s ∈ [1/s, 1] hold for any U and s. We
define γs′,s := min|U|≤s′ γU,s and βs′,s := min|U|≤s′ βU,s, and we sometimes use γs := γs,s and
βs := βs,s. We have γd = 1 (βd = 1) iff F is submodular (supermodular).
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Curvature Given monotone F : 2[d] → R, its curvature α ∈ [0, 1] is defined as the smallest scalar
that satisfies F (j | S\{j} ∪M) ≥ (1− α)F (j | S\{j}) for any S,M ⊆ [d] and j ∈ S\M. We have
α = 0 iff F is supermodular. We always have βU,s ≥ 1− α for any U and s (see, [6]).
Restricted strong convexity and restricted smoothness When analyzing the performance of `0-
constrained minimization algorithms, the restricted strong convexity (RSC) and restricted smoothness
(RSM) of loss function l : Rd → R is often used [13, 22, 46]. We assume l to be differentiable.
Given any fixed s1, s2 ∈ Z>0, we say l is µs1,s2 -RSC and νs1,s2 -RSM if it satisfies
µs1,s2
2
‖y − x‖22 ≤ l(y)− l(x)− 〈∇l(x),y − x〉 ≤
νs1,s2
2
‖y − x‖22
for any x,y ∈ Rd such that ‖x‖0 ≤ s1, ‖y‖0 ≤ s1, and ‖x− y‖0 ≤ s2. If l is quadratic, the above
inequality reduces to that of the well-known restricted isometric property (RIP) condition [7]. We let
µs := µs,s and νs := νs,s. We define the restricted condition number κs := νs/µs. Typically, l with
a smaller κs value is easier to deal with. If l is µd-RSC and νd-RSM, we abbreviate the subscript and
say l is µ-strongly convex (µ-SC) and ν-smooth (ν-SM). We define the condition number κ := ν/µ.
1.3 Related work
For the case where F is submodular, Nemhauser et al. [32] proved the (1 − e−1)-approximation
guarantee of Greedy, and no polynomial-time algorithm can improve this guarantee; more precisely,
Nemhauser and Wolsey [31] proved the hardness in the value oracle model, and Feige [14] proved
the NP-hardness for Max k-cover. As regards tractability, Skowron [38] developed a randomized
FPT approximation algorithm for a special case of monotone submodular maximization. Unlike our
results, those results hold only for monotone submodular function maximization.
As regards non-submodular maximization, various notions have been introduced to obtain theoretical
guarantees [1, 15, 17, 19, 25, 44, 47]. Das and Kempe [11] proposed SBR, one of the most prevalent
notion used in many studies [8, 12, 20, 23, 24], and proved that Greedy outputs solution S with
a (1 − e−γS,k )-approximation guarantee. Harshaw et al. [18] recently proved that no polynomial
time algorithms can improve this approximation guarantee for WSBM in general. This result is
different from our hardness result since they do not assume F to have SPR bounded by a constant; this
difference is critical since bounded SPR could possibly make the problem easier. SPR-like notions
have been used in the context of minimization problems [28, 42], but their definitions are different
from ours since we are interested in the maximization problem (1). The definition of SPR that we
use was introduced by Bogunovic et al. [6], who studied robust maximization of non-submodular
functions; unlike their work, we study the standard maximization problem (1). Sakaue [35] studied
constrained minimization problems by using an SPR-like notion, called the superadditivity ratio [6],
of constraint functions, but SPR of objective functions is not considered.
Curvature α [5, 9] indicates a distance to being supermodular as with SPR, and it is also used in many
studies [2, 21, 41]. Its value is, however, often pessimistic (i.e., α ≈ 1) as pointed out in the context
of submodular maximization [39], and to bound the curvature value is more demanding than SPR.
Hence our results obtained with SPR are different from existing guarantees that rely on the curvature;
although these guarantees can sometimes be improved by using greedy curvature αG ≤ α [5], no
lower bounds of αG for WMM have been proved to the best of our knowledge. Bian et al. [5] proved
that Greedy finds solution S with a 1α (1− e−αγS,k)-approximation guarantee for WSBM, and they
also proved that their result is tight; i.e., Greedy cannot achieve a better approximation guarantee.
Unlike their result, our hardness result considers every polynomial-time algorithm.
Wei et al. [45] studied multi-stage algorithms for submodular maximization, but no guarantees have
been proved for the case where F lacks submodularity. Furthermore, their approximation factor is
1
α (1− e−α(1−α)) in general; this becomes 0 when α = 1, which occurs naturally as in Section 2. In
contrast, our guarantee of Multi-Greedy is applicable to WMM and can be bounded even if α = 1.
Marsousi et al. [30] proposed Multi-OMP for a special case of `0-constrained minimization where
the loss function l is quadratic. However, its theoretical guarantee has not been proved. We extend
their algorithm to the case where l is RSC/RSM and prove its guarantee. The idea of adding multiple
elements in each round is also considered in the context of adaptive complexity for submodular
maximization [3, 4]. Qian and Singer [34] have recently provided an approximation algorithm that
runs in O(log(d)) adaptive rounds for `0-constrained minimization. Surprisingly, we can show that
Multi-OMP with only one round achieves a better approximation guarantee than that of [34].
3
2 Applications
We present applications of WMM that appear in various scenarios. For each application, we present
lower bounds of SBR and SPR. We also provide an example of a WM function with α = 1 for an
application, and examples for the other applications are presented in Appendix A.
`0-constrained minimization Given a differentiable loss function l : Rd → R (e.g., quadratic and
logistic functions), we consider `0-constrained minimization formulated as min‖x‖0≤k l(x), which
covers many practical problems such as feature selection [11] and sparse M-estimation [22]. If
we let F (S) = l(0)−minsupp(x)⊆S l(x), then `0-constrained minimization can be reformulated as
in (1). Set function F thus defined is known to have SBR γU,s ≥ µ|U|+s/ν|U|+1,1 ≥ 1/κ|U|+s [13]
and SPR βU,s ≥ µ/ν = 1/κ [6] for any U and s. The latter result can be improved as βU,s ≥
µ|U|+1/ν|U|+s,s ≥ 1/κ|U|+s, which we prove in Appendix A.1. The evaluation of F (S) involves
solving minsupp(x)⊆S l(x). If l is quadratic, we can solve it by computing a pseudo-inverse matrix.
Given a more general l, we can use iterative methods (e.g., [36]) to solve the minimization problem.
LP with a cardinality constraint Since SPR is always bounded as βU,s ≥ 1/s for any U and s
thanks to its definition, any WSB function can be regarded as a WM function (e.g., [5, 12, 20]). One
such example arises from constrained LP [5]. We consider the following optimal production planning
problem. Given a set of d items and k production lines, we design a production plan so that the
total profit is maximized; i.e., we aim to solve maxx∈P,‖x‖0≤k c
>x, where c ∈ Rd and P ⊆ Rd
represent the profit of each item and a polytope specified by continuous constraints (e.g., the upper
bound on the total quantity of materials), respectively. This problem can be reformulated as in (1)
with F (S) := maxx∈P c>S xS. For any U and s, SBR γU,s of F is lower bounded by some γ0 > 0
under the non-degeneracy assumption (see, [5]), and we have βU,s ≥ 1/s. Although the lower bound
value, 1/s, can be small if s ≈ d, this is not always the case. For example, in the guarantee of
Multi-Greedy (Theorem 3), we can set s at a constant value, bmax; i.e., βU,s ≥ 1/bmax holds.
Coverage maximization Submodular functions can also have bounded SPR βU,s, and these can be
seen as special WM functions such that γU,s = 1 for any U and s. One such example is the coverage
function. Let V be a finite set and wv ≥ 0 (v ∈ V ). We define d groups I1, . . . , Id ⊆ V , and we
let IS :=
⋃
j∈S Ij for any S ⊆ [d]. The coverage function is defined as F (S) :=
∑
v∈IS wv, which
is submodular and used in many applications including document summarization [29] and itemset
mining [26]. Given s ∈ Z>0, we assume that any collection of up to s groups covers any v ∈ V at
most bs times; i.e., bs := maxv∈V,|S|≤s |{j ∈ S | v ∈ Ij}|. Note that we always have bs ≤ s. In this
case, SPR βU,s of F is bounded from below by 1/bs as proved in Appendix A.3.
Example with unbounded curvature We provide a simple example of a coverage function with
bounded SPR βU,s and unbounded curvature α = 1. Let V = {v1, v2, v3} and wv = 1 (v ∈ V ); i.e.,
F (S) = |IS|. We let d = 3 and define I1 = {v1, v2}, I2 = {v2, v3}, and I3 = {v1, v3}. Since each
v ∈ V is covered by at most two groups, we have bs = 2 for any s, which implies βU,s ≥ 1/2 for any
U and s. On the other hand, we have F ({1} | {2, 3}) = 0 and F ({1}) = 2, which leads to α = 1
since α must satisfy F (j | S) ≥ (1− α)F (j) for any S ⊆ [d] and j /∈ S.
3 Hardness of achieving better approximation
We here prove the hardness of improving the (1− e−γS,k )-approximation guarantee for WMM.
Theorem 1. Even if F has SBR γk = 1 and SPR βk ≥ 1/2− o(1), no algorithms that evaluate F
only on polynomially many subsets can achieve an approximation guarantee that exceeds 1− e−1 =
1− e−γk for problem (1) in general.
Proof sketch. We design a WM function that is hard to maximize approximately. As with the proof
of [31], given unknown subset M of size k, we show that to achieve an approximation guarantee that
exceeds 1−e−γk is at least as hard as to find S such that |S∩M| > r and |S| ≤ pkr := 2k−r+1, where
r > 0 is any fixed integer; this cannot be solved via polynomially many queries. To this end, we use
F that satisfies the following conditions: F (S) depends on |S| and |S∩M| for any S ⊆ [d] and only on
|S| if |S∩M| ≤ r or |S| > pkr , which, roughly speaking, means that the information about F values is
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useless. By using such function F , we can obtain the hardness result. The main difficulty remained in
the above is to show that F is WM. In particular, obtaining βk ≥ 1/2− o(1) is the most challenging
part. To prove this, we rewrite SPR as βk = minL,S⊆[d]
{
F (S|L)∑
j∈S F (j|L)
∣∣∣ L ∩ S = ∅, |L| ≤ k, |S| ≤ k},
where we regard 0/0 = 1. By carefully designing F and using the fact that F (S) depends only on
|S| and |S ∩M|, we can express βk as the optimal value of
minimize
x,y,z∈R
z − (z − x) (1− 1/k)k(y−x)
x(1− z) + yz
subject to 0 ≤ x ≤ y ≤ k
k − r + 1 , 0 ≤ x ≤ z ≤ 1, and y − z ≤
d
k − r + 1 − 1,
which can be lower bounded by 12 − 12 · r−12k−r+1 . By letting k increase with d and setting d at a
sufficiently large value, we complete the proof (see, Appendix B.1 for the full proof).
Given solution S of Greedy, we always have γS,k ≥ γk. Therefore, Theorem 1 implies that, even
if βk (≤ βS,k) is lower bounded by a value that can be arbitrarily close to 1/2, no polynomial-time
algorithms can improve the (1− e−γS,k)-approximation guarantee of Greedy in general.
While the above hardness result holds for WMM such that γk and βk are bounded, it may be possible
to improve the approximation factor for some easier subclasses of WMM; for example, if γd and βd
are bounded, we may be able to obtain an approximation guarantee that is better than 1− e−γd by
using βd. We discuss this topic in Appendix B.2.
4 Fixed-parameter tractability
Algorithm 1 Randomized FPT algorithm
1:
Execute SingleRun() T times and re-
turn the best solution.
2: function SingleRun()
3: S0 ← ∅
4: for i = 1, . . . , k do
5:
Choose j ∈ [d]\Si−1 randomly
with probability ∝ F (j | Si−1).
6: Si ← Si−1 ∪ {j}
7: return Sk
Here we discuss the computation cost of solving
WMM almost optimally. If we are to find an optimal
solution for WMM, a naive approach is exhaustive
search; i.e., we examine F (S) for all S ⊆ [d] of
size k. This, however, incurs an Ω(dk) computation
cost, which becomes too large as the instance size,
d, increases. Taking this into account, the following
question arises: Can we solve WMM (almost) opti-
mally without requiring an Ω(dk) computation cost?
To answer this question, we use the parameterized
complexity framework [10]. We regard part of the
input as a fixed parameter(s), which is denoted by p
and does not include the instance size d. An algo-
rithm is said to be fixed-parameter tractable (FPT)
if it runs in g(p)× poly(d) time, where g is a com-
putable function of p. Note that, if k is a fixed parameter, algorithms that require Ω(dk) time,
including exhaustive search, are not FPT. Here, regarding k as a part of the fixed parameters, we show
that -error solutions for WMM can be computed with a randomized FPT algorithm (Algorithm 1),
which was originally developed in [38] for a special case of monotone submodular maximization.
Algorithm 1 performs SingleRun(), a randomized variant of Greedy, T times and returns the best
solution. We can show that it enjoys the following guarantee for WMM:
Theorem 2. Assume F to be (γk, βk,d)-WM. Let S∗ be an optimal solution for problem (1) and
F˜ := F ([d])− F (S∗). For any  > 0, if T ≥
⌈(
1
γkβk,d
· F˜+
)k
log δ−1
⌉
, then Algorithm 1 returns
solution S satisfying F (S) ≥ F (S∗)−  with a probability of at least 1− δ.
The key to proving the theorem is the fact that the probability of choosing j ∈ S∗ in each iteration
can be lower bounded thanks to the weak modularity (see, Appendix C for details). Since F
can be evaluated in poly(d) time as assumed in Section 1.2, Algorithm 1 is FPT if we regard
p := (k, γk, βk,d, F˜ , , δ) as fixed parameters. By maintaining only the best current solution, we see
that the algorithm takes O(d) space. We remark that the theorem does not contradict Theorem 1 for
the following reason: Theorem 1 is obtained by using sparsity k that increases with d, and such a k
cannot be regarded as a fixed parameter.
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While Algorithm 1 is not so practical, Theorem 2 is beneficial for studying the tractability of WMM.
Furthermore, we can obtain an interesting corollary related to `0-constrained minimization by using
the lower bounds of SBR and SPR shown in Section 2. Let x∗ := argmin‖x‖0≤k l(x) be an optimal
solution. As shown by Shalev-Shwartz et al. [37], Greedy can find x such that l(x) ≤ l(x∗)+ if x is
allowed to have Ω(κ log(1/)) non-zeros; i.e., there is a trade-off between sparsity ‖x‖0 and accuracy
. In practice, however, x is not always allowed to have sufficiently many non-zeros. For instance,
when performing feature selection for medical analysis, the number of features used for predicting a
patient’s status is limited since to use many features requires the patient to undergo many medical
tests, which is a considerable burden. Therefore, whether we can solve `0-constrained minimization
almost optimally for any fixed sparsity k ≥ ‖x‖0 is an important question. The following corollary
implies that it is possible at the cost of FPT computation time; i.e, there is a time–accuracy trade-off.
Corollary 2.a. We let F (S) = l(0) −minsupp(x)⊆S l(x) (∀S ⊆ [d]) and assume l to be µ2k-RSC,
µk+1-RSC, νk+1,1-RSM, and νd-RSM. Let l˜ := l(x∗) − minx∈R[d] l(x). If Algorithm 1 runs with
T ≥
⌈(
νk+1,1
µ2k
· νdµk+1 · l˜+
)k
log δ−1
⌉
and outputs S, then x = argminsupp(x′)⊆S l(x
′) satisfies
l(x) ≤ l(x∗) +  with a probability of at least 1− δ.
Namely, if we regard p := (k, µ2k, µk+1, νk+1,1, νd, l˜, , δ) as fixed parameters, -error solutions for
`0-constrained minimization can be computed by using the FPT algorithm with a high probability.
Note that Corollary 2.a does not require ‖x‖0 (≤ k) to be sufficiently large unlike the above guarantee
of Greedy. On the contrary, interestingly, the smaller k is, the faster Algorithm 1 becomes.
5 Multi-stage algorithms
When addressing WMM in practice, the evaluation of F is often costly. For example, in the case of `0-
constrained minimization, we need to solve minsupp(x)⊆S l(x) to compute F (S). Here we consider
reducing the computation cost of greedy-style algorithms by using the multi-stage approach. We first
prove a guarantee of Multi-Greedy for WMM. We then focus on `0-constrained minimization and
prove a guarantee of Multi-OMP. We finally evaluate the multi-stage algorithms experimentally.
5.1 Theoretical guarantees
Algorithm 2 Multi-stage algorithm
1: U← [d], S← ∅
2: for i = 1, . . . ,m do
3: Bi ← argmaxB⊆U:|B|≤bi GS(B)
4: S← S ∪ Bi
5: U← U\Bi
6: return S
Multi-stage algorithms perform m (≤ k) iterations to
obtain a solution as in Algorithm 2. In each i-th iter-
ation, we choose a subset Bi ⊆ [d] of size at most bi
so that it maximizes a surrogate function, GS, where
S is the current solution. To obtain fast multi-stage al-
gorithms,GS should be evaluated and maximized effi-
ciently. Below we design GS for Multi-Greedy and
Multi-OMP, and we present their theoretical guaran-
tees. In what follows, we take S∗ and x∗ as target
solutions for WMM and `0-constrained minimization,
respectively, and define k∗ := |S∗| = ‖x∗‖0.
Multi-Greedy Multi-Greedy uses GS(B) =
∑
j∈B F (j | S) as a surrogate function, Therefore,
in each iteration, we compute F (j | S) at most d times and sort the obtained values in O(d log(d))
time. The algorithm requires O(d) space. We can obtain the following guarantee:
Theorem 3. Let bmax be an integer satisfying 1 ≤ bmax ≤ k∗. Set b1, . . . , bm so as to satisfy
bi ∈ [bmax] for i ∈ [m] and
∑
i∈[m] bi = k. If S is the solution obtained with Multi-Greedy and F
is (γS,k∗ , βS,bmax)-WM, we have F (S) ≥
(
1− exp (−γS,k∗βS,bmax kk∗ ))F (S∗).
If we set bmax = 1, this result recovers the (1−e−γS,k)-approximation of Greedy [11] since βS,1 = 1.
Multi-OMP We then focus on `0-constrained minimization; i.e., we assume F (S) = l(0) −
minsupp(x)⊆S l(x) (∀S ⊆ [d]). Multi-OMP uses GS(B) =
∑
j∈B |∇l(b(S))j |2 as a surrogate func-
tion, where b(S) := argminsupp(x′)⊆S l(x
′). Therefore, in each iteration, we solve the minimization
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problem with |S| variables to obtain b(S), compute∇l(b(S)), and sort its entries w.r.t. their absolute
values to find Bi. The algorithm takes O(d) space. We can prove the following guarantee:
Theorem 4. Set b1, . . . , bm as in Theorem 3. If l is µk+k∗-RSC and νk,bmax-RSM, then
Multi-OMP outputs solution S such that x = argminsupp(x′)⊆S l(x
′) satisfies l(x) ≤ l(x∗) +
exp
(
− µk+k∗νk,bmax
k
k∗
)
(l(0)− l(x∗)) ≤ l(x∗) + exp
(
− 1κk+k∗
k
k∗
)
(l(0)− l(x∗)).
This result matches those obtained for OMP and Greedy in [13]. Namely, the use of the multi-stage
approach does not degrade the theoretical guarantee. If bmax = k∗ = k, then Multi-OMP achieves
a
(
1− exp (−κ−1k+k∗)
)
-approximation guarantee with only one round. This result improves the(
1− exp (−κ−2k+k∗κ−2k+1))-approximation guarantee with O(log(d)) rounds, recently proved in [34],
in terms of both the approximation factor and the time complexity.
Proof sketch for Theorems 3 and 4. Let Si = B1 ∪ · · · ∪ Bi for i ∈ [m] and S0 = ∅. We evaluate
the marginal gain in the i-th iteration as follows: F (Bi | Si−1) ≥ θi bik∗ (F (S∗)− F (Si−1)). In the
case of Theorem 3, we can prove θi ≥ γSi−1,k∗βSi−1,bi from the weak modularity. In the case of
Theorem 4, we can obtain θi ≥ µk+k∗/νk,bmax from Lemma A.1 in Appendix A.1, which, roughly
speaking, connects the decrease in l to the increase in F . By using the lower bound of F (Bi | Si−1)
for i = 1, . . . ,m and AM–GM, we obtain the theorems (see, Appendix D.1 for the full proofs).
5.2 Experiments
We evaluate the multi-stage algorithms via experiments performed with two kinds of WMM instances:
`0-constrained minimization and LP with a cardinality constraint. All the algorithms are implemented
in Python3 and all the experiments are conducted on a 64-bit macOS (High Sierra) machine with
3.3GHz Intel Core i7 CPUs and 16 GB RAM. Some algorithms considered below can be accelerated
via randomization [24, 27], but to simplify the comparisons we do not employ such techniques here.
5.2.1 `0-constrained minimization
We use two instances with the real-world dataset available at PMLB. The first is a sparse regression
instance with the square loss l(x) = 12n‖y−Ax‖22, where A ∈ Rn×d and y ∈ Rn are obtained from
“satellite_image” dataset. We use the 1st and 2nd order polynomial features; as a result, we have d =
666 features and a sample of size N = 6435. We set k = 100. The second is a sparse classification
instance. We use the regularized logistic loss l(x) = 1n
∑
i∈[n] log(1 + exp(yi(Ax)i)) +
λ
2 ‖x‖22,
where A ∈ Rn×d and y ∈ Rn are obtained from “hill_valley_with_noise” dataset. The dataset has
d = 100 features and a sample of sizeN = 1212. We set λ = 0.01 and k = 20. For each instance, we
randomly split the sample into training and test data of sizes dN/2e and bN/2c, respectively; we thus
created 100 random instances. We consider multi-stage algorithms with various numbers of iterations,
m = k, 0.9k, . . . , 0.1k (m = k corresponds to standard Greedy/OMP). We set b1, . . . , bk−mbk/mc at
dk/me and the rest at bk/mc. We evaluate the algorithms with running times, loss function values,
R2 scores (for regression), and mean accuracy (for classification); the last two are defined based on
corresponding scikit-learn score functions. We use iterative hard thresholding (IHT) [22] and hard
thresholding pursuit (HTP) [46] as baseline methods, whose performance is independent of m. We
continue their iterations until the decrease in the loss function value becomes smaller than 10−5.
Figure 1 summarizes the results. We see that the multi-stage algorithms speed up as m decreases; in
particular, Multi-OMP becomes as fast as HTP. In the regression instances, multi-stage algorithms
achieve better loss function values and R2 scores than the baselines. Other than for Multi-OMP with
m = 10, the decrease in m has negligible effects on performance. In the classification instances, the
loss function values of the multi-stage algorithms increase as m decreases, but they are smaller on
average than those of IHT and HTP. The multi-stage algorithms also achieve better mean accuracy
than the baselines. To conclude, the multi-stage algorithms can run as fast as and find better solutions
than IHT and HTP. When addressing large-scale instances in practice, it would be effective to try
multi-stage algorithms with a small m and increase it until an acceptable solution is obtained.
As regards solution quality, the performance gap between the greedy-style algorithms (Multi-Greedy
and Multi-OMP) and the baselines (IHT and HTP) can partially be explained in terms of the restricted
condition number. For example, IHT requires k ≥ Ω(κ22k+k∗) to achieve -errors [22], while
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Figure 1: Results of regression (top) and classification (bottom) instances with various m values; the
running times and loss function values are shown with semi-log plots. Each curve and error band
indicate the average and standard deviation, respectively, calculated over 100 instances.
Multi-OMP requires k ≥ Ω(κk+k∗), which can be derived from Theorem 4. This implies that greedy-
style algorithms can be more resistant to being ill-conditioned (or a large restricted condition number),
which is often the case with real-world instances; hence the better performance of the greedy-style
algorithms. In Appendix D.2, we present further experiments with well- and ill-conditioned instances.
5.3 LP with a cardinality constraint
We consider synthetic optimal production planning instances. We let P = {x ∈ Rd | Ax ≤ b,0 ≤
x ≤ 1}. Each entry of A ∈ Rm×d and c ∈ Rd is drawn from the uniform distribution on [0, 1].
We set d = 50, m = 100, and b = 0.5k × 1. We consider various sparsities k = 5, 10, . . . , 50; for
each k, we randomly generate 100 instances as above. We consider Multi-Greedy with m = 2 and
m = 5, denoted by Multi-Greedy-2 and Multi-Greedy-5, respectively. As baselines, we employ
Greedy and Random, which chooses k elements from [d] uniformly at random.
5 10 15 20 25 30 35 40 45 50
Sparsity: k
0
5
10
15
R
u
n
n
in
g
ti
m
e
(s
)
Multi-Greedy-2
Multi-Greedy-5
Greedy
Random
5 10 15 20 25 30 35 40 45 50
Sparsity: k
10
20
O
b
je
ct
iv
e
fu
n
ct
io
n
va
lu
e
Multi-Greedy-2
Multi-Greedy-5
Greedy
Random
Figure 2: Running times and objective values of each method. Each
curve and error band indicate the average and standard deviation, re-
spectively, calculated over 100 instances.
Figure 2 shows the results.
We see that Multi-Greedy
algorithms run far faster
than Greedy. Furthermore,
they achieve almost the
same objective values as
those of Greedy. Namely,
for optimal production plan-
ning instances, Greedy can
become much faster by
employing the multi-stage
strategy with a very slight
sacrifice of solution quality.
6 Conclusion
We studied WMM, a class of non-submodular maximization that can model various practical problems.
We proved the hardness of improving the (1− e−γS,k )-approximation guarantee, and we revealed the
fixed-parameter tractability, which yields the time–accuracy trade-off for `0-constrained minimization
as a byproduct. We then proved guarantees of multi-stage algorithms, which generalize and improve
some existing results, and we confirmed their advantages experimentally. Recent studies [24, 33]
have provided various techniques for accelerating greedy algorithms, and greedy-style methods for
many different settings have also been studied [6, 16, 40]. It will be interesting future work to study
how to incorporate the multi-stage approach into those methods for further acceleration.
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Appendix
In Appendix A, we derive lower bounds of SBR and SPR for each application presented in Section 2, and we also provide
example instances where α = 1 holds even if SBR and SPR are bounded. In Appendix B, we present the proof of the
hardness result. In Appendix C, we prove the guarantee of the FPT algorithm. In Appendix D, we prove the guarantees
of the multi-stage algorithms, and we also present additional experimental results with well- and ill-conditioned synthetic
`0-constrained minimization instances.
A Applications
We show that SBR and SPR are lower bounded for each application presented in Section 2. We also present example instances
such that α = 1 holds even if SBR and SPR are lower bounded; regarding `0-constrained minimization, we show that inverse
curvature αˇ ∈ [0, 1] [6] can also become equal to 1. Note that curvature α and inverse curvature αˇ of F are defined as the
smallest scalars that satisfy
F (j | S\{j} ∪M) ≥ (1− α)F (j | S\{j}) and F (j | S\{j}) ≥ (1− αˇ)F (j | S\{j} ∪M),
respectively, for any S,M ⊆ [d] and j ∈ S\M. Function F is submodular (supermodular) iff αˇ = 0 (α = 0). As shown in [6],
for any U ⊆ [d] and s ∈ Z>0, we have
γU,s ≥ 1− αˇ and βU,s ≥ 1− α.
Namely, although the bounded curvature (inverse curvature) implies bounded SPR (SBR), the opposite is not always true.
A.1 `0-constrained minimization
Lower bounds of SBR and SPR We first introduce some definitions required in the following discussion. Given Ω ⊆
R[d] × R[d], we say l is µΩ-RSC and νΩ-RSM if it satisfies
µΩ
2
‖y − x‖22 ≤ l(y)− l(x)− 〈∇l(x),y − x〉 ≤
νΩ
2
‖y − x‖22
for all (x,y) ∈ Ω. For convenience, we define f(x) := l(0)− l(x). Note that we have
F (S) = l(0)− min
supp(x)⊆S
l(x) = max
supp(x)⊆S
f(x)
for any S ⊆ [d]. If l is µΩ-RSC and νΩ-RSM, then f is µΩ-restricted strong concave (µΩ-RSC) and νΩ-restricted smooth
(νΩ-RSM) as follows:
−µΩ
2
‖y − x‖22 ≥ f(y)− f(x)− 〈∇f(x),y − x〉 ≥ −
νΩ
2
‖y − x‖22 (A.1)
for any (x,y) ∈ Ω. We employ the following definitions for convenience:
• If (A.1) holds with
Ω = Ωs1,s2 := {(x,y) | ‖x‖0 ≤ s1, ‖y‖0 ≤ s1, and ‖x− y‖0 ≤ s2},
we say f is µs1,s2 -RSC and νs1,s2 -RSM. For simplicity, we define µs := µs,s and νs := νs,s.
• Given A,B ⊆ [d], if (A.1) holds with
Ω = ΩA,B := {(x,y) | supp(x) ⊆ A, supp(y) ⊆ B},
we say f is µA,B-RSC and νA,B-RSM.
• Given A ⊆ B ⊆ [d], if (A.1) holds with
Ω = Ω˜A,B := {(x,y) | supp(x) ⊆ A, supp(y) ⊆ B, and supp(y − x) ⊆ B\A},
we say f is µ˜A,B-RSC and ν˜A,B-RSM.
For Ω′ ⊆ Ω, we can set µΩ′ and νΩ′ so that we have µΩ′ ≥ µΩ and νΩ′ ≤ νΩ, respectively. In particular, we often use the
following inequalities:
• For any 0 ≤ s′1 ≤ s1 and 0 ≤ s′2 ≤ s2 we have µs1,s2 ≤ µs′1,s′2 and νs1,s2 ≥ νs′1,s′2 .
• For any A,B ⊆ [d], we have µ|A∪B| ≤ µA,B and ν|A∪B| ≥ νA,B.
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• For any A ⊆ B ⊆ [d], we have, µ|B|,|B\A| ≤ µ˜A,B and ν|B|,|B\A| ≥ ν˜A,B.
The following lemma is the key to obtaining the lower bounds of SBR and SPR, and we will also use it when proving the
guarantee of Multi-OMP. A special case of the lemma is implicitly used in [13], but we here state it clearly for convenience.
Lemma A.1. For any A ⊆ [d], let b(A) := argmaxsupp(x)⊆A f(x). Then, for any disjoint A,B ⊆ [d], if f is µA,A∪B-RSC
and ν˜A,A∪B-RSM, we have
1
2ν˜A,A∪B
‖∇f(b(A))B‖22 ≤ F (B | A) ≤
1
2µA,A∪B
‖∇f(b(A))B‖22.
Proof. We show the first inequality. Since b(A∪B) is the maximizer of f over {x ∈ R[d] | supp(x) ⊆ A ∪ B}, we have
f(b(A∪B)) ≥ f(w + b(A)) for any supp(w) ⊆ B. Therefore, from inequality (A.1), we obtain
F (B | A) = f(b(A∪B))− f(b(A)) ≥ f(w + b(A))− f(b(A)) ≥ 〈∇f(b(A)),w〉 − ν˜A,A∪B
2
‖w‖22.
Setting wB = 1ν˜A,A∪B∇f(b(A))B and w[d]\B = 0, we obtain the first inequality:
F (B | A) ≥ 1
2ν˜A,A∪B
‖∇f(b(A))B‖22.
We then prove the second inequality. Thanks to inequality (A.1), we have
F (B | A) = f(b(A∪B))− f(b(A)) ≤ 〈∇f(b(A)),b(A∪B) − b(A)〉 − µA,A∪B
2
‖b(A∪B) − b(A)‖22.
Let w ∈ R[d] be a vector such that supp(w) ⊆ A ∪ B. We consider replacing b(A∪B) in RHS with w+ b(A) and maximizing
RHS w.r.t. w; we thus obtain an upper bound of F (B | A) as follows:
F (B | A) ≤ max
supp(w)⊆A∪B
〈∇f(b(A)),w〉 − µA,A∪B
2
‖w‖22.
The maximum is attained with wA∪B = 1µA,A∪B∇f(b(A))A∪B, and so we obtain
F (B | A) ≤ 1
2µA,A∪B
‖∇f(b(A))A∪B‖22 =
1
2µA,A∪B
‖∇f(b(A))B‖22,
where the last equality comes from the first-order optimality condition (or the KKT condition with the linear independence
constraint qualification) at b(A): ∇f(b(A))A = 0.
By using this lemma, we can show that SBR and SPR can be lower bounded by the RSC and RSM constants. The lower
bound of SBR is adopted from [13], and that of SPR improves the result of [6].
Proposition A.1. For any U ⊆ [d] and s ∈ Z>0, SBR γU,s and SPR βU,s of F (S) = l(0) −minsupp(x)⊆S l(x) (∀S ⊆ [d])
are bounded with RSC and RSM constants of l as follows:
γU,s ≥
µ|U|+s
ν|U|+1,1
≥ µ|U|+s
ν|U|+s
=
1
κ|U|+s
and βU,s ≥
µ|U|+1
ν|U|+s,s
≥ µ|U|+s
ν|U|+s
=
1
κ|U|+s
.
Proof. We refer readers to [13] for the proof of the lower bound of γU,s. Here, we show how to obtain the lower bound of
βU,s. From the definition of SPR, we have
βU,s := min
L, S : L ∩ S = ∅,
L ⊆ U, |S| ≤ s
F (S | L)∑
j∈S F (j | L)
,
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where we regard 0/0 = 1. Therefore, we obtain
βU,s ≥ min
L, S : L ∩ S = ∅,
L ⊆ U, |S| ≤ s
‖∇f(b(L))S‖22
2ν˜L,L∪S
∑
j∈S
|∇f(b(L))j |2
2µL,L∪{j}
−1 ∵ Lemma A.1
≥ min
L, S : L ∩ S = ∅,
L ⊆ U, |S| ≤ s
µ|U|+1
ν˜L,L∪S
· ‖∇f(b
(L))S‖22∑
j∈S |∇f(b(L))j |2
∵ µL,L∪{j} ≥ µ|U|+1
≥ min
L, S : L ∩ S = ∅,
L ⊆ U, |S| ≤ s
µ|U|+1
ν˜L,L∪S
∵ ‖∇f(b(L))S‖22 =
∑
j∈S
|∇f(b(L))j |2
≥ µ|U|+1
ν|U|+s,s
. ∵ ν˜L,L∪S ≤ ν|U|+s,s
The proof is completed with ν|U|+s,s ≤ ν|U|+s and µ|U|+1 ≥ µ|U|+s.
Example with unbounded curvature We show that there is an `0-constrained minimization instance that satisfies the
following conditions: SBR and SPR of F (S) = l(0)−minsupp(x)⊆S l(x) are bounded by a constant, while its curvature α
and inverse curvature αˇ are unbounded (i.e., α = αˇ = 1). We define
B :=
[
1 1
0 1
]
, a1 :=
[
0
1
]
, and a2 :=
[
1
1
]
.
Note that we have
min
x1,x2∈R
∥∥∥∥B [x1x2
]
− a1
∥∥∥∥2
2
= 0, min
x1∈R
∥∥∥∥B [x10
]
− a1
∥∥∥∥2
2
= 1, min
x2∈R
∥∥∥∥B [ 0x2
]
− a1
∥∥∥∥2
2
= 1/2,
min
x3,x4∈R
∥∥∥∥B [x3x4
]
− a2
∥∥∥∥2
2
= 0, min
x3∈R
∥∥∥∥B [x30
]
− a2
∥∥∥∥2
2
= 1, min
x4∈R
∥∥∥∥B [ 0x4
]
− a2
∥∥∥∥2
2
= 0.
We define the loss function as l(x) := ‖Ax− y‖22, where A ∈ R[d]×[d] is a block-diagonal matrix and y ∈ R[d] is a vector
defined as
A :=

B
B
1
. . .
1
 and y :=

a1
a2
0
...
0
 ,
respectively. We let F (S) = l(0)−minsupp(x)⊆S l(x) for any S ⊆ [d]. Then we have
F ({1} | {2}) = 1/2, F ({1}) = 0, F ({3} | {4}) = 0, and F ({3}) = 1.
Since α, αˇ ∈ [0, 1] must satisfy
F ({1}) ≥ (1− αˇ)F ({1} | {2}) and F ({3} | {4}) ≥ (1− α)F ({3}),
we have α = αˇ = 1. On the other hand, the condition number, κ, of l is bounded from above by the ratio of the largest and
smallest eigenvalues of A>A, which are equal to 3+
√
5
2 and
3−√5
2 , respectively; hence κ ≤ 3+
√
5
3−√5 . Therefore, thanks to
Proposition A.1, we have γU,s ≥ 3−
√
5
3+
√
5
and βU,s ≥ 3−
√
5
3+
√
5
for any U and s.
A.2 Linear programming with a cardinality constraint
Lower bounds of SBR and SPR As in Section 2, SPR is lower bounded as βU,s ≥ 1/s. Furthermore, as shown in [5],
SBR is lower bounded by some γ0 > 0 under the non-degeneracy assumption.
Example with unbounded curvature Let d = 2,  ∈ [0, 1], and x = (x1, x2)>. We consider the following set function
F : 2[2] → R:
F (S) = max{x1 + x2 | x1 + x2 ≤ 1,x ≥ 0, supp(x) ⊆ S}.
Namely, we let c = (1, )> and P = {x ∈ R2 | x1 + x2 ≤ 1,x ≥ 0}. We can easily confirm that the instance satisfies the
non-degeneracy assumption. Here, we have
F ({2} | {1}) = 0 and F ({1}) = 1.
Since F ({2} | {1}) ≥ (1− α)F ({1}) must hold, we have α = 1.
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A.3 Coverage maximization
Lower bounds of SBR and SPR Recall that the coverage function is defined as F (S) :=
∑
v∈IS wv, where wv ≥ 0
(v ∈ V ), Ij ⊆ V (j ∈ [d]), and IS :=
⋃
j∈S Ij for any S ⊆ [d]. Since the function is submodular, we have γU,s = 1
for any U and s. As assumed in Section 2, any collection of up to s groups covers any v ∈ V at most bs times; i.e.,
bs := maxv∈V,|S|≤s |{j ∈ S | v ∈ Ij}|. Therefore,
F (S | L)∑
j∈S F (j | L)
=
∑
v∈IS∪L\IL wv∑
j∈S
∑
v∈IL∪j\IL wv
=
∑
v∈IS∪L\IL wv∑
v∈IS∪L\IL wv|{j ∈ S | v ∈ Ij}|
≥ 1
bs
holds for any disjoint L,S ⊆ [d] such that |S| ≤ s, which implies βU,s ≥ 1/bs for any U and s.
Example with unbounded curvature An example is provided in Section 2.
B Hardness of achieving better approximation
We prove Theorem 1 in Appendix B.1, and we discuss the hardness for some easier subclasses of WMM in Appendix B.2.
B.1 Proof of Theorem 1
We prove the hardness result. As with the proof of [31], we design objective function F appropriately and show that the
problem of achieving an approximation guarantee that exceeds 1− e−γk is at least as hard as another problem that cannot be
solved in polynomial time; roughly speaking, given an unknown subset M of size k, we consider seeking S ⊆ [d] such that
|S ∩M| ≥ r + 1 and |S| ≤ pkr := 2k − r + 1, where r ≤ k is any positive integer.
We explain how to design F . Fix the unknown subset M ⊆ [d] of size k. For any S ⊆ [d], we define the function value,
F (S), so that it depends only on nS := |S|, mS := |S ∩M|, r, and k. We denote such a function by Gkr (mS, nS), and we let
F (S) := Gkr (|S∩M|, |S|) = Gkr (mS, nS). For any integers m ∈ [0, k] and n ∈ [0, d] such that m ≤ n, we define the value of
Gkr (m,n) so as to satisfy the following properties:
Property 1: F (·) = Gkr (·, ·) is monotone, and its SBR γk and SPR βk satisfy γk = 1 and βk ≥
(
2 + r−1k−r+1
)−1
=
1
2 − 12 · r−12k−r+1 , respectively.
Property 2: For any m ∈ [0, r] and n ∈ [0, d], the value of Gkr (m,n) is independent of m; i.e., Gkr (0, n) = Gkr (1, n) =
· · · = Gkr (r, n).
Property 3: maxm,n:0≤m≤n≤kGkr (m,n) = Gkr (k, k) = k(k − r + 1)k−r.
Property 4: For any n > pkr = 2k − r + 1 and m ∈ [0, k], we have Gkr (m,n) = k(k − r + 1)k−r.
Property 5: G
k
r (0,k)
Gkr (k,k)
=
Gkr (1,k)
Gkr (k,k)
= · · · = Gkr (m,k)
Gkr (k,k)
= 1− (k−r+1k ) ( k−rk−r+1)k−r+1 =: αr−1k .
As in [31, Lemma 4.1], given monotone set function F (S) = Gkr (mS, nS) that satisfies Properties 2–5, to achieve an
approximation guarantee that exceeds αr−1k is at least as hard as the following problem:
For the unknown subset M ⊆ [d] of size k, find S ⊆ [d] that satisfies |S∩M| ≥ r+ 1 and |S| ≤ pkr by using
the following feedback: Once S is proposed, we are informed whether or not S satisfies |S ∩M| ≥ r + 1
and |S| ≤ pkr .
Intuitively, this can be proved as follows. From Properties 2, 3 and 5, if we are to achieve an approximation guarantee that
exceeds αr−1k , we need at least to find S such that mS ≥ r + 1 and nS ≤ k ≤ pkr , while the information about Gkr values is
worthless as long as mS ≤ r and/or nS > pkr due to Properties 2 and 4. This fact provides a connection between the original
above problems. Since M is unknown and no clue can be obtained by examining S if it violates |S ∩M| ≥ r + 1 and/or
|S| ≤ pkr , the above problem cannot be solved via polynomially many queries. More precisely, the following proposition
holds (see, the proof of [31, Theorem 4.2]):
Proposition A.2. Consider the maximization problem of form maxS:|S|≤k F (S), where F (S) = Gkr (mS, nS) has monotonic-
ity and Properties 2–5. For this problem, to achieve an approximation guarantee that exceeds αr−1k requires us to evaluate F
at least Ω(dr+1/k2r+2) times.
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By using the above properties and proposition, we obtain the main theorem.
Theorem 1. Consider a class of problems of form maxS:|S|≤k F (S) that satisfies the following conditions: F is monotone
and has SBR γk = 1 and SPR βk ≥ 1/2−Θ(1/k) k→∞−→ 1/2. For this class of problems, no algorithms that evaluate F only
on polynomially many subsets can achieve an approximation guarantee that exceeds 1− e−1 = 1− e−γk .
Proof. The proof comprises two parts: (I) we prove the statement by assuming that there exists a function F (S) = Gkr (mS, nS)
satisfying Properties 1–5, and (II) we show how to construct such a function.
Proof of the statement Take k to be a monotone function of d that satisfies limd→∞ k =∞ and k = O(d 1−c2 ), where c is
any constant such that 0 < c < 1. Thanks to Property 1 and Proposition A.2, we have the following conditions:
• γk = 1 and βk ≥ 12 − 12 · r−12k−r+1 .
• To achieve an approximation guarantee that is better than αr−1k requires Ω(dc(r+1)) times function evaluation.
Since we can take r to be any fixed positive integer satisfying r ≤ k = O(d 1−c2 ), we see that Ω(dc(r+1)) is not polynomial in
d. Furthermore, we have βk
k→∞−→ 1/2 and αr−1k
k→∞−→ 1− e−1. Hence we obtain the statement by considering d→∞.
Construction of Gkr Given any positive integer ` ≤ k, we define the following function H`(m,n) for integers m ∈ [0, `]
and n ∈ [0, d] that satisfy m ≤ n:
H`(m,n) :=
{
`` − ``−1(`−m) (1− 1` )n−m if n ≤ k + `,
`` otherwise.
Note that the function is non-negative and that we have
H`(0, 0) = 0 and H`(0, n) = H`(1, n) = ``
(
1− 1
`
)n
.
Given any integers m1, n1,m2, n2 such that
0 ≤ m1 ≤ n1, 0 ≤ m2 ≤ n2, m1 +m2 ≤ `, and n1 + n2 ≤ d,
we define
H`(m2, n2 | m1, n1) := H`(m1 +m2, n1 + n2)−H`(m1, n1)
= ``−1
(
1− 1
`
)n1−m1 (
`−m1 − (`−m1 −m2)
(
1− 1
`
)n2−m2)
.
When (m2, n2) = (1, 1) and (0, 1), for any m1, n1 satisfying the above conditions, we have
H`(1, 1 | m1, n1) = ``−1
(
1− 1
`
)n1−m1
and H`(0, 1 | m1, n1) = ``−1
(
1− m1
`
)(
1− 1
`
)n1−m1
,
respectively. For later use, we prove the following lemma:
Lemma A.2. For any integers m1, n1,m2, n2 that satisfy
0 ≤ m1 ≤ n1 ≤ `, 0 ≤ m2 ≤ n2 ≤ k, m1 +m2 ≤ `, and n1 + n2 ≤ d, (A.2)
we have
H`(m2, n2 | m1, n1)
m2 ×H`(1, 1 | m1, n1) + (n2 −m2)×H`(0, 1 | m1, n1) ≥
(
2 +
k − `
`
)−1
,
where we regard 0/0 = 1.
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Proof. We rewrite the LHS of the target inequality as follows:
H`(m2, n2 | m1, n1)
m2 ×H`(1, 1 | m1, n1) + (n2 −m2)×H`(0, 1 | m1, n1)
=
``−1
(
1− 1`
)n1−m1 (
`−m1 − (`−m1 −m2)
(
`−1
`
)n2−m2)
m2 × ``−1
(
`−1
`
)n1−m1
+ (n2 −m2)× ``−1
(
`−1
`
)n1−m1 (
1− m1`
)
=
`−m1 − (`−m1 −m2)
(
1− 1`
)n2−m2
m2 + (n2 −m2)
(
1− m1`
)
=
1− m1` − (1− m1` − m2` )
(
1− 1`
)`(n2` −m2` )
m2
`
m1
` +
n2
`
(
1− m1`
) .
By defining x := m2` , y :=
n2
` , and z := 1− m1` , we obtain
H`(m2, n2 | m1, n1)
m2 ×H`(1, 1 | m1, n1) + (n2 −m2)×H`(0, 1 | m1, n1) =
z − (z − x) (1− 1` )`(y−x)
x(1− z) + yz , (A.3)
where x, y, z must satisfy the following inequalities from (A.2):
0 ≤ z ≤ 1, 0 ≤ x ≤ y ≤ k
`
= 1 +
k − `
`
, x ≤ z, and y − z ≤ d
`
− 1.
The RHS of (A.3) can be bounded from below by
(
2 + k−``
)−1
as follows:
z − (z − x) (1− 1k)k(y−x)
x(1− z) + yz ≥
z − (z − x)e−(y−x)
x(1− z) + yz ∵ (1− 1/k)
k ≤ e−1
≥
z − (z − x) 11+y−x
x(1− z) + yz ∵ e
−a ≤ 1
1 + a
for a > −1
=
1
1 + y − x
≥
(
2 +
k − `
`
)−1
. ∵ x ≥ 0 and y ≤ 1 + k − `
`
Thus, the lemma holds.
By using the above H`(m,n) with ` = k − r + 1, we construct Gkr (m,n) for any integers m ∈ [0, k] and n ∈ [0, d] as
follows:
Gkr (m,n) :=

n×Hk−r+1(0, 1) if 0 ≤ m ≤ n ≤ r,
(r − 1)×Hk−r+1(0, 1) +Hk−r+1(0, n− r + 1) if 0 ≤ m ≤ r and r ≤ n ≤ d,
(r − 1)×Hk−r+1(0, 1) +Hk−r+1(m− r + 1, n− r + 1) if r ≤ m ≤ k and r ≤ n ≤ d.
By using Gkr , we define F (S) = G
k
r (mS, nS). We can confirm that G
k
r has Properties 2–5 as in the proof of [31]. Below we
show that the function has Property 1. We let d satisfy d ≥ 2k. The monotonicity can be confirmed easily by examining
F (j | S) for each case. Furthermore, by analogy with the proof in [31], we can show that F (S) = Gkr (mS, nS) is submodular
over all subsets of size at most 2k: I.e., F (j | S) ≥ F (j | T) for any S ⊆ T satisfying |T| < 2k and j /∈ T. This suffices to
prove that γk = 1 holds.
Below we prove βk ≥
(
2 + r−1k−r+1
)−1
. Note that SPR can be written as
βk = min
L, S : L ∩ S = ∅,
|L| ≤ k, |S| ≤ k
F (S | L)∑
j∈S F (j | L)
,
where we regard 0/0 = 1. In what follows, for any disjoint L,S ⊆ [d] of size at most k, we consider bounding F (S|L)∑
j∈S F (j|L)
from below. Depending on the values of mL = |L ∩M|, mS = |S ∩M|, nL = |L|, and nS = |S|, we have the following six
cases. We first examine each case and then show that F (S|L)∑
j∈S F (j|L) ≥
(
2 + r−1k−r+1
)−1
holds for all cases.
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Case 1: nS + nL < r. In this case, we have F (S | L) = (nS − nL)Hk−r+1(0, 1); i.e., the function is modular. Therefore,
we have F (S|L)∑
j∈S F (j|L) = 1.
Case 2: nL < r and mL +mS ≤ r ≤ nS + nL. In this case, we have
F (S | L) = Hk−r+1(0, nS + nL − r + 1)− (nL − r + 1)Hk−r+1(0, 1),
F (j | L) = Hk−r+1(0, 1).
Note that we have |L| ≤ k and |S| ≤ k. Due to the submodularity over all subsets of size at most 2k, the more
elements L includes, the smaller F (S | L) becomes, which means F (S | L) attains its minimum when nL = r − 1.
Therefore, we have
F (S | L)∑
j∈S F (j | L)
≥ H
k−r+1(0, nS)
nS ×Hk−r+1(0, 1) =
Hk−r+1(0, nS | 0, 0)
nS ×Hk−r+1(0, 1 | 0, 0) .
Case 3: nL < r and r ≤ mS +mL. We have
F (S | L) = Hk−r+1(mL +mS − r + 1, nS + nL − r + 1)− (nL − r + 1)Hk−r+1(0, 1),
F (j | L) = Hk−r+1(0, 1).
By analogy with the above case, F (S | L) attains its minimum when nL = r − 1. Therefore,
F (S | L)∑
j∈S F (j | L)
≥ H
k−r+1(mS +mL − r + 1, nS)
nS ×Hk−r+1(0, 1) =
Hk−r+1(mS +mL − r + 1, nS | 0, 0)
nS ×Hk−r+1(0, 1 | 0, 0)
=
Hk−r+1(mS +mL − r + 1, nS | 0, 0)
(mS +mL − r + 1)Hk−r+1(1, 1 | 0, 0) + (nS −mS −mL + r − 1)Hk−r+1(0, 1 | 0, 0) ,
where the last equality comes from Hk−r+1(0, n) = Hk−r+1(1, n). Note that we have mS +mL − r + 1 ≤ ` =
k − r + 1 since mS +mL = |S ∩M|+ |L ∩M| ≤ |M| = k, where the inequality comes from the fact that L and S
are disjoint. Furthermore, we have nS −mS −mL + r − 1 ≥ 0 since nS ≥ mS and mL ≤ nL ≤ r − 1.
Case 4: mL < r ≤ nL and mS +mL ≤ r. We have
F (S | L) = Hk−r+1(0, nS + nL − r + 1)−Hk−r+1(0, nL − r + 1)
= Hk−r+1(0, nS | 0, nL − r + 1),
F (j | L) = Hk−r+1(0, 1 | 0, nL − r + 1),
and thus we obtain
F (S | L)∑
j∈S F (j | L)
=
Hk−r+1(0, nS | 0, nL − r + 1)
nS ×Hk−r+1(0, 1 | 0, nL − r + 1) .
Case 5: mL < r ≤ nL and mS +mL ≥ r. We have
F (S | L) = Hk−r+1(mS +mL − r + 1, nS + nL − r + 1)−Hk−r+1(0, nL − r + 1)
= Hk−r+1(mS +mL − r + 1, nS | 0, nL − r + 1),
F (j | L) = Hk−r+1(0, 1 | 0, nL − r + 1),
and thus we obtain
F (S | L)∑
j∈S F (j | L)
=
Hk−r+1(mS +mL − r + 1, nS | 0, nL − r + 1)
nS ×Hk−r+1(0, 1 | 0, nL − r + 1) .
=
Hk−r+1(mS +mL − r + 1, nS | 0, nL − r + 1)
(mS +mL − r + 1)Hk−r+1(1, 1 | 0, nL − r + 1) + (nS −mS −mL + r − 1)Hk−r+1(0, 1 | 0, nL − r + 1) ,
where we usedHk−r+1(0, 1 | 0, n) = Hk−r+1(0, n+1)−Hk−r+1(0, n) = Hk−r+1(1, n+1)−Hk−r+1(0, n) =
Hk−r+1(1, 1 | 0, n). Note that we can obtain mS +mL − r + 1 ≤ ` = k − r + 1 and nS −mS −mL + r − 1 ≥ 0
by analogy with Case 3.
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Case 6: mL ≥ r. We have
F (S | L) = Hk−r+1(mS +mL − r + 1, nS + nL − r + 1)−Hk−r+1(mL − r + 1, nL − r + 1)
= Hk−r+1(mS, nS | mL − r + 1, nL − r + 1),
F (j | L) =
{
Hk−r+1(0, 1 | mL − r + 1, nL − r + 1) if j /∈ M,
Hk−r+1(1, 1 | mL − r + 1, nL − r + 1) if j ∈ M.
In this case, we obtain
F (S | L)∑
j∈S F (j | L)
=
Hk−r+1(mS, nS | mL − r + 1, nL − r + 1)
mS ×Hk−r+1(1, 1 | mL − r + 1, nL − r + 1) + (nS −mS)×Hk−r+1(0, 1 | mL − r + 1, nL − r + 1) .
In all cases, the value of F (S|L)∑
j∈S F (j|L) is lower bounded by
(
2 + r−1k−r+1
)−1
thanks to Lemma A.2 with ` = k−r+1, where we
let (m1, n1,m2, n2) = (0, 0, 0, nS), (0, 0,mS+mL− r+1, nS), (0, nL− r+1, 0, nS), (0, nL− r+1,mS+mL− r+1, nS),
and (mL − r+ 1, nL − r+ 1,mS, nS) in Cases 2, 3, 4, 5, and 6, respectively. Note that the conditions required in Lemma A.2
are satisfied in all cases.
B.2 Discussion on easier subclasses of WMM
While Theorem 1 means that the existing (1− e−γS,k )-approximation guarantee [11] achieved by Greedy cannot be improved
in polynomial time in general, there exist easier subclasses of WMM that are not considered in Theorem 1. One such example
is WMM such that SBR and SPR defined on the whole domain (i.e., γd and βd) are lower bounded by constants. Therefore,
with regard to algorithms whose guarantees are proved by using (weak) submodularity on the whole domain, their guarantees
may be improved by using bounded βd. One such algorithm is the continuous greedy algorithm [43], and so a better guarantee
for WMM with bounded γd and βd may be possible by using continuous-greedy-based methods. However, whether this
approach works or not is non-trivial since we currently lack a guaranteed rounding scheme for WM functions. On the other
hand, as in [5, 11], the proofs of Greedy rely only on weak submodularity defined on the restricted domain (or bounded
γk). With regard to such algorithms, Theorem 1 suggests that, even if γd and βd are bounded, it is hardly possible to obtain
approximation guarantees that can go beyond 1− e−γk via slight modification of the existing proofs. To conclude, there are
the following two possibilities. It is hard to improve 1− e−γk even for easier subclasses of WMM, or there are new techniques
(e.g., a continuous-greedy-based one) and it is possible to obtain approximation guarantees that can exceed 1− e−γk for some
easier subclasses.
C Fixed-parameter tractability
In this section, we prove the guarantee of the randomized FPT algorithm for WMM. This result is an extension of [38], which
considers a randomized FPT algorithm for a subclass of monotone submodular maximization.
Algorithm 1 Randomized FPT algorithm
1: Execute SingleRun() T times and return the best solution.
2: function SingleRun()
3: S0 ← ∅
4: for i = 1, . . . , k do
5: Choose j ∈ [d]\Si−1 randomly with probability proportional to F (j | Si−1).
6: Si ← Si−1 ∪ {j}.
7: return Sk
Let S∗ be an optimal solution; i.e., S∗ ∈ argmaxS:|S|≤k F (S). We first prove a key lemma, which provides a lower bound of
the probability that j ∈ S∗ is chosen in each iteration of SingleRun().
Lemma A.3. For i ∈ [k], let Si−1 be the partial solution that is constructed in the loops of SingleRun(). Then the probability
p ∈ [0, 1] that newly chosen j ∈ [d]\Si−1 is included in S∗ is bounded from below as follows:
p ≥ γkβk,d · F (S
∗ | Si−1)
F ([d] | Si−1) .
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Proof. The proof is obtained directly from the definitions of SBR and SPR as follows:
p =
∑
j∈S∗\Si−1 F (j | Si−1)∑
j∈[d]\Si−1 F (j | Si−1)
≥ γSi−1,|S∗\Si−1|βSi−1,|[d]\Si−1| ·
F (S∗ | Si−1)
F ([d] | Si−1) ≥ γkβk,d ·
F (S∗ | Si−1)
F ([d] | Si−1) .
Using this lemma we obtain the theorem as follows:
Theorem 2. Assume F to be (γk, βk,d)-WM. Let S∗ be an optimal solution for problem (1) and F˜ := F ([d])− F (S∗). For
any  > 0, if T ≥
⌈(
1
γkβk,d
· F˜+
)k
log δ−1
⌉
, then Algorithm 1 returns solution S satisfying F (S) ≥ F (S∗) −  with a
probability of at least 1− δ.
Proof. We consider a single invocation of SingleRun(). In each i-th iteration (i ∈ [k]), one of the following two conditions
occurs:
F (Si−1) ≥ F (S∗)− , (A.4)
F (Si−1) < F (S∗)− . (A.5)
Once (A.4) occurs for some i ∈ [k], then we have F (Sk) ≥ F (Si−1) ≥ F (S∗)−  thanks to the monotonicity of F . If (A.5)
occurs, we have
F (S∗ | Si−1)
F ([d] | Si−1) ≥
F (S∗)− F (Si−1)
F ([d])− F (Si−1) =
F (S∗)− F (Si−1)
F˜ + F (S∗)− F (Si−1)
>

F˜ + 
.
Hence, newly chosen j ∈ [d]\Si−1 is included in S∗ with probability p ≥ γkβk,d · F˜+ thanks to Lemma A.3; if this occurs
k times, we have F (Sk) = F (S∗) ≥ F (S∗)− . Consequently, SingleRun() returns Sk that satisfies F (Sk) ≥ F (S∗)− 
with a probability of at least q :=
(
γkβk,d · F˜+
)k
. Therefore, by setting T ≥
⌈(
1
γkβk,d
· F˜+
)k
log δ−1
⌉
=
⌈
log δ−1
q
⌉
, we
can see that Algorithm 1 finds a solution S such that F (S) ≥ F (S∗)−  with a probability of at least
1− (1− q)T ≥ 1− (1− q)− log δq ≥ 1− elog δ = 1− δ.
Thus, the proof is completed.
D Multi-stage algorithms
We prove the theoretical guarantees of the multi-stage algorithms in Appendix D.1, and we present experimental results with
well- and ill-conditioned synthetic `0-constrained instances in Appendix D.2.
Algorithm 2 Multi-stage algorithm
1: U← [d], S← ∅
2: for i = 1, . . . ,m do
3: Bi ← argmaxB⊆U:|B|≤bi GS(B)
4: S← S ∪ Bi
5: U← U\Bi
6: return S
D.1 Theoretical guarantees
Note that the surrogate functions, GS, considered below are monotone, which means we have |Bi| = bi in each i-th iteration.
Let Si = B1 ∪ · · · ∪ Bi for i ∈ [m] and S0 = ∅. We take S∗ and x∗, which satisfy k∗ = |S∗| = ‖x∗‖0, to be target solutions
for WMM and `0-constrained minimization, respectively. As is usual with the proof of greedy algorithms, we connect the
marginal gain in each iteration to an approximation guarantee as in the following lemma:
Lemma A.4. Given any θ1, . . . , θm such that θi ∈ [0, 1] (i ∈ [m]), if we can find Bi ⊆ [d] such that bi = |Bi| ≤ k∗ and
F (Bi | Si−1) ≥ θi bi
k∗
(F (S∗)− F (Si−1)) (A.6)
in each i-th iteration (i ∈ [m]), then the following inequality holds:
F (Sm) ≥
(
1− exp
(
− 1
k∗
m∑
i=1
θibi
))
F (S∗).
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Proof. We first prove
F (Sm) ≥
(
1−
m∏
i=1
(
1− θi bi
k∗
))
F (S∗) (A.7)
by induction on i = 1, . . . ,m. If i = 1, the inequality holds due to (A.6). Assume that we have
F (Si−1) ≥
(
1−
i−1∏
i′=1
(
1− θi′ bi
′
k∗
))
F (S∗). (A.8)
Then we obtain
F (Si) ≥ θi bi
k∗
(F (S∗)− F (Si−1)) + F (Si−1) ∵ (A.6)
≥ θi bi
k∗
F (S∗) +
(
1− θi bi
k∗
)(
1−
i−1∏
i′=1
(
1− θi′ bi
′
k∗
))
F (S∗) ∵ (A.8)
=
(
1−
i∏
i′=1
(
1− θi′ bi
′
k∗
))
F (S∗).
Therefore, the above inequality holds for any i ∈ [m] by induction. By setting i = m, we obtain (A.7). We are now ready to
prove the lemma. Since θi bik∗ ∈ [0, 1] (i ∈ [m]), the arithmetic mean of 1− θ1 b1k∗ , . . . , 1− θm bmk∗ is always lower bounded by
their geometric mean thanks to AM–GM. Therefore, we have
m∏
i=1
(
1− θi bi
k∗
)
≤
(
1− 1
m
m∑
i=1
θi
bi
k∗
)m
≤ exp
(
−
m∑
i=1
θi
bi
k∗
)
.
From (A.7) and the above inequality, we obtain the lemma.
Thanks to the above lemma, we can prove the guarantees of Multi-Greedy and Multi-OMP.
Theorem 3. Let bmax be an integer satisfying 1 ≤ bmax ≤ k∗. Set b1, . . . , bm so as to satisfy bi ∈ [bmax] for i ∈ [m] and∑
i∈[m] bi = k. If Sm is the solution obtained with Multi-Greedy and F is (γSm,k∗ , βSm,bmax)-WM, we have
F (Sm) ≥
(
1− exp
(
− 1
k∗
m∑
i=1
γSi−1,k∗βSi−1,bibi
))
F (S∗) ≥
(
1− exp
(
−γSm,k∗βSm,bmax
k
k∗
))
F (S∗).
Proof. To prove the theorem, it suffices that Bi chosen by Multi-Greedy in each iteration satisfies (A.6) with θi =
γSi−1,k∗βSi−1,bi ; then we can obtain the theorem by using Lemma A.4. Note that Multi-Greedy uses GSi−1(B) =∑
j∈B F (j | Si−1) as a surrogate function in each i-th iteration. From bi ≤ k∗ = |S∗| and the greedy rule, we have
1
bi
∑
j∈Bi
F (j | Si−1) ≥ 1
k∗
∑
j∈S∗\Si−1
F (j | Si−1). (A.9)
Therefore, we obtain
F (Bi | Si−1)
≥ βSi−1,bi
∑
j∈Bi
F (j | Si−1) ∵ definition of βSi−1,bi
≥ βSi−1,bi
bi
k∗
∑
j∈S∗\Si−1
F (j | Si−1) ∵ (A.9)
≥ γSi−1,|S∗\Si−1|βSi−1,bi
bi
k∗
F (S∗\Si−1 | Si−1) ∵ definition of γSi−1,|S∗\Si−1|
≥ γSi−1,k∗βSi−1,bi
bi
k∗
F (S∗ | Si−1) ∵ γSi−1,|S∗\Si−1| ≥ γSi−1,k∗ and F (S∗\Si−1 | Si−1) = F (S∗ | Si−1)
≥ γSi−1,k∗βSi−1,bi
bi
k∗
(F (S∗)− F (Si−1)). ∵ monotonicity
Thus the proof is completed.
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Theorem 4. Suppose that F is defined as F (S) = l(0)−minsupp(x′)⊆S l(x′) and b1, . . . , bm are set as in Theorem 3. Assume
that l is µk+k∗ -RSC and νk,bmax -RSM. If Sm is a solution obtained with Multi-OMP, then we have
F (Sm) ≥
(
1− exp
(
− 1
k∗
m∑
i=1
µSi−1,Si−1∪S∗
ν˜Si−1,Si
bi
))
F (S∗)
≥
(
1− exp
(
− µSm,Sm∪S∗
maxi∈[m] ν˜Si−1,Si
k
k∗
))
F (S∗)
≥
(
1− exp
(
− µk+k∗
νk,bmax
k
k∗
))
F (S∗).
Consequently, solution x = argminsupp(x′)⊆Sm l(x
′) satisfies
l(x) ≤ l(x∗) + exp
(
− µk+k∗
νk,bmax
k
k∗
)
(l(0)− l(x∗)) ≤ l(x∗) + exp
(
− 1
κk+k∗
k
k∗
)
(l(0)− l(x∗)).
Proof. As in Section A.1, we define f(x) := l(0) − l(x) and b(S) := argmaxsupp(x)⊆S f(x) for any given S ⊆ [d].
Analogous with the proof of Theorem 3, our aim is to prove (A.6) with θi =
µSi−1,Si−1∪S∗
ν˜Si−1,Si
. Note that Multi-OMP uses
GSi−1(B) =
∑
j∈B |∇l(b(Si−1))j |2 =
∑
j∈B |∇f(b(Si−1))j |2 = ‖∇f(b(Si−1))B‖22 as a surrogate function. Therefore, by
using bi ≤ k∗ = |S∗|,∇f(b(Si−1))Si−1 = 0, and the greedy rule, we obtain
1
bi
‖∇f(b(Si−1))Bi‖22 ≥
1
k∗
‖∇f(b(Si−1))S∗\Si−1‖22. (A.10)
By using this inequality and Lemma A.1, we obtain
F (Bi | Si−1) ≥ 1
2ν˜Si−1,Si
‖∇f(b(Si−1))Bi‖22 ∵ Lemma A.1
≥ 1
2ν˜Si−1,Si
· bi
k∗
‖∇f(b(Si−1))S∗\Si−1‖22 ∵ (A.10)
≥ µSi−1,Si−1∪S∗
ν˜Si−1,Si
· bi
k∗
F (S∗\Si−1 | Si−1) ∵ Lemma A.1
≥ µSi−1,Si−1∪S∗
ν˜Si−1,Si
· bi
k∗
(F (S∗)− F (Si−1). ∵ monotonicity
Thus the theorem holds thanks to Lemma A.4.
D.2 Experiments with synthetic `0-constrained minimization instances
We here evaluate the multi-stage algorithms with synthetic `0-constrained instances.
Settings We consider well- and ill-conditioned sparse regression instances. Given design matrix A ∈ Rn×d and vector
y ∈ Rn, we use the square loss function: l(x) := 12n‖y −Ax‖22. We randomly generate well- and ill-conditioned instances
as follows: We set k entries of the true sparse solution, xtrue, at 1 and the others at 0, where the k entries are chosen uniformly
at random. In the well-conditioned case, we draw each entry of A from the standard normal distribution, denoted by N . In
the ill-conditioned case, we draw each row of A from a correlated d-dimensional normal distribution, whose correlation
coefficient is set at 0.3. We then set y = Axtrue + 0.1u, where each entry of u ∈ Rn is drawn from N . We consider various
dimensionalities: d = 100, 200, . . . , 1000. We let k = 0.1d and n = b10k log dc. For each d value, we generate 100 random
instances as above. We apply the multi-stage algorithms with m = k, 10, and 2 iterations to the instances, where m = k
corresponds to the standard Greedy/OMP. We use the projected-gradient-based methods (IHT and IHT) as baselines. We
evaluate these methods in terms of running times and loss function values.
Results Figure 3 summarizes the results. We see that the multi-stage algorithms speed up as m decreases; they can become
as fast as IHT/HTP. In the well-conditioned case, Multi-OMP-2 is the fastest, and all the methods achieve the same loss
function values, implying that the well-conditioned instances are so easy as to be solved almost optimally by all the methods.
In the ill-conditioned case, as mentioned in Section 5.2.1, greedy-style methods achieve better loss function values than the
projected-gradient-based methods. We see that the parameter, m, of multi-stage algorithms controls the trade-off between
the running times and loss function values. To conclude, multi-stage algorithms with appropriate m values can outperform
projected-gradient-based methods both in running time and solution quality, particularly when the instances are ill-conditioned.
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(a) m = k, well-conditioned
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(b) m = 10, well-conditioned
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(c) m = 2, well-conditioned
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(d) m = k, well-conditioned
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(e) m = 10, well-conditioned
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(f) m = 2, well-conditioned
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(g) m = k, ill-conditioned
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(h) m = 10, ill-conditioned
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(i) m = 2, ill-conditioned
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(j) m = k, ill-conditioned
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(k) m = 10, ill-conditioned
100 200 300 400 500 600 700 800 900 1000
Dimensionality: d
10−3
10−2
10−1
100
101
102
L
os
s
fu
n
ct
io
n
va
lu
e
Multi-Greedy-2
Multi-OMP-2
IHT
HTP
(l) m = 2, ill-conditioned
Figure 3: Semi-log plots of running times and loss function values; (a)–(f) and (g)–(l) correspond to well- and ill-conditioned
instances, respectively. The left, middle, and right figures show the results with m = k, 10, and 2, respectively. Each curve
and error band indicate the mean and standard deviation, respectively, calculated over 100 random instances.
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