We give a new approach for the estimations of the eigenvalues of non-self-adjoint Sturm-Liouville operators with periodic and antiperiodic boundary conditions. Moreover, we give error estimations, and finally we present some numerical examples.
Introduction and preliminary facts
Let L k (q) for k = 0, 1 be the operators generated in L 2 [0, 1] by the differential expression -y + q(x)y and the boundary conditions y(1) = e iπ k y(0), y (1) = e iπ k y (0),
that is, periodic and antiperiodic boundary conditions, where q is a complex-valued summable function on [0, 1] . It is well known that the spectra of these operators are discrete, and for large enough n, there are two periodic (if n is even) or antiperiodic (if n is odd) eigenvalues (counted with multiplicity) in the neighborhood of (πn) 2 . See basics and detailed classical results in [4, 13, 14, 16] , and the references therein. Note also that these boundary conditions are the most commonly studied ones among the regular but not strongly regular boundary conditions. Therefore there exist a lot of studies about the investigation of Riesz basis property. Let us mention only the pioneer papers about it. The first results about the Riesz basis property of such operators were obtained by Kerimov and Mamedov [12] . They established that, if q ∈ C 4 [0, 1], q(1) = q(0), then the root functions of the operator L 0 (q) form a Riesz basis in L 2 [0, 1] . The first result in terms of the Fourier coefficients of the potential q was obtained by Dernek and Veliev [6] , and this result was essentially improved by Shkalikov and Veliev [19] .
There are also many studies about the numerical estimations of the small eigenvalues of the Sturm-Liouville operators with periodic and antiperiodic boundary conditions. Some popular methods that have been used are the finite difference method, finite element method, Prüfer transformations, and the shooting method. For example, Andrew considered the computations of the eigenvalues by using the finite element method [1] and the finite difference method [2] . Then these results were extended by Condon [5] and by Vanden Berghe et al. [21] . Ji and Wong used Prüfer transformation and the shooting method in their works [10, 11, 23] . Malathi et al. [15] used the shooting method and direct integration method for computing eigenvalues of the periodic Sturm-Liouville problems. One of the interesting approaches was given by Dinibütün and Veliev [7] . They considered the matrix form of the operator T(p) generated in L 2 [0, 1] by the differential expression -y + q(x)y and the boundary conditions y(2π) = y(0), y (2π) = y (0), where the potential q is in the form q(x) = p(x) + n:|n|>s q n e inx and p(x) = n:|n|≤s q n e inx , and they gave an approximation with very small errors for the eigenvalues of the periodic Sturm-Liouville problems. The eigenvalues of L 0 (0) and L 1 (0) are (2nπ) 2 and ((2n + 1)π) 2 for n ∈ Z, respectively, and all eigenvalues of L 0 (0) and L 1 (0) are double except 0. The eigenvalues of the operators L 0 (q) and L 1 (q) are called the periodic and antiperiodic eigenvalues, and if q is a real periodic function, then they are denoted by λ 2n (q) and λ 2n+1 (q) for n ∈ Z, respectively, where
The investigation of the periodic and antiperiodic eigenvalues is crucial because the spectrum of the Hill operator L(q) generated in L 2 [-∞, ∞] by the differential expression -y + q(x)y consists of the intervals [λ n-1 (q), λ -n (q)] for n = 1, 2, . . . , for real periodic potentials. Moreover, these intervals are the closure of the stable intervals of the equation
The intervals (λ -n , λ n ) for n = 1, 2, . . . are the gaps in the spectrum. These intervals with (-∞, λ 0 ) are the instable intervals of (2) [9, see pages 32 and 82]. The length of the nth gap in the spectrum of L(q) (the length of the (n + 1)th instable interval of (2)) is
Therefore the investigation of the periodic and antiperiodic eigenvalues is, at the same time, the investigation of the spectrum of the operator L(q) and the stable intervals of (2) for real periodic potentials. We are interested in the numerical estimations of the small eigenvalues of the operators L 0 (q) and L 1 (q). In this paper we give a new approach to get subtle estimations for the small periodic and antiperiodic eigenvalues when the complex-valued summable potential is in the form q(x) = 2 ∞ k=1 q k cos 2πkx, where q k := (q, e i2π kx ) is the Fourier coefficient of q and (., .) denotes the inner product in L 2 [0, 1] . Without loss of generality, we assume that q 0 = 0.
We essentially use the following equation obtained from [6] (see (15) and (17) of [6] ):
where the terms in this equation are defined in (14) and (15) . Nevertheless, even if we have obtained this equation from [6] , the method of investigation is absolutely different. In [6, 19, 22] , and [24] , they use asymptotic formulas for the large eigenvalues which cannot be used for the small eigenvalues. Note that the asymptotic behaviors of large eigenvalues were investigated in detail (see [3, 8, 16, 17, 20] , and the references therein). In this paper we consider the small eigenvalues by numerical methods. We will focus only on the operator L 0 (q). The investigation of L 1 (q) is the same. For simplicity of reading, first let us give the brief scheme of the proofs of the main results. To consider the small eigenvalues, first we prove (see Theorem 1) that the small eigenvalues satisfy equation (3), and using this equation we show that the eigenvalue λ n,j is the root of one of the equations:
where
To use numerical methods, we take finite summations instead of the infinite series in expressions (4) and (5) and show that the eigenvalues are close to the roots of the equations obtained by taking these finite summations. To find the roots of these equations, many numerical methods can be used such as the fixed point iteration and the Newton method. Since it is not necessary to compute the derivatives of the functions f j (x), j = 1, 2, defined in (16), we choose the fixed point iteration method. Then, using the Banach fixed point theorem, we prove that each of these equations containing the finite summations has a unique solution on the convenient set (see Theorem 2) . Moreover, we give error estimations. Finally we present some examples. For simplicity of calculations, we assume that
It is well known that [18] 
Therefore, we have
and for n = k we have that
where 2ρ(n) = 4π 2 (2n -1) -M.
Main results
Let us introduce some notations and relations we use from [6] . One of the main equations is
(see (15) in [6] ), where
,
Here the sums are taken under the conditions
(see (17) in [6] ), where
for s = 1, 2, . . . , m + 1. Now letting m tend to infinity in (8) and (10), we obtain
and
To prove one of the main results, Theorem 1, we use the following lemma.
Lemma 1 If
then the following hold:
where R m (λ n,j ) and R m (λ n,j ) are defined by (9) and (11), respectively.
, where u n,j and v n,j are defined by (16) .
Proof (a) By the definition of R m we have
Taking into account that Ψ n,j = 1 and that
we obtain by (6) and (7) that
Thus this with (17) implies R m (λ n,j ) → 0 as m → ∞ for j = 1, 2. Similarly, we prove the same result for R m (λ n,j ).
(b) Suppose to the contrary u n,j = 0, v n,j = 0. Since the root functions of L 0 (0) form an orthonormal basis, we have the decomposition
for the normalized eigenfunction Ψ n,j corresponding to the eigenvalue λ n,j of L 0 (q), where
To get a contradiction, it is enough to show that Ψ n,j < 1 for j = 1, 2. By Parseval's equality, we have
Now using (9) in [6] , (7), and Bessel inequality and taking into account that c ≥ M, we obtain by (17) that
which contradicts Ψ n,j = 1 and completes the proof of the lemma.
Now we state one of the main results:
is an eigenvalue of L 0 if and only if it is a root of equation (3).
Moreover, λ ∈ U(n) := [(2πn) 2 -M, (2πn) 2 + M] is a
double eigenvalue of L 0 if and only if it is a double root of (3).
Proof By (12) and (13), we have the following cases: Case 1. If u n,j = 0, then by Lemma 1(b) we have v n,j = 0. Therefore by (12) and (13) we obtain (q 2n + B(λ n,j )) = 0 and (λ n,j -(2πn) 2 -A (λ n,j )) = 0, which means that (3) holds.
Case 2. If v n,j = 0, then again by Lemma 1(b) we have u n,j = 0. It follows from (12) and (13) that (λ n,j -(2πn) 2 -A(λ n,j )) = 0 and (q -2n + B (λ n,j )) = 0, which means that (3) again holds. Case 3. If u n,j = 0 and v n,j = 0, then multiplying equations (12) and (13) side by side and then canceling u n,j v n,j , we obtain (3). Thus in any case λ n,j is a root of (3). Now we prove that the roots of (3) lying in U(n) are the eigenvalues of L 0 (q). Let F(λ) be the left-hand side of (3) which can be written as
It is easy to verify that the inequality
holds for all λ from the boundary of U(n). Since the function G(λ) has two roots in the set U(n), by Rouche's theorem, F(λ) has also two roots in U(n). Therefore L 0 has two eigenvalues (counting with multiplicities) lying in U(n) that are the roots of (3). On the other hand, (3) has preciously two roots (counting with multiplicities) in U(n). Thus λ ∈ U(n) is an eigenvalue of L 0 if and only if (3) holds.
If λ ∈ U(n) is a double eigenvalue of L 0 , then L 0 has no other eigenvalues in U(n) and hence (3) has no other roots. This implies that λ is a double root of (3). By the same way one can prove that if λ is a double root of (3), then it is a double eigenvalue of L 0 .
Now let us substitute
The solutions of this equation are
which can be written in the form
By Theorem 1, the eigenvalue λ n,j is a root either of equation (4) or of equation (5). To use numerical methods, we take finite summations instead of the infinite series in expressions (4) and (5), and get
for j = 1 and j = 2, where
.
Now we prove that the eigenvalues of L 0 are close to the roots of (18) for the complexvalued summable potential q in the form q(x) = 2 ∞ k=1 q k cos 2πkx. We have the following relations for such potential:
Theorem 2 If (17) holds, then for all x and y from
hold for j = 1, 2, and for each j, equation (18) has a unique solution r n,j on
Moreover,
for j = 1, 2 and s ≥ m.
Proof First let us prove (21) by using the mean-value theorem. For this we estimate |f j (λ)|. By (19) and (20) we have
For the first term of (23), we obtain
Similarly, for the second term of (23), we get
Therefore, by the geometric series formula we obtain
Since the inequality
is satisfied for all x, y ∈ [(2πn) 2 by the contraction mapping theorem. Now let us prove (22) . Let us define the function
By the definition of {r n,j }, we write F j (r n,j ) = 0 for j = 1, 2. Therefore, by (4), (5), and (20), we obtain
First let us estimate the first term of the right-hand side of (26). For s ≥ m, we obtain
Similarly, for the second term of the right-hand side of (26), we obtain
Thus, by (26)- (28) we get
To apply the mean value theorem, we estimate |F j (λ)|:
By the mean value formula, (29), and (30), we obtain
Now let us approximate r n,j by the fixed point iterations:
where f j (x) (j = 1, 2) is defined in (19) . Using (20) we get
Since the potential q has the form q(x) = 2 ∞ k=1 q k cos 2πkx, we obtain that
Similarly, we obtain
On the other hand, writing 4π 2 (2n -1) instead of 2δ(n) in (35), we get (17) holds, then the following estimations hold for the sequences {x n,i } and {y n,i } defined by (31) and (32):
Theorem 3 If
for i = 1, 2, 3, . . . , where C n is defined in (21) .
Proof Without loss of generality, we can take x n,0 = (2πn) 2 . By (21), (25), and (31), we have
Therefore it is enough to estimate |x n,0 -r n,1 |. By definitions of r n,j and x n,0 we obtain
and by the mean value theorem there exists
. Hence by (24) and (36) we get 
One can easily show in a similar way to (37) that
for iteration (32).
Thus by (22) , (37), and (38) we have the approximations x n,i and y n,i for λ n,1 and λ n,2 , respectively, with the errors 2n -1) -b) , (4π 2 (2n -1) -b) .
By these error formulas it is clear that the error will be very small if m grows.
Numerical examples
In this section we estimate the small eigenvalues for the potentials q 1 (x) := 2 cos(2πx) and q 2 (x) := 2 cos(2πx) + 2 cos(4πx) by iterations (31) and (32). Note that q 1 (x) is a famous Mathieu potential and q 2 (x) is the generalization of the Mathieu potential. Therefore we consider these potentials in our examples.
Example 1 For q(x) = 2 cos(2πx), m = 3, and s = 5 with the initial approximations x n,0 = 1 and y n,0 = 1, we have Table 1 for the estimations of the small eigenvalues of L 0 (q). The fixed point iterations continue until the tolerance 1e -18. Usually it takes only 4 or 5 iterations to get this tolerance for any initial value x n,0 = 0, which means that the iterations converge very rapidly. In this table x n,i and y n,i denote the estimations for λ n,1 and λ n,2 , respectively, where i is the number of the iterations.
We see from Table 1 that the eigenvalues λ n,1 and λ n,2 are close to each other and they are close to (2πn) 2 .
Example 2 For q(x) = 2 cos(2πx) + 2 cos(4πx), m = 3, and s = 5 with the initial approximations x n,0 = 1 and y n,0 = 1, we have Table 2 for the estimations of the small eigenvalues of L 0 (q). x n,i is the estimation for λ n,1 and y n,i is the estimation for λ n,2 , where i is the number of the iterations. Again, the fixed point iterations continue until the tolerance 1e -18 and converge very fast. From Table 2 we can see that the first eigenvalues λ 1,1 and λ 1,2 are far from each other but the other eigenvalues λ n,1 and λ n,2 are close to each other and they are close to (2πn) 2 .
