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a b s t r a c t
In this paper we are concerned with the problem of the dimension of the sth higher secant
variety of the Segre variety Pn× · · ·× Pn (t-times, t ≥ 3 and n > 1). In order to determine
the dimensions of these varieties we construct a specific subscheme W of Pnt which is a
generic configuration of the union of t linear subspaces of dimension n − 1 and s double
points, and then we compute the value of Hilbert function of this scheme at degree t . We
show that W has the expected Hilbert function at degree t , except possibly for certain n
values of s.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Higher secant varieties of projective varieties were the subject of intensive study among classical algebraic geometers
such as Clebsch, Severi, Terracini [24], Palatini [22], and Scorza in the late 19th century and early years of the 20th
century. A celebrated result due to Terracini [24] provides a decisive tool to compute dimensions of these varieties. Another
main problem was classification of varieties for which the secant varieties fail to have the expected dimensions. Principal
motivations come from the problem of embedding algebraic varieties into a smaller ambient space via a generic projection
and also from a geometric version of Waring’s problem [16,2].
In 1770 E. Waring claimed that for every positive integer t ≥ 2, there exists a natural number s such that every positive
integer n can be expressed as the sum of at most s, t-th powers of non negative integers. In 1902 Palatini considered the
algebraic analogue of Waring’s problem for algebraic forms in the graded polynomial rings: Let R = k[x0, . . . , xn] be the
graded polynomial ring and let F ∈ Rt be a generic form of degree t in R. What would be the smallest s such that F can be
written as F = Lt1+ · · · + Lts (Li ∈ R1)? He rephrased this problem in geometric terms of higher secant varieties of Veronese
varieties: If νt(Pn) is the Veronese variety via the t-uple embedding of Pn into PN , where N =
n+t
n
− 1, then
νt(Pn) = {[F ] ∈ P(Rt) | F = Lt; L ∈ R1},
σs(νt(Pn)) = {[F ] ∈ P(Rt) | F = Lt1 + · · · + Lts; Li ∈ R1},
where the closure is done in the Zariski topology. The questionwas:whatwould be the smallest s such thatσs(νt(Pn)) = PN?
Even though the expected answer was known to algebraic geometers, the problem was finally solved only in 1995 by
Alexander and Hirschowitz [2].
On the other hand, in the late 20th century, after the pioneering work of Zak and the rigorous proof of Alexander and
Hirschowitz [2] of the classification problem of defective Veronese varieties, these types of problems have again come into
attention and have been treated by modern tools (for a survey see [13]).
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In particular, the problem of determining the dimension of higher secant varieties of Segre varieties has received much
attention by many researchers (see e.g. [1,6,7,11,20]). This problem is connected with many others in several different
branches of pure and applied mathematics. For example: in Linear Algebra this is related to the problem of the length of
the minimal representation of a tensor as a sum of decomposable tensors, the so called tensor rank, and the least integer s
such that a generic tensor has a tensor rank ≤s, known as the essential rank (see [21,14,6]). In particular, the case of three
factors are of great importance in Algebraic Complexity Theory (see [5,19]). In Algebraic Coding Theory, the main problem
of coding theory and perfect codes are connected to the dimensions of higher secant varieties of Segre varieties (see [14]),
also in Mathematical Biology and Algebraic Statistics, parameterizing independencemodels and related problems are in the
context of this problem (see [15,4,23]), and in QuantumMechanics, the construction of geometric structures of multipartite
quantum systems, (see [17]) are related to this problem. However, in spite of significant achievements in analyzing higher
secant varieties of Segre varieties, there are still many open problems in the area of these varieties (see for example [1],
closing remark and open questions).
Interestingly, the problem of the tensor rank and its related problems can be rephrased in terms of products of linear
forms and their sums. In other words, we can state Waring’s problem for algebraic forms in the multigraded polynomial
rings. Let R = k[x01, . . . , xn1, . . . , x0t , . . . , xnt ] be themultigraded polynomial ring, and let Ri = k[x0i, . . . , xni] be the graded
polynomial ring (1 ≤ i ≤ t). Let F ∈ R(1,...,1) be a generic form of degree (1, . . . , 1) in R. The question which has motivated
us is: What is the smallest s such that F can be written as F = L11 · · · Lt1 + · · · + L1s · · · Lts with Lij ∈ Ri1?
In geometric terms, this problem is equivalent to the verification of the dimensions of higher secant varieties of Segre
varieties: If Vn,t is the Segre variety Pn×· · ·×Pn (t-times) in PN , whereN = (n+1)t−1, and R is themultigraded coordinate
ring of Pn × · · · × Pn and Ri is the graded coordinate ring of each Pn, then
Vn,t = {[F ] ∈ P(R(1,...,1)) | F = L1 · · · Lt; Li ∈ Ri1},
σs(Vn,t) = {[F ] ∈ P(R(1,...,1)) | F = L11 · · · Lt1 + · · · + L1s · · · Lts; Lij ∈ Ri1}.
Now the question can be reformulated as: What would be the smallest integer s such that σs(Vn,t) = PN? Moreover it is
useful tomention that if we consider the image of the diagonal∆ ⊂ Pn×· · ·×Pn (t-times) under the Segremap, this would
be the Veronese variety νt(Pn), and hence, the Waring’s problem in this case will be the same as the classical one which
was previously stated. Therefore the problem of determining the dimensions of higher secant varieties of Segre varieties is
equivalent to the algebraic version of Waring’s problem for decomposition of forms in the multigraded rings into a sum of
products of linear forms.
In a series of papers, Catalisano et al. (see e.g. [7–10]), have laid down a newmethod for computing the exact dimension of
higher secant varieties of Segre embedding and they have applied it to the case P1×· · ·×P1 [7,10], giving a classification of
defective ones. However, for n > 1, the problem is still open. In [1] Abo et al. with a method different from the above
mentioned one, have provided an inductive procedure to reduce the computation of the dimensions of higher secant
varieties of Pn1 × · · · × Pnt to the computation of the dimensions of partial secant varieties, and for the case n1 = · · · = nt
they have been able to classify those which have the expected dimensions (see [1], Theorem 5.2).
The main goal of this paper is to provide an alternative proof to the following theorem (see also [1], Theorem 5.2):
Theorem (Theorem 3.1). Let n ≥ 1, t ≥ 3, and let Vn,t be the Segre embedding of Pn × · · · × Pn (t-times) in PN where
N = (n+ 1)t − 1. Let st =

(n+1)t
nt+1

−

(n+1)t
nt+1

mod (n+ 1)

. Then
dim σs(Vn,t) =

s(nt + 1)− 1 if s ≤ st ,
(n+ 1)t − 1 if s ≥ st + n+ 1,
i.e., for s ≤ st and s ≥ st + n+ 1, σs(Vn,t) has the expected dimension.
In our proof we apply the approach used by Catalisano et al. (see [7,10]).
The structure of this paper is as follows: In Section 2 we introduce some basic definitions and notations on higher secant
varieties and some preliminary lemmas.We use Terracini’s lemma (Lemma 2.2) to translate the problem of determining the
dimension of higher secant varieties of Segre varieties Pn × · · · × Pn into the problem of calculating the postulation of a
schemeof s generic double points inmultiprojective spacePn×· · ·×Pn. Then by defining a birationalmap f fromPn×· · ·×Pn
to Pnt , this calculation becomes equivalent to computing the Hilbert function of a scheme in projective space Pnt which is
a generic configuration of the union of t linear subspaces of dimension n − 1 and s double points. Section 3 is devoted to
the proof of the main theorem of this paper (Theorem 3.1). We prove this theorem by an inductive argument and apply the
method of ‘‘divide and conquer’’ by successive use of Castelnuovo’s Lemma. To apply the induction hypothesis we proceed in
n steps. In any step we specialize the scheme and then we divide the scheme into the residual scheme (for induction on the
degree) and the trace scheme (for induction on the dimension), that is, Horace’s method (see [18], Le lemme d’Horace 4.2).
The trace scheme ends up being a new scheme inPn(t−1), such thatwe are able to apply induction hypothesis, while a generic
projection sends the residual scheme to a projective space where the induction holds. We have completely described the
method of proof and illustrate this idea in a diagram. In Section 4 we list a few results which are immediate consequences
of the main theorem. Finally Appendix is devoted to some easy auxiliary calculations which we used in proving the main
theorem.
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2. Preliminaries and notations
We always work over an algebraically closed field kwith char k = 0.
First we recall a few notations and facts on higher secant varieties and Segre varieties.
Let X ⊆ Pn be a nonempty subset, we denote by ⟨X⟩ the linear space spanned by X . If ⟨X⟩ = Pn, then we say that X is
nondegenerate.
Definition 2.1. Let X ⊆ Pn be a closed irreducible nondegenerate projective variety of dimension d. The Zariski closure of
the union of all linear spaces spanned by s independent points of X , i.e., the variety ∪⟨P1, . . . , Ps⟩, where P1, . . . , Ps are s
independent points of X , is called the sth secant variety of X and is denoted by σs(X).
The dimensions of higher secant varieties of X are projective invariants of X , hence the problem of determining these
invariants is very important in the study of the geometry of X . The following famous classical lemma of Terracini (see [24]
or [25]) is the main tool which allows us to compute the dimension of sth secant variety of X by using the dimension of the
linear span of s projectivized tangent spaces of X:
Lemma 2.2 (Terracini’s Lemma). Let X ⊂ Pn be a nondegenerate irreducible projective variety of dimension d. If P1, . . . , Ps are
s generic points of X and P is a generic point of ⟨P1, . . . , Ps⟩, and TPi(X) is the projectivized tangent space of X at Pi in Pn, then
⟨TP1(X), TP2(X), . . . , TPs(X)⟩ = TP(σs(X)).
Since the above points are generic, the above lemma immediately implies that
dim σs(X) = dim⟨TP1(X), . . . , TPs(X)⟩.
From the above equality one can deduce that
dim σs(X) ≤ min{n, s(d+ 1)− 1}.
The right hand side of the above inequality is called the expected dimension of σs(X).
If dim σs(X) < min{n, s(d+ 1)− 1}, then X is called (s− 1)-defective and the integer
δs−1(X) = min {n, (d+ 1)s− 1} − dim(σs(X))
is called the (s− 1)-defect of X .
Notation 2.3. Let X and Y be closed subschemes of Pn.
(i) We denote by IX and IX , the homogeneous ideal of X in the coordinate ring of Pn and the ideal sheaf of X in OPn ,
respectively.
(ii) If X ⊂ Y ⊂ Pn, then we denote by IX,Y and IX,Y , the homogeneous ideal of X in the coordinate ring of Y and the ideal
sheaf of X in OY , respectively.
Notation 2.4. Let P1, . . . , Ps be distinct points in Pn, and letm1, . . . ,ms be positive integers. If p1, . . . , ps are the prime ideals
in k[x0, . . . , xn] corresponding to the points P1, . . . , Ps, we will denote by m1P1 + · · · +msPs the zero dimensional scheme
defined by the ideal pm11 ∩ · · · ∩ pmss .
Let X = Pn×· · ·×Pn, (t-times), and let Vn,t be the Segre embedding of X into PN where N = (n+1)t −1. That is, Vn,t is the
image of X under the morphism which is given by the complete linear system O(Pn×···×Pn)(1, . . . , 1) on X into PN . Let P be
a generic point of X . Since the linear space spanned by the image of a double point 2P is the same as the projective tangent
space TP(X), there exists a one-to-one correspondence between hyperplanes of PN containing TP(X) and the elements of
H0(X, I2P(1, . . . , 1)).
Now let Z = 2P1 + · · · + 2Ps be a zero dimensional scheme of s generic double points in X which is defined by the
ideal sheaf IZ = I2P1 ∩ · · · ∩ I2Ps . Again by a similar reason, there is a one-to-one correspondence between hyperplanes
of PN containing ⟨TP1(X), . . . , TPs(X)⟩ and the elements of H0(X, IZ (1, . . . , 1)) (see also [6], Lemma 1.3). These lead to the
following corollary of Terracini’s Lemma:
Corollary 2.5. Let X, Vn,t and Z be as above. Then
dim σs(Vn,t) = dim⟨TP1(X), . . . , TPs(X)⟩
= N − dimH0(X, IZ (1, . . . , 1))
= (n+ 1)t − 1− dim(IZ )(1,...,1),
where IZ is the multigraded ideal which defines the scheme Z.
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Let R = k[x01, . . . , xn1, . . . , x0t , . . . , xnt ] be the multigraded homogeneous coordinate ring of Pn × · · · × Pn (t-times).
Since the computations in this ring is difficult and little is known about the multigraded structure of this ring, by defining a
birational map f from Pn × · · · × Pn (t-times) to Pnt we are able to construct a schemeW ⊂ Pnt such that dim(IZ )(1,...,1) =
dim(IW )t , so the computations will be done in a graded ring instead of a multigraded ring (see [8]).
Let S = k[z0, z11, . . . , zn1, . . . , z1t , . . . , znt ] be the graded homogeneous coordinate ring of Pnt . Let f be the birational
map from Pn × · · · × Pn (t-times) to Pnt defined by the composition of the two following maps, g and h:
g is the birational map from Pn × · · · × Pn to Ant with
((x01, . . . , xn1), . . . , (x0t , . . . , xnt)) →

x11
x01
, . . . ,
xn1
x01
, . . . ,
x1t
x0t
, . . . ,
xnt
x0t

,
which is regular on the open set {x01x02 · · · x0t ≠ 0}, and h is the trivial embedding Ant ↩→ Pnt whose image is Ant0 = {z0 ≠
0}. Therefore,
f : Pn × · · · × Pn 99K Pnt
((x01, . . . , xn1), . . . , (x0t , . . . , xnt)) →

1,
x11
x01
, . . . ,
xn1
x01
; . . . ; x1t
x0t
, . . . ,
xnt
x0t

.
Then f gives an isomorphism between the two charts {x01 · · · x0t ≠ 0} and {z0 ≠ 0}.
Now let Q0,Q11, . . . ,Qn1, . . . ,Q1t , . . . ,Qnt be the coordinate points of Pnt . We consider the linear spaceΠi ⊂ Pnt which
is defined as follows (for 1 ≤ i ≤ t):
Πi = ⟨Q1i, . . . ,Qni⟩ ∼= Pn−1.
The following proposition (see [8], Theorem 1.5) shows the relation between the multihomogeneous ring R and the
homogeneous ideal of the scheme (t − 1)Π1 + · · · + (t − 1)Πt :
Proposition 2.6. With the above notations,
R(1,...,1) ∼= (I t−1Π1 ∩ · · · ∩ I t−1Πt )t .
Now we are ready to introduce the schemeW . Let Z ⊂ Pn × · · · × Pn be a zero dimensional scheme which is contained
in the chart {x01 · · · x0t ≠ 0}. It immediately follows that:
Corollary 2.7. Let W be a scheme in Pnt which is defined by
W = f (Z)+ (t − 1)Π1 + · · · + (t − 1)Πt .
Then
(IZ )(1,...,1) ∼= (IW )t .
If Z is a generic set of s double points, this corollary implies the following fact:
Corollary 2.8. With the same notations as above, let W be the scheme defined by the ideal I2P1 ∩ · · · ∩ I2Ps ∩ I t−1Π1 ∩ · · · ∩ I t−1Πt , i.e.,
W = W(s,t) = 2P1 + · · · + 2Ps + (t − 1)Π1 + · · · + (t − 1)Πt ,
where the points Pi’s are generic in Pnt , andΠi are (n− 1)-dimensional linear subspaces of Pnt . Then
dim σs(Vn,t) = (n+ 1)t − 1− dim(IW )t .
Since a double point in Pnt imposes at most nt + 1 conditions to the forms of degree t , it obviously follows that:
Lemma 2.9. With the above notations,
(i) If dim(IW(s,t))t = (n+ 1)t − s(nt + 1), then dim(IW(s′,t))t = (n+ 1)t − s′(nt + 1) for any s′ < s.
(ii) If dim(IW(s,t))t = 0, then dim(IW(s′,t))t = 0 for any s′ > s.
Now we state the next lemma which will be used in proving the main theorem in Section 3 (for a proof see [10], Lemma
3.1).
Lemma 2.10. Let n, i,m ∈ N, n ≥ 2, m > i and 1 ≤ i ≤ n. Let P1, . . . , P1+i ∈ Pn be 1 + i generic points. Consider the linear
span H = ⟨P1, . . . , Pi+1⟩ ∼= Pi, and the following scheme
X = mP1 + · · · +mPi+1.
(i) If i = n, then (IX )m+1 = (0).
(ii) If i < n, then H is a fixed component, with multiplicity m− i, for the hypersurfaces defined by the forms of (IX )m+1.
Finally we recall a classical and useful lemma (see [18] or [3]), which is an essential tool to prove the main theorem.
Lemma 2.11 (Castelnuovo’s Inequality). Let H ⊆ Pn be a hyperplane, and let X ⊆ Pn be a scheme. Then
dim(IX,Pn)t ≤ dim(IResHX,Pn)t−1 + dim(ITrHX,H)t ,
where ResHX ⊆ Pn is the scheme defined by the ideal (IX : IH), and TrHX ⊆ H is the scheme theoretic intersection of X and H.
Notice that this lemma provides a criterion for studying the dimension of the degree t part of the homogeneous ideal of a
scheme by dividing it into two related schemes, residual scheme and trace scheme, respectively, which enables us to apply
an inductive argument on the degree and dimension (amethodwhich is calledHorace’smethod, see [18], Le lemmed’Horace
4.2).
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3. Proof of the main theorem
This section is devoted to the proof of the main theorem of this paper.
Theorem 3.1. Let n ≥ 1, t ≥ 3, and let Vn,t be the Segre embedding of Pn × · · · × Pn (t-times) in PN where N = (n+ 1)t − 1.
Let st =

(n+1)t
nt+1

−

(n+1)t
nt+1

mod (n+ 1)

. Then
dim σs(Vn,t) =

s(nt + 1)− 1 if s ≤ st ,
(n+ 1)t − 1 if s ≥ st + n+ 1,
i.e., for s ≤ st and s ≥ st + n+ 1, σs(Vn,t) has the expected dimension.
To prove this theorem, by Corollary 2.8 it suffices to prove the following:
Theorem 3.2. Let P1, . . . , Ps be generic points in Pnt , and let Pnt ⊃ Πi = ⟨Q1,i, . . . ,Qn,i⟩ ≃ Pn−1, where t ≥ 3 and 1 ≤ i ≤ t.
Let st =

(n+1)t
nt+1

−

(n+1)t
nt+1

mod (n+ 1)

. Let the scheme W ⊂ Pnt be as in Corollary 2.8, i.e.,
W = (t − 1)Π1 + · · · + (t − 1)Πt + 2P1 + · · · + 2Ps ⊂ Pnt .
Then
dim(IW )t =

(n+ 1)t − s(nt + 1) if s ≤ st ,
0 if s ≥ st + n+ 1.
Proof. Notice thatW is the union of t generic linear spacesΠi ∼= Pn−1 and s generic double points Pi in Pnt . Wemay use the
shorter notationW(s,t) ⊂ Pnt forW = (t − 1)Π1 + · · · + (t − 1)Πt + 2P1 + · · · + 2Ps.
By Lemma 2.9 we only need to prove the theorem for s = st and s = st + n + 1. Since for every t , st and st + n + 1 are
multiples of n+ 1, we will proceed by considering the schemeW(s,t) for every swhich is a multiple of n+ 1.
Let H1 ∼= Pnt−1 be a generic hyperplane of Pnt . Let W be the scheme obtained from W by specializing nsn+1 points
P s
n+1+1, . . . , Ps to generic points on H1 and by specializing t − 1 linear spaces Π2, . . . ,Πt into H1. Note that H1 does not
contain P1, . . . , P sn+1 andΠ1.
For all 1 ≤ i ≤ s, letΛi = ⟨Π1, Pi⟩ ∼= Pn (since Pi’s belong to the chart Ant0 = {z0 ≠ 0}, Pi’s do not belong toΠ2, . . . ,Πt ).
By Lemma 2.10 the linear spacesΛ1, . . . ,Λs are fixed components for the hypersurfaces defined by the forms of (IW )t . Then
dim(IW )t = dim(IW1)t;
where
W1 = W +Λ1 + · · · +Λs
= (t − 1)Π1 + · · · + (t − 1)Πt + 2P1 + · · · + 2Ps +Λ1 + · · · +Λs ⊂ Pnt .
By Proposition 2.6, dim(I(t−1)Π1+···+(t−1)Πt )t = dim R(1,...,1) = (n + 1)t . In the case s = st , since the s double points Pi
impose at most s(nt + 1) conditions on the hypersurfaces in Pnt , we have dim(IW )t ≥ (n+ 1)t − s(nt + 1). Moreover, by
semicontinuity of the Hilbert function dim(IW )t ≥ dim(IW )t , hence by using the fact that dim(IW )t = dim(IW1)t , it suffices
to prove dim(IW1)t ≤ (n+ 1)t − s(nt + 1).
In the case s = st + n+ 1, again we have dim(IW )t ≥ dim(IW )t , and dim(IW )t = dim(IW1)t . So in this case it suffices to
prove dim(IW1)t = 0.
Before proceeding to the body of the proof, we explain the method which will be employed.
Method of the proof : As we have seen, to prove the theorem, it is enough to show that dim(IW1)t ≤ (n+ 1)t − s(nt + 1)
whenever s = st , and dim(IW1)t = 0 whenever s = st + n + 1. We will do these by induction on t . The method of proof
breaks down into two parts;
• Part 1. (Reduction process) Our original schemeW1 is a subscheme of Pnt , while the induction hypothesis is established
in Pn(t−1). In order to be able to apply induction hypothesis, we proceed in n steps. In any step i, (i = 1, . . . , n), first we
specialize (n−i+1)sn+1 points and t−1 linear spacesΠ2, . . . ,Πt into a given hyperplane, and thenwe divide our calculations
by using a residual scheme, a trace scheme and employing Castelnuovo’s lemma (Lemma 2.11). As far as the residual
scheme is concerned, we consider the projection technique from a linear space to Pn(t−1), so this projection sends the
residual scheme into a schemewhich is of the typeW( sn+1 ,t−1) plus
ns
n+1 simple generic points in P
n(t−1), whereW( sn+1 ,t−1)
is the scheme which should be checked by the induction hypothesis. The trace scheme which occurs in the step i in
passing from Pnt−i+1 to Pnt−i is the scheme which we analyze in step i+ 1. We perform this process n times. Finally
the trace scheme, after removing a fixed linear component, will appear in the form W( sn+1 ,t−1), plus
ns
n+1 simple generic
points in Pn(t−1), whereW( sn+1 ,t−1) is again the scheme which we have to study by induction hypothesis. In the following
diagram we sketch the steps of part 1.
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W ⊂ Pnt
specialization
W
adding some linear spaces

W1
trace

residual / Y1 ⊂ Pnt projectionfrom Π1 / Z1 ⊂ P
n(t−1)
W2 ⊂ Pnt−1
specialization
W2
trace

residual / Y2 ⊂ Pnt−1
projection
from Π11
/ Z2 ⊂ Pn(t−1)
W3 ⊂ Pnt−2
specialization
W3
trace

residual / Y3 ⊂ Pnt−2
projection
from Π12
/ Z3 ⊂ Pn(t−1)
...

Wn−1 ⊂ Pnt−(n−2)
specialization
Wn−1
trace

residual / Yn−1 ⊂ Pnt−(n−2) projectionfrom Π1(n−2)
/ Zn−1 ⊂ Pn(t−1)
Wn ⊂ Pnt−(n−1)
trace

residual / Yn ⊂ Pnt−(n−1)
projection
from Π1(n−1)
/ Zn ⊂ Pn(t−1)
Wn+1 ⊂ Pn(t−1)
removing a fixed linear component

W ′n+1 ⊂ Pn(t−1)
• Part 2. To complete the proof, we have to verify the inequality dim(IW1)t ≤ (n+1)t− s(nt+1) at s = st , and the relation
dim(IW1)t = 0 at s = st + n+ 1. We do this by using the induction hypothesis on the schemeW( sn+1 ,t−1).
Part 1.
Step 1: To compute dim(IW1)t , we apply Castelnuovo’s inequality toW1 and H1. This implies that
dim(IW1,Pnt )t ≤ dim(IY1,Pnt )t−1 + dim(IW2,Pnt−1)t; (1.1)
where Y1 = ResH1W1 ⊂ Pnt andW2 = TrH1W1 ⊂ H1 ∼= Pnt−1.
First consider the ‘‘residue scheme’’:
Y1 = ResH1W1 = (t − 1)Π1 + (t − 2)Π2 + · · · + (t − 2)Πt + 2P1 + · · · + 2P sn+1
+ P s
n+1+1 + · · · + Ps +Λ1 + · · · +Λs ⊂ Pnt .
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Any hypersurface in Pnt of degree t − 1 which contains Y1 must contain (t − 1)Π1, hence it must be a cone with vertex at
Π1.
Let H ∼= Pnt−n be an n(t − 1)-dimensional linear subspace of Pnt , passing through P ns
n+1+1, . . . , Ps, which contains
Π2, . . . ,Πt , (note that P1, . . . , P nsn+1 /∈ H and H does not containΛ1, . . . ,Λs), andΠ1∩H = ∅. Let Z1 ⊂ H be the projection
of Y1 into H ∼= Pnt−n fromΠ1. Then we have
dim(IY1,Pnt )t−1 = dim(IZ1,H)t−1. (1.2)
Since H ∼= Pn(t−1) andΛi ∼= Pn, (for 1 ≤ i ≤ s), are linear subspaces with complementary dimensions in Pnt :
H ∩Λ1 = P ′1, . . . ,H ∩Λ nsn+1 = P ′ nsn+1
and
H ∩Λ ns
n+1+1 = P nsn+1+1, . . . ,H ∩Λs = Ps.
Note that the initial points are generic. Consequently, the points P ′1, . . . , P
′
ns
n+1
, P ns
n+1+1, . . . , Ps are also s generic points in H .
Under this projectionΛ1, . . . ,Λ nsn+1 are sent to P
′
1, . . . , P
′
ns
n+1
, andΛ ns
n+1+1, . . . ,Λs are sent to P nsn+1+1, . . . , Ps. Hence
Z1 = (t − 2)Π2 + · · · + (t − 2)Πt + 2P ′1 + · · · + 2P ′ sn+1
+ P ′ s
n+1+1 + · · · + P
′
ns
n+1
+ P ns
n+1+1 + · · · + Ps ⊂ H ∼= Pn(t−1).
Rewrite Z1 as
Z1 = W( sn+1 ,t−1) + P ′ sn+1+1 + · · · + P
′
ns
n+1
+ P ns
n+1+1 + · · · + Ps ⊂ H.
Therefore Z1 is made ofW( sn+1 ,t−1) plus
ns
n+1 simple generic points in H .
Now we treat the ‘‘trace scheme’’:
W2 = TrH1W1 = (t − 1)Π11 + (t − 1)Π2 + · · · + (t − 1)Πt
+ 2P s
n+1+1 + · · · + 2Ps +Λ11 + · · · +Λ1s ⊂ H1 ∼= Pnt−1;
whereΛ1∩H1 = Λ11 ∼= Pn−1, . . . ,Λs∩H1 = Λ1s ∼= Pn−1, andΠ1∩H1 = Π11 ≃ Pn−2. The reason is thatH1 is a hyperplane
of Pnt passing through P s
n+1+1, . . . , Ps, and not containing P1, . . . , P sn+1 , whileΠ2, . . . ,Πs ⊂ H1 andΠ1,Λ1, . . . ,Λs are not
contained in H1.
Using inequalities (1.1) and (1.2), we obtain
dim(IW1,Pnt )t ≤ dim(IZ1,H)t−1 + dim(IW2,Pnt−1)t . (1)
Since the remaining steps, excluding the last step are similar, we outline the general stepm for 2 ≤ m ≤ n− 1.
Step m: In this step we compute dim(IWm,Pnt−m+1)t for 2 ≤ m ≤ n− 1.
Let Hm ∼= Pnt−m be a generic hyperplane of Pnt−m+1. Let Wm be the scheme obtained from Wm by specializing (n−m+1)sn+1
points P ms
n+1+1, . . . , Ps to generic points on Hm and t − 1 linear spaces Π2, . . . ,Πt into Hm, so that Hm does not contain
P (m−1)s
n+1 +1, . . . , P
ms
n+1 andΠ1(m−1),Λ(m−1)1, . . . ,Λ(m−1)s.
To compute dim(IWm,Pnt−m+1)t , we apply Castelnuovo’s inequality to Wm and Hm. It follows that
dim(IWm,Pnt−m+1)t ≤ dim(IYm,Pnt−m+1)t−1 + dim(IWm+1,Pnt−m)t (m.1)
where Ym = ResHmWm ⊂ Pnt−m+1 andWm+1 = TrHmWm ⊂ Hm ∼= Pnt−m.
First consider the ‘‘residue scheme’’:
Ym = ResHmWm = (t − 1)Π1(m−1) + (t − 2)Π2 + · · · + (t − 2)Πt
+ 2P (m−1)s
n+1 +1 + · · · + 2P msn+1 + P msn+1+1 + · · · + Ps +Λ(m−1)1 + · · · +Λ(m−1)s ⊂ P
nt−m+1.
Since any hypersurface inHm−1 ∼= Pnt−m+1 of degree t−1 containing Ym must contain (t−1)Π1(m−1), hence itmust be a cone
with vertex at Π1(m−1). Recall that H ∼= Pnt−n is an n(t − 1)-dimensional linear subspace passing through P nsn+1+1, . . . , Ps,
which containsΠ2, . . . ,Πt , andΠ1(m−1) ∩ H = ∅ (becauseΠ1(m−1) = Π1(m−2) ∩ Hm−1 andΠ1(m−2) ∩ H = ∅ ). Let Zm ⊂ H
be the projection of Ym into H ∼= Pnt−n fromΠ1(m−1). Then
dim(IYm,Pnt−m+1)t−1 = dim(IZm,H)t−1. (m.2)
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Since H ∼= Pn(t−1) and Λ(m−1)i ∼= Pn−m+1, (1 ≤ i ≤ s), are linear subspaces with complementary dimensions in
Hm−1 ∼= Pnt−m+1, eachΛ(m−1)i, (1 ≤ i ≤ s), intersects H at one point. SinceΛ(m−1)i = Λ(m−2)i ∩ Hm−1, using
H ∩Λ(m−2)1 = P ′1, . . . ,H ∩Λ(m−2) nsn+1  = P ′ nsn+1
and
H ∩Λ
(m−2)

ns
n+1+1
 = P ns
n+1+1, . . . ,H ∩Λ(m−2)s = Ps,
we see that
H ∩Λ(m−1)1 = P ′1, . . . ,H ∩Λ(m−1)( nsn+1 ) = P ′ nsn+1
and
H ∩Λ(m−1)( nsn+1+1) = P nsn+1+1, . . . ,H ∩Λ(m−1)s = Ps.
Under this projection Λ(m−1)1, . . . ,Λ(m−1)( nsn+1 ) are sent to P
′
1, . . . , P
′
ns
n+1
, and Λ(m−1)( nsn+1+1), . . . ,Λ(m−1)s are sent to
P ns
n+1+1, . . . , Ps, respectively. Hence we obtain
Zm = (t − 2)Π2 + · · · + (t − 2)Πt + 2P ′(m−1)s
n+1 +1
+ · · · + 2P ′ms
n+1
+ P ′ms
n+1+1 + · · · + P
′
ns
n+1
+ P ns
n+1+1 + · · · + Ps + P ′1 + · · · + P ′(m−1)sn+1 ⊂ H
∼= Pn(t−1).
Rewrite Zm as
Zm = W( sn+1 ,t−1) + P ′msn+1+1 + · · · + P
′
ns
n+1
+ P ns
n+1+1 + · · · + Ps + P ′1 + · · · + P ′(m−1)sn+1 ⊂ H.
Thus Zm is made ofW( sn+1 ,t−1) plus
ns
n+1 simple generic points in H .
Now we consider the ‘‘trace scheme’’:
Wm+1 = TrHm+1Wm+1 = (t − 1)Π1m + (t − 1)Π2 + · · · + (t − 1)Πt
+ 2P ms
n+1+1 + · · · + 2Ps +Λm1 + · · · +Λms ⊂ Hm ∼= Pnt−m;
whereΛ(m−1)1∩Hm = Λm1 ∼= Pn−m, . . . ,Λ(m−1)s∩Hm = Λms ∼= Pn−m, andΠ1(m−1)∩Hm = Π1m ∼= Pn−m−1. This is possible
because Hm is a hyperplane in Pnt−m+1 which passes through P msn+1+1, . . . , Ps, and does not contain P (m−1)sn+1 +1, . . . , P
ms
n+1 , and
Π2, . . . ,Πs ⊂ Hm andΠ1(m−1),Λ(m−1)1, . . . ,Λ(m−1)s are not contained in Hm.
By semicontinuity of the Hilbert function,
dim(IWm,Pnt−m+1)t ≤ dim(IWm,Pnt−m+1)t ,
and by inequalities (m.1) and (m.2), we obtain
dim(IWm,Pnt−m+1)t ≤ dim(IZm,H)t−1 + dim(IWm+1,Pnt−m)t . (m)
Step n: In the last step, we do not specialize the scheme Wn, and this is the main difference between this step and the
previous ones, while the other details remain the same.
We have to compute dim(IWn,Pnt−(n−1))t . Recall that
Wn = TrHn−1Wn−1 = (t − 1)Π1(n−1) + (t − 1)Π2 + · · · + (t − 1)Πt
+ 2P (n−1)s
n+1 +1 + · · · + 2Ps +Λ(n−1)1 + · · · +Λ(n−1)s ⊂ Hn−1 ∼= P
nt−(n−1);
where Λ(n−1)1 ∼= P1, . . . ,Λ(n−1)s ∼= P1, and Π1(n−1) is a point. Note that H ∼= Pn(t−1) is a hyperplane of Pnt−(n−1), passing
through P ns
n+1+1, . . . , Ps which containsΠ2, . . . ,Πt , andΠ1(n−1) /∈ H (notice that P (n−1)sn+1 +1, . . . , P nsn+1 /∈ H).
To compute dim(IWn,Pnt−(n−1))t , we apply Castelnuovo’s inequality toWn and H . Thus
dim(IWn,Pnt−(n−1))t ≤ dim(IYn,Pnt−(n−1))t−1 + dim(IWn+1,Pnt−n)t (n.1)
where Yn = ResHWn ⊂ Pnt−(n−1) andWn+1 = TrHWn ⊂ H ∼= Pnt−n.
First consider the ‘‘residue scheme’’:
Yn = ResHWn = (t − 1)Π1(n−1) + (t − 2)Π2 + · · · + (t − 2)Πt
+ 2P (n−1)s
n+1 +1 + · · · + 2P nsn+1 + P nsn+1+1 + · · · + Ps +Λ(n−1)1 + · · · +Λ(n−1)s ⊂ P
nt−(n−1).
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Any hypersurface in Pnt−(n−1) of degree t − 1 containing Yn must contain (t − 1)Π1(n−1), hence it must be a cone with
vertex atΠ1(n−1). Let Zn ⊂ H be the projection of Yn into H ∼= Pnt−n fromΠ1(n−1), (note thatΠ1(n−1) is a point, which is not
contained in H); then we have
dim(IYn,Pnt−(n−1))t−1 = dim(IZn,H)t−1. (n.2)
Since H ∼= Pnt−n and Λ(n−1)i ∼= P1 (1 ≤ i ≤ s), are linear subspaces with complementary dimensions in Pnt−(n−1), each
Λ(n−1)i (1 ≤ i ≤ s), intersects H at one point. Using what was obtained in the previous steps we have
H ∩Λ(n−1)1 = P ′1, . . . ,H ∩Λ(n−1)( nsn+1 ) = P ′ nsn+1
and
H ∩Λ(n−1)( nsn+1+1) = P nsn+1+1, . . . ,H ∩Λ(n−1)s = Ps.
Then we obtain
Zn = (t − 2)Π2 + · · · + (t − 2)Πt + 2P ′(n−1)s
n+1 +1
+ · · · + 2P ′ ns
n+1
+ P ns
n+1+1 + · · · + Ps + P ′1 + · · · + P ′(n−1)sn+1 ⊂ H
∼= Pn(t−1).
Rewrite Zn as
Zn = W( sn+1 ,t−1) + P ′1 + · · · + P ′(n−1)sn+1 + P nsn+1+1 + · · · + Ps ⊂ H.
Hence Zn is made ofW( sn+1 ,t−1) plus
ns
n+1 simple generic points in H .
Now we consider the ‘‘trace scheme’’:
Wn+1 = TrHWn = (t − 1)Π2 + · · · + (t − 1)Πt + 2P nsn+1+1 + · · · + 2Ps + P ′1 + · · · + P ′ nsn+1 ⊂ H ∼= P
nt−n.
The inequalities (n.1) and (n.2) imply that
dim(IWn,Pnt−(n−1))t ≤ dim(IZn,H)t−1 + dim(IWn+1 ,H)t . (n)
In order to compute dim(IWn+1,H)t , notice that from Lemma 2.10 the hyperplane Γ = ⟨Π2, . . . ,Πt⟩ is a fixed component
of the hypersurfaces defined by the forms of (IWn+1,H)t . Thus by removing this fixed component, and setting W
′
n+1 =
ResΓWn+1, we have
dim(IWn+1,H)t = dim(IW ′n+1,H)t−1; (n+ 1)
where
W ′n+1 = (t − 2)Π2 + · · · + (t − 2)Πt + 2P nsn+1+1 + · · · + 2Ps + P ′1 + · · · + P ′ nsn+1 ⊂ H ∼= P
nt−n.
Then we can rewriteW ′n+1 as
W ′n+1 = W( sn+1 ,t−1) + P ′1 + · · · + P ′ nsn+1 ⊂ H.
HenceW ′n+1 consists ofW( sn+1 ,t−1) plus
ns
n+1 simple generic points in H .
Now putting together the inequalities (1), (2), . . . , (n) and (n+ 1), yields:
dim(IW1,Pnt )t ≤ dim(IZ1,H)t−1 + dim(IW2,Pnt−1)t
≤ dim(IZ1,H)t−1 + dim(IZ2,H)t−1 + dim(IW3,Pnt−2)t
≤ dim(IZ1,H)t−1 + dim(IZ2,H)t−1 + dim(IZ3,H)t−1 + dim(IW4,Pnt−3)t
...
≤ dim(IZ1,H)t−1 + · · · + dim(IZn,H)t−1 + dim(IWn+1,H)t
= dim(IZ1,H)t−1 + · · · + dim(IZn,H)t−1 + dim(IW ′n+1,H)t−1.
Therefore,
dim(IW1,Pnt )t ≤
n−
i=1
dim(IZi,H)t−1 + dim(IW ′n+1,H)t−1, (♠)
where, as it can be seen from the above, the schemes Z1, . . . , Zn,W ′n+1 consist ofW( sn+1 ,t−1) plus
ns
n+1 simple generic points
in H ∼= Pn(t−1).
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Part 2.
Nowwe are ready to use the induction argument and complete the proof. For t = 3 , it is known that (see [21]) the higher
secant varieties of Segre varieties of this form, except for n = 2, t = 3, s = 4, have the expected dimensions. For t = 4,
we can use the fact that σ3(V1,4) is defective, and σs(V2,4), for each 2 ≤ s ≤ 9, is nondefective (see [9], Example 2.2, and [6],
Example 2.5, respectively). Thus we may assume that t ≥ 4. Notice that for a few values of t, n; the method described in
this part can not be applied, but direct computations with CoCoA [12] show that the higher secant varieties for these cases
also have the expected dimension (see App A.1 and Remark A.2).
Case s = st : We want to show
dim(IW1,Pnt )t ≤ (n+ 1)t − st(nt + 1).
The schemes Z1, . . . , Zn,W ′n+1 are of the type W( stn+1 ,t−1) plus
nst
n+1 simple generic points in H ∼= Pn(t−1), and as it is shown
in the Appendix [App A.1], stn+1 ≤ st−1. Hence by the induction hypothesis we get
dim(IZ1,H)t−1 = · · · = dim(IZn,H)t−1 = dim(IW ′n+1,H)t−1
= dim

IW
(
st
n+1 ,t−1)

t−1
− nst
n+ 1
= (n+ 1)t−1 − st
n+ 1 (n(t − 1)+ 1)−
nst
n+ 1
= (n+ 1)t−1 − st
n+ 1 (nt + 1). (Ď)
If we put together (♠) and (Ď), it follows
dim(IW1,Pnt )t ≤
n−
i=1
dim(IZi,H)t−1 + dim(IW ′n+1,H)t−1
=
n+1−
i=1

(n+ 1)t−1 − st
n+ 1 (nt + 1)

= (n+ 1)

(n+ 1)t−1 − st
n+ 1 (nt + 1)

= (n+ 1)t − st(nt + 1).
Therefore this case is settled.
Case s = st + n+ 1: We have to show
dim(IW1,Pnt )t = 0.
The schemes Z1, . . . , Zn,W ′n+1 are of the type W( st+n+1n+1 ,t−1)
plus n st+n+1n+1 simple generic points in H ∼= Pn(t−1), and as is
shown in the Appendix [App A.1], st+n+1n+1 ≤ st−1. Thus by induction hypothesis we get
dim(IZ1,H)t−1 = · · · = dim(IZn,H)t−1 = dim(IW ′n+1,H)t−1
= max

0, dim

IW
(
st+n+1
n+1 ,t−1)

t−1
− nst + n+ 1
n+ 1

= max

0, (n+ 1)t−1 − st + n+ 1
n+ 1 (n(t − 1)+ 1)− n
st + n+ 1
n+ 1

= max

0, (n+ 1)t−1 − st + n+ 1
n+ 1 (nt + 1)

;
and from Appendix [App A.3]
= 0. (Ě)
If we put together (♠) and (Ě), it follows that
dim(IW1,Pnt )t ≤
n−
i=1
dim(IZi,H)t−1 + dim(IW ′n+1,H)t−1 = 0
so
dim(IW1,Pnt )t = 0
and the proof is complete. 
1050 T. Aladpoosh, H. Haghighi / Journal of Pure and Applied Algebra 215 (2011) 1040–1052
4. Other related results
The present section contains a few results which are immediate consequences of the main theorem (see also [1], Section
5).
Proposition 4.1. If for some r ≥ 2, t = (n+1)r−1n , then all the higher secant varieties of Vn,t have the expected dimensions.
Proof. From t = (n+1)r−1n we have nt + 1 = (n+ 1)r . Thus
(n+ 1)t
nt + 1 =
(n+ 1)t
(n+ 1)r = (n+ 1)
t−r .
Since t ≥ r , so (n+1)tnt+1 ∈ N and it is expressed as a power of n+ 1. Now with the notations as in Theorem 3.1 it follows that
st =
[
(n+ 1)t
nt + 1
]
−
[
(n+ 1)t
nt + 1
]
mod (n+ 1)

= (n+ 1)
t
nt + 1 − 0 =
(n+ 1)t
nt + 1 .
By Theorem 3.1, for s = st , the dimension of σs(Vn,t) is the expected one, i.e.,
dim σst (Vn,t) = st(nt + 1)− 1 =
(n+ 1)t
nt + 1 (nt + 1)− 1
= (n+ 1)t − 1 = N.
Thus σst (Vn,t) = PN , and by Theorem 3.1, for every s, σs(Vn,t) has the expected dimension. 
Corollary 4.2. All higher secant varieties of Vn,n+2 have the expected dimension.
Proof. It is enough to put k = 2 in Proposition 4.1. Then
t = (n+ 1)
2 − 1
n
= n+ 2. 
The following proposition is a straightforward consequence of Theorem 3.1, which is already proved in [6].
Proposition 4.3. For each positive integer s ≤ n+ 1, dim σs(Vn,t) is the expected one.
Proof. With the notations as in Theorem 3.1, st is a multiple of n+ 1. Thus n+ 1 ≤ st and by Theorem 3.1, for every s ≤ st ,
σs(Vn,t) has the expected dimension. Consequently this is true for every s ≤ n+ 1. 
Theorem 4.4. Let X be the Segre–Veronese embedding of Pn × · · · × Pn (t-times) via the complete linear system
O(Pn×···×Pn)(d1, . . . , dt), with t ≥ 3. Then for every s ≤ st , σs(X) has the expected dimension, where
st =
[
(n+ 1)t
nt + 1
]
−
[
(n+ 1)t
nt + 1
]
mod (n+ 1)

.
Proof. If (d1, . . . , dt) = (1, . . . , 1), that is, X is the Segre variety Pn× · · · × Pn, then by Theorem 3.1, for every s ≤ st , σs(X)
has the expected dimension. Equivalently, from Corollary 2.7 and Theorem 3.2,
dim(IW )t = dim(IZ )(1,...,1) = (n+ 1)t − s(nt + 1).
We denote the Hilbert function and Hilbert polynomial of Z by H(Z) and P(Z), respectively. Then from the previous equality
for s ≤ st we have
H(Z, (1, . . . , 1)) = s(nt + 1) = deg(Z) = P(Z),
so for every (d1, . . . , dt) ≥ (1, . . . , 1) this implies that
H(Z, (1, . . . , 1)) = P(Z),
i.e.,
dim(IZ )(d1,...,dt ) = (n+ 1)t − s(nt + 1). 
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Appendix
For completeness of the proof, in this sectionweprove some inequalitieswhich are used in the proof of themain theorem.
App A.1. Let n ≥ 1 and t ≥ 3. With the notations as in the Theorem 3.1 we have
st
n+ 1 ≤
st + n+ 1
n+ 1 ≤ st−1.
Proof. The inequality stn+1 ≤ st+n+1n+1 is trivial, so it is enough to show that st−1 − st+n+1n+1 ≥ 0.
Recall that
st =
[
(n+ 1)t
nt + 1
]
−
[
(n+ 1)t
nt + 1
]
mod (n+ 1)

= (n+ 1)
t
nt + 1 − a (0 ≤ a < n+ 1);
and
st−1 =
[
(n+ 1)t−1
n(t − 1)+ 1
]
−
[
(n+ 1)t−1
n(t − 1)+ 1
]
mod (n+ 1)

= (n+ 1)
t−1
n(t − 1)+ 1 − b (0 ≤ b < n+ 1);
therefore,
st−1 − st + n+ 1n+ 1 = (n+ 1)
t−1

1
nt − n+ 1 −
1
nt + 1

− b+ a
n+ 1 − 1
= n(n+ 1)
t
(n+ 1)(nt − n+ 1)(nt + 1) − b+
a
n+ 1 − 1
≥ n(n+ 1)
t
(n+ 1)(nt − n+ 1)(nt + 1) − (n+ 2).
By an easy computation one sees that for every n and every t ≥ 4, the inequality n(n+1)t
(n+1)(nt−n+1)(nt+1) ≥ n+ 2 holds with the
exception of the following cases:
• t = 4 and 2 ≤ n ≤ 11;
• t = 5 and 1 ≤ n ≤ 3;
• t = 6 and 1 ≤ n ≤ 2;
• t = 7 and n = 1;
• t = 8 and n = 1;
• t = 9 and n = 1. 
Remark A.2. The main theorem is also valid for the above exceptions. In fact one may use CoCoA [12] to see, in all these
cases, that higher secant varieties have the expected dimensions.
App A.3. Let n ≥ 1 and t ≥ 3. With the notations as in Theorem 3.1 we have
(n+ 1)t−1 ≤ st + n+ 1
n+ 1 (nt + 1).
Proof. In fact, since
st =
[
(n+ 1)t
nt + 1
]
−
[
(n+ 1)t
nt + 1
]
mod (n+ 1)

≥ (n+ 1)
t
nt + 1 − (n+ 1)
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we have
st + n+ 1
n+ 1 (nt + 1) ≥
1
n+ 1

(n+ 1)t
nt + 1 − (n+ 1)+ (n+ 1)

(nt + 1)
= (n+ 1)t−1.
which concludes the paper. 
References
[1] H. Abo, G. Ottaviani, C. Peterson, Induction for secant varieties of Segre varieties, Trans. Amer. Math. Soc. 361 (2006) 767–792.
[2] J. Alexander, A. Hirschowitz, Polynomial interpolation in several variables, J. Algebraic Geom. 4 (1995) 201–222.
[3] J. Alexander, A. Hirschowitz, An asymptotic vanishing theorem for generic unions of multiple points, Invent. Math. 140 (2) (2000) 303–325.
[4] E.S. Allman, J.A. Rhodes, Phylogenetic ideals and varieties for the general Markov model, Adv. Appl. Math. 40 (2) (2008) 127–148.
[5] P. Bürgisser, M. Clausen, M.A. Shokrollahi, Algebraic Complexity Theory, in: Grund. der Math. Wiss, vol. 315, Springer, Berlin, 1997.
[6] M.V. Catalisano, A.V. Geramita, A. Gimigliano, Ranks of tensors, secant varieties of Segre varieties and fat points, Linear Algebra Appl. 355 (2002)
263–285.
[7] M.V. Catalisano, A.V. Geramita, A. Gimigliano, Higher secant varieties of the Segre varieties of P1×· · ·×P1 , J. Pure Appl. Algebra. 201 (2005) 367–380.
[8] M.V. Catalisano, A.V. Geramita, A. Gimigliano, Higher secant varieties of Segre–Veronese varieties, in: Projective Varieties with Unexpected Properties,
Walter de Gruyter, Berlin, 2005, pp. 81–107.
[9] M.V. Catalisano, A.V. Geramita, A. Gimigliano, Segre–Veronese embeddings of P1 × P1 × P1 and their secant varieties, Collect. Math. 58 (1) (2007)
1–24.
[10] M.V. Catalisano, A.V. Geramita, A. Gimigliano, Secant varieties of P1 × · · · × P1 (n-times) are not defective for n ≥ 5, J. Algebraic Geom. (in press).
[11] L. Chiantini, C. Ciliberto, Weakly defective varieties, Trans. Amer. Math. Soc. 354 (2001) 151–178.
[12] A. Capani, G. Niesi, L. Robbiano, CoCoA: a system for doing computations in Commutative Algebra, available at http://cocoa.dima.unige.it.
[13] C. Ciliberto, Geometric aspects of polynomial interpolation in more variables and of Waring’s problem, in: Proceedings of the European Congress of
Mathematics, Barcelona, in: Progress in Math, Birkhäuser, 2001, pp. 289–316.
[14] R. Ehrenborg, On apolarity and generic canonical forms, J. Algebra. 213 (1999) 167–194.
[15] N. Eriksson, K. Ranestad, B. Sturmfels, S. Sullivant, Phylogenetic algebraic geometry, 2004, preprint arXiv:math.AG/0407033v1.
[16] A.V. Geramita, Inverse systems of fat points: Waring’s problem, secant varieties of Veronese varieties and parameter spaces for Gorenstein ideals,
in: Queen’s Papers in Pure and Applied. Math., vol. 102, in: The Curves Seminar at Queen’s, vol. X, Kingston, Ontario, Canada, 1996.
[17] H. Heydari, Geometrical structure of entangled states and secant variety, 2006, preprint arXiv:quant-ph/0611144.
[18] A. Hirschowitz, La méthode d’Horace pour l’interpolation à plusieurs variables, Manuscripta Math. 50 (1985) 337–388.
[19] J.M. Landsberg, Geometry and complexity of matrix multiplication, Bull. Amer. Math. Soc. 45 (2) (2008) 247–284.
[20] J.M. Landsberg, L. Manivel, On the ideals of secant varieties of Segre varieties, Found. Comput. Math. 4 (2004) 397–422.
[21] T. Lickteig, Typical tensorial rank, Linear Algebra Appl. 69 (1985) 95–120.
[22] F. Palatini, Sulle varietà algebriche per le quali sono di dimensioneminore dell’ordinario, senza riempire lo spazio ambiente, una o alcuna delle varietà
formate da spazi seganti, Atti Accad. Torino Cl. Scienze Mat. Fis. Nat. 44 (1909) 362–375.
[23] B. Sturmfels, Algebraic Statistics, Cambridge University Press, 2004.
[24] A. Terracini, Sulle Vk per cui la varietà degli Sh(h+ 1)-seganti ha dimensione minore dell’ordinario, Rend. Circ. Mat. Palermo. 31 (1911) 392–396.
[25] F.L. Zak, Tangents and secants of algebraic varieties, in: Transl. Math. Monogr., vol. 127, AMS, Providence, RI, 1993.
Further reading
[1] E. Carlini, M.V. Catalisano, A.V. Geramita, Bipolynomial Hilbert functions, J. Algebra 324 (4) (2010) 758–781.
