We consider the problem of learning an unknown function f on the d-dimensional sphere with respect to the square loss, given i.i.d. samples {(yi, xi)} i≤n where xi is a feature vector uniformly distributed on the sphere and yi = f (xi). We study two popular classes of models that can be regarded as linearizations of two-layers neural networks around a random initialization: (RF) The random feature model of RahimiRecht; (NT) The neural tangent kernel model of Jacot-Gabriel-Hongler. Both these approaches can also be regarded as randomized approximations of kernel ridge regression (with respect to different kernels), and hence enjoy universal approximation properties when the number of neurons N diverges, for a fixed dimension d.
Introduction and main results
In the canonical statistical learning problem, we are given independent and identically distributed (i.i.d.) pairs (y i , x i ), i ≤ n, where x i ∈ R d is a feature vector and y i ∈ R is a label or response variable. We would like to construct a function f which allows us to predict future responses. Throughout this paper, we will measure the quality of a predictor f via its square prediction error (risk): R(f ) ≡ E{(y − f (x)) 2 }. Current practice suggests that -for a number of important applications-the best learning method is a multi-layer neural network. The simplest model in this class is given by two-layers networks (NN):
Here N is the number of neurons and σ : R → R is an activation function. Over the last several years, considerable attention has been devoted to two classes of models that can be regarded as linearizations of two-layers networks. The first one is the random features model of Rahimi and Recht [RR08] , which only optimizes over the weights a i 's, while keeping the first layer fixed: . We use least square to estimate the model coefficients from n samples and report the test error over n test = 1500 fresh samples. Data points correspond to averages over 10 independent repetitions, and the risk is normalized by the risk R 0 of the trivial (constant) predictor.
Here W ∈ R n×d is a matrix whose i-th row is the vector w i . In the RF model, this is chosen randomly, and independent of the data.
The second model is the neural tangent kernel of Jacot, Gabriel and Hongler [JGH18] , which we define as
Again, W is a matrix of weights that is not optimized over, but instead drawn at random. Further σ is the derivative of the activation function with respect to its argument (if w i , x has a density, σ only needs to be weakly differentiable). This can be viewed as a first order Taylor expansion of the neural network model around a random initialization [JGH18] . Several recent papers argue that this linearization indeed captures the behavior of the original neural network, when the latter is fitted using stochastic gradient descent (SGD), and provided the model is sufficiently overparametrized (see Section 2 for pointers to this line of work). We use n train samples and report the test error over n test = 1500 fresh samples. Data points correspond to averages over 50 independent repetitions, and the risk is normalized by the risk R 0 of the trivial (constant) predictor. Training uses oracle knowledge of the function f ,3 .
A numerical experiment
The starting point of this paper is a simple -and yet surprising-simulation study. We consider feature vectors normalized so that x i 2 2 = d, and otherwise uniformly random, and responses y i = f (x i ), for a certain function f . Indeed, this will be the setting throughout the paper:
) (where S d−1 (r) denotes the sphere with radius r in d dimensions) and f :
We draw random weights (w i ) i≤N ∼ iid Unif(S d−1 (1)), and use n samples to learn a model in F RF (W ) or F NT (W ). We estimate the risk (test error) using n test = 1500 fresh samples, and normalize it by the risk of the trivial model R 0 = E{f (x) 2 }. . We use shifted ReLU activations σ(u) = max(u − u 0 , 0), u 0 = 0.5, and learn the model parameters using least squares. If the model is overparametrized, we select the minimum 2 -norm solution. (We refer to Appendix A for simulations using ridge regression instead.)
The results are somewhat disappointing: in two cases (the first and third figures) these advanced machine learning methods do not beat the trivial predictor. In one case (the second one), the NT model surpasses the trivial baseline, and it appears to decrease to 0 as the number of samples n gets large. We also note that the risk shows a cusp when n ≈ p, with p the number of parameters of the model (p = N for RF, and p = N d for NT). This phenomenon is related to overparametrization, and will not be discussed further in this paper (see [BHMM18, BHX19, HMRT19] for relevant work). We will instead focus on the population behavior n → ∞.
The reader might wonder whether these poor performances are due to the choice of extremely complex ground truth f . Figures 1 and 2 use a simple quadratic function Figure 3 we instead try to learn a third-order polynomial
In other words, the RF model does not appear to be able to learn a simple quadratic function, and the NT model does not appear to be able to learn a third order polynomial. This is surprising, especially in view of two remarks:
• General theory implies that both these functions can be represented arbitrarily well with an unbounded number of neurons N (see, e.g., [Cyb89] ).
• There exist models in F NN with N = O(d), and a small risk at both f ,2 and f ,3 (see, e.g., [Bac17b] , or [MMN18, Proposition 1]).
We demonstrate the second point empirically in Fig. 4 by choosing weight vectors w i = s i e r(i) , where
. uniformly random indices, and the scaling factor is s i ∼ N(0, 1). Fixing this random first-layer weights, we fit the second-layer weights a i by least squares. The risk achieved is an upper bound on the minimum risk in the NN model, namely
2 }, and is significantly smaller than the baseline R 0 . (The risk reported in Fig. 4 can also be interpreted as a 'random features' risk. However, the specific distribution of the vectors w i is tailored to the function f , and hence not achievable within the RF model.)
Main results
The origin for the mismatch between classical theory and the findings of Figures 1 to 3 is that universal approximation results apply to the case of fixed dimension d, as number of neurons N grows to infinity. In this paper we focus on the population behavior (i.e. n → ∞) and unveil a remarkably simple behavior of the models RF and NT when d and N grow together. Our results can be summarized as follows: 
More generally, if N ≤ d +1−δ d , then RF does not outperform linear regression over all monomials of degree at most in x.
If
, then NT does not outperform linear regression over monomials of degree at most two in x (i.e. least squares with the model f (
, then NT does not outperform linear regression over all monomials of degree at most + 1 in x.
3. As a consequence of the technical result at point 1, we prove a lower bound on the generalization error of Kernel Ridge Regression (KRR) under the same data distribution described above, for any rotationally invariant kernel on the sphere
This includes, as a special case, the NT kernel for general multilayer networks.
We show that, if the sample size is
, then the test prediction error of KRR is lower bounded by the population error of linear regression over polynomials of maximum degree .
Let us mention that the results for RF are obtained under weaker assumptions on the activation function. This is the reason for the somewhat more intricate condition on N in point 1, see also Remark 1.2 below.
In the rest of this section, we state formally our results 1 and 2 about the RF and NT. We defer formal statements about KRR to Section 3. We define the minimum population risk for any of the models M ∈ {RF, NT} by
Notice that this is a random variable because of the random features encoded in the matrix W ∈ R n×d . Also, it depends implicitly on d, N , but we will make this dependence explicit only when necessary.
For ∈ N, we denote by
the orthogonal projector onto the subspace of polynomials of degree at most . (We also let P > = I − P ≤ .) In other words, P ≤ f is the function obtained by linear regression of f onto monomials of degree at most .
Our main theorems formalize the above discussion. (Throughout this paper 'with high probability' means 'with probability converging to one as d, N → ∞'.)
Theorem 1 (Risk of the RF model). Assume N ≤ d +1−δ d for a fixed integer and any sequence δ d such that δ
Then, for any ε > 0, the following holds with high probability:
(2) Remark 1.1. Note that this theorem holds under very weak conditions on the activation function, which may depend on the dimension d.
is the one-dimensional projection of the uniform measure over
(ii) By an explicit calculation, the density ofτ 
Remark 1.2. The conclusion of Theorem 1 can be established 1 by a somewhat simpler proof if the activation function σ is independent of d and satisfies the following regularity conditions: (i) σ(u) 2 ≤ c 0 exp(c 1 u 2 /2) for some c 1 < 1; (ii) σ is not a polynomial of degree smaller than 2 + 3. Under these conditions, the conclusion holds for
For the NT model, the proof, while following the same scheme as for the RF , is more challenging. We restrict our setting to a fixed activation function σ which is weakly differentiable, with weak derivative σ that does not grow too fast (in particular, exponential growth if fine). We further require the Hermite decomposition of σ to satisfy a mild 'genericity' condition. Recall that the k-th Hermite coefficient of a function h can be defined as µ k (h) ≡ E G∼N(0,1) {h(G)He k (G)}, where He k (x) is the k-th Hermite polynomial (see Section 4 for further background).
)} d≥1 be a sequence of functions. Let σ be a fixed activation function which is weakly differentiable, with weak derivative σ such that σ (u) 2 ≤ c 0 exp(c 1 u 2 /2) for some constants c 0 , c 1 , with c 1 < 1. Further assume the Hermite coefficients {µ k (σ )} k≥0 to be such that, there exists k 1 , k 2 ≥ 2 + 7 such that µ k1 (σ ), µ k2 (σ ) = 0 and
In words, Eq. (2) amounts to say that the risk of the random feature model can be approximately decomposed in two parts, each non-negative, and each with a simple interpretation:
The second contribution, P > f d 2 L 2 is simply the risk achieved by linear regression with respect to polynomials of degree at most . In the special case = 1, this is the risk of simple linear regression with respect to the raw features. The first contribution R RF (P ≤ f d , W ) is the risk of the RF model when applied to the low-degree component of f d (the linear component for = 1). In general this will be strictly positive. Equation (4) yields a similar decomposition for the NT model. Remark 1.3. It is easy to check that the conditions on the activation function in Theorem 2 hold for all , for all commonly used activations.
For instance the ReLU activation σ(u) = max(u, 0) and its weak derivative σ (x) = 1 x≥0 have subexponential growth. Further its Hermite coefficients are µ 0 (σ ) = 1/2 and
which satisfy the required condition of Theorem 2 for each . (In checking the condition, it might be useful to notice the relation
In the next section, we will briefly overview related literature. Section 3 presents our result on kernel methods. Section 4 provides some technical background, in particular on orthogonal polynomials, that is useful for the proofs. We will prove the statement for the RF model, Theorem 1, in Section 5. The proof for the NT model, Theorem 2, is similar but technically more involved and is presented in Section 6.
Related work
Approximation properties of neural networks and, more generally, nonlinear approximation have been studied in detail in the nineties, see e.g. [DHM89, GJP95, Mha96] . The main concern of the present paper is quite different, since we focus on the random feature model, and the (recently proposed) neural tangent model. Further, our focus is on the high-dimensional regime in which N grows with d. Most approximation theory literature considers d fixed, and N → ∞.
The random features model RF has been studied in considerable depth since the original work in [RR08] . The classical viewpoint suggests that F RF should be regarded as an approximation of the reproducing kernel Hilbert space (RKHS) F H defined by the kernel (see [BTA11] for general background)
Indeed the space F RF is the RKHS defined by the following finite-rank approximation of this kernel
The paper [RR08] proved convergence of H N to H as functions. Subsequent work established quantitative approximation of F H by the random feature model F RF . In particular, [Bac17b] provides upper and lower bounds in terms of the eigenvalues of the kernel H, which match up to logarithmic terms (see also [Bac13, AM15, RR17] for related work). Such approximation results can be used to derive risk bounds. Namely, a given function f in a suitable smoothness class (e.g. a Sobolev space) can be approximated by a function in F RF , with sufficiently small 2 norm of the coefficients a 2 2 . This implies that the risk decays to 0 as the number of samples and number of neurons N diverge, for any fixed dimension.
Of course, this approach generally breaks down if the dimension d is large (technically, if d grows with N ). This 'curse of dimensionality' is already revealed by classical lower bounds in functional approximation, see e.g. [DHM89, Bac17b, Bac17a] . Related phenomena were explored in the context of projection pursuits, e.g. in [DJ89] . However, previous work does not clarify what happens precisely in the high-dimensional regime. In contrast, the picture emerging from our work is remarkably simple. In particular, in the regime The connection between kernel methods and neural networks was recently revived by the work of Belkin and coauthors [BMM18, BRT18] who pointed out intriguing similarities between some properties of modern deep learning models, and large scale kernel learning. A concrete explanation for this analogy was proposed in [JGH18] via the NT model. This explanation postulates that, for large neural networks, the network weights do not change much during the training phase. Considering a random initialization {(u i , w i )} i≤N and denoting by {(c i , b i )} i≤N the change during the training phase, we linearize the neural network as
Assuming f 0 (x) ≈ 0 (which is reasonable for certain random initializations), this suggests that a two-layers neural network learns a model in F RF + F NT (if both layers are trained), or simply F NT (if only the first layer is trained). The analysis of [DZPS18, DLL + 18, AZLS18, ZCZG18, ADH + 19] establishes that indeed this linearization is accurate in a certain highly overparametrized regime, namely when N n c0 for a certain constant c 0 . Empirical evidence in the same direction was presented in [LXS + 19] . Does this mean that large (wide) neural networks can be interpreted as random feature approximations to certain kernel methods? Our results suggest some caution: in high dimension, the actual models learnt by random features methods are surprisingly naive. The recent paper [YS19] also suggests caution by showing that a single neuron cannot be approximated by random feature models with a subexponential number of neurons.
An alternative approach to the analysis of two-layers neural networks, focusing on the limit of a large number of neurons, was developed in [MMN18, RVE18, SS18, CB18, MMM19] using mean field theory. Unlike in the neural tangent approach, the evolution of network weights is described beyond the linear regime in this theory.
Kernel Ridge Regression
As anticipated in Section 1.2, our main result for the RF risk -Theorem 1-has direct implications on the generalization properties of Kernel Ridge Regression (KRR). Indeed, a lower bound on the generalization error follows by a simple re-interpretation of the theorem's statement.
We consider the same data model as in the previous sections: we observe pairs (
, and
The scaling factor √ d is introduced here to make contact with the normalization used in previous sections, and is not necessary: indeed,h d can depend itself on d. Consider any regression method of the form
where f h is the reproducing kernel Hilbert space (RKHS) with respect to the kernel h. By the representer theorem [BTA11] there exist coefficientsâ 1 , . . . ,â n such that
We are therefore led to define the following data-dependent prediction risk function for kernel methods
The next theorem provides a decomposition of this generalization error that is analogous to the one given in Theorem 1. Notice however that the controlling factor is not the number of neurons N , but instead the sample size n.
. Then for any ε > 0, with high probability as d → ∞, we have
Proof. This follows immediately from Theorem 1. Indeed, setting
, whence the claim follows by applying Eq. (2).
Remark 3.1. This theorem applies to an extremely broad family of kernels, provided they are rotationally invariant. For instance, it is sufficient that sup |u|≤
In particular, the neural tangent kernel [JGH18] for multi-layer neural networks (with arbitrarily many layers) is rotationally invariant, provided weights are initialized in a rotationally-invariant manner, e.g. as i.i.d. Gaussians. In regimes in which the NT kernel describe accurately the behavior of wide multi-layer neural networks [DZPS18, DLL + 18, AZLS18, ZCZG18, ADH + 19], we expect the above theorem to apply to the latter.
Kernel ridge regression is one specific way of selecting the coefficientsâ i , namelŷ
where the kernel matrix H = (H ij ) ij∈[n] is given by
and y = (y 1 , . . . , y n ) T . Theorem 3 allows to lower bound the prediction error of the resulting functionf λ (x), cf. Eq. (12). In particular, for any λ > 0,
Technical background
In this section we introduce some notation and technical background which will be useful for the proofs in the next sections. In particular, we will use decompositions in (hyper-)spherical harmonics on the S d−1 ( √ d) and in orthogonal polynomials on the real line. All of the properties listed below are classical: we will however prove a few facts that are slightly less standard. We refer the reader to [EF14, Sze39, Chi11] for further information on these topics. As mentioned above, expansions in spherical harmonics were used in the past in the statistics literature, for instance in [DJ89, Bac17a] .
Functional spaces over the sphere
x 2 = r} denote the sphere with radius r in R d . We will mostly work with the sphere of radius
and will denote by τ d−1 the uniform probability measure on
All functions in the following are assumed to be elements of
For ∈ Z ≥0 , letṼ d, be the space of homogeneous harmonic polynomials of degree on R d (i.e. homogeneous polynomials q(x) satisfying ∆q(x) = 0), and denote by V d, the linear space of functions obtained by restricting the polynomials inṼ d, to
With these definitions, we have the following orthogonal decomposition
The dimension of each subspace is given by
For each ∈ Z ≥0 , the spherical harmonics {Y
Note that our convention is different from the more standard one, that defines the spherical harmonics as functions on S d−1 (1). It is immediate to pass from one convention to the other by a simple scaling. We will drop the superscript d and write
,j whenever clear from the context. We denote by P k the orthogonal projections to
). This can be written in terms of spherical harmonics as
We also define
Gegenbauer polynomials
The -th Gegenbauer polynomial Q (d) is a polynomial of degree . Consistently with our convention for spherical harmonics, we view
, satisfying the normalization condition:
In particular, these polynomials are normalized so that Q (d) (d) = 1. As above, we will omit the superscript d when clear from the context. Gegenbauer polynomials are directly related to spherical harmonics as follows. Fix v ∈ S d−1 ( √ d) and consider the subspace of V formed by all functions that are invariant under rotations in R d that keep v unchanged. It is not hard to see that this subspace has dimension one, and coincides with the span of the function
We will use the following properties of Gegenbauer polynomials
3. Recurrence formula
Note in particular that property 2 implies that -up to a constant-Q
k ( x, y ) is a representation of the projector onto the subspace of degree -k spherical harmonics
Hermite polynomials
The Hermite polynomials
2 /2 dx/ √ 2π is the standard Gaussian measure, and He k has degree k. We will follow the classical normalization (here and below, expectation is with respect to G ∼ N(0, 1)):
As a consequence, for any function g ∈ L 2 (R, γ), we have the decomposition
The Hermite polynomials can be obtained as high-dimensional limits of the Gegenbauer polynomials introduced in the previous section. Indeed, the Gegenbauer polynomials are constructed by Gram-Schmidt orthogonalization of the monomials {x k } k≥0 with respect to the measureτ , it is immediate to show that, for any fixed integer k,
Here and below, for P a polynomial, Coeff{P (x)} is the vector of the coefficients of P .
Notations
Throughout the proofs, O d ( · ) (resp. o d ( · )) denotes the standard big-O (resp. little-o) notation, where the subscript d emphasizes the asymptotic variable. We denote O d,P ( · ) (resp. o d,P ( · )) the big-O (resp. little-o) in probability notation:
and respectively:
We will occasionally hide logarithmic factors using theÕ
Similarly, we will denoteÕ d,P ( · ) (resp. o d,P ( · )) when considering the big-O in probability notation up to a logarithmic factor. 
. . , w N ), and Θ = (θ 1 , . . . , θ N ). We denote E θ to be the expectation operator with respect to θ ∼ Unif(
, E x to be the expectation operator with respect to
, and E w to be the expectation operator with respect to w ∼ Unif(
Define the random matrix U = (U ij ) i,j∈ [N ] , with
In what follows, we write
for the random features risk, omitting the dependence on the weights W = Θ/ √ d. By the definition and a simple calculation, we have
By orthogonality, we have
which gives
where the last inequality used the fact that
We claim that we have
This is achieved by the Proposition 1 and 2 stated below. We will denote below by λ k (σ d ), k ≥ 0, the coefficients of σ d in the basis of Gegenbauer polynomials.
where
Proposition 1 (Expected norm of V ). Let {σ d } d≥1 be a sequence of activation functions with
Proposition 2 (Lower bound on the kernel matrix).
N ×N be the kernel matrix defined by Eq. (31). Then for any ε ∈ (0, 1),
with high probability as d → ∞.
The proof of Proposition 2 relies on the following tight bound on the operator norm of the Gegenbauer polynomials of the Gram matrix:
be the k'th Gegenbauer polynomial with domain
The proofs of these three propositions are provided in the next sections. Proposition 1 implies
From Proposition 2, we have with high probability
Then by Markov inequality, we have with high probability
Equation ( 
is non-negative for d ≥ 2. This immediately shows that B(d, k) is non-decreasing in k.
Proof of Proposition 1
The quantity E ≥ can be rewritten as
First we calculate
Note the spherical harmonics expansion of P k f gives
and the Gegenbauer expansion of σ d gives
By the fact that
we have
We deduce that
This proves the proposition.
Proof of Proposition 2
Recall the expansion of σ d in terms of Gegenbauer polynomials, see Eqs. (34), (34). From the properties of Gegenbauer polynomials, we have
We can therefore decompose U :
As a result, we haveÛ 0, and hence U =Û +Ū Ū .
In the following, we give a lower bound forŪ . Note we have
By Proposition 3, we have sup
Further we have E sup
For d sufficiently large, there exists C > 0 such that for any p ≥ m ≡ 2 + 3:
Hence, there exists constant C , such that for large d, we have
Combining Eq. (37) and (38) we get
Plug Eq. (39) into Eq. (36), we get with high probabilitȳ
Hence the proposition follows.
Proof of Proposition 3
Step 1. Bounding operator norm by moments.
For any sequence of integers p = p(d), we have
To prove the proposition, it suffices to show that for any sequence
In the following, we calculate E[Tr(∆ 2p )]. We have
To calculate this quantity, we will apply repeatedly the following identity, which is an immediate consequence of Eq. (21). For any i 1 , i 2 , i 3 distinct, we have
Throughout the proof, we will denote by C, C , C constants that may depend on k but not on p, d, N . The value of these constants is allowed to change from line to line.
Step 2. The induced graph and equivalence of index sequences. For any index sequence i = (i 1 , i 2 , . . . , i 2p ) ∈ [N ] 2p , we defined an undirected multigraph G i = (V i , E i ) associated to index sequence i. The vertex set V i is the set of distinct elements in i 1 , . . . , i 2p . The edge set E i is formed as follows: for any j ∈ [2p] we add an edge between i j and i j+1 (with convention 2p + 1 ≡ 1). Notice that this be a self-edge, or a repeated edge: G i = (V i , E i ) will be -in general-a multigraph. We denote v(i) = |V i | to be the number of vertices of G i , and e(i) = |E i | to be the number of edges (counting multiplicities). In particular, e(i) = k for i ∈ [N ] k . We define
For any two index sequences i 1 , i 2 , we say they are equivalent i 1 i 2 , if the two graphs G i1 and G i2 are isomorphic, i.e. there exists an edge-preserving bijection of their vertices (ignoring vertex labels). We denote the equivalent class of i to be C(i) = {j : j i}.
We define the quotient set Q(p) by
For any integer k ≥ 2 and i = (i 1 , . . . , i k ) ∈ [N ] k , we define
Lemma 2. The following properties holds for all sufficiently large N and d:
(a) For any equivalent index sequences i = (i 1 , . . . , i 2p ) j = (j 1 , . . . , j 2p ), we have
(c) For any index sequence i ∈ T (p), the degree of any vertex in G i must be even.
(e) Recall that v(i) = |V i | denotes the number of distinct elements in i. Then, for any i ∈ [N ] 2p , the number of elements in the corresponding equivalence class satisfies
Proof. Properties (a), (b) and (c) are straightforward. Note that v(i) ≤ 2p for any i ∈ [N ] 2p . For property (d), notice that to each distinct equivalence class we can associate, in an injective manner, a string of length 2p over an alphabet of size 2p (simply follow the elements in i in order, and replace the labels by some canonical ones, e.g. {1, 2, 3, . . . } in order of appearance). Therefore the number of classes is bounded as
For property (e), we need to bound the number of elements in C(i) for representative i with degree v(i). elements. As a result, we have
This proves property (e).
In view of property (a) in the last lemma, given an equivalence class C = C(i), we will write M C = M i for the corresponding value
Step 3. The skeletonization process.
For multi-graph G, we say that one of its vertices is redundant, if it has degree 2. For any index
2p (i.e. such that G i does not have self-edges), we denote by r(i) ∈ N + to be the redundancy of i, and by sk(i) to be the skeleton of i, both defined by the following skeletonization process.
2p . For any integer s ≥ 0, if G is has no redundant vertices then stop and set sk(i) = i s . Otherwise, select a redundant vertex i s ( ) arbitrarily (the -th element of i s ). If i s ( − 1) = i s ( + 1), then remove i s ( ) from the graph (and from the sequence), together with its adjacent edges, and connect i s ( − 1) and i s ( + 1) with an edge, and denote i s+1 to be the resulting index sequence, i.e., i s+1 = (i s (1), . . . , i s ( − 1), i s ( + 2), . . . , i s (end)). If i s ( − 1) = i s ( + 1), then remove i s ( ) from the graph (and from the sequence), together with its adjacent edges, and denote i s+1 to be the resulting index sequence, i.e., i s+1 = (i s (1), . . . , i s ( − 1), i s ( + 1), i s ( + 2), . . . , i s (end)). (Here + 1, and − 1 have to be interpreted modulo |i s |, the length of i s .) The redundancy of i, denoted by r(i), is the number of vertices removed during the skeletonization process.
It is easy to see that the outcome of this process is independent of the order in which we select vertices.
Example 1. For illustration, we give two examples of skeletonization processes:
• Let i = (1, 2, 1, 3, 4, 3), and set i 0 = i. First notice that {2, 4} are redundant vertices and re can remove them in arbitrary order to get i 2 = (1, 3). Then notice that 3 is redundant whence we get i 3 = {1}. Hence we have r(i) = 3, and sk(i) = (1).
• Consider the skeletonization process of j = (1, 2, 3, 2, 4, 3). Take j 0 = j. First notice that {1, 4} are redundant vertices and can be removed in arbitrary order to get j 2 = (2, 3, 2, 3). We see that there is no further redundant vertex in G j1 , so that r(j) = 2, and sk(j) = j 1 = (2, 3, 2, 3).
Lemma 3. For the above skeletonization process, the following properties hold
That is, the skeletons of equivalent index sequences are equivalent.
Then we have
2p , its skeleton is either formed by a single element, or an index sequence whose graph has the property that every vertex has degree greater or equal to 4.
Proof. Property (a) holds by the definition of equivalence which is graph isomorphism. Property (b) used the fact that, if i = j 1 and i = j 2 , we have
so that deleting a redundant vertex will contribute a 1/B(d, k) factor. To show property (c), note that any intermediate index sequence i s in the skeletonization process is such that G is only has even degree vertices, is connected, and has no self-edges (by induction). Hence, G sk(i) only has even degree vertices, is connected, and has no self-edges. Note that G sk(i) cannot have degree-2 vertices, and has at least one vertex (because the last vertex is not removed). Therefore, as long as sk(i) contains at least two vertices, G sk(i) can only contain vertices with degree greater or equal to 4.
Given an index sequence i ∈ T (p) ⊂ [N ]
2p , we say i is of type 1, if sk(i) contains only one index. We say i is of type 2 if sk(i) is not empty (so that by Lemma 3, G sk(i) can only contain vertices with degree greater or equal to 4). Denote the class of type 1 index sequence (respectively type 2 index sequence) by T 1 (p) (respectively T 2 (p)). We also denote by T a (p), a ∈ {1, 2} the set of equivalence classes of sequences in T a (p). This definition makes sense since the equivalence class of the skeleton of a sequence only depends on the equivalence class of the sequence itself.
Step 4. Type 1 index sequences.
Recall that v(i) is the number of vertices in G i , and e(i) is the number of edges in G i (which coincides with the length of i). We consider i ∈ T 1 (p). Since for i ∈ T 1 (p), every edge of G i must be at most a double edge. Indeed, if (u 1 , u 2 ) had multiplicity larger than 2 in G i , neither u 1 nor u 2 could be deleted during the skeletonization process, contradicting the assumption that sk(i) contains a single vertex. Therefore, we must have min i∈T1 v(i) = p + 1. According the Lemma 3.(b), for every i ∈ T 1 (p), we have
Note by Lemma 2.(e), the number of elements in the equivalence class of i is
where in the last step we used Lemma 2 and the fact that
Step 5. Type 2 index sequences.
We have the following simple lemma bounding M i . This bound is useful when i is a skeleton. 
Proof. By Holder's inequality, we have
The lemma following by the claim that (for
In the following, we will write Coeff{q(x); x } for the coefficient of x in the polynomial q(x). To show the above claim, recall that we have, for any ,
Therefore there exists a constant C 0 such that for all d large enough
As a consequence, for any integer m, we have
Define the random variable
where G ∼ N(0, 1). Therefore, for all ≤ d/2,
Combining the above two upper bounds (46) and (47), we have
By noting that B(d, k) ≥ C 0 d k for some C 0 > 0, this proves the claim.
Suppose i ∈ T 2 (p), and denote v(i) to be the number of vertices in G i . We have, for a sequence
Here Note by Lemma 2.(e), the number of elements in equivalent class
Since v(i) depends only on the equivalence class of i, we will write, with a slight abuse of notation v(i) = v(C(i)). Notice that the number of equivalence classes with v(C) = v is upper bounded by the number multi-graphs with v vertices and 2p edges, which is at most v 4p . Hence we get
Define ε = CN p k+1 /d k . We will assume hereafter that p is selected such that
By calculus and condition (51), the function
(52)
Step 6. Concluding the proof. Using Eqs. (44) and (52) 
Form Eq. (40), we obtain
Finally setting 6 Proof of Theorem 2: NT model
Preliminaries
We begin with some notations and simple remarks.
Lemma 5. Assume σ is an activation function with σ(u) 2 ≤ c 0 exp(c 1 u 2 /2) for some constants c 0 > 0 and
(c) Let w 2 = 1. Then there exists a coupling of G ∼ N(0, 1) and
Proof. Claim 1 is obvious. For claim 2, note that the probability distribution of w, x when x ∼ Unif(
where the last inequality holds provided d ≥ d 0 = 10/(1 − c 1 ). Finally, for point 3, without loss of generality we will take w = e 1 , so that w, x = x 1 . By the same argument given above (and since both G and x 1 have densities bounded uniformly in d), for any M > 0 we can choose σ M bounded continuous so that for any d,
It is therefore sufficient to prove the claim for σ M . Letting ξ ∼ N(0, I d−1 ), independent of G, we construct the coupling via
where we set x = (x 1 , x ). We thus have x 1 → G almost surely, and the claim follows by weak convergence.
We denote the Hermite decomposition of σ by
We state separately the assumptions of Theorem 2 for future reference.
Assumption 1 (Integrability condition). The activation function σ is weakly differentiable with weak derivative σ . There exist constants c 0 , c 1 , with c 0 > 0 and c 1 < 1 such that, for all u ∈ R, σ (u) 2 ≤ c 0 exp(c 1 u 2 /2).
Assumption 2 (Level-non-trivial Hermite components). Recall that µ
denote the k-th coefficient of the Hermite expansion of h ∈ L 2 (R, γ) (with γ the standard Gaussian measure). Then there exists k 1 , k 2 ≥ 2 + 7 such that µ k1 (σ ), µ k2 (σ ) = 0 and
It is also useful to notice that the Hermite coefficients of x 2 σ (x) can be computed from the ones of σ (x) using the relation
Proof of Theorem 2: Outline
The proof for the NT model follows the same scheme as for the RF case. However, several steps are technically more challenging. We will follow the same notations introduced in Section 5.1. In particular E x , E w , E θ will denote, respectively, expectation with respect to
We define the random matrix
Proceeding as for the RF model, we obtain
This is achieved in the following two propositions.
Proposition 4 (Expected norm of V ). Let σ be an activation function satisfying Assumption 1. Define
where expectation is with respect to x,
. Then there exists a constant C (depending only on the constants in Assumption 1) such that, for any ≥ 1 and d ≥ 6,
.
Proposition 5 (Lower bound on the kernel matrix).
Let σ be an activation that satisfies Assumption 1 and Assumption 2. Let U ∈ R N d×N d be the kernel matrix with i, j block U ij ∈ R d×d defined by Eq. (67). Then there exists a constant ε > 0 that depends on the activation function σ, such that λ min (U ) ≥ε with high probability as d → ∞.
These two propositions will be proven in the next sections. Proposition 4 shows that
. By Markov inequality, we have Eq. (68). Equation (69) follows simply by Proposition 5. This proves the theorem.
Proof of Proposition 4
We denote the Gegenbauer decomposition of σ ( e, · ) by
By Lemma 5, applied to function σ (instead of σ), under Assumption 1, we have σ ( e, · ) 2 L 2 ≤ C (for C a constant independent of d). We therefore have (recalling the normalization of the Gegenbauer polynomials in Eq. (20)
We define the NT kernel by
where in the last step we used Eq. (21). By the recurrence relationship for Gegenbauer polynomials (23), we have
We use the convention that t d,−1 = 0. This gives sup d≥6,k≥0
Hence we get
The last inequality follows by Eqs. (70) and (72).
We define
Using the fact that the kernel H preserve the decomposition (17), we have
Note by Eq. (71), we have (as always, expectations are with respect to x, x ∼ Unif(
where the fourth equality used the fact that
Hence we have
where we used the fact that B(d, k) is non-decreasing in k given by Lemma 1. This concludes the proof.
Proof of Proposition 5

Auxiliary lemmas
In the proof of this proposition, we will need the following lemmas.
be the coefficients of its expansion in terms of the d-th order Gegenbauer polynomials
Then we can write
with the new coefficients given by
Proof. We recall the following two formulas for k ≥ 1 (see Section 4.2):
1 (x) = x/d and therefore therefore xQ
1 (x). We insert these expressions in the expansion of the function ψ
Matching the coefficients of the expansion yields
Similarly, we can write the decomposition of x 2 ψ(x) to be
where the coefficients are given by the same relation as in the above lemma
Then there exist functions u 1 , u 2 , u 3 :
Proof. Case 1:
We first consider the case θ 1 = θ 2 . We will denote γ = θ 1 , θ 2 /d < 1 for convenience. Given any three functions u 1 , u 2 , u 3 : (−1, 1) → R, we definẽ
Let us rotate u andũ such that θ 1 = ( √ d, 0, . . . , 0) and
, where
Similarly, we can writeũ
We check in both cases that:
We conclude that u andũ are equal if and only if
We can therefore choose for γ < 1
Case 2:
Similarly, for some fixed α and β, we definẽ
We can show that the matrices u andũ are equal if and only if
We can therefore fix u 1 (1) = α and u 2 (1) + u 3 (1) = β/2.
Lemma 8. Let σ be an activation function such that σ(u) ≤ c 0 exp(c 1 u 2 ) for some constants c 0 , c 1 , with c 1 < 1. Let the Hermite and Gegenbauer decompositions of σ be
Then we have for any fixed k,
Proof. Recall the correspondence (27) between Gegenbauer and Hermite polynomials. Note for any monomial m k (x) = x k , by Lemma 5.(c), we have
This gives for any fixed k, we have
This proves the lemma.
Lemma 9. For any fixed k, let Q
k (x) be the k-th Gegenbauer polynomial. We expand
Then we have p
Proof. Using the correspondence (27) between Gegenbauer and Hermite polynomials we have
This gives p
Proof. Let us consider w ∼ Unif(S d−1 ), and w 1 its first coordinate. We have w 1 which has density f (
where the last inequality holds for all d large enough, since C d → (2π) −1/2 as d → ∞. Hence, we have:
Using the following bound:
which concludes the proof.
Proof of Proposition 5
Step 1. Construction of the activation functionσ. By Assumption 1 and Lemma 5 (applied to σ instead of σ), we have
) and we consider its expansion in terms of Gegenbauer polynomials (as always, expectation is taken with respect to
) with x 1 = x, e 1 ):
Let k 2 > k 1 ≥ 2 + 7 be two indices that satisfy the conditions of Assumption 2. Using the Gegenbauer coefficients of σ , we defineσ :
for some δ 1 , δ 2 that we will fix later (with |δ t | ≤ 1).
Step 2. The functions u,û andū. Let u andû be the matrix-valued functions associated respectively to σ andσ
From Lemma 7, there exists functions u 1 , u 2 , u 3 andû 1 ,û 2 ,û 3 , such that
We defineū = u −û. Then we can writē
Step 3. Construction of the kernel matrices. Let U ,Û ,Ū ∈ R N d×N d with i, j-th block (for i, j ∈ [N ]) given by
Note that we have U =Û +Ū . By Eq. (82) and (79), it is easy to see thatÛ 0. Then we have U Ū . In the following, we would like to lower bound matrixŪ .
We decomposeŪ asŪ
where D ∈ R dN ×dN is a block-diagonal matrix, with
and ∆ ∈ R dN ×dN is formed by blocks ∆ ij ∈ R d×d for i, j ∈ [n], defined by
In the rest of the proof, we will prove that ∆ op = o d,P (1) and for ε small enough D εI N d with high probability.
Step 4. Prove that ∆ op = o d,P (1).
Denoting γ ij = θ i , θ j /d < 1, we get, from Eq. (73),
By Assumption 1 and the convergence in Lemma 8, for any fixed k,
Using the expression of B(d, k) we get
From Lemma 9, we recall that the coefficients of the k-th Gegenbauer polynomial Q
Furthermore, we have shown in Lemma 10 that
Plugging the estimates (90), (91) and (93) into Eqs. (88) and (89), we obtain that
From Eq. (87), using the fact that max i =j |γ ij | = O d,P ( (log d)/d) and Cramer's rule for matrix inversion, it is easy to see that
We deduce from (94) (86) and (95) that
As a result, combining Eq. (96) with Eq. (83) and (80), we get
By the expression of ∆ given by (85), we conclude that
Since k 1 ≥ 2 + 7, we deduce that ∆ op = o d,P (1).
Step 5. Proving that D εI N d . By Lemma 7, we can expressŪ ii byŪ
with α, β independent of i, and given by Eq. (74), namely
(Notice that Tr(Ū ii ) and θ i ,Ū ii θ i are independent of i by construction, cf. Eqs. (78), (79) and (81), (82).) By the definition of D given in Eq. (84), We deduce that:
We claim that, under the assumptions of Proposition 5, and denoting δ = (δ 1 , δ 2 ) (where δ 1 , δ 2 first appears in the definition ofσ in Eq. (77), and till now δ 1 , δ 2 are still not determined)
where F 1 (0) = F 2 (0) = 0 and ∇F 1 (0), ∇F 2 (0) = 0, det(∇F 1 (0), ∇F 2 (0)) = 0. Before proving this claim, let us show that it allows to finish the proof of Proposition 5. Since det(∇F 1 (0), ∇F 2 (0)) = 0, there exists a unit-norm vector v, such that v, ∇F 1 (0) > 0, and v, ∇F 2 (0) > 0. Now we choose δ 1 , δ 2 (first appears in the definition ofσ in Eq. (77)): we set δ = (δ 1 , δ 2 ) = δ 0 v with some δ 0 > 0 small enough. This yields F 1 (δ) > 0, F 2 (δ) > 0. Define ε = min(F 1 (δ), F 2 (δ))/2, we have lim inf d→∞ λ min (D) ≥ min(F 1 (δ), F 2 (δ)) = 2ε ,
and therefore, with high probability,
We are left with the task of proving that the limits in Eqs. (99), (100) exist, with the desired properties. Using Eqs. (88) and (89), we get:
Using Eq. (91), we get that the limits (99), (100) exist. Further, letting µ k ≡ µ k (σ ), we have
while, for k 2 = k 1 + 2 It is easy to check F 1 (0) = F 2 (0) = 0, and to compute the gradients, using the identity µ k (x 2 σ ) = µ k+2 (σ ) + (2k + 1)µ k (σ ) + k(k − 1)µ k−2 (σ ), we get
∇F 2 (0) = 2µ k1 (σ )µ k1 (x 2 σ )
Under Assumption 2, we have ∇F 1 (0), ∇F 2 (0) = 0 and det(∇F 1 (0), ∇F 2 (0)) = 0 completing the proof. 
A Numerical results with ridge regression
The reader might wonder whether the numerical results presented in Section 1.1 might change significantly if we changed the method to estimate the coefficients a = (a i ) i≤N ∈ R N (for the model RF) or a = (a i ) i≤N ∈ R N d . Our main results -Theorem 1 and Theorem 2-predict that the result should not change qualitatively: these models are limited because they cannot approximate the target function f (unless this is a low degree polynomial), regardless of the choice of the representative f ∈ F RF or f ∈ F NT .
In order to verify this prediction numerically, we repeated the experiments of Section 1.1 using ridge regression. We form a matrix Z ∈ R n×p containing the p covariates (with p = N for RF, and p = N d for NT), whereby Z ij = σ( w j , x i ) for RF, and Z i,(j1j2) = (x i ) j2 σ( w j1 , x i ) for NT. Letting y i = f (x i ), we estimate the coefficients a viaâ = arg min 
The results are reported in Figures 5, 6 , 7, and are consistent with the ones of Section 1.1. Regularization does not help: it only reduces the peak at n ≈ p, as expected from [HMRT19] , but not the large n behavior.
(Note that for RF we do not report results for d = 100, in Fig. 5 . As in Fig. 1 , the resulting risk is slightly below the baseline R 0 : this effect vanishes for d 100.) 
