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LARGE SEMIGROUPS OF CELLULAR AUTOMATA
YAIR HARTMAN
Abstract. In this article we consider semigroups of transformations of cellular
automata which act on a fixed shift space. In particular, we are interested
in two properties of these semigroups which relate to “largeness”. The first
property is ID and the other property is maximal commutativity (MC). A
semigroup has the ID property if the only infinite invariant closed set (with
respect to the semigroup action) is the entire space. We shall consider two
examples of semigroups: one is spanned by cellular automata transformations
that represent multiplications by integers on the one-dimensional torus and
the other one consists of all the cellular automata transformations which are
linear (when the symbols set is the ring of integers mod n). It will be shown
that the two properties of these semigroups depend on the number of symbols
s. The multiplication semigroup is ID and MC if and only if s is not a power
of prime. The linear semigroup over the mentioned ring is always MC but is
ID if and only if s is prime. When the symbol set is endowed with a finite
field structure (when possible) the linear semigroup is both ID and MC. In
addition, we associate with each semigroup which acts on a one sided shift
space a semigroup acting on a two sided shift space, and vice versa, in such a
way that preserves the ID and the MC properties.
Introduction
Consider the one dimensional torus T = R
Z
and the maps mu (x) = (ux)mod 1
for u ∈ Z. (T,mu) is a dynamical system which has many invariant probability
measures. The situation seems to be different if one considers the multi-parameter
dynamical system (T,Σ) where Σ = {mr2m
s
3}r,s∈N (the semigroup spanned by both
m2 and m3). In 1967, Furstenberg asked the following question (Furstenberg’s
Conjecture): Is it true that the only non-atomic ergodic {mr2m
s
3}-invariant mea-
sure is the Lebesgue measure? This conjecture has been extensively studied, and
yet it is still open in the general sense. Rudolph [16] proved that any measure
which is {mr2m
s
3}-invariant is a linear combination of the Lebesgue measure and
measures with zero entropy (with respect to m2). For more developments around
the conjecture the reader is referred to [15] or [14].
The topological version of the conjecture was proved by Furstenberg in [10]:
Theorem. 1(Furstenberg) The only infinite closed subset of T which is {mr2m
s
3}-
invariant is T.
This theorem classifies the closed {mr2m
s
3}-invariant subsets of T, or: the subsys-
tems of the topological dynamical system (T, {mr2,m
s
3}). This property of {m
r
2m
s
3}
acting on T leads to the following general definition: A semigroup Σ acting on
Date: May 18, 2018.
1The original theorem is more general as it holds for non-lacunary semigroups, as will be
discussed later.
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a topological space Ω will be called ID (stands for Infinite is Dense) if the only
infinite closed Σ-invariant subset of Ω is Ω itself. In terms of subsystems, an action
of an ID semigroup is almost minimal: the only (proper) subsystems are finite.
In [1], Berend classified the ID semigroups of endomorphisms of Tn. Later on,
in [2], he gave a necessary and sufficient condition for a commutative semigroup
of endomorphisms of G to be an ID semigroup, where G is a finite dimensional
connected compact abelian group.
Let Ω be a full shift space, i.e. the space of all infinite one (or two) sided
sequences over some finite symbol set and denote by σ : Ω → Ω the left shift.
Endomorphisms of the dynamical system (Ω, σ) are continuous transformations
τ : Ω → Ω which satisfy τσ = στ . These transformations are called Cellular
Automata Transformations. In this article the term “transformation” will always
refer to a transformation of a cellular automaton. The object studied here is a
semigroup which consists of such transformations.
Note that any transformation maps each periodic sequence to a periodic sequence
(the period may decrease). Therefore, a semigroup of transformations cannot have
minimal action. The ID property is a natural generalization of the minimality
concept for symbolic dynamics.
The commutativity property is also of interest. A semigroup is said to be maxi-
mal commutative (MC) if it is commutative and it contains all the transformations
that commute with all its members.
In section 2 we recall the definition of “multiplication cellular automaton”, stud-
ied by Blanchard, Host and Maass ([3] and [4]), which represents a multiplication
by an integer on the one dimensional torus. We confirm that Furstenberg’s result
can be applied to semigroups spanned by transformations of multiplication cellular
automata when the number of symbols is not a power of a prime. Then, we show
that the semigroup of all multiplication transformations is MC if and only if the
number of symbols is not a power of a prime.
In section 3 another semigroup, consisting of transformations which are all linear,
is considered. First, we prove using “symbolic tools” that the semigroup which
consists of all the transformations over a one sided shift space is ID, for a symbol
set of any size. When s is a power of a prime, and we endow the symbol set
with a finite field structure, a generalization of this proof will show that the the
semigroup of linear transformations is also ID. When considering the symbol set
of s symbols as the ring Z
sZ
, the semigroup of linear transformations is ID if and
only if s is a prime. However, for any s, when considering the symbol set as a
ring or as a field, the semigroup of linear transformations is always MC. Study of
transformations which are linear when the symbol set is the ring Z
sZ
can be found
in [13]. Transformations which are linear, when the symbol set is a field (in a more
general settings), were considered in a series of papers of Ceccherini-Silberstein and
Coornaert starting from [6] and recently appeared in chapter 8 of their book [7].
Given a transformation, the question which other transformations commute with
it, is known as “The Commuting Block Maps Problem” and was introduced by
Coven, Hedlund and Rhodes in [8]. They presented a solution for some classes of
block maps over the space {0, 1}Z. One of the classes is the class of homogeneous
block maps, which are called here “linear cellular automata transformations”. They
proved that when the symbol set is {0, 1}, then the semigroup of all linear cellu-
lar automata transformations is MC. The methods used in [8] can not be easily
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generalized since they use specific properties related to the ring Z2Z . The results
in sections 2, 3 can be viewed as the solution of the commuting problem for the
classes of multiplications transformations and the linear transformations.
Sections 1-4 treat semigroups acting on a one sided shift space. Two sided shift
spaces and semigroups of transformations acting on them, will be introduced in
section 4. Given a semigroup acting on a one sided shift space, we construct a
semigroup acting on the related two sided shift space and vice versa. We prove
that the MC and the ID properties are preserved under these constructions.
Boyle, Lind and Rudolph in [5], proved that the automorphism group of a two-
sided subshift of finite type is an ID semigroup, for any finite symbol set. In section
5 we present a corollary of the theorems proved in sections 2 and 4. This corollary
yields a stronger version of Boyle-Lind-Rudolph Theorem (only for the full shift
space), whenever the number of symbols is not a power of a prime.
Since both properties considered in this article are related to “largeness”, we
investigate, in section 6, the question how “small” (in term of number of generators)
can be a semigroup having these properties.
1. Preliminaries
Define Λs to be a finite set of symbols such that |Λs| = s for s ≥ 2 (s ∈ N).
Throughout this article, we will assume that the symbol set is Λs = {0, 1, ..., s− 1}.
One sided (full) shift space is the topological dynamical system
(
ΛNs , σ
)
, where σ is
the left shift: σ (a)k = ak+1 and Λ
N
s is the metric space of all one sided sequences
over Λs, equipped with the metric:
d (a, b) =
1
k + 1
where ak 6= bk and ai = bi for all i < k. If one treats Λs as a discrete topological
space, this metric induces the Tychonoff topology on the product ΛNs . Hence, Λ
N
s
is a metric compact (Hausdorff) topological space.
A Cellular Automaton Transformation is a continuous function τ : ΛNs → Λ
N
s
which satisfies τσ = στ . As stated before, a “transformation” in this article we will
always mean a cellular automaton transformation. Denote the set of all the trans-
formations over ΛNs by CAT
(
ΛNs
)
. Note that CAT
(
ΛNs
)
is closed under the com-
position operation and therefore CAT
(
ΛNs
)
has a structure of a non-commutative
semigroup.
These transformations were characterized in [11] as follows:
Theorem (Curtis-Hedlund-Lyndon). Let τ : ΛNs → Λ
N
s , then τ ∈ CAT
(
ΛNs
)
, if and
only if there exists some r ∈ N and a function fτ : Λr+1s → Λs, such that
τ (a)k = fτ (akak+1...ak+r)
for any a ∈ ΛNs and k ∈ N. fτ is called a block map and r is the radius of τ . It is often
convenient to use the same notation for the block map fτ and the transformation
τ .
The following two properties will be discussed here.
Definition 1.1. A semigroup Σ ⊂ CAT
(
ΛNs
)
has the ID property if every closed
Σ-invariant proper subset of ΛNs is finite. In this case we say that Σ is an ID
semigroup (ID stands for “Infinite is Dense”).
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Definition 1.2. A semigroup Σ ⊂ CAT
(
ΛNs
)
is maximal commutative (MC)
if:
(1) Σ is commutative
(2) for each µ ∈ CAT
(
ΛNs
)
such that µτ = τµ (for all τ ∈ Σ), µ necessarily
belongs to Σ.
Throughout this article we denote a[i,j) = aiai+1...aj−1 and a[i,j] = aiai+1...aj
for a ∈ ΛNs or a ∈ Λ
Z
s .
Let τ1, τ2, . . . , τn be transformations. We denote by 〈τ1, τ2, . . . , τn〉 the semigroup
generated by τ1, τ2, . . . , τn, under the composition operation. If Σ = {µα}α∈I is a
semigroup of transformations (closed under composition) and τ is a transformation,
then 〈Σ, τ〉 is the semigroup generated by τ and µα for all α ∈ I.
2. Multiplication Cellular Automata Transformations
Let a ∈ ΛNs . We can think of a as an s-representation of a point in T =
R
Z
using
the evaluation function:
V : ΛNs → T, V (a) =
∞∑
n=0
an
sn+1
This function is injective up to the countable set
{
d
p
e1
1
p
e2
2
...p
er
r
}
⊂ T where pi are
primes satisfying pi|s, ei ∈ N and d ≤ p
e1
1 p
e2
2 ...p
er
r (d ∈ N). Each point of this set
has a double representation:
a0a1...akb000... and a0a1...ak (b− 1)mod s (s− 1) (s− 1) (s− 1) ...
We call these an “upper representation” and a “lower representation”, respectively.
In order to investigate the relationship between cellular automata transforma-
tions and torus functions, we need the following definitions:
Definition 2.1. Let τ ∈ CAT
(
ΛNs
)
and let f : T → T be a torus function, τ
represents f if the following diagram:
ΛNs
τ
//
V

ΛNs
V

T
f
// T
is commutative.
For a prime p satisfying p|s, let µp ∈ CAT
(
ΛNs
)
be the cellular automaton
transformation defined by:
µp (a)k =
(
p · ak +
⌊p · ak+1
s
⌋)
mod s
In addition, define the identity map µ1 (a)k = ak, the mirror map µ−1 (a)k =
s−ak, and the zero map µ0 (a)k = 0. For any u ∈ Z such that u = −1
e0p1
e1 · · · pd
ed
where pi|s for all i = 1, . . . , d (e0 ∈ {0, 1}), define µu = µ−1e0 ◦ µp1
e1 ◦ · · · ◦ µpd
ed .
When there is ambiguity regarding the space where the transformation act, we
denote µ
(s)
u to emphasize that µ
(s)
u ∈ CAT
(
ΛNs
)
.
Theorem 2.2. Let s = pe11 ·· · · ·p
ed
d be the prime decomposition of s, then 〈µpi , σ〉 ⊂
CAT
(
ΛNs
)
(for any i) is ID if and only if s is not a power of prime.
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Theorem 2.3. Let s = pe11 · · · · ·p
ed
d be the prime decomposition of s, then 〈µp1 , . . . ,
µpd , µ0, µ1〉 ⊂ CAT
(
ΛNs
)
is maximal commutative if and only if s is not a power
of prime.
Denote mu : T → T by mu (x) = (u · x)mod 1, and observe the following relation-
ship:
Lemma 2.4. µp ∈ CAT
(
ΛNs
)
represents mp (multiplication by p on T).
Proof. For a “finite” sequence, i.e. a sequence for which there exists some k ∈
N such that σk (a) = 000..., the commutativity of the diagram follows from the
multiplication algorithm of numbers represented by s-expansion. Clearly, the set
of all such “finite” sequences is dense in ΛNs . The proof follows from the continuity
of V,mp, and µp. 
This means in particular that when s = 10, the multiplication by 2 and by 5
on the torus are representable. Note however that m3 cannot be represented by a
cellular automaton transformation in CAT
(
ΛN10
)
(see BHM Theorem in the sequel).
Proof of Theorem 2.2. Consider first the case where s is not a power of prime,
and let p be a prime factor of s. The proof simply follows from Furstenberg’s
Theorem stated in [10]. Furstenberg showed that a non-lacunary2 semigroup of
integers acting on T by multiplication has the property that the only closed infinite
subset of T which is invariant (with respect to this semigroup action) is T. Note
that the semigroup
{
pk1sk2
}
k1,k2∈N
is non-lacunary and therefore has this property.
Let A ⊂ ΛNs be a closed 〈µp, σ〉-invariant proper subset of Λ
N
s . We wish to show
that |A| < ∞. ΛNs is a compact space, hence both A and V (A) are compact. In
particular, V (A) ⊂ T is a closed set. µp (A) ⊂ A, so V (µp (A)) ⊂ V (A). From
V (µp (A)) = p ·V (A) it follows that p ·V (A) ⊂ V (A), hence V (A) is mp-invariant.
The same holds for σ and ms. V (A) is a proper subset of T, thus V (A) is closed
and a
{
pk1sk2
}
-invariant proper subset of T, hence by Furstenberg’s Theorem it is
finite. Although V is not injective, for every x ∈ T,
∣∣V −1 (x)∣∣ ≤ 2, therefore A is
finite.
In case s = pm (p prime), 〈µp, σ〉 = 〈µp〉 ⊂ CAT
(
ΛNs
)
is not ID, since
{
pk1
}
k1∈N
is lacunary and we can use the same example of Furstenberg given in [10] as follows.
Let x =
∑
∞
i=1 p
−i2 , then
{
pk1x
}
k1∈N
has only the limit points 0, p−1, p−2, ... . The
set
{
µk1p
(
V −1x
)}
k1∈N
⊂ T is infinite and not dense, therefore 〈µp〉 is not ID.
Alternatively, we give here a symbolic construction: If s = p2, then observe that
by the definition of µp,
µp µp
00 7→ 0 00 7→ 0
01 7→ 0 0p 7→ 1
10 7→ p p0 7→ 0
11 7→ p pp 7→ 1
Any irrational number x ∈ T, whose expansion a ∈ ΛNp2 includes only the digits
0, 1, has an infinite µp-orbit (since a represents an irrational number). This means
2A multiplicative semigroup Γ ⊂ Z is lacunary if there exists γ ∈ N such that every member
of Γ+ = Γ ∩ N is a power of γ. Otherwise, Γ is non-lacunary.
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that
{
µkp (a)
}
k∈N
is infinite but none of the sequences in it contain digits other than
{0, 1, p} (Actually, for even k’s the sequences will contain only 0 and 1 and for odd
k’s the only digits that appear are 0 and p). In particular, the digit p+ 1 does not
appear in
{
µkp (a)
}
k∈N
. Therefore,
{
µkp (a)
}
k∈N
is an infinite, µp-invariant proper
subset of ΛNp2 , hence 〈µp〉 is not ID.
For s = pn observe that µp (0, 0) , µp
(
0, pk
)
, µp
(
pk, 0
)
, µp
(
pk, pk
)
∈
{
0, pk+1
}
for k ∈ {0, 1, . . . , k − 2} and µp (0, 0) , µp
(
0, pn−1
)
, µp
(
pn−1, 0
)
, µp
(
pn−1, pn−1
)
∈
{0, 1}. The digit p+ 1 cannot appear in the orbit
{
µkp (a)
}
k∈N
if an ∈ {0, 1} for all
n. 
Remark 2.5. The last proof shows a way to construct closed, mu-invariant sub-
sets of T (which asserts that mu is not ID). Take a non eventually periodic
3
sequence a ∈ ΛNu2 composed only of {0, 1}, consider µu ∈ CAT
(
ΛNu2
)
and take
V −1
({
µkp (a)
}
k∈N
)
⊂ T.
Let τ : ΛNs → Λ
N
s be a cellular automaton transformation. We would like to
determine under which conditions τ represents a continuous torus function. In
other words, when can τ˜ : T→ T be constructed using the diagram:
ΛNs
τ
//
V

ΛNs
V

T
τ˜
// T
where V is the evaluation function.
For τ˜ to be well defined, we must confirm that if a, b ∈ V −1 (x), then V τ (a) =
V τ (b).
Lemma 2.6. Let p|s and s 6= pm. If τ ∈ CAT
(
ΛNs
)
commutes with µp, then τ˜ is
well defined continuous torus function.
Proof. For concreteness, we will focus on the case s = 10, p = 2. The general case
easily follows. Let τ be a transformation that commutes with µ2. Denote A ={
d
2a5b
}
⊂ T, the set of all the points of the torus with two decimal expansions. For
each x ∈ A, define xu, xl ∈ ΛN10 to be the upper and lower decimal representations
of x, respectively. In other words, xu 6= xl but V (xu) = V
(
xl
)
. We need to show
that V τ (xu) = V τ
(
xl
)
for all x ∈ A. For x ∈ T\A, xu = xl is the unique decimal
expansion of x.
Define ∆ =
{
δ ∈ T| ∃x ∈ A,
∣∣V τ (xu)− V τ (xl)∣∣ = δ}. Note that 0 ∈ ∆ since
one can check for example, that V τ (000...) = V τ (999...). For each δ ∈ ∆, x ∈ T
will be called a witness of δ if
∣∣V τ (xu)− V τ (xl)∣∣ = δ. It will be sufficient to
prove that ∆ = {0}. We claim that ∆ ⊂ T satisfies the conditions of Furstenberg’s
Theorem.
Let {δn} ⊂ ∆ such that δn → δ ∈ T. For each δn, denote its witness by xn ∈ A.
Denote xn,u and xn,l the two decimal expansions of xn, i.e.
∣∣V τ (xn,u)− V τ (xn,l)∣∣ =
δn. Since
(
xn,u, xn,l
)
⊂
(
ΛN10
)2
and due to the compactness of ΛN10 we can as-
sume without loss of generality that
(
xn,u, xn,l
)
→ (y, z). V is continuous and
V (xn,u) = V
(
xn,l
)
for all n, thus V (y) = V (z). This means that y and z are
3Definitions and details provided in the next section.
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two representations of the same element of the torus. The continuity of V τ implies
|V τ (y)− V τ (z)| = δ, so V (y) = V (z) is a witness of δ. Therefore δ ∈ ∆ and ∆ is
a closed set.
Next, we show that ∆ ⊂ T is
{
2k110k2
}
k1,k2∈N
-invariant. Let δ ∈ ∆ and let
x ∈ A be one of its witnesses. Define y = 2x ∈ T. Obviously, y ∈ A. For the two
decimal expansions of y:∣∣V τ (yu)− V τ (yl)∣∣ = ∣∣V τµ2 (xu)− V τµ2 (xl)∣∣ =∣∣V µ2τ (xu)− V µ2τ (xl)∣∣ = ∣∣2 · V τ (xu)− 2 · V τ (xl)∣∣ = 2δ ∈ T
This means that y ∈ A is in fact a witness for 2δ = m2 (δ), hence m2 (∆) ⊂ ∆. The
same is valid for multiplication by 10 (note that in this case it is not necessary for
τ to commute with µ2, but only to be a cellular automaton transformation, so by
definition it commutes with σ = µ10).
To conclude, ∆ ⊂ T is closed and invariant under the action of the non-lacunary
semigroup
{
2k110k2
}
. By Furstenberg’s Theorem, ∆ must be either T or finite.
Recall that we need to show that ∆ = {0}.
Assume by contradiction that there exists δ ∈ ∆ such that δ 6= 0 and let x be a
witness of δ. Denote xl = a0a1...akb999..., x
u = a0a1...ak (b− 1)mod 10 000.... Then(
x
10
)l
= 0a0a1...akb999...,
(
x
10
)u
= 0a0a1...ak (b− 1)mod 10 000.... If r ≤ k + 1 (r is
the radius of τ), then
∣∣∣V τ (( x10)u)− V τ (( x10)l)∣∣∣ = δ10 ∈ ∆. The same argument
for x102 implies that
δ
102 ∈ ∆, similarly
x
10j implies that
δ
10j ∈ ∆ for all j ∈ N, hence
∆ is infinite.
If r ≥ k + 2, note that for every c ∈ N,
∣∣∣V τ (( x10c )u)− V τ (( x10c )l)∣∣∣ 6= 0, so
we can use the same procedure for x10c with a sufficiently large c, concluding again
that ∆ is infinite. (In this case, the decimal expansions are:( x
10c
)u
= 0...0a1...akb000... and
( x
10c
)l
= 0...0a1...ak (b− 1)mod 10 999...
where the number of 0 at the beginning of each expansion is c. Choosing c such
that r ≤ c+ k + 1 reduces the case to the preceding one.)
We showed that if there exists δ ∈ ∆, δ 6= 0, then ∆ contains infinitely many
elements, which implies ∆ = T. But this is a contradiction since ∆ is a countable
set. Thus ∆ = {0} and τ˜ is well defined. Standard compactness argument shows
that τ˜ is continuous. 
Until now we showed that every transformation that commutes with µp repre-
sents some continuous torus function. The next theorem, due to Blanchard, Host
and Maass [3], classifies the continuous torus functions that can be represented
by a cellular automaton transformation, for general s. Although our definition
for “representing a torus function” is somewhat different from that of [3], the same
arguments and constructions which appear in [3] can be applied here. They proved:
Theorem (Blanchard-Host-Maass). If τ ∈ CAT
(
ΛNs
)
represents a continuous torus
function τ˜ : T→ T, then τ˜ is of the form τ˜ (x) = ux where u ∈ Z divides some pos-
itive power of s, or τ˜ is a constant function τ˜ (x) ≡ t
s−1 , where t ∈ {0, 1, . . . , s− 2}.
Combining Lemma 2.6 and BHM Theorem completes the proof of Theorem 2.3:
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Proof of Theorem 2.3. Where s is not a power of prime, clearly, 〈µp1 , ..., µpd , µ0〉
is commutative since the multiplications on the torus, mp1 , ...,mpd and m0 com-
mute.
If τ ∈ CAT
(
ΛNs
)
commutes with this semigroup, in particular it commutes with
µp1 and by Lemma 2.6 , τ represents a continuous torus function τ˜ . By BHM
Theorem, τ˜ = mu, where each prime p|u is one of p1, .., pd or τ˜ is a constant map
τ˜ ≡ t
s−1 for some t ∈ {0, 1, . . . s− 2}. Consider the latter case where τ˜ ≡
t
s−1 . Note
that a constant map commutes with another map iff the image of the constant map
is a fixed point of the other. Thus, in order to commute with all µpi ,
t
s−1 must be
a fixed point of mpi for all i. Clearly, 0 is a fixed point of all mpi so we add µ0 to
the semigroup in order to get maximality4.
We conclude that when s is not a power of prime, τ ∈ 〈µp1 , ..., µpd , µ0〉 and hence
the semigroup is MC.
Note that when s = pm, the proof above does not hold, since if we define ∆ ⊂ T
as in the proof of Lemma 2.6 then ∆ is
{
pk1sk2
}
-invariant.
{
pk1sk2
}
=
{
pk1
}
⊂ N
is lacunary and therefore, we cannot apply Furstenberg’s Theorem to conclude that
that ∆ = {0}.
We will show now that when s = pm then the semigroup is actually not MC.
Assume s = pm. Define the block map f : Λmp → Λpm by f (a0a1 . . . am−1) =
pm−1a0 + p
m−2a1 + · · · + pam−2 + am−1. f defines a function φ : ΛNp → Λ
N
pm
by φ (a)k = f
(
a[mk,m(k+1))
)
. φ interprets the first m-word as a p expansion of
an element in pm and assigns it as the first coordinate. The second m-word (the
symbols amam+1 . . . a2m−1) is interpreted in the same way and the result is assigned
to the second coordinate and so on.
This gives a topological conjugacy
φ :
(
ΛNp ,
〈
µ(p)p , µ
(p)
0
〉)
→
(
ΛNpm ,
〈
µ(p
m)
p , µ
(pm)
0
〉)
,
which means that φ forms a homeomorphism between ΛNp and Λ
N
pm , and that there
exists a bijection τ 7→ τ˜ from
〈
µ
(p)
p , µ
(p)
0
〉
to
〈
µ
(pm)
p , µ
(pm)
0
〉
such that for any
τ ∈
〈
µ
(p)
p , µ
(p)
0
〉
, φ (τ) = τ˜ (φ). Explicitly, if τ =
(
µ
(p)
p
)k1 (
µ
(p)
0
)k2
then τ˜ =(
µ
(pm)
p
)k1 (
µ
(pm)
0
)k2
. Any ν ∈ CAT
(
ΛNp
)
that commutes with
〈
µ
(p)
p , µ
(p)
0
〉
defines
ν¯ ∈ CAT
(
ΛNpm
)
by ν¯ = φ(ν(φ−1)). The topological conjugacy asserts that ν¯
commutes with
〈
µ
(pm)
p , µ
(pm)
0
〉
. Hence, in order to show that
〈
µ
(pm)
p , µ
(pm)
0
〉
⊂
CAT
(
ΛNpm
)
is not MC, it is enough to show that
〈
µ
(p)
p , µ
(p)
0
〉
= 〈σ, µ0〉 ⊂ CAT
(
ΛNp
)
is not MC.
Now, any transformation in CAT
(
ΛNp
)
with 00 · · · ∈ ΛNp as a fixed point com-
mutes with 〈σ, µ0〉, or equivalently, any block map that sends the word 00 . . .0 7→ 0
commutes with both σ and µ0 and this completes the proof. 
4Note that sometime 0 can be replaced by other digits that have this property: 1
2
is fixed
point of both m3 and m5. In Λ15,
1
2
is represented by the constant sequence 77 . . . . Denoting
τ (a) = 77 . . . , we get that 〈µ3, µ5, τ〉 ⊂ CAT (Λ15) is MC as well as 〈µ3, µ5, µ0〉 ⊂ CAT (Λ15).
However, a commutative semigroup can have at most one constant map and for the general
statement we choose µ0.
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Remark 2.7. µ−1 ∈ CAT
(
ΛNs
)
is the “mirror map” e.g. in the case of s = 10
its block map is 0 ↔ 9, 1 ↔ 8, ..., 5 ↔ 5. From BHM Theorem we have that a non
constant transformation that represents a continuous torus function must be of the
form µu where u ∈ Z. In the case s = 10 for example, µ−1 also commutes with
both µ2 and µ5. Note that for positive u, µu keeps the same representations: if
a ∈ ΛN10 is the upper representation of x ∈ T then µu (a) is the upper representation
of ux ∈ T, while µu for u < 0 flips between the representations. Thus, although
m−1 and m0 commute, µ−1 and µ0 do not commute.
To summarize, we have shown a way to construct semigroups which are both
MC and ID whenever s 6= pm for a prime p. The same construction, when s = pm,
is neither MC nor ID.
Semigroups of CAT
(
ΛNpm
)
which are both MC and ID are described in the next
section.
3. Linear Cellular Automata Transformations
In this section we consider Λs as the ring
Z
sZ
. Note that the ring’s structure
depends on the interpretation of each symbol in Λs; every bijection between the
symbol set Λs and the elements of
Z
sZ
defines a different ring structure on Λs. For
simplicity choose the identity permutation and treat Λs as
Z
sZ
. Thus, ΛNs is endowed
with a structure of a Λs-module.
When s = pm is power of a prime, one can give the symbol set a field structure
(again, the interpretation of the symbols affects the field structure). We will dis-
tinguish between these objects by the following notations: Λs is the ring
Z
sZ
(either
when s = pm or not) and Fpm is the field of p
m elements. Thus, FNpm is endowed
with a structure of an infinite vector space over Fpm .
Define LCAT
(
ΛNs
)
to be the subset of CAT
(
ΛNs
)
, which consists of all the
cellular automata transformations which are linear, i.e. LCAT
(
ΛNs
)
= CAT
(
ΛNs
)
∩
HomΛs
(
ΛNs ,Λ
N
s
)
. Clearly, LCAT
(
ΛNs
)
is a semigroup since both CAT
(
ΛNs
)
and
HomΛs
(
ΛNs ,Λ
N
s
)
are closed under composition.
Given τ ∈ LCAT
(
ΛNs
)
, denote its block map by fτ : Λ
r+1
s → Λs. The linearity
of τ imposes the following condition on fτ :
αfτ
(
a[0,r]
)
+ βfτ
(
b[0,r]
)
= fτ
(
αa[0,r] + βb[0,r]
)
for any α, β ∈ Λs and a[0,r], b[0,r] ∈ Λ
r+1
s .
This means that τ ∈ LCAT
(
ΛNs
)
iff its block map is a Λs-linear functional on
Λr+1s . We can describe the action of τ ∈ LCAT
(
ΛNs
)
by a “shift-polynomial” in
the manner described below.
Consider the standard basis
{
ei
}r
i=0
of Λr+1s and let ci = fτ
(
ei
)
. Let a0...ar ∈
Λr+1s , then fτ (a0...ar) = c0 · a0 + c1 · a1 + ... + cr · ar. Now associate with τ
the polynomial pτ (x) = c0 + c1x + c2x
2 + ... + crx
r, pτ ∈ Λs [x]. Observe that
substituting a cellular automaton transformation in some polynomial p ∈ Λs [x]
yields a cellular automaton transformation. In particular, substituting the shift σ
in pτ yields τ .
One can check that the ring LCAT
(
ΛNs
)
with composition as multiplication and
point-wise addition, is isomorphic to Λs [x] by τ 7→ pτ . This was shown in [9] and
discussed in [8] for the case s = 2. In particular, LCAT
(
ΛNs
)
is a commutative
semigroup, since the polynomial ring is commutative.
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In the same manner define LCAT
(
F
N
pm
)
to be all the transformations which are
linear. The same isomorphism to the polynomial ring holds for LCAT
(
F
N
pm
)
and
hence the commutativity property follows.
In this section we will prove the following:
Theorem 3.1. The semigroup LCAT
(
F
N
pm
)
is an ID for any finite field Fpm .
Theorem 3.2. The semigroup LCAT
(
ΛNs
)
is an ID semigroup if and only if s is
prime.
Theorem 3.3. The semigroup LCAT
(
F
N
pm
)
is maximal commutative for any finite
field Fpm .
Theorem 3.4. The semigroup LCAT
(
ΛNs
)
is maximal commutative for any s ≥ 2.
In order to prove that LCAT
(
F
N
pm
)
is an ID semigroup we first prove that
CAT
(
ΛNs
)
is an ID semigroup for any s5. Then we show the property for the
semigroup LCAT
(
F
N
pm
)
.
Note that for s 6= pm this claim results from section 2 as follows: if s = pe11 ·· · ··p
ed
d
(d > 1), then 〈µpi , σ〉 is an ID semigroup (for i = 1, 2, . . . , d). In particular,
CAT
(
ΛNs
)
is also an ID semigroup, as it contains a sub-semigroup which is ID.
To prove that CAT
(
ΛNs
)
is ID for any s, we will use the following definitions:
Definition 3.5. A sequence a ∈ ΛNs is a rich sequence if there exists {nm} ⊂ N
with nm → ∞ such that for each m ∈ N there exists k (m) ∈ N with the property
a[i,i+k) 6= a[j,j+k) for all i 6= j < nm.
Definition 3.6. A sequence a ∈ ΛNs is a periodic sequence if for some c > 0,
an = an+c for all n ∈ N. a ∈ ΛNs is c-periodic if c is the minimal integer for which
this holds. c is called the period of a.
Definition 3.7. A sequence a ∈ ΛNs is a b, c-eventually periodic sequence if
σb (a) is c-periodic, but σb−1 (a) is not periodic. For simplicity the parameters b, c
will be omitted when possible.
Lemma 3.8. A sequence a ∈ ΛNs is eventually periodic if and only if it is not rich.
One can give a purely symbolic proof for this lemma. However, consider the
evaluation function V : ΛNs → T, mentioned in section 2, the eventually periodic
sequences are mapped to rational numbers while rich sequences are s-expansions of
irrational numbers (for any s).
It follows from the definition that a rich sequence has an ample supply of words
(a[i,j] is a word appearing in a). This will enable in Theorem 3.12, a construction
of specific transformations showing that the image of the action of CAT
(
ΛNs
)
on
any rich sequence is dense. On the other hand, by definition, eventually periodic
sequences lake this property. However, the maximal amount of different words can
be found in an eventually periodic sequence is described in the next lemma
Lemma 3.9. Let a ∈ ΛNs be b, c-eventually periodic, then there exists k ∈ N such
that a[i,i+k) 6= a[j,j+k) for all i 6= j < b + c− 1
5Note that when considering CAT
(
ΛN
s
)
, the symbol set Λs carries no structure.
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Denote
Bb,c = {a0 . . . ab−1ab . . . ab+c−1} = {a0 . . . ab−1ab . . . ab+c−1ab . . . ab+c−1 . . . } ⊂ Λ
N
s
Note that the parameters b, c are not minimal as they are in the definition of a
b, c-eventually periodic sequence. Bb,c can be defined alternatively by the subset of
ΛNs consisting of all b
′, c′-eventually periodic sequences with c′|c, b′ ≤ b.
Lemma 3.10. For any b, c, Bb,c is closed and CAT
(
ΛNs
)
-invariant.
Proof. Since |Bb,c| < ∞, Bb,c is a closed set. Obviously, if a is b, c-eventually
periodic then for any τ ∈ CAT
(
ΛNs
)
, τ (a) is b′, c′-eventually periodic with c′|c,
b′ ≤ b, thus τ (a) ∈ Bb,c which shows the invariance. 
Lemma 3.11. Let A ⊂ ΛNs be a CAT
(
ΛNs
)
-invariant subset. If A contains a
b, c-eventually periodic sequence, then Bb,c ⊂ A.
Proof. Let a ∈ A be b, c-eventually periodic and let x ∈ Bb,c. We will define a
transformation τ ∈ CAT
(
ΛNs
)
such that τ (a) = x. From Lemma 3.9 there exists
k ∈ N such that a[i,i+k) 6= a[j,j+k) for all i, j < b+ c. Thus, the following block map
is well defined:
f (y0y1 . . . yk) =
{
xi if y0y1 . . . yk = a[i,i+k)
0 otherwise
If τ is the transformation associated with f , then τ (a) = x. This can be done for
any x ∈ Bb,c, thus Bb,c ⊂ A. 
Theorem 3.12. The semigroup CAT
(
ΛNs
)
is an ID semigroup for any s ≥ 2.
Proof. Let A be a CAT
(
ΛNs
)
-invariant subset of ΛNs .
Distinguish between two cases:
(1) If A contains a rich sequence we claim that A = ΛNs . Let a ∈ A be a rich
sequence, x ∈ ΛNs and let ǫ > 0. Choose n0 >
1
ǫ
. By the definition of a
rich sequence, it is possible to find a k ∈ N such a[i,i+k) 6= a[j,j+k) for any
i 6= j < n0. Define a block map as follows:
f (y0y1 . . . yk) =
{
xi if y0y1 . . . yk = a[i,i+k)
0 otherwise
Note that for a transformation τ defined by this block map, τ (a)[0,n0) =
x[0,n0) and thus d (τ (a) , x) < ǫ. This holds for any x ∈ Λ
N
s and arbitrary
ǫ, therefore A = ΛNs .
(2) Otherwise, A contains only eventually periodic sequences. Assume that A
is infinite, we need to show that A = ΛNs . From Lemma 3.11, A is a union
of Bb,c sets. Since |Bb,c| < ∞, A is a union of infinitely many Bb,c sets.
Thus, A contains Bb,c with arbitrary large b + c.
Let x ∈ ΛNs and ǫ > 0. There exists Bb,c ⊂ A with b + c >
1
ǫ
. By
definition, Bb,c contains all the b + c prefixes, in particular, it contains a
sequence a which coincide with x on the first b + c coordinates: a[0,b+c) =
x[0,b+c). Since this can be done for any ǫ > 0, we conclude that A = Λ
N
s .

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Recall that the goal was to prove that LCAT
(
F
N
pm
)
is an ID semigroup. The
method used in the preceding proof was building specific block maps. This was
possible due to the variety of different words appearing in a rich sequences, or, in
infinitely many eventually periodic sequences. To be able to build such a block map
for a transformation in LCAT
(
F
N
pm
)
we must ensure that there are enough words,
which are not only different but also linearly independent.
Lemma 3.13. Let a ∈ FNpm be a rich sequence, then for any n ∈ N there exists a
k (n) such that the set of vectors
{
a[i,i+k)
}n−1
i=0
⊂ Fkpm is linearly independent.
Proof. Assume by contradiction that there exists an n0 ∈ N such that for any k,{
a[i,i+k)
}n0−1
i=0
is linearly dependent. For any k ∈ N, define r (k) as the minimal
integer such that a[r,r+k) is linearly dependent on its predecessors (
{
a[i,i+k)
}r−1
i=0
are
linearly independent). For any k, r (k) ≤ n0 − 1 and thus there exists a sequence
kl →∞ such that r (kl) = r0 is fixed.
Since the field Fpm is finite, there is a finite number of linear dependencies for n0
vectors. Assume without loss of generality that for any kl the r
th
0 vector depends
on its predecessors by the same linear combination: a[r0,r0+kl) =
∑r0−1
i=0 βia[i,i+kl)
for all l ∈ N.
In particular, for each j > r0, find kl > j and conclude that the j
th coordinate
satisfies aj =
∑j−1
i=j−r0
βiai. Therefore, for any l such that kl > s
r0 we can find
i, j < kl such that a[i,i+r0) = a[j,j+r0) and thus ai+r0 = aj+r0 . By induction, a is
eventually periodic, which is a contradiction.

Lemma 3.14. Let a ∈ FNpm be a b, c-eventually periodic sequence, then there exists
some k ∈ N such that the set of vectors
{
a[i,i+k)
}b−1
i=0
⊂ Fkpm is linearly independent.
Proof. From Lemma 3.9 there exists a k0 such that all the words
{
a[i,i+k0)
}b−1
i=0
are
different6. Clearly, this holds for any k > k0. If for some k > k0 these vectors are
linearly independent then we are done.
Otherwise, enlarge kl →∞ and repeat the argument used in the previous lemma
to get r0 ≤ b − 1 such that a[r0,r0+kl) =
∑r0−1
i=0 βia[i,i+kl). But then σ
r0 (a) is
periodic in contradiction to the minimality of b. 
Now we can prove Theorem 3.1:
Proof of Theorem 3.1. Let A ⊂ FNpm be an infinite LCAT
(
F
N
pm
)
-invariant set.
We need to show that A is dense. Let ǫ > 0.
If A contains a rich sequence a, by Lemma 3.13, for any n0, there exists a k,
such that the first n0 k-words of a are linearly independent. Choose n0 >
1
ǫ
and
denote k = k (n0). Given x ∈ FNpm , consider a block map that assigns to the block
a[i,i+k) the value xi for each i = 0, . . . , r − 1. Note that due to the independence
of
{
a[i,i+k)
}n0−1
i=0
, such block maps exist and they are linear functionals on Fkpm .
Hence, a transformation defined by such a block map is indeed linear and thus is a
member of LCAT
(
F
N
pm
)
. Obviously, d (τ (a) , x) < ǫ and hence, A = FNpm .
6We can assure that all the first b+ c− 1 k0-words in n are different. Here we need only the
first b− 1 words to be different.
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Otherwise, A is an infinite set of eventually periodic sequences. Using Lemma
3.14 and a similar argument we get the following. Let x ∈ FNpm and let a ∈ A be a
b, c-eventually periodic sequence. We can construct a block map that is associated
with τ ∈ LCAT
(
F
N
pm
)
such that d (τ (a) , x) < 1
b
. Thus, if A contains a b, c-
eventually periodic with arbitrary large b, then A = FNpm .
We still need to consider the case where A is an infinite set of eventually periodic
sequences with bounded parameter b. In this case parameter c of the sequences in
A in unbounded. The shift σ is in LCAT
(
F
N
pm
)
and A is LCAT
(
F
N
pm
)
-invariant,
therefore A contains infinitely many periodic sequences with arbitrary large period
c. Let x ∈ FNpm and let a ∈ A be a c-periodic sequence. Repeating the argument
in Lemma 3.14 we can find a k ∈ N such that all the first c − 1 k-words in a are
linearly independent (using the minimality of c). Thus it is possible to construct
in the same way a τ ∈ LCAT
(
F
N
pm
)
, such that d (τ (a) , x) < 1
c
. Since A contains
sequences with arbitrary large c, A = FNpm . 
Proof of Theorem 3.2. Clearly, if s is prime then LCAT
(
ΛNs
)
= LCAT
(
F
N
s
)
and hence by Theorem 3.1, LCAT
(
ΛNs
)
is ID.
Assume that s = pq (p, q 6= 1, they may be equal). Let A = pΛNs be the set
of all sequences a ∈ ΛNs such that p|an for all n. A 6= Λ
N
s since p is not invertible
in Λs. Note that A is LCAT
(
ΛNs
)
-invariant since each coordinate of τ(a) (for
a ∈ A, τ ∈ LCAT
(
ΛNs
)
) is a linear combination of numbers that are divided by p.
Hence, A is an infinite non-dense LCAT
(
ΛNs
)
-invariant subset of ΛNs , which implies
that LCAT
(
ΛNs
)
is not ID when s is not a prime. 
Proof of Theorem 3.3 and Theorem 3.4. We prove the maximal commuta-
tivity for LCAT
(
ΛNs
)
. For the proof of Theorem 3.3 replace LCAT
(
ΛNs
)
in the
following by LCAT
(
F
N
pm
)
.
Recall that LCAT
(
ΛNs
)
is commutative since it is isomorphic, as a ring, to the
commutative ring of polynomials over Λs. Thus, all we have to show is maxi-
mality. Let τ ∈ CAT
(
ΛNs
)
be a transformation such that τµ = µτ for every
µ ∈ LCAT
(
ΛNs
)
. Given µ ∈ LCAT
(
ΛNs
)
let pµ (x) =
∑r
i=0 cix
i be the polynomial
associated with it. Without loss of generality assume that both µ and τ are of the
same radius r, hence τµ and µτ are of radius ≤ 2r and we may consider the radius
to be exactly 2r (the radius in our definition is not necessarily minimal). For any
block a[0,2r] ∈ Λ
2r+1
s ,
τµ
(
a[0,2r]
)
= τ
(
µ
(
a[0,r]
)
µ
(
a[1,r+1]
)
...µ
(
a[r,2r]
))
= τ
((
r∑
i=0
ciai
)(
r∑
i=0
ciai+1
)
...
(
r∑
i=0
ciai+r
))
and
µτ
(
a[0,2r]
)
= µ
(
τ
(
a[0,r]
)
τ
(
a[1,r+1]
)
...τ
(
a[r,2r]
))
=
r∑
i=0
ciτ
(
a[i,i+r]
)
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From commutativity
r∑
i=0
ciτ
(
a[i,i+r]
)
= τ
((
r∑
i=0
ciai
)(
r∑
i=0
ciai+1
)
. . .
(
r∑
i=0
ciai+r
))
(1)
for any choice of ci ∈ Λs (for i = 0, ..., r) and for all a[0,2r] ∈ Λ
2r+1
s . Let c ∈ Λs.
Substituting ci =
{
c i = 0
0 i > 0
in (1) yields
cτ
(
a[0,r]
)
= τ ((ca0) (ca1) ... (car)) = τ
(
ca[0,r]
)
for all a[0,r] ∈ Λ
r+1
s , which asserts that τ is homogeneous. To show that τ is
additive, we need to verify that for any x0...xr,
τ (x0x1...xr) =
r∑
i=0
xiτ
(
ei
)
where
{
ei
}r
i=0
is the standard basis of Λr+1s . Fix x[0,r] ∈ Λ
r+1
s . Substituting
ci = xr−i and ai =
{
0 i 6= r
1 i = r
in (1) yields
xrτ (0...1) + xr−1τ (0...10) + ...+ x0τ (1...0) = τ (x0x1...xr)
Note that the left hand side is equal to
∑r
i=0 xiτ
(
ei
)
, therefore τ is additive,
which proves that τ is linear, namely τ ∈ LCAT
(
ΛNs
)
. 
4. Semigroups over one sided and two sided shift spaces
So far we dealt only with one sided shift spaces, ΛNs . A cellular automaton
transformation over a two sided shift space ΛZs is a continuous function Λ
Z
s → Λ
Z
s
which commutes with the left shift σ. Similar to the description of a transformation
over ΛNs by a block map, there exists a two sided version of the Curtis-Hedlund-
Lyndon Theorem:
Theorem (Curtis-Hedlund-Lyndon). Let τ : ΛZs → Λ
Z
s , then τ ∈ CAT
(
ΛZs
)
if and
only if there exists some r ∈ N and a function fτ : Λ2r+1s → Λs, such that
τ (a)k = f (ak−r . . . ak−1akak+1 . . . ak+r)
for any a ∈ ΛZs and k ∈ N.
fτ is called a block map and r is the radius of τ . As in the one sided case, it is
often convenient to use the same notation for the block map fτ and the transfor-
mation τ .
Every block map of τ ∈ CAT
(
ΛNs
)
is a valid block map for a transformation
in CAT
(
ΛZs
)
. Under this correspondence we may regard τ as being contained
in CAT
(
ΛZs
)
and we may say that CAT
(
ΛNs
)
⊂ CAT
(
ΛZs
)
. In particular, any
semigroup Σ ⊂ CAT
(
ΛNs
)
can also be considered as a semigroup Σ ⊂ CAT
(
ΛZs
)
.
For Σ ⊂ CAT
(
ΛZs
)
such that σ ∈ Σ, denote Σ+ = Σ ∩ CAT
(
ΛNs
)
. Σ+ contains
all the transformations in Σ which can act also on CAT
(
ΛNs
)
. Observe that for
each τ ∈ Σ\Σ+, if we compose it with σr where r is the radius of τ , we get an
element in Σ+. Note that Σ+ is a sub-semigroup of CAT
(
ΛNs
)
(when it is non
empty).
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One may think of a cellular automaton as an action of a machine that reads the
first r+1 symbols (a0 . . . ar), assigns to them an output according to its block map
and inserts it in the first coordinate. Then, the machine moves to the next r + 1
symbols (a1 . . . ar+1) and inserts the corresponding output in the second coordinate
and so on. The machines τ and σzτ (z ∈ Z) use the same block map and differ
in the location where they insert the output. This perspective suggests to view
a cellular automaton transformation as being determined by its block map rather
than where the precise location of the output is. This motivates the following:
Theorem 4.1. Let Σ ⊂ CAT
(
ΛNs
)
be an ID semigroup, then
〈
Σ, σ−1
〉
⊂ CAT
(
ΛZs
)
is an ID semigroup.
Theorem 4.2. Let Σ ⊂ CAT
(
ΛNs
)
be a maximal commutative semigroup, then〈
Σ, σ−1
〉
is maximal commutative in CAT
(
ΛZs
)
.
Theorem 4.3. Let Σ ⊂ CAT
(
ΛZs
)
be an ID semigroup, then 〈Σ, σ〉+ ⊂ CAT
(
ΛNs
)
is an ID semigroup.
Theorem 4.4. Let Σ ⊂ CAT
(
ΛZs
)
be a maximal commutative semigroup then Σ+
is maximal commutative in CAT
(
ΛNs
)
.
Denote by π+ : Λ
Z
s → Λ
N
s the projection on the positive coordinates:
π+
(
{an}
∞
−∞
)
= {an}
∞
0 .
Note that these statements are sharp in the following sense: In Theorem 4.1, if
we delete σ−1, then Σ ⊂ CAT
(
ΛZs
)
is not an ID semigroup (the set of all sequences
such that π+ (a) is 1-periodic is invariant). Clearly, it is necessary to add σ
−1 in
Theorem 4.2. The statement of Theorem 4.3 is meaningless without adding σ since
Σ+ may be empty.
Definition 4.5. A sequence a ∈ ΛZs is c-periodic if for any z ∈ Z, az = az+c,
where c is minimal with this property.
Proof of Theorem 4.1. Let Y ⊂ ΛZs be an infinite set, and let w−n . . . w0 . . . wn be
some finite word of length 2n+1. Define X =
{
σ−k(y)|y ∈ Y, k > n
}
and note that
π+ (X) is an infinite subset of Λ
N
s . By the fact that Σ is ID, there exist x˜ ∈ π+ (X)
and τ ∈ Σ such that τ(x˜)[0,2n] = w−n . . . w0 . . . wn and x˜ = σ
−k(y) where k > n
and y ∈ Y . That is τσ−k+n(y)[−n,n] = w−n . . . w0 . . . wn. Since τσ
−k+n ∈
〈
Σ, σ−1
〉
and w−n . . . w0 . . . wn is an arbitrary word, we conclude that
〈
Σ, σ−1
〉
is ID. 
Proof of Theorem 4.2. Let τ ∈ CAT
(
ΛZs
)
with radius r and consider τσr . Note
that for every k ∈ Z, the kth coordinate τσr (a)k is dependent only on a[k,k+2r+1].
Thus, τσr can act also on the one sided shift space, hence τσr ∈ CAT
(
ΛNs
)
(with
radius ≤ 2r).
Assume that τ commutes with all Σ′ =
〈
Σ, σ−1
〉
, we need to show that τ ∈ Σ′. In
particular, τ commutes with Σ. Let µ ∈ Σ, then τµ = µτ and hence σrτµ = µσrτ .
Since σrτ ∈ CAT
(
ΛNs
)
and Σ is MC, σrτ ∈ Σ, which implies that τ ∈ Σ′. 
Proof of Theorem 4.3. Let X ⊂ ΛNs an infinite set, and let Y ⊂ Λ
Z
s be the
set Y =
{
y|∀n ∈ N, ∃x ∈ X,m ∈ N, y[−n,n] = x[m,m+2n]
}
, that is, every symmetric
word in an element of Y , appears as a word in some element of X .
First we show that Y 6= ∅. Given x ∈ X we construct y ∈ Y : There exists
a symbol η that appears infinitely many times in x. Define y0 = η. There exist
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two symbols ζ and θ, such that the word ζηθ appears infinitely many times in x.
Choose y[−1,1] = ζηθ. Continue with this process to get that y ∈ Y . In particular,
Y 6= ∅ and for every x ∈ X and for arbitrary large length m, there exists this y
that shares a word of length m with x.
Assume that |Y | = ∞. Since Σ is ID, Σ (Y ) = {τ (y)}τ∈Σ,y∈Y is dense, that
is, any arbitrarily large symmetric word appears in some element of Σ (Y ). Let
w0 . . . wk ∈ Λk+1s be a word. Find τ and y such that τ (y)[0,k] = w0 . . . wk and denote
by r the radius of τ . By the definition of Y , there exists x ∈ X and a length m > 0,
such that y[r,k+3r] = x[m,m+k+2r]. Note that τ ∈ Σ implies that τσ
r ∈ 〈Σ, σ〉+, and
τσr (x)[m,m+k] = τσ
r (y)[r,k+r] = τ (y)[0,k]. Hence τσ
r+m (x)[0,k] = w0 . . . wk. Since
τσr+m ∈ 〈Σ, σ〉+ and the word w0 . . . wk is arbitrary, we conclude that 〈Σ, σ〉+ is
ID.
Therefore, it is enough to show that |Y | = ∞. Assume by contradiction that
|Y | <∞. Since by definition Y is σ-invariant, it consists only of periodic sequences.
Suppose that there exists y ∈ Y such that for arbitrary large k, there exists
x(k) ∈ X and n > k with y[−k,−1] = x
(k)
[−k+n,n−1] but y0 6= x
(k)
n . We can assume
without loss of generality that x
(k)
n is the same symbol, for all k. Thus there exists
y′ ∈ Y such that y′(∞,−1] = y(∞,−1] but y
′
0 6= y0. Now either y or y
′ is non periodic
which is contradiction.
Hence, for every y ∈ Y there exists a length M (y) such that if y[−k,−1] =
x[−k+n,n−1] (for x ∈ X, k > M (y) , n > k) then y0 = xn. Denote by M =
maxy∈Y {M (y)}. If x ∈ X shares a word of length M with some element in Y
then they are right asymptotic (∃n ∈ N, z ∈ Z such that x[n,∞) = y[z,∞)). But
we saw that every x ∈ X shares arbitrarily long words with some y ∈ Y so every
x ∈ X is right asymptotic to some y ∈ Y .
Now, since Y contains only periodic sequences, there are infinitely many se-
quences
{
x(n)
}
⊂ X that are eventually periodic with the same period. Moreover,
we can assume that they are all right asymptotic. x(n) is b(n), c-eventually periodic,
where b(n) → ∞. By the minimality of the parameters, the sequence x
(n)
[b(n)−1,∞)
is not periodic (while x
(n)
[b(n),∞) is periodic). Define y ∈ Λ
Z
s by y[0,∞) = x
(n)
[b(n),∞).
Consider the symbols appearing in {x
(n)
b(n)−1} (where b(n) > 0). Without loss of
generality all of these are the same symbol η and define y−1 = η. Consider the
symbols appearing in {x
(n)
b(n)−2} for such x
(n) where b (n) > 1. One of the symbols
appears infinitely many times and set y−2 to be that symbol. Continue with this
process to get y ∈ ΛZs . By the construction, y ∈ Y and it is non periodic which is
contradiction. We conclude that Y is infinite and the proof is completed.

Proof of Theorem 4.4. Let τ ∈ CAT
(
ΛNs
)
such that τ commutes with all Σ+.
First we show that τ , as a transformation in CAT
(
ΛZs
)
, commutes with all Σ.
Let µ ∈ Σ be a transformation with radius r. Since Σ is MC it must contain
σ and thus µσr ∈ Σ+. τ commutes with all the elements of Σ+, in particular
µσrτ = τµσr . σr commutes with both τ, µ, and σr is invertible, hence µτ = τµ.
The MC of Σ implies that τ ∈ Σ. Thus τ ∈ Σ ∩ CAT
(
ΛNs
)
= Σ+. 
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5. The Action of the Automorphism Group
Denote the group of all the automorphisms of the dynamical system
(
ΛZs , σ
)
by
Aut
(
ΛZs
)
. Aut
(
ΛZs
)
consists of all the cellular automata transformations which are
bijective functions.
The automorphism group is “large” in the algebraic sense. Hedlund [11] showed
that Aut
(
ΛZs
)
contains a copy of every finite group, and Boyle Lind and Rudolph [5]
showed that is contains free groups. Recently Aut
(
ΛZs
)
has been extensively studied
and a rich algebraic theory has been developed. The automorphism group is studied
usually for automorphisms of subshift of finite type, as well as for automorphism
group of multidimensional shifts of finite type (see [12]).
The automorphism group is “large” in the dynamical sense as well. Boyle, Lind
and Rudolph [3] showed that ΛZs does not contain a proper infinite closed set which
is Aut
(
ΛZs
)
-invariant. This means in our terms that Aut
(
ΛZs
)
is an ID semigroup.
Their theorem is more general and holds for automorphism group of any mixing
shift of finite type (see [3]). Consider the case of the full shift space when s is not a
power of prime. A stronger version of BLR Theorem, for that particular case, can
be derived from previous results in this article.
In section 2 we defined µu ∈ CAT
(
ΛNs
)
(u|sn for some n). As already mentioned
(section 4) µu can be viewed as a transformation in CAT
(
ΛZs
)
. As such, µu ∈
CAT
(
ΛZs
)
is both onto and injective (note that (µu)
−1
= σ−1µ s
u
)). Clearly, as a
transformation acting on a one sided shift space (µp ∈ CAT
(
ΛNs
)
), is onto but not
injective.
Theorem 5.1.
〈
µp, σ, σ
−1
〉
is an ID semigroup of CAT
(
ΛZs
)
where p|s is prime
and s is not a power p.
In particular, Aut
(
ΛZs
)
is an ID semigroup where s is not a power of prime.
Proof. Let s = pq where p is a prime that does not divide q. From Theorem 2.2,
〈µp, σ〉 is an ID semigroup of CAT
(
ΛNs
)
. Hence, by Theorem 4.1,
〈
µp, σ, σ
−1
〉
is an
ID semigroup of CAT
(
ΛZs
)
. µp ∈ Aut
(
ΛZs
)
and clearly σ, σ−1 ∈ Aut
(
ΛZs
)
, thus,
Aut
(
ΛZs
)
is an ID semigroup as it contains the ID sub-semigroup
〈
µp, σ, σ
−1
〉
. 
6. ID and Maximal Commutativity
Let Ω be a shift space, Σ ⊂ CAT (Ω) a semigroup and let Σ′ be a sub-semigroup
of Σ. Clearly, any Σ-invariant subset of Ω is in particular Σ′-invariant. Therefore,
any semigroup which contains an ID semigroup is also ID.
On the other hand, the MC property in not preserved under inclusion (adding
new elements will break down the commutativity) or by moving to smaller semi-
group (removing elements will break the maximality down).
A semigroup which is ID is “large” in a dynamical sense, while the MC property
indicates “largeness” in an algebraic sense.
However, neither of the properties implies the other: the semigroup 〈µ2, σ〉 ⊂
CAT
(
ΛN10
)
(section 2) is ID but not MC. While LCAT
(
ΛNs
)
is not ID when s is
not prime, but it is MC for any s.
Although ID and MC are properties that indicate “largeness” we saw a semigroup
generated by only two transformations which is ID. In the following, we construct
a semigroup generated by two transformations which is MC (and not ID).
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Consider the case s = 2. As in section 3 one can treat Λ2 as the field
Z
2Z . Let
τ ∈ CAT
(
ΛZ2
)
be defined by
τ (a)k = ak +
r∏
i=1
(ak+i + δi)
where addition and multiplication are defined in Z2Z , δi ∈
Z
2Z (i = 1, ..., r) and the
radius r ≥ 2.
Define the least period of τ by the minimal integer m such that δi = δi+m for
i = 1, 2, .., r −m.
Coven, Hedlund and Rhodes [8] solved the “Commuting Block Maps Problem”
for several classes of block maps, in particular for the block maps of the form that
defines τ above. They showed that the set transformations commuting with τ
depends on whether m ≤ r2 or not. We rephrase their solution for transformations
of the form of τ with m ≤ r2 using the terminology of the present article:
The Small Period Theorem (Coven-Hedlund-Rhodes). Let τ ∈ CAT
(
ΛZ2
)
be de-
fined by
τ (a)k = ak +
r∏
i=1
(ak+i + δi)
where the least period of τ ≤ r2 . Then
〈
τ, σ, σ−1, Id
〉
⊂ CAT
(
ΛZ2
)
is MC.
Consider τ with the following parameters: r = 2 and δ1 = δ2 = 0. The resulting
transformation is τ (a)k = ak + ak+1ak+2.
τ “changes” the kth coordinate if and only if ak+1 = ak+2 = 1. For each i ∈ Z,
define ei ∈ ΛZ2 to be the sequence with 1 in the i
th coordinate and 0 elsewhere. The
consecutive pair 11 does not appear in ei and therefore τ
(
ei
)
= ei for all i ∈ Z.
Define A = {ei}i∈Z =
{
ei
}
i∈Z
∪ {0} (where {0} = 000 . . . ). A ⊂ ΛZ2 is an infinite
closed 〈τ, σ〉-invariant proper subset of ΛZ2 , which asserts that 〈τ, σ〉 is not an ID
semigroup.
By Theorem 4.4 and the Small Period Theorem we have that 〈τ, σ, Id〉 is MC
in CAT
(
ΛZ2
)
. This is an example of an MC semigroup over the one-sided shift
space which is generated by 3 elements only. Clearly, since every transformation
commutes with σ and Id, therefore, 〈τ, σ, Id〉 ⊂ CAT
(
ΛZ2
)
is of minimal number
of generators for a semigroup having the MC property over Λ2.
Let Σ ⊂ CAT
(
ΛNs
)
be an MC semigroup. For any s, the minimal number of
generators of Σ is at least 3. For s = 2 we saw that this number is actually 3.
Problem 6.1. What is the minimal number of generators for a semigroup having
the MC property for any s?
For s which is not a power of a prime, we constructed a semigroup in CAT
(
ΛNs
)
generated by 2 elements which is ID. A semigroup Σ is called cyclic if Σ = 〈τ〉 for
some τ .
Problem 6.2. Is it true that a cyclic semigroup over ΛNs (s ≥ 2) cannot have the
ID property?
What is the minimal number of generators for an ID semigroup over ΛNs for
general s?
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By the theorems in section 4 one can see that the questions above, do not change
significantly, when asking these questions about a semigroup over a two sided shift
space.
Although the ID property does not always follow from MC, it may be so for
certain MC semigroups. Therefore we pose the following interesting question.
Problem 6.3. Let Ω be a shift space and Σ ⊂ CAT (Ω) a maximal commutative
semigroup of cellular automata transformations. Are there any conditions on Σ
which imply that Σ has the ID property?
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