A method is developed for the computation of the weights and nodes of a numerical quadrature which integrates functions containing singularities up to order 1/x 2 , without the requirement to know the coefficients of the singularities exactly. The work is motivated by the need to evaluate such integrals on boundary elements in potential problems and is a simplification of a previously published method, but with the advantage of handling singularities at the endpoints of the integral. The numerical performance of the method is demonstrated by application to an integral containing logarithmic, first, and second order singularities, characteristic of the problems encountered in integrating a Green's function in boundary element problems. It is found that the quadrature is accurate to 11-12 decimal places when computed in double precision. 1. Introduction. Boundary integral methods employing hypersingular integrals have become increasingly popular over recent decades with applications in potential problems such as acoustics [6] and fracture mechanics [13] . Hypersingular integrals arise naturally when it is required to compute the field quantities in such problems, for example, the potential and its gradients, and when specialized techniques for the avoidance of "interior resonance" are used, such as that of Burton and Miller [5]. When such integrals arise, they require special numerical treatment and cannot be evaluated using the standard tools of Gaussian quadrature. Instead, approaches tailored to the problem must be used, which can add considerable complexity to the code. This paper introduces a method for the design of numerical quadrature rules which evaluate hypersingular integrals without requiring a detailed analysis of the integrand. The method is based on that of Kolm and Rokhlin [12], who developed a procedure for the design of such rules, but is considerably simplified by the use of Brandão's approach to finite part integrals [4] and is extended to the case of integrals with endpoint singularities-essential if such a scheme is to be used with boundary elements.
Introduction. Boundary integral methods employing hypersingular integrals
have become increasingly popular over recent decades with applications in potential problems such as acoustics [6] and fracture mechanics [13] . Hypersingular integrals arise naturally when it is required to compute the field quantities in such problems, for example, the potential and its gradients, and when specialized techniques for the avoidance of "interior resonance" are used, such as that of Burton and Miller [5] . When such integrals arise, they require special numerical treatment and cannot be evaluated using the standard tools of Gaussian quadrature. Instead, approaches tailored to the problem must be used, which can add considerable complexity to the code. This paper introduces a method for the design of numerical quadrature rules which evaluate hypersingular integrals without requiring a detailed analysis of the integrand. The method is based on that of Kolm and Rokhlin [12] , who developed a procedure for the design of such rules, but is considerably simplified by the use of Brandão's approach to finite part integrals [4] and is extended to the case of integrals with endpoint singularities-essential if such a scheme is to be used with boundary elements.
To fix ideas, we assume that we are dealing with a two-dimensional potential problem, such as the Laplace or Helmholtz equation:
In the case of the Helmholtz equation, the singular behavior of the Green's function will be related to the Green's function of the corresponding Laplace equation [8, for example]. The Green's functions for the Laplace equation will have a logarithmic singularity in the planar and axisymmetric case (where the Green's function is proportional to an elliptic integral) and also in the case of an asymmetric problem in an axisymmetric domain [3, 6] . In each case, discretization of the boundary of the domain and use of a collocation method give rise to integrals of the form
where t, −1 ≤ t ≤ 1, is the local coordinate on an element and x is the local coordinate of the collocation point, which may be on the element, or on some adjacent element. The shape function L(t) is typically a polynomial of order up to three. Obviously, numerical integration of the log |x − t| term will require that the singular behavior be handled correctly, but since the logarithmic singularity is integrable, this does not present great difficulties; indeed, quadratures for such a problem exist [18] . If, however, it is required to evaluate first, or higher, derivatives of I, the integral is improper and more advanced approaches are required. Such integrals arise in the calculation of acoustic scattering by thin bodies [16] , due to the "thin-shape breakdown" of the Helmholtz equation, when the Burton and Miller approach is used to avoid spurious resonances [5] and when gradients of the potential are required as, for example, in computing velocities in potential problems in fluid dynamics. It should be noted that in many problems, such as those in axisymmetric domains, f (x, t) will contain logarithmic terms of the form (x − t) log |x − t| which are exposed by differentiation so that the integrand will contain singularities of more than one order.
The resulting integrals are of the form
and must be interpreted as a Cauchy principal value [14, p. 37] and as a Hadamard finite part, respectively [14, p. 31] , denoted by − and = , when −1 ≤ x ≤ 1. Even when the collocation point x is not on the element but is close to an endpoint, numerical problems arise due to the "offstage singularity" [1] , meaning that the integrand is not well approximated by a polynomial.
A number of approaches have been used to handle the strong singularities in the singular and hypersingular integrals. The most obvious is to analyze the integral kernel to extract the singular parts explicitly so that the finite part integral can be evaluated directly [9] . This has the advantage of reliability as the integrand is broken into a singular part or parts and a regular part. The regular part is integrated using Gaussian quadrature and the integrals of the singular part(s) can be interpreted as principal value or finite part integrals using published results [11, for example] . Such an approach is limited, however, in that it requires an analysis of the integrand, i.e., of the kernel of the integral equation, which may be a complicated function not amenable to detailed study.
An alternative approach is to use a quadrature rule which evaluates the integral directly without requiring that it be broken into its singular part(s) and a regular remainder. Such quadratures have been reviewed and developed by Monegato [17] among others and allow the integration of functions with singularities of order one or two. While this is useful in some applications, it is preferable to be able to integrate functions containing singularities of all orders up to and including two without having to extract them explicitly. An algorithm for the design of such quadrature rules has been presented by Kolm and Rokhklin [12] and allows finite part integrals to be evaluated using only the value of the integrand at each node and without having to analyze the function. This flexibility, however, comes at the price of losing the property of Gaussian quadratures that they integrate exactly all polynomials up to order 2N − 1, where N is the number of points in the quadrature rule. In practice, this is not a serious drawback as accuracy indistinguishable from machine precision is rapidly attained. In the case of offstage singularities, they use the algorithm of Ma, Rokhlin, and Wandzura [15] to derive a generalized Gaussian quadrature which can be used to integrate singular functions exactly. The design of such quadratures requires the use of Newton's method to solve a nonlinear system of equations. The effectiveness and accuracy of the method were demonstrated by application to integrals containing singularities of various orders up to and including two over a range of
The method presented in this paper is similar to that of Kolm and Rokhlin [12] but is simpler to implement and includes the important case of a singularity at an endpoint, a case not considered by Kolm and Rokhlin. The simplification comes about through the use of Brandão's approach to finite part integrals [4] . In the original method, the finite part integrals are computed using special quadratures which must be found as part of the calculation; in this paper, standard Gauss-Legendre quadratures are used, simplifying implementation. It should also be noted that the use of the simpler approach to finite part integrals allows the extension of the method to higher order singularities with no modification to the theory-it is not clear how the special quadratures in the Kolm and Rokhlin approach can be generalized to include singularities of order three and higher or, indeed, singularities of noninteger order.
The extension to include endpoint singularities, easily implemented via the alternative approach to finite part integrals, is important because in boundary element calculations there will always be a need to evaluate integrals at the endpoints of elements and the Kolm and Rokhlin method as published is not applicable to these cases.
2.
Quadratures. This section introduces a method for the calculation of the weights of quadrature rules which integrate functions with singularities up to second order, evaluating the integrals in the finite part or principal value sense. The technique is based on that of Kolm and Rokhlin [12] , who base their rules on the nodes of an N -point Gauss-Legendre quadrature and compute the weights by solving a system of equations for the integrals of Legendre polynomials weighted by each of the singularities which must be handled (equation (2.7) in this paper). The integrals of the weighted polynomials are found numerically, using specially computed quadratures, whose weights must be found as part of the algorithm. In this paper, the procedure is simplified by using Brandão's approach to finite part integrals [4] , outlined in section 2.1, which allows the finite part integrals to be computed using standard quadratures. This also allows the method to handle functions with endpoint singularities; this is important when boundary elements with collocation points at their ends are used.
Finite part integrals.
The most convenient approach to the evaluation of finite part integrals seems to be that of Brandão [4] , who gives a simple method for computing a finite part integral by breaking the integrand into a singular part and a regular part which can be integrated exactly using standard Gaussian quadratures:
The finite part integrals are (see also Monegato [17] )
The formulae given are also valid for x outside the range of integration so that the same approach can also be used for "near-singular" integrals.
Integrals of Legendre polynomials.
A basic tool in the calculation of the quadrature weights in section 2.3 is the evaluation of finite part and principal value integrals of Legendre polynomials, which are the polynomials orthogonal on the range −1 ≤ t ≤ 1 with a unit weight function. The required integrals are listed below. In most cases, these can be found in standard tables [10] or have been published elsewhere [11] . For x = ±1, the values are derived in the appendix.
where Q n (x) is the Legendre function of the second kind, and (2.3e) and (2.3f) are Brandão's method for finite part integrals using an M -point Gauss-Legendre quadrature rule (t j , w j ). The derivatives of the Legendre polynomials, required in evaluating the finite part integral, (2.3f), can be found in standard tables [10] for x = 1 and are derived in the appendix for x = ±1:
n n(n + 1)/2, x = −1.
Quadrature rules.
The paper of Kolm and Rokhlin [12] presents an algorithm for the design of quadrature rules for integrals of the form
The N -point rule approximates the integral of f ,
with the weights w i being functions of x. The advantage of such a quadrature is that the functions A, B, C, and D of (2.5) need not be known explicitly; it is assumed only that they are polynomials of order up to M − 1. Then they can be represented as sums of Legendre polynomials P n , and the requirement for the quadrature rule is that it integrate exactly P i (t), P i (t) log |x − t|, P i (t)/(x − t), and
The nodes of the rule are chosen to be the nodes of an N -point Gauss-Legendre quadrature which can be computed using the method of Davis and Rabinowitz [7, p. 369] . Then the weights are the solution of the system of equations
where
and
This is essentially the method of Kolm and Rokhlin [12] simplified by the use of Brandão's approach to finite part integrals. Equations (2.3) allow m i to be calculated using Gauss-Legendre quadrature instead of special quadratures for different orders of singularity [12, equations 71-73] . Using this approach to finite part integrals also opens the way to handling higher order singularities, so-called "supersingular" integrals, and to incorporating singularities of noninteger order. Brandão also gives formulae for finite part integrals with endpoint singularities, a case not considered by Kolm and Rokhlin, and these formulae make the inclusion of endpoint singularities no more difficult than the handling of internal or external singularities.
Algorithm.
Combining the results of sections 2.1-2.3, an algorithm for the computation of an N -point quadrature rule for functions containing singularities up to and including second order and polynomials up to order M − 1 is made up of the following steps:
1. Find the nodes of the N -point Gauss-Legendre quadrature, using, for example, the algorithm of Davis and Rabinowitz [7] . 2. At each node, compute the functions ψ i (x, t j ) (see (2.8)). 3. Compute the moments m i (see (2.9)), using (2.3) and an M -point GaussLegendre quadrature. 4. Solve (2.7) for the weights w j . The N ×4M system of equations (2.7) may be well-posed or under-or overdetermined. It is solved in the least-squares sense when overdetermined and in the minimum norm sense when underdetermined, using the appropriate LAPACK solver [2] .
3. Numerical performance. As a check on the accuracy of the method, a reference integral
2m − 2k + 1 was computed, using quadrature rules of the type derived above. This integral was chosen because it has an integrand of the type which is common in boundary element calculations and because it has an analytical solution which can be compared to the numerical results. The analytical solution can also be differentiated to check the quadrature rule when used on higher order singularities. In each case, the quadrature rule was computed in double precision arithmetic. Kolm and Rokhlin [12] note that constructing the quadratures in double precision gives "11 or 12 correct digits" which is sufficient accuracy for most applications. 
, where K n (x) is the exact value of the integral,
and J n (x) is the value computed using the quadrature rule. The integrals were evaluated for x i = −2 + 0.0125i, i = 0, 1, . . . , 320, which includes x i = ±1. The values of n were selected as a check on the performance of the quadrature rule for values of n within the selected range of order, i.e., n ≤ M − 1, and to examine the performance of the algorithm for n outside that range. As can be seen, for n = 0, 3 the relative error is quite large (10 −4 ) for the eight point quadrature but quickly drops to, and remains, less than 10 −12 for N ≥ 12. The "out of range" function with n = 5 is never accurately integrated, as would be expected from the definition of the quadrature, showing that care would have to be taken in applications where the Green's function contains terms of higher order such as, for example, in the case of the elliptic integral in axisymmetric potential problems. On the other hand, it is useful to know that the full accuracy of the quadrature is attained at about N = 16 so that the computational burden of using it is not too great. Figure 3 .2 plots similar data for M = 8 and n = 0, 7, 11. The behavior is similar to that in the M = 4 case, but an error of ≤ 10 −12 is not attained until about N = 24. Likewise, the error in the n > M case is quite large ( ≈ 1) and does not drop below about 10 −4 . The most obvious conclusion to be drawn is that the best accuracy of the rule is achieved at about N = 3M and that there is little be gained by increasing N further, unless M is also increased. The results also confirm the conclusion of Kolm and Rokhlin that 11-12 places of accuracy can be achieved when the quadrature weights are computed in double precision.
Conclusions.
A method has been developed for the derivation of quadrature rules suitable for use in boundary element methods where the integrand has strong singularities up to order two. The technique is a simplification and extension of that of Kolm and Rokhlin [12] , allowing for singularities inside and outside the range of integration and at the endpoints, which is an important feature for boundary element methods. The approach has been tested on a reference integral of the type used in boundary element calculations and has been found to be accurate and robust, being accurate to 11-12 places when the quadrature weights are computed in double precision. The approach which has been used is quite general and can be extended to singularities of order higher than two. This will also make the method useful in developing quadratures for three-dimensional boundary element methods.
Appendix. Formulae.
Most of the formulae used in developing the quadrature technique can be found in standard references [10] , but some need to be derived, in particular for the behavior of the Legendre functions at x = ±1.
The derivative of P n (x) at x = ±1 can be most readily evaluated from the definition [10, 8. 
