A second order cone characterization for sums of nonnegative circuits by Wang, Jie & Magron, Victor
ar
X
iv
:1
90
6.
06
17
9v
1 
 [m
ath
.O
C]
  1
4 J
un
 20
19
SECOND-ORDER CONE REPRESENTATIONS OF SONC CONES
JIE WANG
Abstract. The second-order cone is a class of simple convex cones and the
optimization problem over second-order cones can be solved more efficiently
than semidefinite programming. Given that second-order cones have a strong
expressive ability, it is interesting to investigate which convex cones admit
a representation using second-order cones. In this paper, we prove that all
SONC cones surprisingly admit a second-order cone representation, which is
dramatically different from the case of positive semidefinite cones and SOS
cones as Fawzi very recently proved that the 3 × 3 positive semidefinite cone
does not admit any second-order cone representation. Based on this, we give a
new formulization of SONC optimization via second-order cone programming.
1. Introduction
A circuit polynomial is of the form∑
α∈A
cαx
α − dxβ ∈ R[x] = R[x1, . . . , xn]
where cα > 0, A ⊆ (2N)
n comprises the vertices of a simplex and β lies in the
interior of the simplex. The SONC (sum of nonnegative circuit polynomials) de-
composition was introduced recently as a new certificate of nonnegativity for sparse
polynomials, which is independent of the well-known SOS decomposition [8]. One
of significant differences between SONC decompositions and SOS decompositions
for nonnegative polynomials is that SONC decompositions preserve the sparsity
of polynomials while SOS decompositions do not in general [13]. A nonnegative
polynomial admitting SONC decompositions is called an SONC polynomial. The
set of SONC polynomials supported on a given set of lattice points forms a convex
cone and we call it an SONC cone. The sparse polynomial optimization problem
formulized using SONC decompositions exhibits a potential advantage compared
to the SOS formulization in certain cases and the research of optimization problems
over SONC cones becomes an active area [4, 5, 6, 9, 10, 12, 13].
The n-dimensional standard second-order cone is defined as
C := {(x, t) ∈ Rn−1 × R : ||x||2 ≤ t},
and an n-dimensional second-order cone is
Q := {x ∈ Rm : ||Ax+ b||2 ≤ c
Tx+ d},
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where A ∈ R(n−1)×m,b ∈ Rn−1, c ∈ Rm, d ∈ R. The optimization problem over
second-order cones can be solved more efficiently than semidefinite programming
[1, 2]. On the other hand, despite the simplicity of second-order cones, they have a
strong ability to express other convex cones (many such examples can be found in
[3, Section 3.3]). Therefore, it is interesting and also important to investigate that
which convex cone can be expressed by second-order cones. Very recently Fawzi
in [7] proved that positive semidefinite cones (and hence SOS cones) do not admit
any second-order cone representations in general. Let SONCA ,B1,B2 be the convex
cone of SONC polynomials supported on the sets of lattice points A ,B1,B2. The
first main result of this paper is the following theorem.
Theorem 1.1. For A ⊆ (2N)n, B1 ⊆ conv(A ) ∩ (2N)
n and B2 ⊆ conv(A ) ∩
(Nn\(2N)n) such that A ∩B1 = ∅, the convex cone SONCA ,B1,B2 admits a second-
order cone representation.
Hence Theorem 1.1 together with Fawzi’s theorem shows the dramatical differ-
ence between SONC cones and SOS cones.
The proof of Theorem 1.1 is constructive and involves writing an SONC poly-
nomial as a sum of binomial squares with rational exponents (Theorem 3.8). This
also enables us to propose a new formulization of SONC optimization problems via
second-order cone programming.
The rest of this paper is organized as follows. In Section 2, we list some prelim-
inaries on SONC polynomials. In Section 3, we reveals a key connection between
SONC polynomials and sums of binomial squares by introducing A -rational medi-
ated sets. By virtue of this connection, we obtain second-order cone representations
for SONC cones in Section 4. In Section 5, we give a new formulization of SONC
optimization problems via second-order cone programming. Finally in Section 6,
we present algorithms for computing an A -rational mediated set containing a given
lattice point.
2. Preliminaries
Let R[x] = R[x1, . . . , xn] be the ring of real n-variate polynomial, and N
∗ =
N\{0} the set of positive integers, R+ the set of positive real numbers. For a
finite set A ⊆ Nn, we denote by conv(A ) the convex hull of A , and by V (A )
the vertices of the convex hull of A . Also we denote by V (P ) the vertex set of
a polytope P . We consider polynomials g ∈ R[x] supported on A ⊆ Nn, i.e., g
is of the form g(x) =
∑
α∈A cαx
α with cα ∈ R,x
α = xα11 · · ·x
αn
n . The support
of g is supp(g) := {α ∈ A | cα 6= 0} and the Newton polytope is defined as
New(g) = conv(supp(g)). For a polytope P , we use P ◦ to denote the interior of P .
For a set A, we use #A to denote the cardinality of A. For B ⊆ Nn, let xB be the
#B-dimensional column vector consisting of elements xu,u ∈ B.
A polynomial g ∈ R[x] which is nonnegative over Rn is called a nonnegative
polynomial. For g ∈ R[x], let
Λ(g) := {α ∈ supp(g) | α ∈ (2N)n and cα > 0}
and Γ(g) := supp(g)\Λ(g). Then we can write g as
g =
∑
α∈Λ(g)
cαx
α −
∑
β∈Γ(g)
dβx
β .
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For simplicity, we assume that at least one point in Γ(g) lies in the interior of
New(g) in this paper.
A subset A ⊆ (2N)n is called a trellis if A comprises the vertices of a simplex.
Definition 2.1. Let A be a trellis and f ∈ R[x]. Then f is called a circuit
polynomial if it is of the form
(1) f(x) =
∑
α∈A
cαx
α − dxβ ,
with cα > 0 and β ∈ conv(A )
◦.
For a circuit polynomial f =
∑
α∈A cαx
α − dxβ, assume
(2) β =
∑
α∈A
λαα with λα > 0 and
∑
α∈A
λα = 1.
We define the corresponding circuit number as Θf :=
∏
α∈A (cα/λα)
λα . The non-
negativity of a circuit polynomial f is decided by its circuit number alone, that is,
f is nonnegative if and only if β /∈ (2N)n and |d| ≤ Θf , or β ∈ (2N)
n and d ≤ Θf
([8, Theorem 3.8]).
In analogy with writing a nonnegative polynomial as a sum of squares of polyno-
mials, writing a nonnegative polynomial as a sum of nonnegative circuit polynomials
serves as a certificate for its nonnegativity. We denote by SONC both the class of
polynomials which can be written as sums of nonnegative circuit polynomials and
the property of a polynomial to be in this class.
Suppose g =
∑
α∈Λ(g) cαx
α −
∑
β∈Γ(g) dβx
β ∈ R[x]. For every β ∈ Γ(g), let
(3) ∆(β) := {∆ | ∆ is a simplex, β ∈ ∆◦, V (∆) ⊆ Λ(g)}.
In [13, Theorem 5.5], it was proved that if g ∈ SONC, then g can be written as
(4) g =
∑
β∈Γ(g)
∑
∆∈∆(β)
(
∑
α∈V (∆)
cβ∆αx
α − dβ∆x
β)
such that every
∑
α∈V (∆) cβ∆αx
α − dβ∆x
β is a nonnegative circuit polynomial.
For more details about SONC polynomials, please refer to [8, 13].
3. SONC polynomials and sums of binomial squares
In this section, we give a characterization of SONC polynomials in terms of sums
of binomial squares (SBS) with rational exponents.
We call a lattice point is even if it is in (2N)n. For a subset M ⊆ Nn, define
A(M) := {
1
2
(u+ v) | u 6= v,u,v ∈M ∩ (2N)n}
as the set of averages of distinct even points in M . For a trellis A , we say that M
is an A -mediated set if A ⊆M ⊆ A(M) ∪A [11].
Theorem 3.1. Let f =
∑
α∈A cαx
α − dxβ ∈ R[x], d 6= 0 be a nonnegative circuit
polynomial with A a trellis. Then f is a sum of squares if and only if there exists an
A -mediated set containing β. Moreover, suppose that β belongs to an A -mediated
set M = {ui}
s
i=1. For each ui ∈M\A , let ui =
1
2 (up(i) +uq(i)). Then f is a sum
of binomial squares and f =
∑
ui∈M\A
(aix
1
2up(i) − bix
1
2uq(i))2, ai, bi ∈ R.
Proof. For the proof, please refer to Theorem 5.2 in [8]. 
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By Theorem 3.1, if we want to represent a nonnegative circuit polynomial as
a sum of binomial squares, we need to decide if there exists an A -mediated set
containing a given lattice point and to compute one if there exists. However, there
are two difficulties in this process: (1) there may not exist such an A -mediated
set; (2) even if there exists, it is difficult to compute one. To overcome these two
difficulties, we introduce the concept of A -rational mediated sets by admitting
rational numbers in coordinates. For a subset M ⊆ Qn, define
A˜(M) := {
1
2
(u + v) | u 6= v,u,v ∈M}
as the set of averages of distinct rational points in M . Let A ⊆ Qn comprise the
vertices of a simplex. We say that M is an A -rational mediated set if A ⊆ M ⊆
A˜(M) ∪A . We will see that for a trellis A and a lattice point β ∈ conv(A )◦, an
A -rational mediated set containing β always exists and there exists an effective
algorithm to compute it.
First, let us consider the one dimensional case. For a sequence of integer numbers
A = {s, q1, . . . , qm, p} (arranged from small to large), if every qi is an average of two
distinct numbers in A, then we say A is an (s, p)-mediated sequence. Note that the
property of (s, p)-mediated sequences is preserved under translations, that is, there
is a one-to-one correspondence between (s, p)-mediated sequences and (s+r, p+r)-
mediated sequences for any integer number r. So it suffices to consider the case
s = 0.
Lemma 3.2. For p, q ∈ N, 0 < q < p, there exists a (0, p)-mediated sequence
containing q with the number of elements less than 12 (log2(p) +
3
2 )
2.
Proof. We can assume (p, q) = 1 (otherwise consider p/(p, q), q/(p, q) instead). Let
us do induction on p. Assume that for any p′, q′ ∈ N, 0 < q′ < p′ < p, there exists
a (0, p′)-mediated sequence containing q′ with the number of elements less than
1
2 (log2(p
′) + 32 )
2.
Case 1: Suppose p is an even number. If q = p2 , then by (p, q) = 1, we have
q = 1 and A = {0, 1, 2} is a (0, p)-mediated sequence containing q. Otherwise, we
have either 0 < q < p2 or
p
2 < q < p. For 0 < q <
p
2 (or
p
2 < q < p), by the induction
hypothesis, there exists a (0, p2 )- (or (
p
2 , p)-) mediated sequence A
′ containing q. It
follows that A = A′∪{p} (or A = {0}∪A′) is a (0, p)-mediated sequence containing
q.
0 q
p
2 p
Moreover,
#A = 1 +#A′ < 1 +
1
2
(log2(
p
2
) +
3
2
)2 <
1
2
(log2(p) +
3
2
)2.
Case 2: Suppose p is an odd number. Without loss of generality, assume q is
an even number (otherwise consider p− q instead). Let q = 2kr for some k, r ∈ N∗
and 2 ∤ r. If q = p− r, then q = q+p−r2 . Since (p, q) = 1, we have r = 1. It follows
that A = {0, 12q,
3
4q, . . . , (1−
1
2k
)q, q, p} is a (0, p)-mediated sequence containing q.
0
1
2q · · ·
3
4q (1−
1
2k
)q
q − r
q p
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Moreover,
#A = k + 3 <
1
2
(log2(2
k + 1) +
3
2
)2 =
1
2
(log2(p) +
3
2
)2.
If q < p − r, then q lies on the line segment between q − r and q+p−r2 . Since
| q+p−r2 − (q−r)| =
p+r−q
2 < p, then by the induction hypothesis, there exists a (q−
r, q+p−r2 )-mediated sequenceA
′ containing q. It follows that A = {0, 12q,
3
4q, . . . , (1−
1
2k−1
)q, p} ∪ A′ is a (0, p)-mediated sequence containing q.
0
1
2q · · ·
3
4q (1−
1
2k
)q
q − r
q
q−r+p
2 p
Moreover,
#A = k + 1 +#A′
< log2(
q
r
) + 1 +
1
2
(log2(
p+ r − q
2
) +
3
2
)2
< log2(p) + 1 +
1
2
(log2(
p
2
) +
3
2
)2
=
1
2
(log2(p) +
3
2
)2.
If q > p − r, then q lies on the line segment between q+p−r2 and p. Since
|p− q+p−r2 | =
p+r−q
2 < p, then by the induction hypothesis, there exists a (
q+p−r
2 , p)-
mediated sequenceA′ containing q. It follows that A = {0, 12q,
3
4q, . . . , (1−
1
2k )q}∪A
′
is a (0, p)-mediated sequence containing q.
0
1
2q · · ·
3
4q (1−
1
2k
)q
q − r
q−r+p
2 q p
Moreover,
#A = k + 1 +#A′
< log2(
q
r
) + 1 +
1
2
(log2(
p+ r − q
2
) +
3
2
)2
< log2(p) + 1 +
1
2
(log2(
p
2
) +
3
2
)2
=
1
2
(log2(p) +
3
2
)2.

Lemma 3.3. Suppose α1 and α2 are two rational points, and β is any rational
point on the line segment between α1 and α2. Then there exists a {α1,α2}-rational
mediated set M containing β. Furthermore, if the denominators of coordinates of
α1,α2,β are odd numbers, and the numerators of coordinates of α1,α2 are even
numbers, then we can assume that the denominators of coordinates of points in M
are odd numbers and the numerators of coordinates of points in M\{β} are even
numbers.
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Proof. Suppose β = (1 − q
p
)α1 +
q
p
α2, p, q ∈ N, 0 < q < p, (p, q) = 1. Put the
line segment between α1 and α2 onto the number axis such that α1 lies at the
origin, α2 lies at p and β lies at q. Then a (0, p)-mediated sequence containing q
corresponds to a {α1,α2}-rational mediated set containing β via the map:
s 7→ (1−
s
p
)α1 +
s
p
α2.
Hence by Lemma 3.2, there exists a {α1,α2}-rational mediated set M containing
β with the number of elements less than 12 (log2(p) +
3
2 )
2. Moreover, we can see
that if α1,α2,β are lattice points, then the elements in M are also lattice points.
If the denominators of coordinates of α1,α2,β are odd numbers, and the numer-
ators of coordinates of α1,α2 are even numbers, assume the least common multiple
of denominators appearing the coordinates of α1,α2,β is r and remove the de-
nominators by multiplying the coordinates of α1,α2,β by r such that rα1, rα2 are
even lattice points. If rβ is even, let M ′ be the { r2α1,
r
2α2}-rational mediated set
containing r2β obtained as above (note that the elements in M
′ are lattice points).
Then M = 2
r
M ′ := { 2
r
u | u ∈ M ′} is a {α1,α2}-rational mediated set containing
β such that the denominators of coordinates of points in M are odd numbers and
the numerators of coordinates of points in M\{β} are even numbers as desired.
If rβ is not even, assume without loss of generality that β lies on the line segment
between α1 and
α1+α2
2 . Let β
′ = 2β−α1 with rβ
′ an even lattice point. LetM ′ be
the { r2α1,
r
2α2}-rational mediated set containing
r
2β
′ obtained as above (note that
the elements in M ′ are lattice points). ThenM = 2
r
M ′∪{β} is a {α1,α2}-rational
mediated set containing β such that the denominators of coordinates of points in
M are odd numbers and the numerators of coordinates of points in M\{β} are
even numbers as desired. 
Lemma 3.4. For a trellis A = {α1, . . . ,αm} and a lattice point β ∈ conv(A )
◦,
there exists an A -rational mediated set MAβ containing β such that the denom-
inators of coordinates of points in MAβ are odd numbers and the numerators of
coordinates of points in MAβ\{β} are even numbers.
Proof. Suppose β =
∑m
i=1
qi
p
αi, where p =
∑m
i=1 qi, p, qi ∈ N
∗, (p, q1, . . . , qm) = 1.
If p is an even number, then because (p, q1, . . . , qm) = 1, there must exist an odd
number among the qi’s. Without loss of generality assume q1 is an odd number. If
p is an odd number and there exists an even number among the qi’s, then without
loss of generality assume q1 is an even number. In anyone of these two cases, we
have
β =
q1
p
α1 +
p− q1
p
(
q2
p− q1
α2 + · · ·+
qm
p− q1
αm).
Let β1 =
q2
p−q1
α2 + · · ·+
qm
p−q1
αm. Then β =
q1
p
α1 +
p−q1
p
β1.
If p is an odd number and all qi’s are odd numbers, then we have
β =
q1
q1 + q2
(
q1 + q2
p
α1 +
q3
p
α3 + · · ·+
qm
p
αm)
+
q2
q1 + q2
(
q1 + q2
p
α2 +
q3
p
α3 + · · ·+
qm
p
αm).
Let β1 =
q1+q2
p
α1 +
q3
p
α3 + · · ·+
qm
p
αm and β2 =
q1+q2
p
α2 +
q3
p
α3 + · · ·+
qm
p
αm.
Then β = q1
q1+q2
β1 +
q2
q1+q2
β2.
SECOND-ORDER CONE REPRESENTATIONS OF SONC CONES 7
Apply the same procedure for β1 (and β2), and continue like this. Eventu-
ally we obtain a set of points {βi}
l
i=1 such that for each i, βi = λiβj + µiβk or
βi = λiβj+µiαk or βi = λiαj+µiαk, where λi+µi = 1, λi, µi > 0. We claim that
the denominators of coordinates of any βi are odd numbers, and the numerators of
coordinates of any βi are even numbers. This is because for each βi, we have the
expression βi =
∑
j
sj
r
αj , where r is an odd number and all αj ’s are even lattice
points. For βi = λβj +µβk (or βi = λβj +µαk, βi = λαj +µαk respectively), let
Mi be the {βj ,βk}- (or {βj ,αk}-, {αj ,αk}- respectively) rational mediated set
containing βi obtained by Lemma 3.3 satisfying that the denominators of coordi-
nates of points in Mi are odd numbers and the numerators of coordinates of points
in Mi\{β} are even numbers for i = 0, . . . , l (set β0 = β). Let MAβ = ∪
l
i=0Mi.
Then MAβ is clearly an A -rational mediated set containing β with the desired
property. 
For r ∈ N and g(x) ∈ R[x], let g(xr) := g(xr1, . . . , x
r
n). For any odd r ∈ N, it
is clear that f(x) =
∑
α∈A cαx
α − dxβ is a nonnegative circuit polynomial if and
only if f(xr) =
∑
α∈A cαx
rα − dxrβ is a nonnegative circuit polynomial.
Theorem 3.5. Let f =
∑
α∈A cαx
α − dxβ ∈ R[x], d 6= 0 be a circuit polynomial
and assume that MAβ = {ui}
s
i=1 is an A -rational mediated set containing β such
that the denominators of coordinates of points in MAβ are odd numbers and the
numerators of coordinates of points in MAβ\{β} are even numbers. For each
ui ∈ MAβ\A , let ui =
1
2 (up(i) + uq(i)). Then f is nonnegative if and only if f
can be written as f =
∑
ui∈MAβ\A
(aix
1
2up(i) − bix
1
2uq(i))2, ai, bi ∈ R.
Proof. Assume the least common multiple of denominators appearing the coordi-
nates of points in MAβ is r, which is odd. Then f(x) is nonnegative if and only
if f(xr) is nonnegative. Multiply all coordinates of points in MAβ by r to remove
the denominators, and the obtained rMAβ := {ru | u ∈ MAβ} is a rA -mediated
set containing rβ. Hence by Theorem 3.1, f(xr) is nonnegative if and only if f(xr)
can be written as f(xr) =
∑
ui∈MAβ\A
(aix
r
2up(i) − bix
r
2uq(i) )2, ai, bi ∈ R, which is
equivalent to f(x) =
∑
ui∈MAβ\A
(aix
1
2up(i) − bix
1
2uq(i))2. 
Example 3.6. Let f = x4y2 + x2y4 + 1 − 3x2y2 be the Motzkin’s polynomial and
A = {α1 = (0, 0),α2 = (4, 2),α3 = (2, 4)}, β = (2, 2). Then β =
1
3α1 +
1
3α2 +
1
3α3 =
1
2 (
1
3α1+
2
3α2)+
1
2 (
1
3α1+
2
3α3). Let β1 =
1
3α1+
2
3α2 and β2 =
1
3α1+
2
3α3
such that β = 12β1 +
1
2β2. Let β3 =
2
3α1 +
1
3α2 and β4 =
2
3α1 +
1
3α3. Then it is
easy to check that M = {α1,α2,α3,β,β1,β2,β3,β4} is an A -rational mediated
set containing β.
(0, 0)
α1
(2, 4)α3
(4, 2)
α2
(2, 2)
β
(43 ,
8
3 )
β2
(83 ,
4
3 )β1
(23 ,
4
3 )
β4
(43 ,
2
3 )β3
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By a simple computation, we have f = 32 (x
2
3 y
4
3 − x
4
3 y
2
3 )2 + (xy2 − x
1
3 y
2
3 )2 +
1
2 (x
2
3 y
4
3 −1)2+(x2y−x
2
3 y
1
3 )2+ 12 (x
4
3 y
2
3 −1)2. Here we represent f as five binomial
squares with rational exponents.
Lemma 3.7. Let g(x) ∈ R[x]. For an odd number r, g(x) ∈ SONC if and only if
g(xr) ∈ SONC.
Proof. It easily follows from the fact that f(x) is a nonnegative circuit polynomial
if and only if f(xr) is a nonnegative circuit polynomial for an odd number r. 
Theorem 3.8. Let g =
∑
α∈Λ(g) cαx
α −
∑
β∈Γ(g) dβx
β ∈ R[x]. For every β ∈
Γ(g) and every ∆ ∈ ∆(β), let M∆β be a V (∆)-rational mediated set containing
β such that the denominators of coordinates of points in MAβ are odd numbers
and the numerators of coordinates of points in MAβ\{β} are even numbers. Let
M = ∪β∈Γ(f)∪∆∈∆(β)M∆β. For each ui ∈M\Λ(g), let ui =
1
2 (up(i)+uq(i)). Then
g ∈ SONC if and only if g can be written as g =
∑
ui∈M\Λ(g)
(aix
1
2up(i)−bix
1
2uq(i))2,
ai, bi ∈ R.
Proof. Suppose g ∈ SONC. By Theorem 5.5 in [13], we can write g as g =∑
β∈Γ(g)
∑
∆∈∆(β) g∆β such that every g∆β =
∑
α∈V (∆) cβ∆αx
α−dβ∆x
β is a non-
negative circuit polynomial. We have g∆β =
∑
ui∈MAβ\A
(aix
1
2up(i) − bix
1
2uq(i))2,
ai, bi ∈ R by Theorem 3.5. Thus g =
∑
ui∈M\Λ(f)
(aix
1
2up(i)−bix
1
2uq(i))2, ai, bi ∈ R.
Suppose g =
∑
ui∈M\Λ(g)
(aix
1
2up(i) − bix
1
2uq(i))2, ai, bi ∈ R. Assume that the
least common multiple of denominators appearing the coordinates of points in M
is r, which is odd. Then g(xr) =
∑
ui∈M\Λ(g)
(aix
r
2up(i) − bix
r
2uq(i))2, ai, bi ∈ R,
which is a sum of nonnegative circuit polynomials since every binomial square is a
nonnegative circuit polynomial. So by Lemma 3.7, g(x) ∈ SONC. 
4. Second-order cone representations of SONC cones
The second-order cone program plays an important role in convex optimization
and can be solved by very efficient algorithms. It is interesting to investigate the
problem that which convex cones can be expressed by second-order cones. In [7],
Fawzi proved that positive semidefinite cones do not admit any second-order cone
representations in general, which implies that SOS cones do not admit any second-
order cone representations in general. In this section, we prove that dramatically
unlike the SOS cones, SONC cones always admit second-order cone representations.
Let us discuss it in more details. We denote by Qk := Q × · · ·Q the Cartesian
product of k copies of a second-order cone Q. A linear slice of Qk is an intersection
of Qk with a linear subspace.
Definition 4.1. A convex cone C ⊆ Rm has a second-order cone lift of size k (or
simply a Qk-lift) if it can be written as the projection of a slice of Qk, that is, there
is a subspace L of Qk and a linear map pi : Qk → Rm such that C = pi(Qk ∩ L).
We give the definition of SONC cones.
Definition 4.2. Given sets of lattice points A ⊆ (2N)n, B1 ⊆ conv(A ) ∩ (2N)
n
and B2 ⊆ conv(A ) ∩ (N
n\(2N)n) such that A ∩ B1 = ∅, define the SONC cone
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supported on A ,B1,B2 as
SONCA ,B1,B2 :={(cA ,dB1 ,dB2) ∈ R
|A |
+ × R
|B1|
+ × R
|B2|
|
∑
α∈A
cαx
α −
∑
β∈B1∪B2
dβx
β ∈ SONC},
where cA = (cα)α∈A , dB1 = (dβ)β∈B1 and dB2 = (dβ)β∈B2 . It is easy to check
that SONCA ,B1,B2 is indeed a convex cone.
Let S2+ be the convex cone of 2× 2 positive semidefinite matrices, i.e.,
S2+ := {
[
a b
b c
]
∈ R2×2 |
[
a b
b c
]
is positive semidefinite}.
Lemma 4.3. S2+ is a 3-dimensional second-order cone.
Proof. Suppose A =
[
a b
b c
]
is a 2× 2 symmetric matrix. The condition of A to be
positive semidefinite is
a ≥ 0, c ≥ 0, ac− b2 ≥ 0,
which is equivalent to ∥∥∥∥( 2ba− c
)∥∥∥∥
2
≤ a+ c.
Thus S2+ is a 3-dimensional second-order cone. 
Theorem 4.4. For A ⊆ (2N)n, B1 ⊆ conv(A ) ∩ (2N)
n and B2 ⊆ conv(A ) ∩
(Nn\(2N)n) such that A ∩B1 = ∅, the convex cone SONCA ,B1,B2 has an (S
2
+)
k-
lift for some k ∈ N.
Proof. For every β ∈ B1 ∪B2, let
(5) ∆(β) := {∆ | ∆ is a simplex, β ∈ ∆◦, V (∆) ⊆ A }.
For every β ∈ B1∪B2 and every ∆ ∈ ∆(β), there exists a V (∆)-rational mediated
set M∆β containing β such that the denominators of coordinates of points in MAβ
are odd numbers and the numerators of coordinates of points inMAβ\{β} are even
numbers by Lemma 3.4. Let M = ∪β∈B1∪B2 ∪∆∈∆(β) M∆β. For each ui ∈M\A ,
let ui =
1
2 (up(i) + uq(i)). Let B = ∪ui∈M\A {
1
2up(i),
1
2uq(i)} and k = #M\A .
By Theorem 3.8, a polynomial g is in SONCA ,B1,B2 if and only if g can be writ-
ten as g =
∑
ui∈M\A
(aix
1
2up(i) − bix
1
2uq(i) )2, ai, bi ∈ R, which is equivalent to that
there exists a symmetric matrix Q =
∑k
i=1Qi such that g = (x
B)TQxB, where
Qi is a symmetric matrix with zeros everywhere except the four positions corre-
sponding to the monomials 12x
up(i) , 12x
up(i) which form a 2×2 positive semidefinite
submatrix for each i.
Let
pi : (S2+)
k → SONCA ,B1,B2
be the linear map that maps an element in Q1 × · · · ×Qk to the coefficient vector
of g which is in SONCA ,B1,B2 via the equality g = (x
B)TQxB with Q =
∑k
i=1Qi.
So we obtain an (S2+)
k-lift for SONCA ,B1,B2 .

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5. SONC optimization via second order cone programming
By virtue of Theorem 3.8, to decide if a polynomial g ∈ SONC, it suffices to
check if g is a sum of binomial squares under the basis M = ∪β∈Γ(g)∪∆∈∆(β)M∆β,
which is efficiently solved by 2×2-blocked SDP programming, or second order cone
programming. It is still possible to decrease the number of binomial squares needed
in the expression to reduce the computation further. For this purpose we introduce
the notion of PN-polynomials.
Suppose g =
∑
α∈Λ(g) cαx
α −
∑
β∈Γ(g) dβx
β ∈ R[x]. If dβ > 0 for all β ∈ Γ(g),
then we call g a PN-polynomial. For a PN-polynomial g(x), it is clear that
g(x) ≥ 0 for all x ∈ Rn ⇐⇒ g(x) ≥ 0 for all x ∈ Rn+.
Moreover, we have
Lemma 5.1. Let g(x) ∈ R[x] be a PN-polynomial. Then for any k ∈ N∗, g(x) ∈
SONC if and only if g(xk) ∈ SONC.
Proof. It is immediate from the fact that a polynomial f(x) with exactly one neg-
ative term is a nonnegative circuit polynomial if and only if f(xk) is a nonnegative
circuit polynomial for any k ∈ N∗. 
Theorem 5.2. Let g =
∑
α∈Λ(g) cαx
α−
∑
β∈Γ(g) dβx
β ∈ R[x] be a PN-polynomial.
For every β ∈ Γ(g) and every ∆ ∈ ∆(β), let M∆β be a V (∆)-rational mediated
set containing β. Let M = ∪β∈Γ(g) ∪∆∈∆(β) M∆β. For each ui ∈ M\Λ(g), let
ui =
1
2 (up(i) + uq(i)). Then g ∈ SONC if and only if g can be written as g =∑
ui∈M\Λ(g)
(aix
1
2up(i) − bix
1
2uq(i))2, ai, bi ∈ R.
Proof. It follows easily from Lemma 5.1 and Theorem 3.1. 
Since for PN-polynomials, we do not require the denominators of coordinates
of points in A -rational mediated sets to be odd, we can construct a smaller A -
rational mediated set MAβ containing β than that in Lemma 3.4 for a trellis
A = {α1, . . . ,αm} and a lattice point β ∈ conv(A )
◦.
Lemma 5.3. For a trellis A = {α1, . . . ,αm} and a lattice point β ∈ conv(A )
◦,
there exists an A -rational mediated set MAβ containing β.
Proof. Suppose β =
∑m
i=1
qi
p
αi, where p =
∑m
i=1 qi, p, qi ∈ N
∗, (p, q1, . . . , qm) = 1.
We can write
β =
q1
p
α1 +
p− q1
p
(
q2
p− q1
α2 + · · ·+
qm
p− q1
αm).
Let β1 =
q2
p−q1
α2 + · · · +
qm
p−q1
αm. Then β =
q1
p
α1 +
p−q1
p
β1. Apply the same
procedure for β1, and continue like this. Eventually we obtain a set of points
{βi}
m−2
i=0 (set β0 = β) such that βi = λiαi+1 + µiβi+1, i = 0, . . . ,m − 3 and
βm−2 = λm−2αm−1 + µm−2αm, where λi + µi = 1, λi, µi > 0, i = 0, . . . ,m − 2.
For βi = λiαi+1 + µiβi+1 (or βm−2 = λm−2αm−1 + µm−2αm), let Mi be the
{αi+1,βi+1}- (or {αm−1,αm}-) rational mediated set containing βi obtained by
Lemma 3.3, i = 0, . . . ,m − 2. Let MAβ = ∪
m−2
i=0 Mi. Then clearly MAβ is an
A -rational mediated set containing β. 
Example 5.4. Let f = x4y2 + x2y4 + 1 − 3x2y2 be the Motzkin’s polynomial and
A = {α1 = (4, 2),α2 = (2, 4),α3 = (0, 0)}, β = (2, 2). Then β =
1
3α1 +
1
3α2 +
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1
3α3 =
1
3α1 +
2
3 (
1
2α2 +
1
2α3). Let β1 =
1
2α2 +
1
2α3 such that β =
1
3α1 +
2
3β1. Let
β2 =
2
3α1 +
1
3β1. Then it is easy to check that M = {α1,α2,α3,β,β1,β2} is an
A -rational mediated set containing β.
(0, 0)
α3
(2, 4)α2
(4, 2)
α1
(2, 2)
β
(1, 2)
β1
(3, 2)
β2
By a simple computation, we have f = (1− xy2)2 + 2(x
1
2 y − x
3
2 y)2 + (xy − x2y)2.
Here we represent f as three binomial squares with rational exponents.
For a polynomial g =
∑
α∈Λ(g) cαx
α−
∑
β∈Γ(g) dβx
β ∈ R[x], let g˜ =
∑
α∈Λ(g) cαx
α−∑
β∈Γ(g) |dβ|x
β which is a PN-polynomial.
Lemma 5.5. Suppose g =
∑
α∈Λ(g) cαx
α −
∑
β∈Γ(g) dβx
β ∈ R[x]. If g˜ is nonneg-
ative, then g is nonnegative. Moreover, if g˜ ∈ SONC, then g ∈ SONC.
Proof. For all x ∈ Rn, we have
g(x) =
∑
α∈Λ(g)
cαx
α −
∑
β∈Γ(g)
dβx
β
≥
∑
α∈Λ(g)
cα|x|
α −
∑
β∈Γ(g)
|dβ||x|
β
= g˜(|x|),
where |x| = (|x1|, . . . , |xn|). It follows that the nonnegativity of g˜ implies the
nonnegativity of g.
Let B := {β ∈ Γ(g) | β /∈ (2N)n and dβ < 0}. Assume g˜ ∈ SONC, i.e.,
g˜ =
∑
β∈Γ(g)\B
∑
∆∈∆(β)
(
∑
α∈V (∆)
cβ∆αx
α − dβ∆x
β)
+
∑
β∈B
∑
∆∈∆(β)
(
∑
α∈V (∆)
cβ∆αx
α − d˜β∆x
β)
such that each
∑
α∈V (∆) cβ∆αx
α − dβ∆x
β and each
∑
α∈V (∆) cβ∆αx
α − d˜β∆x
β
are nonnegative circuit polynomials. Note that
∑
α∈V (∆) cβ∆αx
α + d˜β∆x
β is also
a nonnegative circuit polynomial and
∑
∆∈∆(β) d˜β∆ = −|dβ| = dβ for any β ∈ B.
Hence,
g =
∑
β∈Γ(g)\B
∑
∆∈∆(β)
(
∑
α∈V (∆)
cβ∆αx
α − dβ∆x
β)
+
∑
β∈B
∑
∆∈∆(β)
(
∑
α∈V (∆)
cβ∆αx
α + d˜β∆x
β) ∈ SONC.

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The unconstrained polynomial optimization problem can be formulated as fol-
lows:
(6)
{
maximize ξ
subject to g(x)− ξ ≥ 0, x ∈ Rn.
Let ξ∗ denote the optimal value of (6).
Replace the nonnegativity constraint in (6) by the SONC constraint to obtain a
relaxation of the problem (6):
(7)
{
maximize ξ
subject to g(x)− ξ ∈ SONC.
Let ξ∗sonc denote the optimal value of (7).
Replace the polynomial g in (7) by the PN-polynomial g˜ to obtain a relaxation
of the problem (7) and hence a further relaxation of the problem (6):
(8)
{
maximize ξ
subject to g˜(x) − ξ ∈ SONC.
Let ξ∗pn denote the optimal value of (8).
By Lemma 5.5, we have ξ∗pn ≤ ξ
∗
sonc ≤ ξ
∗. By Theorem 5.2, the SONC optimiza-
tion problem (8) can be efficiently solved by 2 × 2-blocked SDP programming, or
second order cone programming.
6. Algorithms
In this final section, we present the algorithms for computing A -rational medi-
ated sets containing a given lattice point β.
Remark 6.1. The correctness of Algorithm 1 follows from Lemma 3.2.
Remark 6.2. The correctness of Algorithm 2 follows from Lemma 3.3.
Remark 6.3. The correctness of Algorithm 2 follows from Lemma 5.3.
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αm;
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