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Abstract
Although bacteria are single-celled organisms, they exist in nature primarily in the form
of complex communities, participating in a vast array of social interactions through reg-
ulatory gene networks. The social interactions between individual cells drive the emer-
gence of community structures, resulting in an intricate relationship across multiple spa-
tiotemporal scales. Here, I present my work towards developing and applying the tools
necessary to model the complex dynamics of bacterial communities.
In Chapter 2, I utilize a reaction–diffusion model to determine the population dynam-
ics for a population with two species. One species (CDI+) utilizes contact dependent
inhibition to kill the other sensitive species (CDI-). The competition can produce diverse
patterns, including extinction, coexistence, and localized aggregation. The emergence,
relative abundance, and characteristic features of these patterns are collectively deter-
mined by the competitive benefit of CDI and its growth disadvantage for a given rate of
population diffusion. The results provide a systematic and statistical view of CDI-based
bacterial population competition, expanding the spectrum of our knowledge about CDI
systems and possibly facilitating new experimental tests for a deeper understanding of
bacterial interactions.
In the following chapter, I present a systematic computational survey on the relation-
ship between social interaction types and population structures for two-species commu-
nities by developing and utilizing a hybrid computational framework that combines dis-
crete element techniques with reaction-diffusion equations. The impact of deleterious and
beneficial interactions on the community are quantified. Deleterious interactions generate
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an increased variance in relative abundance, a drastic decrease in surviving lineages, and
a rough expanding front. In contrast, beneficial interactions contribute to a reduced vari-
ance in relative abundance, an enhancement in lineage number, and a smooth expanding
front. More specifically, mutualism promotes spatial homogeneity and population ro-
bustness while competition increases spatial segregation and population fluctuations. To
examine the generality of these findings, a large set of initial conditions with varying
density and species abundance was tested and analyzed. The results and the computa-
tional framework presented provide the basis for further explorations of individual based
simulations of bacterial communities.
For Chapter 4, I consider the role of gene regulation in shaping the outcome of compe-
tition between a bacteriocin (i.e. toxin) producing and sensitive strain. In natural systems,
bacteriocin production is often conditional, governed by underlying quorum sensing reg-
ulatory circuitry. By developing an ordinary differential equation (ODE) model integrat-
ing population dynamics with molecular regulation, we find that the ecological contri-
bution of bacteriocin production can be positive or negative, determined by the tradeoff
between the benefit of bacteriocins in mediating competition and the fitness cost due to
metabolic load. Interestingly, under the naturally occurring scenario where bacteriocin
production has a high cost, density-dependent synthesis is more advantageous than con-
stitutive synthesis, which offers a quantitative interpretation for the wide prevalence of
density-related bacteriocin production in nature. By incorporating the modeling frame-
work presented in Chapter 3, the results of the ODE model were extended to the spatial
setting, providing ecological insights into the costs and benefits of bacteriocin synthesis
in competitive environments.
For the final research chapter, I consider the impact of growth coupling on protein
production at both the single cell and population scales. The same machinery (e.g. ribo-
somes) and resources (e.g. amino acids and ATP) are used within cells to produce both
endogenous (host) and exogenous (circuit) proteins. Thus, the introduction of a gene
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circuit generates a metabolic burden on the cell which can slow its growth rate relative
to the wild type. Building off of the computational framework introduced in Chapter
3 with single cell resolution, I utilize deterministic and stochastic simulations to charac-
terize the changes in protein production due to host-circuit coupling for a simple gene
regulatory architecture. Analytical arguments and simulation results show that incor-
porating growth can lead to drastic changes in both the steady state and time scales for
protein production at the single cell and population level. Furthermore, host-circuit cou-
pling can induce bimodality at the population level well outside the bistable region for
single cell dynamics.
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Chapter 1
Introduction
As one of the major domains of life on earth, bacteria survive and thrive in a host of
diverse habitats, including soil, water, organic matter, and the live bodies of plants and
animals [1, 2]. Within natural environments, bacteria typically exist not in isolation but
in the form of complex communities, such as biofilms or the human microbiome [3–6],
incorporating a vast array of chemical signals and mechanical contacts from the environ-
ment and other microbes [7,8]. Social interactions in communities, typically governed by
underlying gene regulatory networks, drive the emergence of spatiotemporal structures
at the population level. Thus, the time evolution of microbial communities depends on
a complex relationship across multiple spatial and temporal scales between gene regula-
tion, individual cell interactions, and population structures.
Individual cell interactions are composed of both mechanical forces, resulting from
spatial exclusion, and coupling through diffusible chemicals. Although mechanical forces
are typically local in nature, chemical interactions can occur over arbitrary length scales
depending on diffusivity and degradation. Common forms of chemically mediated in-
teractions in nature include commensalism, competition, mutualism, amensalism, and
parasitism [6]. For even the simplest type of social interaction, competition over a shared
nutrient source, striking patterns can emerge during colony expansion in space. Two well
studied examples include the transition from symmetric expansion to branching as nutri-
ent availability is lowered [9] and the segregation of cell lineages over time due to genetic
drift [10].
Within each cell, the growth, metabolism, and responses to chemical signals are gov-
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erned by gene expression and the resulting protein products. Expression is determined
by a complex network of interactions between genes and products with a regulatory ar-
chitecture specifying connections and types (i.e. positive or negative) [11,12]. Feedback is
a common mechanism employed to achieve diverse behaviors based on external and in-
ternal stimuli. For example, positive feedback enhances perturbations in gene expression,
often leading to a switch-like behavior capable of generating multiple distinct subpopu-
lations within a community of genetically identical cells [11, 12].
Despite the overwhelming complexity of bacterial communities, previous modeling
efforts have yielded many insights into the possible outcomes for interacting populations,
including coexistence, competitive exclusion, and sustained density oscillations [13–17].
Furthermore, the recently established field of synthetic biology has provided many of
the tools necessary to manipulate and engineer functionality into microbial systems [12,
18, 19]. Engineered systems provide an ideal environment to isolate key interactions of
a natural system necessary for community behaviors [20–23]. An interactive cycle of
model exploration and experimental validation can thus be used to perform a systematic
investigation of the relationship between social interactions and population structure,
generating a quantitative and predictive understanding of bacterial communities [21, 24,
25].
Inspired by the possibility of predicting complex behaviors in natural microbial com-
munities and engineering new functionality into synthetic systems, this dissertation con-
tains my contributions towards developing and applying tools to model the spatiotem-
poral structures of bacterial communities. Each chapter combines multiple key features
of realistic cellular communities (e.g. diffusible interactions, competition over a shared
resource, coupling between growth and gene regulation) to make quantitative predic-
tions about expected behaviors. Furthermore, my work has generated a computational
framework capable of incorporating mechanical forces, reaction–diffusion equations, and
stochastic protein dynamics, which can be easily manipulated to simulate a diverse range
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of natural and synthetic systems.
The chapters covering my different research contributions (Chapters 2–5), are arranged
in order of increasing detail used in modeling cellular processes. In Chapter 2, contact
dependent inhibition is studied using reaction–diffusion equations to model the bulk
movement and interactions of competing cells within a population (see [16] for the re-
sulting publication). In Chapter 3, a new computational framework is introduced which
incorporates mechanical forces for individual cells along with diffusible interactions. The
framework is used to study the impact of different types of social interactions on de-
veloping community structures (see [26] for the resulting publication). The key shift in
modeling methodology between Chapter 2 and Chapter 3 is the tracking of individual
cells in the population. This increased resolution in modeling is then used to study ad-
ditional phenomena in the final chapters. Chapter 4 considers the competition outcomes
for toxin production with accompanying metabolic load. Chapter 5 considers the im-
pact of coupling between growth and gene expression in determining protein levels for
a population. Finally, Chapter 6 summarizes the contributions of my collected work and
discusses the utility of the modeling framework first introduced in Chapter 3 for future
work.
3
Chapter 2
Contact Dependent Inhibition
The following chapter contains text and figures which can be found in the main text and
supporting information of [16].
2.1 Background
Bacteria are highly social and present dominantly in the form of complex communities
where they interact through a variety of fashions [6, 27, 28]. Among all types of bacterial
interactions discovered, competition has been identified as the most prevalent by recent
studies [29–31]. The ubiquity of competition has been mainly attributed to the limited
space and resources of natural environments. To maximize their survival and reproduc-
tion, bacteria have indeed developed numerous competition strategies, including inter-
ference competition where a species directly harms another via active production of toxin
and other effectors [29, 31–33].
Interference competition was initially shown to be mediated by diffusible soluble fac-
tors, such as antibiotics and bacteriocins. These effector molecules serve to potently de-
crease survival and reproduction of neighboring bacteria at a long range spatial scale
[27, 34–36]. For instance, Lactococcus lactis produces and secretes nisin, a small antimi-
crobial peptide, into the extracellular milium (e.g., milk) to efficiently inhibit other bacte-
rial species for lactose competition [37]. A set of recent studies, however, have illustrated
that interference competition can also occur through direct physical contact between cells,
revealing a new class of competition with an interaction scale restricted to nearest neigh-
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bors [38–42].
Furthermore, studies have uncovered a surprisingly high degree of diversity among
these contact–dependent inhibitions (CDIs). They occur across a wide range of organ-
isms including both Gram- negative and positive bacteria [42–46], use different toxins
similar to nuclease, tRNAse and DNase, and further exploit various delivery machiner-
ies spanning Type III, IV, V, and VI secretion systems [38–40, 47, 48]. Moreover, it has
been shown that certain strains even have multiple CDI modules and multiple toxins for
competition [42, 49].
Despite their structural and compositional diversity, all of the CDI systems possess a
common mode of action in which growth inhibition toxins are deployed into competi-
tor cells via direct cell to cell physical contact. A representative example is the CdiBAI
system discovered in the enterobacterium E. coli EC93 [39]: The system consists of three
functional components: CdiA, the toxin effector, CdiB, the β-barrel protein localized to
the outer membrane for effector export, and CdiI, the immunity protein. Upon contact
with a neighboring cell, a CDI equipped cell employs CdiB to inject toxin CdiA into the
target cell to inhibit its growth while expressing the immunity protein CdiI to prevent
autoinhibition.
The intriguing functionality and characteristics of CDI motivate us to ask the follow-
ing questions: How does CDI impact the competition between a CDI equipped (CDI+)
and deficient (CDI-) species? Can the two species coexist, or does extinction always occur
for one of the species? Due to the intrinsic association of protein expression and metabolic
load, will the growth disadvantage of CDI+ species counteract its competition advantage
from toxin production? How does cell motility alter the competition outcome in different
environmental settings, such as liquid or solid agar?
Although current experimental efforts [38, 48–51] have started to address some of
the above questions, a systematic and quantitative understanding of CDI-based bacterial
competition has not been achieved. In particular, it is not clear how the competition out-
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come is influenced by the inhibition advantage of CDI-based competition and the growth
disadvantage associated with metabolic load. Moreover, most experimental efforts have
primarily focused on liquid culture settings where populations are well mixed [39,49,50]
but little has been elucidated when competitions occur in space. There is hence a clear
need for a systematic investigation of CDI-based bacterial competition that integrates the
tradeoff between competitor inhibition and metabolic cost with spatiotemporal dynam-
ics.
Here, we present a mathematical model to describe a bacterial population with CDI+
and CDI- species that compete through both contact-dependent inhibition and nutrient
utilization. With this model, we studied the composition of the competing population in
the well-mixed case, showing that the outcome is always extinction for one of the species
depending on initial conditions as well as the tradeoff between inhibition strength and
metabolic cost. We then continued to investigate the dynamics of the population in one
dimensional space, revealing possible spatial coexistence of the species through aggrega-
tion. To acquire a statistical understanding of the coexistence patterns, we further con-
ducted a systematic survey into the spatial structure of the competing populations by
altering the interplay between inhibition strength and metabolic growth disadvantage. A
set of illustrating tests in two dimensional space was also implemented to demonstrate
the generality of our results. We finally conclude by summarizing our findings and dis-
cussing possible future developments.
2.2 Results
2.2.1 A Mathematical Model of Bacterial Competition with CDI
Bacterial competition has been modeled through coupled systems of ordinary differen-
tial equations, dating back to the work of Lotka and Volterra [52,53]. Later developments
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of the original Lotka-Volterra model have incorporated the effects of nutrient limitation
and species diffusion [13, 54–60]. Typically, these models incorporated only on-site in-
teractions (i.e. the interaction range for competing species is taken to be infinitesimally
small). For bacteria competing through CDI, however, it is natural to explicitly include
a finite interaction range in order to account for the intrinsic nearest-neighbor effects of
toxin injection in the system.
Previous studies on competition with a finite interaction range have shown that spa-
tial aggregation is possible in the long time limit [14,61–66]. For instance, a single species
with nonlocal interactions has unstable homogeneous states for certain functional forms
of its growth rate, leading to a spatial distribution of the population with clumps of
high species concentration separated by regions with low density [64, 67–70]. For two
species systems, it has been shown that systems with specific features, such as systems
with Allee effects and completely symmetric interactions, may have steady spatial struc-
tures [14, 63, 71]. Despite these advances, a mathematical model appropriate for bac-
terial populations with the nearest neighbor and asymmetric interactions implemented
through CDI has not been investigated.
To enable a quantitative and systematic investigation of CDI-based bacterial competi-
tion, we constructed a mathematical model that describes a two-species population with
one CDI+ (CDI equipped) and the other CDI- (CDI deficient) as follows:
du
dt
= u
(
α− u− v− c
∫
f (|χ− x|)v(χ)dχ
)
+ Du∇2u
dv
dt
= v(β− u− v) + Dv∇2v (2.1)
where u and v are the concentrations of the CDI- and CDI+ species respectively. This
model incorporates the asymmetrical interaction from the CDI+ to CDI- species through
the integral term (−uc ∫ f (|χ− x|)v(χ)dχ), the effects of limited shared resources through
the logistic growth terms, and cell motilities through the corresponding diffusion terms.
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Here, nondimensionalization has been implemented with the original model detailed in
Section 2.4.1.
Due to the intrinsic direct physical contact of CDI, bacterial interactions follow a dis-
crete, nearest neighbor fashion, i.e., f (|xi − xj|) = 1/3δ when j = i + 1, i, i − 1 and
f (|xi − xj|) = 0 otherwise. The above model can thus be discretized and rewritten in
one spatial dimension as:
dui
dt
= ui(α− ui − vi − c1(vi+1 + vi + vi−1)) + Dδ2 (ui+1 − 2ui + ui−1)
dvi
dt
= vi(β− ui − vi) + Dδ2 (vi+1 − 2vi + vi−1) (2.2)
i = 1, 2, ..., N
where δ is the grid spacing, ui (vi) is the concentration of the CDI- (CDI+) species in space
iδ, N is the number of total grid points, and D is the diffusion constant (Du = Dv = D
assumed for simplicity). In addition, we have used c1 = c/3 to reflect the fact that there
are three interaction locations for CDI in one dimension including one on–site and two
nearest neighbors. Furthermore, c1 is a constant here, corresponding to a constitutive
expression of the CDI system as seen in certain species such as E. coli EC93 [49]. Periodic
boundary conditions are imposed so that uN+1 = u1 and u0 = uN (similarly for v).
Although this model is generic and does not describe biochemical details of the com-
peting population, it captures the main biological features of the system in realistic set-
tings: (1) Cellular growth is described using a logistic growth model, which accounts for
nutrient limitation in experimental settings and has been adopted widely by previous
theoretical studies [59]; (2) Cellular movement is modeled with a random diffusion term,
which is adequate to describe non-motile cells with passive diffusion or motile cells with-
out chemotaxis; (3) Constant growth inhibition of the CDI system is modeled, which is
supported by experimental evidence showing that certain bacterial species have consti-
tutive production of the CDI machinery [49].
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Our model has four key parameters, namely α, β, c1, and D, which describe the growth
rates of the CDI- and + species, inhibition strength from the CDI+ to CDI- species, and the
motility of both species respectively. It is evident that if the CDI+ species (v) has a larger
growth rate than the CDI- species (u) (i.e., α/β < 1), the outcome of competition will be
the extinction of the CDI- species due to the additive combined affects of slower growth
and nearest neighbor inhibition. However, the outcome is unclear when the metabolic
load of producing proteins involved in CDI causes α/β > 1. We are thus motivated to
understand how the tradeoff between inhibition strength and growth disadvantage influ-
ences the outcome of competition and what kinds of possible competition outcomes may
result. In the following, we consider the tradeoffs between relative growth advantage
and inhibition over a range of cell motility.
2.2.2 Well-Mixed Case
We begin our investigation by considering the well–mixed case for our system, corre-
sponding to a liquid assay or D → ∞ in the model. In this case, the solutions are assumed
to be homogenous in space so that ui = u and vi = v for all i. By eliminating the spatial
interactions of the system, we get an inhibition contribution of 3c1v (cv) to the growth
rate of u at each site. The resulting equations are:
du
dt
= u(α− u− v(1+ c))
dv
dt
= v(β− u− v) (2.3)
from which we find four steady states, including (u, v) = (0, 0), (u, v) = (α, 0), (u, v) =
(0, β), and (u, v) = (β− (α− β)/c, (α− β)/c).
The linear stability of these homogeneous steady states changes as we vary the param-
eters of the model due to the tradeoff between inhibition strength c and relative growth
advantage α/β (Fig. 2.1A). When the growth advantage of species u (CDI-), given as α/β,
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Figure 2.1: Well-mixed competition of a bacterial population consisting of a CDI+ and a
CDI- species. (A) Phase diagram of the competing population. Grey region: competition
of the population may lead to the extinction of one of the two species, depending on the
initial conditions of the system. Upper white region: the CDI+ species (v) always goes
extinct regardless of initial conditions. Lower white region: the CDI- species (u) always
goes extinct regardless of initial conditions. (B) Plot of the Lyapunov function [60] of the
competing population in the regime when extinction is possible for either species. The
parameter set here corresponds to the blue cross in the grey region of Panel A. Notice that
the minima for the system lie on the respective axes, showing two possible extinctions.
The dark circle is the saddle point of the system. C-E. Sample time course trajectories
of the two competing species. (C) Species u (CDI-) always dominates when growth ad-
vantage outweighs inhibition. Here, α/β = 2 and c = 0.5, corresponding to the cross in
the upper white region of Panel A. (D) Species v (CDI+) always take over the population
when it has a growth advantage and exerts inhibition. Here, α/β = 0.5 and c = 2.0,
corresponding to the cross in the lower white region of Panel A. (E) Both of the species
may dominate depending on their initial conditions. Here, c = 2.0 and α/β = 2.0, cor-
responding to the cross in the grey region of Panel A. In each panel (C-E), 100 pairs of
trajectories (orange: CDI+, blue: CDI-) with random initial conditions are plotted.
greatly outweighs the inhibition constant c (the upper white region of Fig. 2.1A), species
u drives v to extinction regardless of the initial conditions as illustrated in Fig. 2.1C. Con-
versely, when the growth advantage of species u is less than one (the lower white region
of fig. 1A), species v always drives species u to extinction (Fig. 2.1D). There does exist,
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however, a certain parameter regime, namely 1 < α/β < 1 + c (the shaded region of
Fig. 2.1A), in which the outcome of the competition depends on the initial conditions
(Fig. 2.1E). In this parameter regime, both of the extinction states are linearly stable. A
plot of the Lyapunov function [60] (Fig. 2.1B) indeed shows two minima for the phase
space of the system, corresponding to possible stable extinction states.
The above results suggest that the tradeoff between inhibition strength, due to the
production of toxins by CDI, and relative growth advantage, due to the metabolic load as-
sociated with CDI, determines the possible outcomes of a two-species competition. This
conclusion is in agreement with a previous experimental study concerning bacteriocin
production [72], where initial concentrations of a competing population determined the
extinct species. Although a diffusible toxin instead of CDI was employed in the exper-
iment, it clearly supports our modeling results. In another experimental report, it was
shown that a CDI+ strain is indeed capable of driving a CDI- strain toward extinction in
a well-mixed environment [39]. In the future, it will be valuable to design experiments to
systematically investigate the impacts of initial concentrations and metabolic load on the
outcome of CDI-based species competition.
The dependence of competition outcomes on initial conditions in certain parameter
regions may have additional important implications: It indicates that spatial aggregation
and localized patterns may occur in space with appropriate initial conditions when the
diffusion of the system is small.
2.2.3 Phase Diagram for the Existence of Spatial Patterns
In a preliminary search for the existence of stable patterns in one spatial dimension, we
performed simulations with random initial conditions for a specific set of the growth
advantage (α/β), inhibition (c1 = c/3), and diffusion constants (Du = Dv = D). Fig. 2.2
illustrates three time courses in which the concentration distribution of species u shows
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Figure 2.2: Representative time course evolutions of the competing two-species popula-
tion in one dimensional space with a growth advantage (α/β) of 3.5 and an inhibition
(c1) of 2.1. The time evolution of the concentration of species u (CDI-) is shown in each
panel (see colorbar for values) over space. Coexistence of the CDI+ and CDI- species may
appear in certain parameter sets (Panel A and B). However, localized patterns will merge
and eventually disappear with the increase of the diffusion constant for both species
(Panel A: D = 0.001, Panel B: D = 0.01, and Panel C: D = 0.1). The same set of ini-
tial conditions are used for all of the panels. Here, only the spatiotemporal distributions
of the concentration of species u (CDI-) are shown in the panels due to the mutual ex-
clusion features of the two competing species. Those of the other species (CDI+, v) are
available in Fig. 2.10–2.12.
stable localized patterns (spatial distribution of species v is anti-correlated with that of
u and is presented in Fig. 2.10–2.12). This phenomenon originates from the stability of
both extinction states of our system in a certain parameter regime. Fig. 2.2 further shows
that, as the diffusion constant changes, the basin of attraction for the states may vary:
as the diffusion constant is changed from 10−3 to 10−2 and to 10−1, the small stripes
in Fig. 2.2A become unstable in Fig. 2.2B and all stripes become unstable in Fig. 2.2C.
Therefore, diffusion tends to destroy possible species aggregations within the population.
To systematically explore possible outcomes of the competition in space and to under-
stand the conditions under which corresponding patterns emerge, we computationally
examined possible steady states of the model as we varied the relative growth advantage
(α/β), inhibition strength (c1), and species motility (D) for different initial conditions. In
principle, a parameter search can be implemented by repeatedly simulating our mathe-
matical model (Eq. 2.2) with massive random initial conditions for each possible param-
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eter combination and then by analyzing the corresponding steady states of the system.
To reduce the computational cost of the problem, we chose a representative set of initial
conditions for simulation in practice. Here, the initial condition sets consisted of two non-
overlapping domains with each solely occupied by one of the two species at the system’s
carrying capacity, i.e., grids 1-5 are solely occupied by u while the remaining space, grids
6-32, are fully occupied by v for the 32-grid space (see Fig. 2.3).
Initial Conditions
IC-1
U (CDI-)
V (CDI+)
IC-2
IC-3
IC-31
. . 
.
Figure 2.3: Initial conditions used to determine the phase diagram for coexistence
(Fig. 2.4A). Each grid consists of one species at its respective carrying capacity.
Fig. 2.4A shows the phase diagram for the competition outcome of the population ob-
tained from our numerical study. As illustrated in the figure, the beak regions outlined
by the color lines are the coexistence parameter space where spatial localized patterns
may emerge and be stable. The colors of the lines (green, cyan, and navy) correspond to
the species’ diffusion constant of 0.0001, 0.001, and 0.01 respectively. Outside the beak
regions, the competition of the population always lead to the extinction of one of the two
species. Although obtained using the representative sets of initial conditions, the phase
boundaries were tested and confirmed by employing 104 random initial conditions for
D = 0.001 with α/β ∈ [3, 4]. To further illustrate the diversity of possible competition
outcomes, representative patterns with the highest likelihood from random initial condi-
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tions are shown in Fig. 2.4B–G, where the inhibition strength is varied across the phase
diagram (c1 = 1.7, 1.8, 1.9, 2.0, 2.1, 2.3) for a fixed growth advantage (α/β = 3.5) and dif-
fusion constant (D = 0.001).
Figure 2.4: Phase diagram and representative patterns of the competing population. (A)
Phase diagram. The grey shaded region corresponds to the case when both CDI+ or -
extinctions are possible when the population is well mixed, identical to the grey region in
Fig. 1A. The green, blue and navy lines are the phase boundaries between spatial coexis-
tence (beak regions) and extinction (outside of beak regions) when the rate of population
diffusion is 0.0001, 0.001, and 0.01 respectively. (B-G)The most likely localized patterns
of the competing population with different growth advantages and inhibitions. 104 ran-
dom initial conditions are used here as we move across the phase diagram with a growth
advantage of 3.5, a diffusion constant of 10−3, and an inhibition varying from 1.7 to 2.3.
(B) For an inhibition of 1.7, patterns may be present depending on initial conditions, but
the most likely state is the extinction of species v. (C-D) For an inhibition of 1.8 and 1.9,
the most likely pattern changes to a single stripe configuration. (E-F) For an inhibition of
2.0 and 2.1, the most likely pattern changes to a double stripe configuration. (G) For an
inhibition of 2.3, only the extinction states are observed, with the most likely state being
the extinction of u.
It is important to notice that the spatial coexistence region is within the parameter
region where both extinction states remain stable (shaded region), indicating that the
emergence of patterns is not due to a diffusion driven instability of the homogeneous
states like Turing patterns [59, 73]. In addition, as every spatial aggregate of the two
species within a stable pattern is locally similar to the extinction states of the system
in the well-mixed case, the stability of both extinction states appears to be a necessary
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condition for the existence of spatial patterns. Thus, the tradeoff between relative growth
advantage and inhibition strength continues to play a key role in determining possible
outcomes of competition in space.
2.2.4 Statistics of Localized Patterns
Through our computational survey of competition outcomes, we have found that diverse
patterns may emerge from the competing population for a single parameter set: As il-
lustrated in Fig. 2.5, the competition of the population can possibly produce single-stripe,
double-stripe, and multi-stripe localized patterns as well as the extinction of either species
for a growth advantage of 3.5, inhibition constant of 2.2, and a diffusion constant of 10−3.
Although various patterns were observed, their prevalence was different: In this spe-
cific case, double, single and multi–stripe patterns constitute the vast majority of possible
outcomes with a relative abundance of 51.5%, 23.7%, and 23.3% respectively.
To reveal how key system parameters influence the occurrences of possible patterns,
we performed the simulations of our model with 104 random initial conditions for a vary-
ing inhibition strength (relative growth advantage and diffusion constant are fixed) and
analyzed the corresponding statistics. As shown in Fig. 2.6A, competition of the pop-
ulation always gives rise to extinction (species v) when the inhibition strength is weak
(c1 = 1.4), corresponding to the left of the coexistence region in Fig. 2.4A. However, as
the inhibition strength increases, the system enters the coexistence parameter space and
various patterns are observed with different relative occurrences. The competition out-
come of the population becomes exclusively extinction (mostly of species u) when the
inhibition is beyond a threshold (the right boundary of the coexistence region). Accord-
ingly, the most probable pattern is changed from extinction to single-stripe patterns and
later to double-stripe patterns before eventually returning back to extinction (Fig. 2.4B-G).
The observed alteration of pattern diversity and relative abundance is due to the fact that
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Figure 2.5: Occurrence of localized patterns of the competing population with a growth
advantage of 3.5, an inhibition of 2.2 and a diffusion constant of 10−3. Various patterns
may emerge in this parameter set, among which double-stripe patterns are the most dom-
inant (51.5%), followed by single-stripe (23.7%) and then multi-stripe (23.3%) patterns.
Only about 1.5% of initial conditions result in extinction for one of the species. Here, 104
runs with random initial conditions are used to generate the statistics.
the orchestration of the tradeoff between inhibition and growth advantage is mandatory
for the spatial coexistence of the two species and imbalance of the tradeoff results in the
increase of species extinction. In addition to the relative abundance, the widths of stripes
of localized patterns also change with the inhibition strength as shown in Table 2.1 (and
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Figure 2.6: Statistics of localized patterns as a function of growth advantage and inhibi-
tion. (A) Relative abundance of spatial patterns as a function of CDI inhibition (c1) for a
given growth advantage (α/β = 3.5). The most likely steady pattern transits from CDI+
extinction to single to double stripe, with a increasingly high prevalence of multi-stripes,
as CDI inhibition increases. It makes a sharp change back to extinction (CDI-) as the pa-
rameters exit the spatial coexistence region. (B) Relative abundance of spatial patterns as
a function of growth advantage (α/β) for a given CDI inhibition (c1 = 2.0). An opposite
trend of pattern statistics is observed compared with panel A. The data used to generate
both panels can be found in Tables 2.3 and 2.4
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Table 2.5). In contrast to the relative abundance of pattern occurrences, pattern widths
are less subjective to parameter changes, mainly due to the requirement of minimal size
of localized patterns for stabilization and the mutual exclusion feature of the two species.
c1 Single Stripe Width Double Stripe Width Multi–Stripe Width
1.4000 N/A N/A N/A
1.5000 8.9207±0.2727 3.9583±1.2969 0.0000
1.6000 9.1718±0.3142 4.1944±2.1219 2.5625±1.3797
1.7000 9.0973±0.4039 4.1153±2.0673 2.4557±1.4078
1.8000 8.9883±0.5083 4.0300±2.1113 2.3128±1.3519
1.9000 8.8421±0.6373 3.9168±2.0163 2.2297±1.2819
2.0000 8.5869±0.8970 3.7419±1.9762 2.0780±1.2299
2.1000 8.1909±1.2791 3.4835±1.8674 1.9343±1.1349
2.2000 6.7693±2.1881 3.0211±1.5841 1.8590±0.9125
2.3000 N/A N/A N/A
Table 2.1: Summary of stripe width statistics for different inhibition values (c1) using
a growth advantage (α/β) of 3.5 and a diffusion constant (D) of 0.001. Widths are the
average size of domains for species u in a system of length (L = 10) with the standard
deviations shown.
Similar to the inhibition strength, the relative growth advantage can also consider-
ably alter the localized patterns of the competing population. As illustrated in Fig. 2.6B,
the relative abundances of stable patterns vary with the growth advantage with the most
probable pattern changing from extinction to double-stripe to single-stripe and finally
to extinction again. This trend of pattern alterations is opposite to the case of varying
inhibition strength (Fig. 2.6A). This is primarily due to the opposite impacts of growth
advantage and inhibition in shaping population structures. The statistics of the width of
stripes of stable patterns with different growth advantages are shown in Table 2.2 (and
Table 2.6).
The statistics of the stripe patterns further show that the CDI- strain tends to have
larger cluster sizes than the CDI+ strain on average within the coexistence region. In fact,
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α/β Single Stripe Width Double Stripe Width Multi–Stripe Width
3.2000 N/A N/A N/A
3.3000 6.6860±2.2685 3.0043±1.5822 1.8632±0.9081
3.4000 8.2396±1.2199 3.4892±1.8759 1.9354±1.1538
3.5000 8.6220±0.8392 3.7115±1.9583 2.0711±1.2085
3.6000 8.8299±0.6749 3.8809±2.0082 2.1776±1.2621
3.7000 8.9415±0.5602 3.9947±2.0408 2.2990±1.3339
3.8000 9.0544±0.4490 4.0685±2.0718 2.3592±1.3373
3.9000 9.1103±0.3828 4.1275±2.0864 2.4225±1.4374
4.0000 9.1619±0.3433 4.1917±2.0968 2.5129±1.3891
4.1000 9.1953±0.2962 4.1774±2.1287 2.5104±1.4332
4.2000 9.2119±0.2598 4.2721±2.1072 2.5651±1.2789
4.3000 9.2310±0.2421 4.1741±2.3164 0.0000
4.4000 8.9557±0.2050 0.0000 0.0000
4.5000 8.9623±0.2083 0.0000 0.0000
4.6000 N/A N/A N/A
Table 2.2: Summary of stripe width statistics for different growth advantage values (α/β)
using an inhibition (c1) of 2.0 and a diffusion constant (D) of 0.001. Widths are the average
size of domains for species u in a system of length (L = 10) with the standard deviations
shown.
for all coexistence statistics computed, the CDI- strain occupies a greater percentage of
the space than the CDI+ strain. The disparity of the stripe widths for CDI+ and CDI- is
primarily due to the non-local nearest neighbor interactions: To have a sustained domain,
CDI- cells must build a buffer region to protect themselves when they are surrounded by
CDI+ cells; in contrast, when CDI+ cells are surrounded by CDI- cells, no buffer layers
are needed. Therefore, there is an increase in colony width for CDI- colonies, compared
to CDI+ colonies. Importantly, the stripe width disparity does not exist in systems with
only on–site interactions as employed previously in many competition studies [13,54–58].
Instead, both species will occupy the space equally on average. From an ecological per-
spective, the disparity of localized patterns shows the importance of non-local interac-
tions in determining the species aggregation of bacterial communities and may offer new
insights into the diversity of microbes.
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2.2.5 Perturbative Expansion for Patterned States
To gain insight into the exact requirements for inhibition and growth advantage necessary
to produce spatial coexistence of the population, we have employed a perturbation ap-
proach in addition to the numerical results presented above. The perturbation approach
is built around finding a stable spatially inhomogeneous steady state for the model with
D = 0 and then considering how the state is perturbed when slow diffusion is allowed
(see Section 2.4.2 for details).
When D = 0, each equation in our model (Eq. 2.2) at steady state becomes the product
of two linear equations. Thus, there are 22N possible steady states in total, where N is
the number of grid points. To determine the possibility of coexistence, we consider the
simplest possible steady state with coexistence and aggregation, in which species u and v
each form a single domain at the respective carrying capacities with two single-grid-point
transition layers connecting the two domains in space. By plugging this trial state into
our model, we have:
ui = α vi = 0 i = 1, ...,
N
2
− 1
ui = α− βc1 vi = 0 i = N2
ui = 0 vi = β i =
N
2
+ 1, ...N − 1
ui = α− βc1 vi = 0 i = N (2.4)
for which we have assumed that two transition layers occur at i = N/2 and i = N for
simplicity (our analysis can be similarly applied for the transition layers being anywhere
in the space). Note that Eq. 2.4 above corresponds to Eqs. 2.14–2.15 and 2.17. Through
linear stability analysis, we found that this proposed state is indeed linearly stable in the
case of D = 0 (see Section 2.4.2).
When the system has a nonzero diffusion (D 6= 0), we would like to determine if
20
some perturbed form of the above steady state remains stable. This can be implemented
by performing a perturbation expansion in D, i.e., ui ∼ u0i + Du1i + D2u2i +O(D3) and
vi ∼ v0i + Dv1i + D2v2i +O(D3), where u0i and v0i are the steady state values presented
in Eq. 2.4 (ui and vi). To have a stable state, it is mandatory to have all ui and vi remain
positive and bounded by the respective carrying capacities, which gives rise to a neces-
sary condition for stability with D 6= 0 as (see Section 2.4.2)
1+ c1 <
α
β
< 1+ 2c1 (2.5)
which corresponds to Eq. 2.25. The necessary condition also allows us to estimate the
coexistence phase boundary in the limit as D → 0, as shown in Fig. 2.7
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Figure 2.7: Corresponding to Fig. 2.4A, the phase diagram for spatial coexistence with
different values of diffusion. Growth advantage is α/β and inhibition is c1. The red
(D = 0.01), blue (D = 0.001), and green (D = 0.0001) lines are shown along with the
dotted lines for stability of both extinction states in the well–mixed case. The black line
is the calculated stability region for the one grid transition layer. Notice that the phase
boundaries approach the black solid line as D → 0.
Although we only considered the perturbation results for two one-grid-point transi-
tion layers, our results can be generalized to larger transition layers. The simplicity of
the one grid point case, however, provides an analytical bound between growth advan-
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tage and inhibition strength for the existence of stable localized patterns. As the diffusion
constant of the model approaches to zero, we found that our analytical calculation from
Eq. 2.5 indeed represents a good approximation of the phase boundaries obtained from
numerical simulations (see Fig. 2.7).
2.2.6 Two Dimensional Patterns
Although we have primarily focused on the exploration of spatial population structures
in one dimension thus far, coexistence and localized patterns can be present in a high
dimensional space as well. To demonstrate our idea, we extended our model (Eq. 2.2) for
the two dimensional case where both species diffusion and nearest neighbor interactions
are over a square grid. Similar to the one dimensional case, an inhibition constant c2 =
c/5 was introduced to reflect the five locations for possible CDI (one on–site and four
nearest neighbors).
To illustrate the plausibility of competition-induced spatial patterns, we examined
possible outcomes of the population with the alteration of the strength of CDI inhibition
while keeping the relative growth rate and diffusion constant fixed. Accordingly, two
sets of representative initial conditions are employed: one set of initial conditions having
a cluster of u that is centered in the space and surrounded by v, and the other set having a
cluster of v centered in the space and surrounded by u (see Fig. 2.8). Fig. 2.9A shows the
counts of stable coexistence patterns for both sets of the initial conditions with the green
inverted triangles corresponding to the first set and the orange triangles corresponding to
the second. It is clear that the counts of stable patterns are different for the two different
initial condition sets even with the same parameter set, which is due to the asymmetry of
the interactions between the CDI+ and CDI- species. By summing up the two counts, we
found that the overlapping region of Fig. 2.9A (blue region) corresponds to the parameter
space where the population competition has the largest probability of forming coexisting
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Figure 2.8: Initial conditions used to determine the parameters for possible coexistence
in two dimensions (Fig. 2.9A). Each grid consists of one species at its respective carrying
capacity.
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patterns, corresponding to the least chance of species extinction, for the sets of initial
conditions tested.
Figure 2.9: Localized patterns in two dimensional space. (A) Counts of stable localized
patterns for two sets of initial conditions (see Fig. 2.8). The green and orange curves (tri-
angles) correspond to the counts for the initial conditions when u is surrounded by v and
v is surrounded by u respectively. The overlap region (blue) suggests a parameter regime
where species coexistence is stable for both sets of initial conditions.(B-D) Localized pat-
terns in two dimensional space with a growth advantage of 3.5, a diffusion constant (D)
of 10−3, and an inhibition of 1.0, 1.05, and 1.1 respectively. Each pattern was chosen to
represent the average space occupied by CDI- for 100 runs with random initial condi-
tions. The average percentage of space occupied by CDI- for the three inhibition values
is 95%, 84%, and 78% respectively.
With the exploration of parameter space, we further illustrated spatially localized pat-
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terns in two dimensional space in Fig. 2.9B-D where representative spatial distributions
of species u are shown (see Fig. 2.13–2.15 for species v). The average amount of space
occupied by species u decreases with the increase of the inhibition. As in the one di-
mensional case, the space occupied by u is larger than that of v in the coexistence region
for the parameters explored. Our results demonstrate that the two dimensional model
is indeed capable of producing coexistence for the two species with a rich set of possible
patterned steady states.
2.3 Conclusions and Discussion
With a two-species population model, we have computationally investigated the dynam-
ics and competition outcomes of a bacterial population with contact–dependent inhibi-
tion in different settings. We found that the tradeoff between the strength of inhibition
via direct cell contact and relative growth advantage associated with metabolic burden
are of central importance in determining the outcome of bacterial competition. In the
well-mixed case, two competing species are mutually exclusive and their competition al-
ways leads to the extinction of one of the two species depending on the inhibition-growth
tradeoff as well as initial conditions. In contrast, coexistence and localized patterns may
also emerge from the competition of the population in the spatial case, in addition to
exclusive extinctions. In addition, a statistical picture of a population with CDI-based
competitions has been revealed, including the diversity, relative abundance, and pattern
characteristics of all possible competition outcomes.
This study has hence expanded the spectrum of the current knowledge about contact
dependent inhibition and provided a systematic view of CDI-based competition in bac-
terial populations by exploring possible outcomes in different settings. It also offers a
quantitative calibration on the requirements for the emergence of various outcomes by
examining the effects of inhibition, relative growth rate, and population diffusion. In ad-
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dition, the population competition dynamics illustrated here increase our understanding
of the complexity of bacterial social interactions. Furthermore, this work sheds light on
new experimental design and tests by providing the predictions on spatial coexistence
and localized patterns of the population structure as well as their initial condition depen-
dence.
It is worthy to note that our mathematical model adopted a deterministic description
of population competition. However, population dynamics and competition outcomes
may differ or, in some cases, deviate dramatically from those of a deterministic model
when we take into account the stochastic nature of cellular growth [74]. For instance,
diversity of emergent patterns and their characteristics may be altered significantly when
the system is close to its phase boundary where multiple distinct spatial patterns occur.
In addition, contact–dependent inhibition may have altered modes of action in different
organisms as the expression of the CDI genes can be constitutive or stationary phase
dependent [39,50,75]. For future study, it will therefore be valuable to consider the growth
phase dependence of the activities of contact dependent inhibitions.
2.4 Methods
2.4.1 Mathematical Competition Model
We proposed the following model to capture the interactions of two competing bacterial
species with one employing CDI.
du
dt
= u
(
a− b(u + v)− c
∫
f (|χ− x|)v(χ)dχ
)
+ Du∇2u
dv
dt
= v(d− b(u + v)) + Dv∇2v (2.6)
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Notice that for simplicity we have assumed that u and v compete for nutrients in the same
way (coefficient b). We now remove the dimensions from the system by introducing the
following variables:
u = ucu
v = vcv
t = tct
(2.7)
Plugging these new variables into our equations (and dropping the bars) gives:
du
dt
= tcu
(
a− b(ucu + vcv)− cvc
∫
f (|χ− x|)v(χ)dχ
)
+ tcDu∇2u
dv
dt
= tcv(d− b(ucu + vcv)) + tcDv∇2v (2.8)
We can now choose the dimensions of our system to eliminate some of the quantities. We
choose the following way to remove the dimensions from the system:
tcbuc = 1
tcbvc = 1
tcd = 1 (2.9)
With these choices, our equations become:
du
dt
= u
(
α− u− v− c
∫
f (|χ− x|)v(χ)dχ
)
+ Du∇2u
dv
dt
= v(1− u− v) + Dv∇2v (2.10)
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where we have:
α =
a
d
c =
c
b
Du =
Du
d
Dv =
Dv
d
(2.11)
Notice that we have left our spatial coordinate x with units. We could non-dimensionalize
the spatial dimension as well (e.g. by taking x = Lx), but this would just amount to a
rescaling of our diffusion and inhibition coefficients. Getting rid of the bars, we get our
model equation from the paper:
du
dt
= u
(
α− u− v− c
∫
f (|χ− x|)v(χ)dχ
)
+ Du∇2u
dv
dt
= v(β− u− v) + Dv∇2v (2.12)
where we can set β = 1 without loss of generality. See [59] for an introduction to bacterial
competition models and non–dimensionalization.
2.4.2 Stability of the One Grid Transition Layer State
For the discretized version of our model, namely:
dui
dt
= ui(α− ui − vi − c1(vi+1 + vi + vi−1)) + Dδ2 (ui+1 − 2ui + ui−1)
dvi
dt
= vi(β− ui − vi) + Dδ2 (vi+1 − 2vi + vi−1)
i = 1, 2, ..., N (2.13)
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where c1 = c/3, we investigate the stability of a certain steady state for D = 0 in which
spatial aggregation occurs. The simplest of such states involves one stripe of each species
with two one-grid transition layers. Within the stripes, the species have the form:
ui = α vi = 0
or
ui = 0 vi = β (2.14)
In the one-grid transition layers, the species have the form:
ui = α− βc1 vi = 0 (2.15)
If we consider the case where the number of grid points N is larger than 6 and the sys-
tem is divided evenly amongst the high u state and the high v state with two transition
layers, we can write down the eigenvalues of our system and their degeneracy. The set
of all eigenvalues is: λ = {−α, β − α,−β, α − β(1 + 3c1),−α + βc1,−α + β(1 + c1), α −
β(1 + 2c1)}. If we define n = (2N − 12)/4, then the degeneracies are: {n + 2, n + 2, n +
2, n, 2, 2, 2}. Thus, in the parameter region where we find patterns, this state is linearly
stable, and the perturbation theorem [13] applies and tells us that some perturbed state
remains stable for small diffusion.
All but two of the eigenvalues can be found easily for the one grid transition layer
by inspection. The sum of the remaining two can also be calculated using the trace of
the matrix. Numerical validation was then used to find the remaining two eigenvalues,
which are in fact −β.
We now wish to find out what happens to this solution when D 6= 0. For convenience,
we will absorb the δ2 into D in the following. To do this, we propose a perturbation
expansion (see [76] for an introduction) about our single transition layer steady state so-
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lution for small D.
ui ∼ u0i + Du1i + D2u2i + ...
vi ∼ v0i + Dv1i + D2v2i + ... (2.16)
Where we use the following form for u0i and v0i:
u0i = α v0i = 0 i = 1, ...,
N
2
− 1
u0i = α− βc1 v0i = 0 i = N2
u0i = 0 v0i = β i =
N
2
+ 1, ...N − 1
u0i = α− βc1 v0i = 0 i = N (2.17)
which corresponds to transition layers at i = N/2 and i = N. Our approach should
be generic for two transition layers at any grid points provided that there is sufficient
spacing between the layers. We now write the equation to order O(D).
u0i(−u1i − v1i(1+ c1)− c1(v1i+1 + v1i−1)) + u1i(α− u0i − v0i(1+ c1)− c1(v0i+1 + v0i−1))
+ (u0i+1 − 2u0i + u0i−1) = 0
v0i(−u1i − v1i) + v1i(β− u0i − v0i) + (v0i+1 − 2v0i + v0i−1) = 0 (2.18)
Away from the boundaries, these equations simplify drastically due to the homogeneous
nature of the solution. Specifically, for i = 1, ..., N/2− 1 we get:
v1i(β− α) = 0 (2.19)
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which tells us that v1i = 0 for this range. Using the result we find that for i = 2, ..., N/2− 2
α(−u1i) = 0 (2.20)
Thus, u1i is zero over this range. Furthermore, over the range i = N/2 + 2, ..., N − 2 we
get:
u1i(α− β(1+ 3c1)) = 0 (2.21)
Thus, u1i is zero over this range. This implies that v1i is zero over the same range. Thus,
we have the following terms left to find:
u1i i = 1,
N
2
− 1, N
2
,
N
2
+ 1, N − 1, N
v1i i =
N
2
,
N
2
+ 1, N − 1, N (2.22)
We begin with some simple equations:
v1N(β− α+ βc1) + β = 0
v1 N2 (β− α+ βc1) + β = 0
u1N−1(α− β(1+ c1)− βc1) + (α− βc1) = 0
u1 N2 +1(α− β(1+ c1)− βc1) + (α− βc1) = 0 (2.23)
Let’s consider the solutions to two of these equations:
u1N−1 =
−(α− βc1)
α− β(1+ 2c1)
v1N =
β
α− β(1+ c1) (2.24)
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The requirement that u and v be positive to first order in D/δ2 tells us that:
1+ c1 <
α
β
< 1+ 2c1 (2.25)
Furthermore, as α/β approaches the boundaries of the above inequalities, our perturba-
tion expansion breaks down. We present all of the terms for one boundary condition
below. The other boundary is the same by symmetry.
u11 = −
(
βc1
α
+
βc1
α− β(1+ c1)
)
v11 = 0
u1N = −v1N(1+ c1)− c1v1N−1 + −α+ 2β
α− βc1
v1N =
β
α− β(1+ c1)
u1N−1 =
−(α− βc1)
α− β(1+ 2c1)
v1N−1 = −u1N−1 − 1 (2.26)
2.4.3 Numerical Integration
To explore the competition outcomes of a two-species bacterial population, we numeri-
cally integrated our mathematical model consisting of a set of coupled ordinary differ-
ential equations (e.g., Eqs.2.2 and 2.3). Here, integration was carried out using a Runge-
Kutta adaptive step size method of order 4-5 [77, 78]. The maximal error per step was set
to 10−6 for all runs unless otherwise noted, and a maximal step size of 10−1 was imposed.
To avoid negative values for any of the species concentrations during integration, we de-
creased the time step until all negative values were within the maximal error threshold
from zero and subsequently set the negative values to zero before the next time step was
taken.
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To validate the numerical procedure used to integrate the differential equations of our
model, we compared our Runge–Kutta adaptive step size methods with Matlab’s ode45
solver and tested our steady state results using a different error tolerance and maximum
step width. As an initial validation, our ode solver was tested with ode45 in three cases:
exponential decay, homogeneous two species competition, and a three species system
with diffusion and only onsite interactions. In all cases, the difference between the two
solvers was on the order of 10−5 or smaller for an error tolerance of 10−6. To test the
effects of changing the error tolerance and the maximum step size on our results, we
tested the steady state values for our solver for 105 different patterned states from our
investigation of phase space. Using an error tolerance of 10−12 resulted in negligible
changes to the steady states, with differences from the 10−6 tolerance smaller than 10−15.
Using a maximum step size of 10−2 instead of 10−1 with an error tolerance of 10−6 also
resulted in negligible changes to the steady states with differences smaller than 10−13.
Discretization of the reaction diffusion equations for our system was accomplished
using a Taylor expansion approximation to the diffusion operator. Namely:
d2u
dx2
≈ u(x + δ)− 2u(x) + u(x− δ)
δ2
(2.27)
which converts the coupled partial differential equations of our system to a set of coupled
ordinary differential equations. The number of coupled ordinary differential equations
was determined by the number of grid points employed for the system, which for the one
dimensional case is 32 unless otherwise noted.
2.4.4 Spatial Patterns
To determine the possibility of population coexistence and aggregation in one dimen-
sional space, we used initial conditions that involve two domains with each consisting
solely of one of the two species at its individual carrying capacity as shown in Fig. 2.3.
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The domain size was varied between all possible sizes for each species with the entire
space filled, which gives rise to 31 different initial conditions used with initial condition j
given by:
ui = 0 vi = β i = 1, ..., j
ui = α vi = 0 i = j + 1, ..., 32 (2.28)
where j varied from 1 to 31. This set of initial conditions was used to approximate the
phase boundary for the coexistence of the two species. The boundary was further vali-
dated through the use of 104 random initial conditions near the boundary for α/β ∈ [3, 4]
and D = 10−3.
The statistics for patterns within the coexistence region were collected through the
simulation of 104 random initial conditions until convergence was reached. We consid-
ered the system to have converged if the maximal difference for all grids averaged below
10−8 times the largest carrying capacity in the system for 103 time steps. The stripe widths
were calculated by determining the dominant species at each grid point. Patterns were
then classified according to the number of distinct stripes and widths present in the con-
verged state.
We further extended our model to give illustrative examples of possible pattern for-
mation in two dimensional space. To explore parameter space, we utilized a set of initial
conditions in which each species formed a spatial aggregate at the center of space sur-
rounded by a sea of its competitor. For example, a square of 4 grid points of species u
at its carrying capacity was surrounded by species v at its carrying capacity. The interior
species size ranged from 4 grid points to 256 grid points with the total system size set at
1024 grid points (see Fig. 2.8).
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2.4.5 Parameter Space
For the well–mixed case, the phase diagram (Fig. 2.1A) was determined using linear sta-
bility analysis. The Lyapunov function [60] in either extinction region was constructed
using α = 2, β = 1, and c = 2 (Fig. 2.1B). The representative time course for the param-
eter regions employed α = 2, β = 1, and c = 0.5 (Fig. 2.1C), α = 0.5, β = 1, and c = 2
(Fig. 2.1D), and α = 2, β = 1, and c = 2 (Fig. 2.1E).
In Fig. 2.2, an identical set of initial conditions was used to produce the spatial pat-
terns. The growth advantage (α/β) and inhibition (c1) were held fixed at 3.5 and 2.1
respectively, while D was varied between 10−3, 10−2, and 10−1 for Fig. 2.2A–C respec-
tively.
To systematically explore the tradeoff between relative growth advantage and inhibi-
tion in the small diffusion limit, we searched over parameter space in the one dimensional
model with α/β ∈ [1, 5], c1 ∈ [0, 4], and D ∈ {10−4, 10−3, 10−2} to generate the phase di-
agram in Fig. 2.4A. The growth advantage and inhibition strength were sampled every
10−1 here. For Fig. 2.4B–G, a growth advantage (α/β) of 3.5 was used with a varying in-
hibition strength (c1), given by 1.7, 1.8, 1.9, 2.0, 2.2, 2.3 respectively, to find the most likely
steady state out of 104 random initial conditions.
In Fig. 2.5, we used a growth advantage (α/β) of 3.5, an inhibition constant (c1) of 2.2,
and a diffusion constant of 10−3. The percentages were taken from 104 random initial
conditions in which the steady states were classified according to single stripe, double
stripe, multi–stripe, or extinction.
As a summary of the types of patterns observed across the coexistence region in the
parameter space, Fig. 2.6 shows the relative abundance of patterns when varying growth
advantage and inhibition. In Fig. 2.6A, the growth advantage and diffusion constant
are fixed at 3.5 and 0.001 respectively while the inhibition is varied between 1.4 and 2.3
with 0.1 increments. In Fig. 2.6B, the inhibition and diffusion constant are fixed at 2.0
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and 0.001 respectively while the growth advantage is varied between 3.2 and 4.6 with 0.1
increments.
For the two dimensional model, α/β and D were kept fixed at 3.5 and 10−3 respec-
tively while c2 was sampled every 10−1 within [0, 3]. Fig. 2.9A was generated using a set
of initial conditions with each species surrounded by a sea of its competitor at carrying
capacity (see Fig. 2.8). Fig. 2.9B–D are possible steady state patterns using an inhibition
constant (c2) of 1.0, 1.1, and 1.1 respectively.
2.4.6 Analytical Results
Analytical results for the phase boundaries were determined using asymptotic expan-
sions and linear stability analysis (see Section 2.4.2). For an introduction to asymptotic
expansions and linear stability, see [76]. The existence of a stable coexistence state for slow
diffusion in discrete systems was proposed in [13] for a two grid point system through
the use of a perturbation theorem that remains valid for any number of grid points.
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2.5 Additional Figures
Figure 2.10: Corresponding figure for species v to Fig. 2.2A.
Figure 2.11: Corresponding figure for species v to Fig. 2.2B.
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Figure 2.12: Corresponding figure for species v to Fig. 2.2C.
Figure 2.13: Corresponding figure for species v to Fig. 2.9B.
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Figure 2.14: Corresponding figure for species v to Fig. 2.9C.
Figure 2.15: Corresponding figure for species v to Fig. 2.9D.
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2.6 Additional Tables
c1 Single Stripe % Double Stripe % Multi–Stripe % Extinct U % Extinct V %
1.4000 0.0000 0.0000 0.0000 0.0000 100.0000
1.5000 4.0100 0.0300 0.0000 0.0000 95.9600
1.6000 25.0500 3.1400 0.1500 0.0000 71.6600
1.7000 38.4000 9.6500 1.2500 0.0000 50.7000
1.8000 42.8500 20.9200 4.3200 0.0000 31.9100
1.9000 40.3400 31.9200 10.4900 0.0000 17.2500
2.0000 32.7800 38.9900 19.8100 0.0000 8.4200
2.1000 24.1800 42.8300 29.0500 0.0000 3.9400
2.2000 23.7100 51.4700 23.3400 0.0900 1.3900
2.3000 0.0000 0.0000 0.0000 99.3400 0.6600
Table 2.3: Summary of pattern type statistics for different inhibition values (c1) using a
growth advantage (α/β) of 3.5 and a diffusion constant (D) of 0.001.This table was used
to generate Fig. 2.6A.
α/β Single Stripe % Double Stripe % Multi–Stripe % Extinct U % Extinct V %
3.2000 0.0000 0.0000 0.0000 99.4700 0.5300
3.3000 23.6600 51.7100 22.7600 0.1700 1.7000
3.4000 24.7900 43.2200 28.1900 0.0000 3.8000
3.5000 33.0700 39.0500 19.8300 0.0000 8.0500
3.6000 39.4700 32.7400 11.7400 0.0000 16.0500
3.7000 44.1000 23.9800 6.2900 0.0000 25.6300
3.8000 41.6800 16.4800 2.9800 0.0000 38.8600
3.9000 37.8900 9.3800 1.1900 0.0000 51.5400
4.0000 30.3600 4.6800 0.4000 0.0000 64.5600
4.1000 21.1600 2.0800 0.1000 0.0000 76.6600
4.2000 13.8500 0.8500 0.0800 0.0000 85.2200
4.3000 7.6800 0.2100 0.0000 0.0000 92.1100
4.4000 1.1700 0.0000 0.0000 0.0000 98.8300
4.5000 0.5300 0.0000 0.0000 0.0000 99.4700
4.6000 0.0000 0.0000 0.0000 0.0000 100.0000
Table 2.4: Summary of pattern type statistics for different growth advantage values (α/β)
using an inhibition (c1) of 2.0 and a diffusion constant (D) of 0.001. This table was used
to generate Fig. 2.6B.
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c1 Single Stripe Width Double Stripe Width Multi–Stripe Width
1.5000 1.0793±0.2727 1.0417±0.1473 0.0000
1.6000 0.8282±0.3142 0.8056±0.3052 0.7708±0.2764
1.7000 0.9027±0.4039 0.8847±0.3750 0.8251±0.3011
1.8000 1.0117±0.5083 0.9700±0.4509 0.9135±0.4012
1.9000 1.1579±0.6373 1.0832±0.5682 0.9980±0.4637
2.0000 1.4131±0.8970 1.2581±0.7115 1.1059±0.5645
2.1000 1.8091±1.2791 1.5165±0.9220 1.2350±0.6551
2.2000 3.2307±2.1881 1.9789±1.2558 1.3787±0.7482
Table 2.5: Corresponding table for species v, see Table 2.1.
α/β Single Stripe Width Double Stripe Width Multi–Stripe Width
3.3000 3.3140±2.2685 1.9957±1.2667 1.3985±0.7617
3.4000 1.7604±1.2199 1.5108±0.9345 1.2359±0.6529
3.5000 1.3780±0.8392 1.2885±0.7402 1.1180±0.5645
3.6000 1.1701±0.6749 1.1191±0.5964 1.0318±0.4983
3.7000 1.0585±0.5602 1.0053±0.4879 0.9399±0.4229
3.8000 0.9456±0.4490 0.9315±0.4266 0.9084±0.3862
3.9000 0.8897±0.3828 0.8725±0.3645 0.8200±0.2919
4.0000 0.8381±0.3433 0.8083±0.2990 0.7929±0.2814
4.1000 0.8047±0.2962 0.8226±0.3324 0.8229±0.2851
4.2000 0.7881±0.2598 0.7279±0.2111 0.7682±0.2850
4.3000 0.7690±0.2421 0.8259±0.2712 0.0000
4.4000 1.0443±0.2050 0.0000 0.0000
4.5000 1.0377±0.2083 0.0000 0.0000
Table 2.6: Corresponding table for species v, see Table 2.2.
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Chapter 3
Bacterial Social Interactions
The following chapter contains text and figures which can be found in the main text and
supporting information of [26].
3.1 Background
Bacteria are single-celled organisms but are highly social when they live in natural envi-
ronments. They interact with each other in different habitats, across different species, and
also through different modes [7, 8, 72, 79, 80], thereby generating a stunningly wide spec-
trum of social behaviors from cooperation and communication to synchronization [79,
81, 82]. For instance, even for a simple ecosystem consisting of only two species (Fig-
ure 3.1A), there are six possible distinct types of interaction (Figure 3.1B) including neu-
tralism, commensalism, amensalism, competition, mutualism, and parasitism [6].
The social interactions of bacteria alter the physiology, gene expression, and survival
of individual cells and also enable the collective behaviors of populations, therefore sig-
nificantly impacting the dynamics and functionality of an entire community. For instance,
through cooperation–one of the major forms of cellular interactions, bacteria can achieve
diverse goals: Pseudomonas bacteria cooperate to form biofilms to shed planktonic, dis-
perser cells into the water under a diurnal rhythm [83]; Salmonella releases virulence
factors collectively upon reaching a threshold density [79]; and Myxobacteria form fruit-
ing bodies to protect from attack while facilitating dispersal [84]. Similarly, bacteria also
acquire benefits via competition–another common mode of interaction. For example, Lac-
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Figure 3.1: Pairwise social interactions in bacteria. (A) Cell interactions implemented
through the production of diffusible chemicals. The chemicals from one species may be
deleterious (e.g, toxin), beneficial (e.g., public good), or neutral to the growth of the other.
(B) Six distinct types of social interactions in a two-species population, including com-
mensalism, neutralism (control), amensalism, mutualism, parasitism, and competition
tobacillus salivarius exerts positive effects on host health by producing a bacteriocin in vivo
against the invasive foodborne pathogen Listeria monocytogenes [80], Pseudomonas fluo-
rescens mutants overproduce extracellular polysaccharide to gain enhanced accessibility
to oxygen [8, 85], and Burkholderia thailandensis mediates their own biofilm formation by
excluding competing species through contact-dependent inhibition [86]. These complex
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and intriguing phenomena enabled by cellular interactions motivate us to ask the follow-
ing question: How do bacterial social interactions impact the functionality of an entire
community?
To answer this question, one fundamental step is to determine the relationship be-
tween the social interactions of individuals and the spatiotemporal structures of commu-
nities. The underlying reason is that the ability of a community to perform a specific
function relies upon the collective behaviors of individual cells with a given spatiotem-
poral arrangement and a corresponding relative abundance. Additionally, understand-
ing the cellular interaction-community structure relationship will be instrumental to so-
cial evolution theory in the context of microbes [5, 7, 29, 81, 82]. It will also advance the
understanding of disease pathogenesis as well as the development of better treatment
strategies. Moreover, it will offer invaluable knowledge for the design and construction
of engineered microbial consortia for desired functionality, thereby advancing synthetic
biology for community-based gene circuit engineering.
Recently, there has been considerable interest in understanding the relationship be-
tween bacterial community structure and individual social interactions. For instance, re-
searchers have attempted to understand the emergence of spatial segregation in expand-
ing microbial colonies [10] and the patch length scale of mutualistic species [87]. Addi-
tionally, a variety of engineered microbial ecosystems have been developed to implement
various social interactions [20–23] and further applied to study population dynamics and
spatial structure [21, 24, 25, 88, 89].
Simulations of social interactions in spatially structured populations have commonly
utilized continuous partial differential equations to model both cell movement and dif-
fusible molecules, with associated bulk diffusion constants [16, 21, 24, 87, 88]. An alterna-
tive approach is to track individual cell movements, which can be driven by lattice-based
rules [90, 91] or mechanical force calculations [92–100]. In particular, incorporating force
calculations has been vital to accurately modeling the true dynamics of expanding popu-
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lations. However, despite the great advances made by these efforts, there has been a lack
of systematic computational investigation into the social interaction-community structure
relationship that incorporates both mechanical forces and diffusible chemicals.
Here, we present a systematic survey on the relationship between the spatial struc-
ture of bacterial communities and the social interactions of individuals. We first develop
a hybrid computational framework for modeling bacterial communities that combines
discrete element techniques for force calculations with reaction-diffusion equations. We
then employ the framework to simulate the structure of growing colonies with differ-
ent pairwise interactions utilizing a two-species model system. A statistical investigation
of the resulting community patterns follows, with key metrics including species abun-
dance, colony morphology, and number of surviving lineages. To examine the generality
of our findings, various initial conditions are tested for community simulation and anal-
ysis. Furthermore, we construct an ordinary differential equation model for an analytical
interpretation of our findings.
3.2 Results and Discussion
3.2.1 A Computational Framework for Modeling Bacterial
Communities
When considering a bacterial community, there are two primary classes of cellular events,
namely growth dynamics (cell elongation, division, and movement) and intercellular
chemical interactions (e.g. competition or cooperation). We therefore have constructed
a computational framework that incorporates both classes of events to systematically ex-
plore the link between social interactions at the single cell level and population structures.
To describe growth dynamics, a single bacterium (e.g. E. coli) was modeled as a rigid
rod surrounded by a deformable shell with defined elastic properties (Figure 3.2) and
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movement in two-dimensional space, similar to previous modeling work [92–99]. There-
fore, cellular growth (i.e. elongation) can be described by increasing the rod length with
a rate determined by the local availability of nutrients and chemicals; cellular division
can be mimicked by dividing the rod into two once its length reaches a threshold. To
model cellular movement, a discrete element technique [95, 97, 101] was employed to de-
scribe the mechanical forces generated by spatial volume overlaps due to cellular growth
and division (Figure 3.2B). By incorporating cellular growth, division, and movement,
the framework is able to successfully mimic the spatiotemporal dynamics of growing
populations. Figure 3.2C shows time snapshots of colony expansion for a two-species
population simulated using the framework.
To model intercellular chemical interactions, we classified them into two types, asocial
and social. Asocial interactions correspond to the coupling of cells with the environment
via the consumption of shared nutrition. In contrast, social interactions require the pro-
duction and sensing of diffusible chemicals such as toxins, public goods, and signaling
molecules. Notably, although the framework can be easily adapted to incorporate in-
teractions through direct contact (e.g., contact-dependent growth inhibition) [16, 39], in
this study we primarily focus on chemical interactions mediated by diffusible molecules.
Thus, in the model direct contact does not affect cell growth but is responsible for gen-
erating cell movement. Reaction-diffusion equations were adopted to describe the dy-
namic spatial distribution of diffusible chemicals (including nutrition) as well as their
interactions with cells in space. With this approach, different interaction types can be im-
plemented by specifying the coupling between local chemical concentration and cellular
growth rate. By incorporating reaction-diffusion equations and a discrete element based
description of growth dynamics, the computational framework captures realistic features
of interacting bacterial communities.
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Figure 3.2: Mechanical modeling of bacterial growth dynamics. (A) Representation of in-
dividual cells. Each cell is modeled as a growing rod surrounded by a deformable elastic
shell. (B) Calculation of the mechanical forces between two contacting cells. The pro-
cedure includes finding the closest points between the cells, computing the overlap be-
tween the deformable spheres at the closest points, and then calculating the correspond-
ing Hertzian force. (C) Snapshots of a representative simulation of two-species bacterial
colony expansion.
3.2.2 Systematic Survey of the Roles of Cellular Interactions in
Determining Community Structure
To examine how social interactions impact community structure, we employed the above
computational framework to systematically survey spatiotemporal patterns emerging
from communities with different cellular interactions. Here, the colony expansion of a
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two-species bacterial population was used as a model system because it retains many
key features of complex communities, such as spatial expansion, nutrient shielding, and
both mechanical and chemical interactions.
Figure 3.3 shows the community structures of bacterial populations for all possible
distinct pairwise interactions, including commensalism, neutralism (control), amensal-
ism, mutualism, parasitism, and competition as listed in Figure 3.1B. For simplicity, a
fixed initial cell density, an equal relative abundance, and a well-mixed spatial distribu-
tion (see Section 3.4.4) were used for all of the simulated communities. In addition, all pa-
rameters governing growth, division, and nutrient consumption were the same for both
the green and the red species; only the parameters relating to social interactions were var-
ied (detailed parameters are available in Section 3.4). Clearly, different social interactions
resulted in qualitatively different population structures for expanding colonies.
Interestingly, communities with asymmetrical social interactions (commensalism, amen-
salism, and parasitism) have an unbalanced structure where the species benefiting from
social interactions dominates the population, such as the green cells in the commensal
and parasitic populations. Accordingly, the species hurt by social interactions becomes
the minority of a community or even dies out, including the green cells for amensalism
and the red cells in parasitic populations. In contrast, communities with symmetrical in-
teractions (mutualism, neutralism, and competition) have roughly equal abundances for
the two species regardless of their interaction types. However, the spatial characteris-
tics of these communities are distinct: The mutualistic community has a higher degree of
spatial homogeneity (green-red mixing) compared with control, consistent with a recent
experimental report [87]; on the contrary, in the competing community, the two species
display a high degree of spatial segregation.
To obtain a statistical understanding of the above findings, we decided to perform
multiple runs for each of the ecosystems. In addition to the spatially well-mixed initial
condition, we utilized a set of random initial conditions. Maintaining an equal abundance
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Figure 3.3: Representative spatial structures emerged from two-species bacterial commu-
nities with different social interactions.
and a fixed density, cells were placed on a spatial grid with random orientation, length,
and species type. Furthermore, to achieve a quantitative statistical description of the dif-
ferential structure characteristics, we utilized a set of metrics to quantify the outcomes of
the simulations, including relative abundance (e.g., fraction of green cells), colony rough-
ness, number of surviving cell lineages, and colony sectors (see Section 3.4.5).
As shown in the top row of Figure 3.4A as well as Table 3.1, social interactions in-
deed resulted in a dramatic difference for relative species abundance (fraction of green
cells here). The community structures with asymmetrical interactions (commensalism,
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ammensalism, and parasitism) have uneven relative abundance, with the species hav-
ing a growth advantage dominating the population; those from symmetrical interactions
(control, mutualism, and competition) have an even species abundance on average, con-
sistent with our qualitative findings above. More interestingly, we found that, among the
three communities with symmetric interactions, the mutualistic community has the low-
est variance and the competing community has the largest variance, suggesting a strong
correlation between population robustness and the type of social interaction.
Figure 3.4: Statistical analysis of the role of social interactions in determining community
structure. (A) Relative species abundance (the fraction of green cells) and colony rough-
ness as functions of total cells in the population. The solid lines correspond to the mean
values, and the shaded regions reflect two standard deviations. The statistics were ob-
tained from six runs of simulations. (B) The number of surviving lineages as a function
of total cells. Communities with deleterious interactions (amensalism and competition)
have a faster decay of lineage number compared with control (neutralism), in contrast,
those with beneficial interactions show a slower lineage decay. Control and parasitism
have nearly indistinguishable plots. (C) Fraction of green lineages in total lineages. (D)
Colony radius as a function of time for all 36 simulations runs. Differential colony ex-
pansion rates were observed for communities with different interactions. Control and
parasitism have nearly indistinguishable radial expansion due to similar overall growth
rates.
Another key factor for expanding colonies is the morphology. Here, we characterized
morphology by determining the spatial fluctuations of the population edge around the
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average radius (i.e. colony roughness). As shown in the bottom row of Figure 3.4A, all
of the communities showed an approximately constant mean roughness during colony
growth, except for those with amensalism and competition interactions, where a linear
increase in colony roughness was observed for increasing total cell number. Associated
with this finding, the variances for colony roughness with amensalism and competition
were also elevated over the other interaction types.
Control Commensalism Amensalism Competition Mutualism Parasitism
Green Fraction 0.49± 0.05 0.71± 0.03 0.13± 0.04 0.49± 0.11 0.49± 0.02 0.93± 0.02
Roughness 0.90± 0.02 0.87± 0.02 1.05± 0.15 1.60± 0.26 0.87± 0.04 0.91± 0.02
Lineages 61.17± 1.33 73.33± 3.33 46.67± 1.97 44.83± 1.72 99.50± 3.56 54.00± 2.45
Green Lineages 28.50± 4.04 40.17± 2.23 14.17± 1.72 20.50± 2.88 48.00± 3.74 36.17± 3.37
Sectors 24.00± 5.02 20.00± 5.29 3.67± 1.97 7.50± 2.07 32.17± 8.18 1.83± 1.17
Table 3.1: Statistics of the metrics for the six communities with an equal initial abundance
and a high density. The mean and the standard deviation are shown.
We further examined the effects of interactions on the diversity and spatial distribu-
tion of a community by measuring the surviving lineages. Here, the number of surviv-
ing lineages is defined as the number of seeding cells which have viable progeny on the
expanding colony front with access to nutrients. Figure 3.4B shows that each interac-
tion type confers a characteristic decay for surviving lineages. The following order is
observed from lowest to highest: competition, amensalism, parasitism, control, commen-
salism, mutualism (Table 3.1). In addition to the total number of surviving lineages, we
also noticed that the fraction of each species is also subject to interaction type. As shown
in Figure 3.4C, for the communities with asymmetric interactions, amensalism and para-
sitism displayed a large loss in lineages for the victim species while commensalism main-
tained a lineage fraction close to the control case. The lineage fraction statistics for the
remaining interaction types are shown in Fig. 3.11.
As a final measure to differentiate the roles of social interactions in determining pop-
ulation structure, we considered the number of sectors on the expanding front of each
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population, where sectors were defined as spatially connected cell clusters that are greater
than one hundred cells from the same species. The mean sector number provides another
metric to distinguish the impacts of different interactions, with an order from lowest to
highest as: parasitism, amensalism, competition, commensalism, control, mutualism (Ta-
ble 3.1). Moreover, we noticed that the number of sectors reflects the difference between
the symmetric interactions, with mutualism having the most sectors and competition
having the least (Table 3.1).
It is important to note that, although the above statistics of colony structures have been
presented as a function of total cell number for consistent comparisons, our analysis can
be directly applied to time series analysis. For instance, different rates of radial expansion
of the colonies can be revealed (Figure 3.4D), where the differences in overall growth
originate from the interaction types. Additional analysis of the community structures
based on time series is available in Fig. 3.12.
Taken together, the above metrics provide a complementary characterization of the
impact of social interactions on community structure. The mean species abundance can
be used to classify the communities with asymmetric interactions while the variance
can be applied to differentiate between symmetric interactions (Figure 3.4A). The colony
roughness can be employed to identify communities with deleterious interactions such as
amensalism and competition (Figure 3.4A). Counting surviving lineages offers an order-
ing for all of the interactions (Figure 3.4B). Finally, sector number provides an additional
metric that distinguishes between the symmetric interactions (Table 3.1).
From the perspective of interaction-structure relationship, deleterious interactions (amen-
salism and competition) cause sizable variance in relative abundance compared to the
mean, a drastic decrease in surviving lineages and a rough expanding front; beneficial
interactions (commensalism and mutualism), on the other hand, lead to a reduced vari-
ance in abundance compared to the mean, an enhancement in lineages, and a smooth
expanding front. In addition, the communities with asymmetric interactions (commen-
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salism, amensalism, and parasitism) have differential mean relative abundance while
those with symmetrical interactions (control, mutualism, and competition) are distinct
in the variance of their relative abundance. For the communities with symmetrical inter-
actions, mutualism promotes spatial homogeneity and population robustness compared
with control; in contrast, competition results in spatial segregation and population fluc-
tuations.
Previous experimental efforts have examined the role of competition [90], neutral-
ism [10], and cooperation [87, 90] respectively in shaping interspecies mixing in expand-
ing colonies. Perhaps as expected, cooperation yields increased mixing over neutralism,
which yields increased mixing over competition. Our simulation results reproduce this
experimentally verified hierarchy, as quantified by the number of surviving lineages and
colony sectors. More specifically, the control case results in the formation of sectors over
time due to the expanding colony front [10]. Mutualism results in increased species
mixing [87, 90], and competition results in increased segregation due to species exclu-
sion [72, 90]. In addition, our results show that all six pairwise interaction types yield
distinguishable community structures, with each metric providing a predicted order for
the interaction types. The results (Figure 3.4 and Table 3.1) provide concrete predictions
concerning the quantitative effects of social interactions in natural and synthetic commu-
nities, guiding the rational design of social microbial consortia with novel functionalities.
3.2.3 Dependence of Community Structure on Initial Conditions
In both natural and experimental settings, there may exist variations during initial col-
onization of bacterial populations in a new habitat. To examine how these variations
impact our findings, we performed and analyzed a series of in silico colony development
experiments for various initial conditions, with a primary focus on total initial cell density
and relative species abundance.
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For total initial density, we studied three representative scenarios, corresponding to
high, medium, and low cell densities, while keeping an equal relative abundance. Fig-
ure 3.5A shows the representative colony structures of the communities with mutualism,
neutralism, and competition. Fig. 3.13–3.14 and Tables 3.5–3.6 show the systematic anal-
ysis of the resulting community structures using the quantitative metrics proposed in the
above section. We found that, although changes in the initial conditions can alter out-
comes, they typically do not destroy the characteristic features of the interaction types
for a given measured quantity. For example, changes in initial density do not alter the
ordering of amensalism, commensalism, and parasitism for increasing fraction of green
cells reported in the previous case. In addition, the variance still increases from mutu-
alism to control and finally to competition. The colony roughness also remains similar,
with amensalism and competition displaying deviations from circular colonies (Fig. 3.6).
Moreover, the ordering for the surviving lineages is also roughly preserved for decreasing
density, and the deleterious interactions continue to cause decreased surviving lineages
compared with beneficial interactions.
However, a smaller initial density is correlated with a smaller difference in the num-
ber of surviving lineages (Figure 3.5A, Fig. 3.13–3.14) and a higher colony roughness (Fig-
ure 3.5C). This is because, for the same initial seeding area, a smaller initial density corre-
sponds to a longer average cellular distance, enabling each seed cell to grow into a larger
clonal aggregate before interactions play a role. For amensalism, lowering the density
results in the prolonged survival of green cells (Fig. 3.7). For mutualism, lower densi-
ties result in deviations from circular colonies due to a gradient in the growth rate at the
expanding front (Figures 3.5A and 3.5C).
We also evaluated the impacts of relative species abundance by conducting simula-
tions for different initial ratios (1:7, 1:3, 1:1, 3:1, 7:1) for a fixed total density, with the
corresponding analysis shown in Fig. 3.15–3.18 and Tables 3.7–3.10. The results suggest
that the relative abundance in initial cells has differential influences depending on inter-
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Figure 3.5: Impacts of initial conditions on community structure. (A) Representative
colony patterns emerged from cells with a high, medium, and low initial density for the
cases of mutualism, neutralism and competition. With the decrease of initial cell density,
the general impacts of social interactions on community structure remain but their mag-
nitudes have been reduced. (B) Representative community structures simulated from
competing communities with different initial relative abundances. Alteration of the ini-
tial abundances resulted in dramatically different outcomes in competing communities.
(C) Mean colony roughness of the mutualistic communities simulated in (A). (D) Fraction
of green cells in the competing communities in (B).
Figure 3.6: Changing the initial density has little effect on colony roughness for both
amensalism and competition.
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action type. For instance, compared to control, the communities with mutualism tend to
minimize differences in the initial abundance (Fig. 3.8) while competitive communities
intensify differences in the initial abundance. Figure 3.5B shows representative colony
structures for competing communities with different initial ratios and Figure 3.5D shows
the evolution of relative abundance of the communities, both of which illustrate the ex-
acerbated effect from species competition.
Figure 3.7: Representative structures emerged from amensal communities with three dif-
ferent initial densities: high (256 cells), medium (64 cells) and low (16 cells). As the initial
cell density drops, the number of total green cells (victim species) increases, eventually
resulting in coexistence.
3.2.4 Analytical Interpretation of Differential Community Structures
To gain analytical insights into our findings regarding community structures and social
interactions, we considered a simplified version of bacterial colony expansion–a two-
species, well-mixed community. As shown in Figure 3.9A, a mathematical model was
constructed using ordinary differential equations (ODEs) to describe the population dy-
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Figure 3.8: Fraction of green cells as a function of total cells in mutualistic communities
with different initial relative abundance. Mutualism tends to decrease deviations in the
relative abundance away from 1:1.
namics of the system. In the ODEs, n represents a shared nutrition source, with u and v
as two interacting cellular species. As in the full spatial model, the two species interact
through asocial (consumption of a shared nutrient, αnκ+n ) and social (production of toxins
or public goods, 1− ξ1v and 1− ξ2u) interactions. The social interactions are quantified
by the parameters ξ1 and ξ2. For the well-mixed case, the production of diffusible chem-
icals is assumed to be at steady-state so that the interaction takes place through the cell
density. Thus, the simplified ODEs mimic the full spatial model and allow us to enhance
our interpretation of the results.
From the equations (Fig. 3.9A), we derived a phase diagram (Fig. 3.9B, Fig. 3.10, Sec-
tion 3.4.8) that describes the outcomes of the well-mixed community. We found that, for
the simplified model, competition causes species exclusion although either of the two
may win, mutualism results in stable co-existence, and parasitism leads to survival of
only the parasitic species. To confirm the results, we also performed multiple runs of
the ODE model with varying initial conditions for each of the cases (Figure 3.9C and
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Figure 3.9: Analysis of a two-species community in the well-mixed case. (A) An ordinary
differential equation model describing the growth dynamics of two species, including
nutrient consumption and interspecies interactions, and a shared nutrition source. (B)
Phase diagram for the steady states of the model. Qualitatively distinct outcomes may
arise from communities with different interactions. Competition results in bistable exclu-
sion, mutualism leads to stable co-existence, and parasitism leads to the survival of the
species with growth advantage. The origin, green colored axis and red colored axis corre-
spond to the cases of control (neutralism), commensalism, and amensalism respectively.
(C) Simulations of the population dynamics for the communities that are competing, mu-
tualistic, and parasitic.
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Fig. 3.10), showing good consistency with the phase diagram.
Although the simplified model neglects spatial information, it does provide a set of
valuable insights into our findings. In this model, parasitism, commensalism and amen-
salism all lead to the exclusive survival of the species with higher fitness in a commu-
nity, qualitatively consistent with the findings from the computational framework that
the structures of the communities with asymmetrical interactions have a biased abun-
dance towards the species with a growth advantage. In contrast, competition, mutualism,
and neutralism in the simple model result in the extinction of either species with an even
chance, perfect co-existence of the two species, and an initial condition-dependent ran-
dom abundance respectively, all of which have an equal relative species abundance upon
ensemble average (Table 3.2). These results are also in agreements with the equal rela-
tive abundance observed in the spatial structures of the communities with symmetrical
interactions.
Control Competition Mutualism
Green Fraction 0.50± 0.24 0.48± 0.50 0.50± 0.00
Table 3.2: Run statistics for communities simulated using the well-mixed model. The
mean and standard deviation of the fraction of green cells were obtained using 1000 runs
of simulations with random initial conditions (each of the species concentrations is be-
tween 0 and 1 and nutrition is set to be 1).
Additionally, given random initial conditions, competing communities always pro-
duce a steady species ratio of either 1:0 or 0:1; mutualistic communities always result in
an equal 1:1 ratio, while neutralistic communities lead to a random species ratio between
1:0 and 0:1. Therefore, although the ensemble averages of the relative abundances for
the three symmetrical cases (competition, mutualism, and neutralism) are the same, their
variances shall be distinct with that of mutualism being minimal and that of competition
being maximal (Table 3.2). This result is again qualitatively consistent with the order of
the variances of the relative abundances for competing, mutualisitic and neutral commu-
nities in the spatial setting.
59
In addition to relative abundance, the simplified model can also be applied to un-
derstand the number of surviving lineages for the spatially expanding colonies. In the
spatial case, the numbers of surviving lineages for the mutualisitic, neutral, and compet-
ing communities follow an order from high to low. This is because the stable co-existence
for mutualism contributes to an enhancement in total lineages at the expanding front. In
contrast, the exclusive nature of the competitive interaction drives surrounding species
to extinction, resulting in decreased diversity at the population edge.
3.3 Conclusions
In this work, we performed a systematic survey on the impacts of social interactions on
the spatial structure of bacterial communities. We developed and utilized a hybrid com-
munity modeling framework that combines discrete element techniques with reaction-
diffusion equations–the former for cellular force calculation and the latter for social inter-
action computation. We found that cellular social interactions have a profound impact on
bacterial communities, with different interactions leading to qualitatively distinct char-
acteristics for colony structures. Specifically, deleterious interactions (amensalism and
competition) can cause an increased variance in relative abundance relative to the mean,
a drastic decrease in the number of surviving lineages, and a rough expanding front; by
contrast, beneficial interactions (commensalism and mutualism) contribute to a reduced
variance in abundance relative to the mean, an enhancement in lineage number, and a
smooth expanding front. In addition, the communities with asymmetric interactions have
a differential mean relative abundance while those with symmetric interactions differ in
the variance of their relative abundance. Moreover, for the communities with symmetric
interactions, mutualism promotes spatial homogeneity and population robustness while
competition increases spatial segregation and population fluctuations.
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Due to the focus of this work on the interaction-structure relationship as well as the
computationally intensive nature of the simulation framework, certain features of nat-
ural populations were simplified. For instance, toxin and public good production were
assumed to be constitutive, all cells were constrained to move within two-dimensional
space, and the number of cells within a growing population was limited to 30,000. It will
thus be valuable to relax these constraints to study the interaction-structure relationship
in more complex settings in the future. For example, social interactions, implemented
through the production of toxins or public goods, are often subject to density-dependent
mechanisms such as quorum sensing. It will be interesting to examine how the density
dependence of cellular behaviors shapes our conclusions regarding community struc-
tures. Additionally, our framework allows the analysis of cellular density over time as
shown in Fig. 3.19–3.30, which provides the capacity to systematically examine the role
of density-dependent cellular behaviors in impacting community structures.
In summary, this work provides a quantitative and statistical picture of the relation-
ship between bacterial social interactions and spatiotemporal community structures. Such
a picture will allow a comprehensive understanding of the roles of pairwise social inter-
action, which sets a basis for understanding more complex microbial communities such
as biofilms and the microbiome. Therefore, this study advances our fundamental un-
derstanding of microbial sociobiology and community structure. In addition, from an
engineering viewpoint, our systematic study benefits the design and construction of syn-
thetic microbial consortia. For instance, the increased robustness of population structures
in a mutualistic community compared to that of competitive and neutral communities
suggests that researchers need to design cooperative ecosystems for robust performance
of desired cellular functionality. Such knowledge will be instrumental for engineering
artificial microbial consortia towards various applications.
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3.4 Methods
3.4.1 Mechanical Forces
Time Evolution Equations: In a two-dimensional space, a bacterial cell (i) can be mod-
eled as a rigid rod with center of mass coordinates (~ri), center of mass velocities (~vi),
orientation with respect to some specified axis (φi), density (ρi), and length (li). Here we
assume that the intracellular density is constant for all cells (ρi = ρ) so that the mass of a
given cell can be calculated using:
mi = ρli (3.1)
With this assumption, we can write down the fundamental equations that govern cellular
motion, namely Newton’s laws, for the force and torque of a rigid body moving in a
viscous substance:
ρli
d2~ri
dt2
= ~Fi({~r}, {~v})− βρli d~ridt (3.2)
ρl3i
12
d2φi
dt2
= τi({~r}, {~v})−
βρl3i
12
dφi
dt
(3.3)
where the brackets ({}) denote a function of all coordinates and velocities and β denotes
the drag from the surrounding viscous medium. The torque is calculated from the cross
product of the the lever arm and the corresponding force.
The unique aspects of simulating a bacterial population lie in the facts that cells grow
and divide, that the particle number of the system is not conserved, and that li is a func-
tion of time. In order to successfully model the dynamics of such a system, the division
time for a given bacterial cell is chosen as the typical time scale of the system and the
diameter of the cell is chosen as the basic spatial length scale. Here we introduce two
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corresponding new variables:
~ri = rc~qi
t = tcτ (3.4)
where rc and tc have dimensions of length and time respectively. With this change of
variables, length in the system can be written as
li = rcLi (3.5)
Our equations of motion can thus been written as
ρr2c Li
t2c
d2~qi
dτ2
= ~Fi − βρr
2
c Li
tc
d~qi
dτ
(3.6)
ρr3c L3i
12t2c
d2φi
dτ2
= τi −
βρr3c L3i
12tc
dφi
dτ
(3.7)
where the forces and torques are also functions of dimensionless variables. Such nondi-
mensionalization allows us to arrange the terms in a way that emphasizes the contribu-
tion of the inertia term to the overall motion as
1
βtc
d2~qi
dτ2
=
tc
βρr2c Li
Fi − d~qidτ (3.8)
1
βtc
d2φi
dτ2
=
12tc
βρr3c L3i
τi − dφidτ (3.9)
To implement the simulations, we need to specify the force and torque; however, we
notice there are now two clear timescales for the system, namely 1/β which governs the
amount of time for a given particle to change velocity and another timescale associated
with the force which governs the typical time for an interaction. The detailed forms are
presented below.
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Hertzian Forces: The following equation for the magnitude of contact force was used
to describe the expansion of a bacterial colony on a solid substrate [97] .
Fij =
 Ed
1
2 h
3
2
ij : hij > 0
0 : hij ≤ 0
where E is a constant describing the rigidity of the rod, d is the interaction diameter of
the rod, and hij = d− |~rci −~rcj|. Here,~rci and~rcj denote the closest points between the
two rods. In addition, the direction of the force is in the same direction as~rci −~rcj. Using
this expression for force, the equations of motion for rods in contact can be expressed as:
1
βtc
d2~qi
dτ2
= ∑
contacts
Ed
1
2 tc(d− rc|~qci −~qcj|) 32
βρr2c Li
qˆcij − d~qidτ
1
βtc
d2~qi
dτ2
= ∑
contacts
Etc(1− |~qci −~qcj|) 32
βρLi
qˆcij − d~qidτ
1
βtc
d2~qi
dτ2
= ∑
contacts
(
Etc
βρ
)(
(1− |~qci −~qcj|) 32
Li
)
qˆcij − d~qidτ (3.10)
where the sum over contacts includes cells that have a nonzero contact force (i.e. hij > 0).
Similarly, the equations for torque can be written as:
1
βtc
d2φi
dτ2
= ∑
contacts
(
Etc
βρ
)(
12(1− |~qci −~qcj|) 32
L3i
)
qˆcij × (~qci −~qi)− dφidτ (3.11)
From the above equations, we can explicitly see the two timescales in the problem, namely:
t1 =
βρ
E
t2 =
1
β
(3.12)
Alternatively, we can use the combined parameter ζ = βρ instead. For bacteria (E. coli)
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growing on a solid substrate, the estimated values are [97]
ζ = 200 Pa · hr
E = 4× 106 Pa (3.13)
To estimate t1 and t2, we also need the density of a bacterial cell which can be approxi-
mated as
ρ ≈ 10
−15kg
3× 10−6m
≈ 3× 10−10 kg/m (3.14)
From the above estimates, we can obtain the two time scales as
t1 ≈ 5× 10−5hr
t2 ≈ 1.2× 10−19hr (3.15)
from which we find that the timescale for the velocity to change is much shorter than the
timescale for cellular interaction. Therefore, for a practical simulation, it is thus appro-
priate to neglect the inertial term and choose a longer physical time step, which results in
the first order equations for force and torque below:
d~qi
dτ
= ∑
contacts
(
Etc
βρ
)(
(1− |~qci −~qcj|) 32
Li
)
qˆij
dφi
dτ
= ∑
contacts
(
Etc
βρ
)(
12(1− |~qci −~qcj|) 32
L3i
)
qˆij × (~qci −~qi) (3.16)
Notably, the timescale for interactions (t1) also provides a point of reference for choos-
ing the integration timestep during simulations because it tells the order of magnitude
for time that two rods will contact. Thus, to ensure successful simulation of cellular col-
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lisions, we shall choose a timestep that is smaller than t1. A reasonable choice would
be:
∆τ =
t1
10tc
= 10−5 (3.17)
where we used 0.5 hr (typical division time for E. coli in exponential growth) for tc. Notice
that this corresponds to the interval in real time:
∆t = 5× 10−6hr (3.18)
It is important to note that this separation of timescales for t1 and t2 is a direct con-
sequence of slow movement of cells on a solid substrate. For liquid environments, the
timescales may be of similar magnitude during which eliminating the acceleration term
in the equations of motion will not be appropriate.
Numerical Integration: The Euler method was used to integrate the time evolution of
the force and torque equations. Due to the differences in growth rates of the cells with
different interactions, we found it helpful to choose a variable timestep instead of choos-
ing a minimal fixed time interval. The variable timestep was determined by ensuring that
the maximal movement of any cell was a small fraction of the cell diameter. This strat-
egy enabled substantially faster simulations for the case of populations with slow overall
growth rates due to deleterious interactions (i.e. competition). The force calculations were
implemented utilizing the following procedures: (1) cells were classified to a spatial grid;
(2) cells in nearest neighbor grids were tested for possible overlaps by finding the clos-
est points for each respective pair of cells; (3) cells that overlapped were assembled into
a list; (4) forces and torques at the closest contact points were calculated in parallel and
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output to a force list; (5) forces and torques were combined for each cell. Some sample
code from [101] was used to aid in development.
Description Equation
Forces
d~qi
dτ
= ∑
contacts
(
Etc
βρ
)(
(1− |~qci −~qcj|) 32
Li
)
qˆij
Torques
dφi
dτ
= ∑
contacts
(
Etc
βρ
)(
12(1− |~qci −~qcj|) 32
L3i
)
qˆij × (~qci −~qi)
Description Parameter Value
Length Scale rc 1 µm
Time Scale tc 30 min
Cell diameter d 1 µm
Elasticity constant E 4× 106 Pa
Drag constant ζ = βρ 200 Pa · hr
Table 3.3: Summary of mechanical force equations.
3.4.2 Diffusible Chemicals
Time Evolution Equations: Every chemical (c) in the system is governed by a corre-
sponding reaction-diffusion equation as
dc
dt
= Dc∇2c + αc f (ρc, c)− βcc ∈ Ω
c = c0 ∈ ∂Ω (3.19)
where Dc is the diffusion constant, αc and f (ρc, c) determine production (or consump-
tion) by cells, ρc is the density of cells that interact with the chemical, and βc determines
degradation. Ω is a two-dimensional rectangular region and ∂Ω is the boundary; c0 is
the concentration on the boundary. For the shared nutrition source (n), we assume that
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there is no auto-degradation (i.e. βn = 0). We also re-scale the nutrition concentration so
that its value on the boundary equals 1. For the chemicals that mediate cellular interac-
tions, we impose a reactive boundary (c0 = 0). Similarly, we scale the concentration so
that αc = 1. Moreover, in all cases, the two dimensional region simulated is much larger
than the colony size, so that the reactive boundary condition for the diffusible chemicals
should have negligible effects.
Nutrition: Based on the Monod function [102], the exact equation for nutrition is given
as
dn
dt
= Dn∇2n− αn ρn
κ + n
(3.20)
where n is nutrition, ρ is the total density of all species at a grid point in space, defined as
the area of all cells within a grid divided by the area of the grid. Parameters were chosen
to approximately reproduce the experimentally determined width of actively growing
cells of bacterial colonies (30-40µm) [87], which are in agreement with previous simu-
lations [97]. The non-dimensional values are Dn = 250, αn = 1, and κ = 0.333. The
boundary of the simulated area serves as a constant source of nutrient.
Chemicals for Interactions: For chemicals other than nutrition, its production by a given
species is assumed constant. Therefore, the corresponding dimensionless reaction-diffusion
equation has a form of
dc
dt
= Dc∇2c + ρc − βcc (3.21)
where c is the chemical, ρc is the density of the producer species at a grid point in space.
In this work, the diffusion (Dc) and degradation (βc) parameters (Dc = 1000 and βc = 10
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in non-dimensional form) were chosen so that cellular interaction range is on the order
of few spatial grid points. Notably, for a well occupied spatial grid in the absence of
diffusion, the steady state value for a given chemical follows
0 = ρc − βcc
0 = 1− βcc
c =
1
βc
(3.22)
which provides an estimate for the level of chemical within the densely packed region of
the expanding colony.
Numerical Integration: The Euler method was employed for simulating all of the reaction-
diffusion equations. A discretized version of the diffusion operator from a Taylor expan-
sion to second order in grid size was used. A grid size of 5 µm was used throughout
simulations, which is comparable to the max length for a single cell. The simulated re-
gion was a square with a side length of 1000 µm, which is much larger than the typical
final radius of the colonies (≈ 200 µm)
3.4.3 Cell Growth and Division
Cellular growth follows the following equation:
dli
dt
= gAi
n
κ + n
(1− ξT) (3.23)
where li is the length of the cell (i), Ai is the cell area, g is the maximal growth rate, κ
is the parameter associated with nutrient consumption (0.333 as in section 3.4.2), ξ is an
interaction parameter, and T is the concentration of diffusible chemical produced by the
other species. This specific form for elongation is similar to that found in [97].
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Description Equation
Nutrients
dn
dt
= Dn∇2n− αn ρn
κ + n
Interactions
dc
dt
= Dc∇2c + ρc − βcc
Description Parameter Value
Nutrient diffusion Dn 500 µm2/hr
Nutrient consumption αn 2 hr−1
Nutrient sensitivity κ 0.333
Toxin/Public good diffusion Dc 2000 µm2/hr
Toxin/Public degradation βc 20 hr−1
Table 3.4: Summary of diffusion equations. The value for nutrient sensitivity is taken
with respect to the maximal concentration at the simulation boundary. Degradation, con-
sumption, and diffusion parameters were chosen to give a desired length scale for active
cell growth and interactions.
As discussed previously, we expect the maximal concentration of the diffusible chem-
icals to be approximately 1/βc (or 1/10 in the simulations) for a well-packed spatial grid
of producing cells. We thus chose the interaction parameter ξ so that the exposure of
the cell to the maximal concentration resulted in either cessation of cell growth (toxin) or
doubling of cell growth (public good) ( ξ = +10 or −10 respectively). To ensure that the
cells in the population never decrease in length, the growth rate was truncated to zero for
any possible negative rates that arose.
The growth constant g was determined by considering the case of nutrient saturation
(n = 1) at which the doubling time is approximately one time unit in the absence of other
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diffusible chemicals, i.e.,
dli
dt
= gAi
1
κ + 1
=
g
κ + 1
(pi
4
+ li
)
li =
(
l0 +
pi
4
)
e
g
κ+1 t − pi
4
(3.24)
Calculating the time for a cell to grow from a length of 1.0 to 3.0 for division gives:
e
g
κ+1 t =
3+ pi4
1+ pi4
t =
κ + 1
g
ln
(
3+ pi4
1+ pi4
)
(3.25)
Finally, by setting the above time as 1 and plugging in the parameter value of κ, we
obtained
g = (1.333)(0.752)
g ≈ 1 (3.26)
For cellular division, we assumed that each cell has a length that increases over time
until it reaches a specified division length. The total length at division for a given cell
was generated randomly from a Gaussian distribution with a mean of 4 and a standard
deviation of 0.3. Any values for division length outside of [3.1, 4.9] were truncated to
the extreme values. Notably, the total length (i.e. length plus the mechanical interaction
range) is conserved during division so that newly divided cells did not overlap. Each
daughter cell received a fraction of the parent length between 0.4 and 0.6 (adding up to
one in total) randomly.
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3.4.4 Simulation Protocols
A 60 by 60 µm2 square was used for initial seeding. For random initial conditions, cellular
orientation, length, number, and species type at each grid were randomly chosen but the
overall species abundance and cell number were preserved to follow specific simulation
requirements. For well-mixed initial conditions, species were placed in an alternating
pattern in grids with the overall species abundance and cell number following defined
requirements. A total of 256, 64, and 16 initial cells were used to represent the case of
high, medium, and low initial cell densities. All of the initial conditions tested were
generated using Mathematica. All of the simulations exit when the overall cell number
reaches 30,000 cells.
3.4.5 Quantitative Metrics
Colony roughness was used as a measure for the morphology of a bacterial population. It
was determined by first locating the edge of the colony–Each spatial grid point contain-
ing at least one cell was considered occupied and the occupied grids with empty nearest
neighbors were classified as the edge. Subsequently, the center of the colony was calcu-
lated by averaging over the positions for all cells, weighted by the two-dimensional area
for each cell. Afterwards, the mean and standard deviation of the edge grid points from
the colony center were computed. Here, the standard deviation serves as the quantitative
metric of the colony roughness, whose scale is the size of one grid point (side length of
5 µm). The mean gives an estimate of the colony radius, which can also be estimated by
calculating the moment of inertia of the colony and solving for the radius assuming a disc
with constant density (as in Fig. 3.4).
Surviving linages are defined as the lineages that remain active. We thus first iden-
tified active cells in a community–In our analysis, we considered a cell to be currently
active if it has a nutrient availability that allows its growth rate to be within two expo-
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nential decays of the maximum. Meanwhile, as the lineage information of every cell is
retained during a single simulation, we leveraged this information to identify the ances-
tors of the active cells. The number of ancestors counted is the number the surviving
lineages.
Similar to surviving lineages, we determined the colony sectors by considering the
layer of actively growing cells. First, the image of the actively growing cells in the final
simulation snapshot was imported in Mathematica. The remaining pixels were directly
set as black in Mathematica. Then, a convolution was performed with a constant kernel
which averages nearest neighbor pixels. Afterwards, each pixel was classified as either
green, red, or background based on the dominant color (red, green, or completely black).
Finally, spatially connected components and the number of pixels for each component for
the figure were obtained. The number of sectors was determined by counting the num-
ber of pixel clusters representing groups of more than 100 cells. The sector analysis was
performed for the final population states at 30,000 cells.
In addition to the metrics used to quantify the spatial structures of the expanding
colonies (i.e. relative abundance, morphology, surviving lineages, and colony sectors), we
have also considered the time evolution of the cell density. As shown in Fig. 3.19–3.27,
the total cell density, defined as the number of cells per unit area in two-dimensional
space, follows a somewhat standard trajectory in time. After an initial transient period,
the cells form a dense quasi-circular structure with a well-defined edge. Within the ex-
panding colony, the density is approximately constant, representing a well-packed spa-
tial limit, while the density decreases rapidly to zero at the colony edge. Also shown in
Fig. 3.19–3.27, the density for each individual cellular species shows the formation of dis-
tinct spatial structures according to interaction type. Given the two-dimensional nature
of the simulations, the cell density at a given time can be inferred from images showing
each cell colored according to type (Fig. 3.28–3.30). The metrics analyzed and discussed
throughout the text (e.g. Fig. 3.4) are used to give a thorough characterization of the spa-
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tial structures produced by each interaction type over time.
3.4.6 Implementation
Simulations in the work were implemented using C++, with additional testing and pro-
totyping performed in Mathematica. OpenMP was used for parallelization of the code,
with parallel force calculations utilized for the simulation of large systems. The default
container used to hold data was an instance of the standard vector class. Each cell in the
simulation constituted an instance of a particle class including data members position,
velocity, force, length, cell type, and growth rate.
3.4.7 Visualization and analysis
All data concerning cells, nutrients, and toxins were written to files for later analysis
and visualization. Individual frames were rendered in VMD [103], a program commonly
used for visualizing molecular dynamics. Colony data analysis was performed in Math-
ematica, with customized functions developed to determine species abundance, colony
morphology, cell lineages, and segregated sectors.
3.4.8 ODE Analysis
To interpret the results obtained from the simulation of our community modeling frame-
work, we considered a simplified case of the system–a well-mixed model. As shown
below, the model consists of three variables, including nutrition (n) and the populations
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of two cellular species (u and v).
dn
dt
= (n0 − n)D− u
γ
(
mn
κ + n
)
− v
γ
(
mn
κ + n
)
du
dt
=
(
mn
κ + n
(1− ξ1v)
)
u− Du
dv
dt
=
(
mn
κ + n
(1− ξ2u)
)
v− Dv (3.27)
The parameters are nutrient supply (n0), degradation or flow rate (D), nutrient consump-
tion (m), consumption to growth ratio (γ), nutrient sensititivey (κ), and interspecies in-
teraction strength (ξ1 and ξ2). Notice that the first term on the right hand side of the
equations for both u and v consists of nutrient consumption and interaction terms; the
second term results form death or flow out of the system. As we are primarily interested
in the system’s steady states and their stabilities, we performed the change of variables
using
t =
t
D
n = n0n
u =
n0γD
m
u
v =
n0γD
m
v (3.28)
which results in the following equations after dropping the bars and rescaling the param-
eters:
dn
dt
= 1− n− u
(
n
κ + n
)
− v
(
n
κ + n
)
du
dt
=
(
αn
κ + n
(1− ξ1v)
)
u− u
dv
dt
=
(
αn
κ + n
(1− ξ2u)
)
v− v (3.29)
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The steady states of the system can then be derived by setting the above equations to
zero. When considering the solutions to the equations, there are three possible types: u
and v both are zeros; one of them is zero; and neither of them is zero. For the case where
both are zero, the steady state solution is:
n = 1
u = 0
v = 0 (3.30)
For the case where v is extinct and u is nonzero, the steady state solution is:
n =
κ
α− 1
u = α
(
1− κ
α− 1
)
v = 0 (3.31)
Similarly, the steady state solution for the case of u is extinct and v is nonzero can also be
expressed. Furthermore, for the case where both are nonzero, the detailed expression can
also be derived (it is not listed here as the expression is quite cumbersome).
Next we studied the stability of the system at the steady states for given types of
interaction. As the extinction of both species is trivial, we primarily focused on the cases
where at least one species survives, which requires the following condition:
α > 1+ κ (3.32)
for positive κ.
We found that, as long as the above condition is satisfied, the state with both u and
v extinct is linearly unstable as desired. Evaluating the Jacobian for the other two single
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species fixed points shows that the u nonzero, v extinct state is stable as long as ξ2 > 0.
Similarly, the u extinct, v nonzero state is stable as long as ξ1 > 0.
A numerical exploration of the number of stable steady states in Mathematica con-
firmed the above analytical results. For parameter values of α = 2 and κ = 1/3, we ex-
plored the impacts of social interaction on the system’s steady state properties by varying
the values of ξ1 and ξ2 from−0.2 to 0.2. Here, the values for ξ1 and ξ2 were kept relatively
small to reflect the realistic case where cellular interactions from toxins or public goods
are a secondary effect compared with that from nutrition. As shown in Fig. 3.9, the dif-
ferent values for ξ1 and ξ2 lead to different outcomes (extinction, bistable extinction, and
coexistence). The axes in the plot are marginal cases (with zero eigenvalues), however,
the test cases through simulations show extinction (Fig. 3.10). For the figures, Fig. 3.9C
and 3.10, interaction parameters (ξ1 and ξ2) were assigned 0, −0.1, or 0.1 depending on
the interaction type being tested.
Figure 3.10: Simulations of well-mixed two-species communities with different social in-
teractions. For control, the green cell fraction is determined purely by the initial condi-
tions. For commensalism, the red cells always go extinct. For amensalism, the green cells
always go extinct. For mutualism, equal species abundance is achieved. For competition,
one of the species goes extinct depending on initial conditions. For parasitism, the red
cells always go extinct. This corresponds to Fig. 3.9.
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3.5 Additional Figures
Figure 3.11: The fraction of green cell lineages as a function of the total cells of the com-
munities that are neutral, mutualistic, and competing. This corresponds to Fig. 3.4C.
Figure 3.12: Statistical analysis of bacterial communities that are compared according to
time evolution. Six simulation runs were performed for each interaction type in order to
obtain the statistics.
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Figure 3.13: Statistical analysis of the role of social interactions in determining community
structure for the case of a medium initial density (64 cells, 1:1 ratio).
Figure 3.14: Statistical analysis of the role of social interactions in determining community
structure for the case of a medium initial density (16 cells, 1:1 ratio).
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Figure 3.15: Statistical analysis of the role of social interactions in determining community
structure for the case of a high initial density (256 cells) and a 1:7 relative abundance.
Figure 3.16: Statistical analysis of the role of social interactions in determining community
structure for the case of a high initial density (256 cells) and a 1:3 relative abundance.
80
Figure 3.17: Statistical analysis of the role of social interactions in determining community
structure for the case of a high initial density (256 cells) and a 3:1 relative abundance.
Figure 3.18: Statistical analysis of the role of social interactions in determining community
structure for the case of a high initial density (256 cells) and a 7:1 relative abundance.
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Figure 3.19: Time course images for cell density using the well-mixed initial conditions
with high cell density and Neutralism. The total cell density (top row) shows a densely
packed quasi-circular colony with a maximum height corresponding to approximately
10 cells packed in one spacial grid (5 µm by 5 µm). The values for cell density were
calculated by counting the number of cells with a center of mass at a specified spatial grid
point. Since cells with a center of mass at one grid point may extend into a neighboring
grid, the values were averaged over nearest neighbors. The cell densities for individual
species (i.e. green or red) are shown in rows 2 and 3. The mesh lines shown in the image
correspond to approximately 6 spatial grids in the simulation. The boundary of the grid
was chosen for display purposes; the actual simulation boundary is more distant from
the expanding colony to minimize effects from the boundary conditions.
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Figure 3.20: Time course images for cell density using the well-mixed initial conditions
with medium cell density and Neutralism. The total cell density (top row) shows a
densely packed quasi-circular colony with a maximum height corresponding to approxi-
mately 10 cells packed in one spacial grid (5 µm by 5 µm). The values for cell density were
calculated by counting the number of cells with a center of mass at a specified spatial grid
point. Since cells with a center of mass at one grid point may extend into a neighboring
grid, the values were averaged over nearest neighbors. The cell densities for individual
species (i.e. green or red) are shown in rows 2 and 3. The mesh lines shown in the image
correspond to approximately 6 spatial grids in the simulation. The boundary of the grid
was chosen for display purposes; the actual simulation boundary is more distant from
the expanding colony to minimize effects from the boundary conditions.
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Figure 3.21: Time course images for cell density using the well-mixed initial conditions
with low cell density and Neutralism. The total cell density (top row) shows a densely
packed quasi-circular colony with a maximum height corresponding to approximately
10 cells packed in one spacial grid (5 µm by 5 µm). The values for cell density were
calculated by counting the number of cells with a center of mass at a specified spatial grid
point. Since cells with a center of mass at one grid point may extend into a neighboring
grid, the values were averaged over nearest neighbors. The cell densities for individual
species (i.e. green or red) are shown in rows 2 and 3. The mesh lines shown in the image
correspond to approximately 6 spatial grids in the simulation. The boundary of the grid
was chosen for display purposes; the actual simulation boundary is more distant from
the expanding colony to minimize effects from the boundary conditions.
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Figure 3.22: Time course images for cell density using the well-mixed initial conditions
with high cell density and Mutualism. The total cell density (top row) shows a densely
packed quasi-circular colony with a maximum height corresponding to approximately
10 cells packed in one spacial grid (5 µm by 5 µm). The values for cell density were
calculated by counting the number of cells with a center of mass at a specified spatial grid
point. Since cells with a center of mass at one grid point may extend into a neighboring
grid, the values were averaged over nearest neighbors. The cell densities for individual
species (i.e. green or red) are shown in rows 2 and 3. The mesh lines shown in the image
correspond to approximately 6 spatial grids in the simulation. The boundary of the grid
was chosen for display purposes; the actual simulation boundary is more distant from
the expanding colony to minimize effects from the boundary conditions.
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Figure 3.23: Time course images for cell density using the well-mixed initial conditions
with medium cell density and Mutualism. The total cell density (top row) shows a
densely packed quasi-circular colony with a maximum height corresponding to approxi-
mately 10 cells packed in one spacial grid (5 µm by 5 µm). The values for cell density were
calculated by counting the number of cells with a center of mass at a specified spatial grid
point. Since cells with a center of mass at one grid point may extend into a neighboring
grid, the values were averaged over nearest neighbors. The cell densities for individual
species (i.e. green or red) are shown in rows 2 and 3. The mesh lines shown in the image
correspond to approximately 6 spatial grids in the simulation. The boundary of the grid
was chosen for display purposes; the actual simulation boundary is more distant from
the expanding colony to minimize effects from the boundary conditions.
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Figure 3.24: Time course images for cell density using the well-mixed initial conditions
with low cell density and Mutualism. The total cell density (top row) shows a densely
packed quasi-circular colony with a maximum height corresponding to approximately
10 cells packed in one spacial grid (5 µm by 5 µm). The values for cell density were
calculated by counting the number of cells with a center of mass at a specified spatial grid
point. Since cells with a center of mass at one grid point may extend into a neighboring
grid, the values were averaged over nearest neighbors. The cell densities for individual
species (i.e. green or red) are shown in rows 2 and 3. The mesh lines shown in the image
correspond to approximately 6 spatial grids in the simulation. The boundary of the grid
was chosen for display purposes; the actual simulation boundary is more distant from
the expanding colony to minimize effects from the boundary conditions.
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Figure 3.25: Time course images for cell density using the well-mixed initial conditions
with high cell density and Competition. The total cell density (top row) shows a densely
packed quasi-circular colony with a maximum height corresponding to approximately
10 cells packed in one spacial grid (5 µm by 5 µm). The values for cell density were
calculated by counting the number of cells with a center of mass at a specified spatial grid
point. Since cells with a center of mass at one grid point may extend into a neighboring
grid, the values were averaged over nearest neighbors. The cell densities for individual
species (i.e. green or red) are shown in rows 2 and 3. The mesh lines shown in the image
correspond to approximately 6 spatial grids in the simulation. The boundary of the grid
was chosen for display purposes; the actual simulation boundary is more distant from
the expanding colony to minimize effects from the boundary conditions.
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Figure 3.26: Time course images for cell density using the well-mixed initial conditions
with medium cell density and Competition. The total cell density (top row) shows a
densely packed quasi-circular colony with a maximum height corresponding to approxi-
mately 10 cells packed in one spacial grid (5 µm by 5 µm). The values for cell density were
calculated by counting the number of cells with a center of mass at a specified spatial grid
point. Since cells with a center of mass at one grid point may extend into a neighboring
grid, the values were averaged over nearest neighbors. The cell densities for individual
species (i.e. green or red) are shown in rows 2 and 3. The mesh lines shown in the image
correspond to approximately 6 spatial grids in the simulation. The boundary of the grid
was chosen for display purposes; the actual simulation boundary is more distant from
the expanding colony to minimize effects from the boundary conditions.
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Figure 3.27: Time course images for cell density using the well-mixed initial conditions
with low cell density and Competition. The total cell density (top row) shows a densely
packed quasi-circular colony with a maximum height corresponding to approximately
10 cells packed in one spacial grid (5 µm by 5 µm). The values for cell density were
calculated by counting the number of cells with a center of mass at a specified spatial grid
point. Since cells with a center of mass at one grid point may extend into a neighboring
grid, the values were averaged over nearest neighbors. The cell densities for individual
species (i.e. green or red) are shown in rows 2 and 3. The mesh lines shown in the image
correspond to approximately 6 spatial grids in the simulation. The boundary of the grid
was chosen for display purposes; the actual simulation boundary is more distant from
the expanding colony to minimize effects from the boundary conditions.
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Figure 3.28: Comparison of the cell number density plots and the single cell image for a
top down view of the final state for a simulation with well-mixed initial conditions and
Neutralism. The two-dimensional nature of the simulations allows the local density to be
inferred by considering the color of the single cells in the images of the far right column.
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Figure 3.29: Comparison of the cell number density plots and the single cell image for a
top down view of the final state for a simulation with well-mixed initial conditions and
Mutualism. The two-dimensional nature of the simulations allows the local density to be
inferred by considering the color of the single cells in the images of the far right column.
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Figure 3.30: Comparison of the cell number density plots and the single cell image for a
top down view of the final state for a simulation with well-mixed initial conditions and
Competition. The two-dimensional nature of the simulations allows the local density
to be inferred by considering the color of the single cells in the images of the far right
column.
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3.6 Additional Tables
Control Commensalism Amensalism Competition Mutualism Parasitism
Green Fraction 0.50± 0.10 0.68± 0.07 0.20± 0.12 0.49± 0.16 0.50± 0.06 0.89± 0.05
Roughness 0.89± 0.02 0.87± 0.04 1.03± 0.06 1.56± 0.26 0.96± 0.10 0.91± 0.04
Lineages 27.83± 0.41 28.17± 0.75 22.33± 3.44 24.33± 1.97 30.33± 1.63 23.00± 2.83
Green Lineages 14.17± 1.94 14.50± 1.76 8.50± 5.09 12.33± 2.42 15.17± 1.94 14.67± 2.42
Sectors 16.83± 4.67 15.50± 3.27 4.17± 2.40 6.17± 3.60 18.33± 6.25 3.50± 2.51
Table 3.5: Run statistics for the case with an equal initial relative abundance and a
medium initial density.
Control Commensalism Amensalism Competition Mutualism Parasitism
Green Fraction 0.53± 0.07 0.67± 0.06 0.35± 0.10 0.53± 0.11 0.53± 0.05 0.82± 0.07
Roughness 0.88± 0.01 0.89± 0.05 1.02± 0.08 1.30± 0.26 1.01± 0.08 0.93± 0.03
Lineages 12.00± 0.00 12.00± 0.00 11.17± 1.17 11.33± 0.52 12.00± 0.00 11.00± 1.26
Green Lineages 6.33± 0.82 6.33± 0.82 5.50± 1.38 5.83± 0.75 6.33± 0.82 6.33± 0.82
Sectors 7.00± 2.76 7.00± 2.53 4.67± 2.07 4.33± 1.97 7.83± 2.99 3.50± 1.76
Table 3.6: Run statistics for the case with an equal initial relative abundance and a low
initial density.
Control Commensalism Amensalism Competition Mutualism Parasitism
Green Fraction 0.89± 0.02 0.92± 0.02 0.86± 0.03 0.99± 0.00 0.72± 0.01 0.99± 0.00
Roughness 0.91± 0.01 0.90± 0.10 0.98± 0.15 0.93± 0.15 1.09± 0.20 0.91± 0.01
Lineages 61.20± 1.64 64.40± 1.67 56.20± 2.49 56.20± 1.64 82.20± 4.44 59.20± 3.49
Green Lineages 54.60± 1.67 57.80± 1.64 49.80± 1.92 54.00± 0.71 69.60± 4.72 56.80± 2.68
Sectors 5.80± 2.77 4.40± 2.30 8.60± 0.89 1.00± 0.00 20.40± 3.51 1.00± 0.00
Table 3.7: Run statistics for the case with a 1:7 initial relative abundance and a high initial
density.
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Control Commensalism Amensalism Competition Mutualism Parasitism
Green Fraction 0.78± 0.02 0.84± 0.01 0.59± 0.06 0.97± 0.00 0.62± 0.01 0.98± 0.00
Roughness 0.90± 0.01 0.87± 0.04 1.00± 0.06 1.14± 0.25 0.95± 0.07 0.90± 0.01
Lineages 61.60± 1.52 67.80± 2.59 54.00± 3.61 51.20± 3.56 94.20± 2.17 55.60± 2.88
Green Lineages 48.00± 3.46 53.40± 1.67 39.80± 4.76 46.60± 2.30 70.20± 3.56 49.60± 2.30
Sectors 16.80± 1.48 7.20± 4.15 9.80± 2.77 1.20± 0.45 29.00± 4.30 1.00± 0.00
Table 3.8: Run statistics the case with a 1:3 initial relative abundance and a high density.
Control Commensalism Amensalism Competition Mutualism Parasitism
Green Fraction 0.25± 0.04 0.54± 0.05 0.03± 0.00 0.04± 0.00 0.40± 0.03 0.77± 0.06
Roughness 0.90± 0.01 0.90± 0.06 0.88± 0.06 1.17± 0.12 0.89± 0.06 0.93± 0.05
Lineages 60.60± 1.67 72.80± 3.96 53.60± 2.88 49.40± 2.51 93.40± 3.78 57.00± 6.60
Green Lineages 16.40± 2.88 23.60± 2.79 7.40± 2.07 5.80± 0.84 28.20± 4.44 23.40± 1.34
Sectors 15.20± 5.40 21.40± 4.39 1.00± 0.00 1.40± 0.55 29.60± 4.62 5.40± 0.89
Table 3.9: Run statistics for a 3:1 initial relative abundance and a high initial density.
Control Commensalism Amensalism Competition Mutualism Parasitism
Green Fraction 0.14± 0.03 0.40± 0.03 0.01± 0.00 0.01± 0.00 0.30± 0.03 0.55± 0.04
Roughness 0.90± 0.01 0.96± 0.07 0.87± 0.04 1.00± 0.08 1.10± 0.07 0.96± 0.04
Lineages 63.00± 0.71 69.00± 1.87 57.60± 2.41 55.20± 1.30 82.60± 2.19 59.00± 3.08
Green Lineages 8.40± 1.67 12.40± 2.41 4.00± 1.58 3.80± 0.45 13.00± 2.24 12.20± 2.28
Sectors 9.40± 2.30 18.60± 5.50 1.00± 0.00 1.00± 0.00 24.20± 5.97 6.80± 1.64
Table 3.10: Run statistics for a 7:1 initial relative abundance and a high initial density.
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Chapter 4
Quorum-Sensing Controlled Bacteriocin
Production
4.1 Background
Bacteriocins are small peptides that are ribosomally synthesized by bacteria and active
against other bacteria [104, 105]. They are considered one of the most abundant classes
of antimicrobials–99% of all bacteria are believed to make at least one bacteriocin [106].
They are also highly diverse in their host range (Gram- positive or negative bacteria),
activity spectrum (narrow or broad spectrum), and structure (post-translationally mod-
ified and unmodified). Bacteriocins can inhibit cellular growth through different mech-
anisms, including the disruption of membrane integrity [107–110], and the inhibition of
gene expression and protein production through DNA/RNA degradation [105,110–112].
Because of their role in competition, bacteriocins are of fundamental importance in im-
pacting microbial population dynamics and hence ecology. For instance, they enable
the invasion of a strain into an established community by serving as anti-competitor
agents; alternatively, they provide a defense mechanism to prohibit invasion by other
species [109, 113–118]. The killing capacity of bacteriocins also serves as a key trait of
many probiotic bacteria, such as Lactobacillus salivarius UCC118 [80], that confers an
anti-infective benefit to the host. From a practical perspective, bacteriocins have also been
actively exploited for various applications, including improving food safety and quality,
animal feeding, as well as medicine and human health [119–122].
The production of bacteriocins is often enabled by underlying biosynthetic pathways
that can involve different genes, proteins and associated biochemical reactions, which
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leads to different modes of biosynthesis. Bacteriocins can be produced constitutively,
such as lacticin 3147 by Lactococcus lactis [123] and enterocin B by Enterococcus faecium
BFE 900 [124]. They can also be produced in a conditional manner [114, 125–134]. One
common scheme of conditional production is quorum sensing (QS) controlled bacteriocin
biosynthesis [126, 132–143]. Examples includes the mutacin I and IV synthesis of Strepto-
coccus mutans [133, 138, 139], sakacin P synthesis of Lactobacillus Sake [132, 137], and nisin
synthesis of Lactococcus lactis [134, 142, 143]. Interestingly, a comprehensive survey has
shown that, although both the production modes, constitutive and controlled, occur in
natural bacteriocin producing bacteria, the latter is much more prevalent than the for-
mer [31]. This finding leads to a natural question: what is the underlying reason for the
dominant presence of controlled bacteriocin synthesis (e.g. QS controlled) over constitu-
tive production?
To address this question, previous molecular studies of bacteriocin biosynthesis have
been highly valuable as they provide mechanistic underpinnings of different modes of
bacteriocin production. Meanwhile, we argue that answering the above question also
requires an ecological investigation. The underlying reasons are the following: First, bac-
teriocin production mediates intercellular competition, which subsequently alters bac-
terial population dynamics and hence ecology. Second, the observation of the preva-
lence of controlled bacteriocin production suggests that it has an evolutionary advantage
compared to the constitutive mode, which can only be understood from a population-
dynamic perspective.
In this study, we therefore plan to use an ecological modeling approach to address
the proposed question. In fact, there have been many valuable efforts in modeling bac-
teriocin production. One major line of efforts involves the computational modeling of
bacteriocin production by single species, with the goal of predicting and optimizing bac-
teriocin productivity. These efforts include the modeling of both constitutive and QS
controlled cases [144–147]. Another line of research focuses on the population dynamics
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of bacterial ecosystems that involve bacteriocin mediated competitions, including those
in well-mixed culture as well as spatial settings [148–150]. For instance, a colicin produc-
ing strain has been shown to invade under broader conditions in a spatially structured
environment than in an unstructured one [72]; more recently, more complex populations,
resulting from the inclusion of a third cheater species, have also been considered [151].
Although both lines of studies illuminate different aspects of bacteriocin production, un-
derstanding the prevalence of controlled bacteriocin production requires an integration
of both the molecular details and the ecological impacts of bacteriocin synthesis.
Here, we present an integrated, ecological study to understand the different modes of
bacteriocin production. We first introduce our model that combines population dynamics
with molecular regulation. We then study the relationship between bacteriocin produc-
tion and population growth for a single species, followed by the study of bacteriocin
production in a two-species ecosystem. Subsequently, the regime with a high metabolic
cost is explored. To examine if our findings remain true in complex settings, we further
extend our study to include spatial dynamics for competing communities.
4.2 Results and Discussion
4.2.1 Ecological Modeling of Bacteriocin Production
In natural environments, multiple cellular species often consume a shared nutrition source.
Thus, the depletion of nutrient by one species results in a decrease in growth for neigh-
boring species, often referred to as indirect competition. In order to maximize access to
nutrients amongst competitors, cells have developed many strategies [17, 152], includ-
ing the production of bacteriocins [31]. Bacteriocins decrease the growth of neighboring
cells due to toxic effects (i.e. direct competition); however, they place a metabolic bur-
den on the producing cells as nutrient utilization is partially diverted away from growth
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(Fig. 4.1A).
Figure 4.1: Bacteriocin mediated interspecies competition and associated intracellular re-
source allocation. (A) In a two-species community, a bacteriocin sensitive strain and a
bacteriocin producer strain compete over a shared nutrition source (Interspecies Resource
Competition). Additionally, the producer strain utilizes nutrients for both growth and
toxin production (Intracellular Resource Partition). (B) There are two modes of bacteri-
ocin production: constitutive (top) and quorum sensing (QS)-controlled (bottom). For the
constitutive regulation, the partitioning of resources between bacteriocin production and
growth is fixed. For QS-controlled regulation, the resource partitioning depends on the
cellular environment.
The partitioning of a consumed resource (i.e. nutrient) between growth and bacteri-
ocin production can be accomplished through different modes of regulation. Two com-
mon modes of regulation include constitutive and quorum sensing (QS)-controlled pro-
duction (Fig. 4.1B). In nature, cells typically employ QS for bacteriocin production [31],
but it is not clear why this mode of regulation confers a benefit over constitutive produc-
tion in an ecological context. In order to systematically examine the functional benefits of
the two different modes of regulation (constitutive vs. QS), we introduce the following
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model:
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where N represents nutrient, P represents producer strain cell density, T represents toxin
(i.e. bacteriocin) density, and S represents sensitive strain cell density. The terms on the
right hand side (RHS) for the time evolution of nutrient (N) correspond to a nutrient
source, dilution, consumption by producer cells, and consumption by sensitive cells re-
spectively. For the producer (P), the RHS terms represent growth (reduced by bacteriocin
production) and dilution. For bacteriocin (T), the terms are production and dilution. The
sensitive strain S evolves according to growth (reduced by bacteriocin toxicity) and dilu-
tion.
Since we are primarily concerned with distinguishing between the outcomes for con-
stitutive and QS modes of bacteriocin production, we shall primarily focus on the impacts
of the parameters ξ (maximal cost of bacteriocin production) and φ (mode of regulation).
The value for ξ is naturally bounded between 0 ( no production) and 1 (maximal produc-
tion causes growth to cease). We restrict our consideration of φ to be between 0 and 1
as well, representing the range between the constitutive mode (φ = 1) and the QS mode
(φ → 0). For simulations, we specifically focus on the values of φ = 1 (Consitutive) and
φ = 0.01 (QS).
Additional parameters in the model include: (1) ν represents the richness of the nu-
trient source; (2) α represents the ratio of cell growth to dilution; (3) κt represents the
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activation threshold for bacteriocin production; (4) κs determines the reduction in growth
rate for the sensitive strain due to bacteriocin; (5) χ determines the growth advantage of
the sensitive strain over the producer strain in the absence of bacteriocin. Unless other-
wise specified, these parameters are assigned the default values listed in Table 4.1. It is
important to note that we focus only on positive values for χ; this represents an intrinsic
decrease in growth for the producing strain resulting from harboring the genes necessary
for bacteriocin production. The functional form for the production and toxicity of bacte-
riocin is assumed to be a first-order Hill function, which has been used to model many
biological processes involving sensitivity to proteins [59]. All equations for the model are
written in non-dimensional form; a derivation of the model starting from generic param-
eter values is given in the Section 4.4.1
Description Parameter Value
Nutrient Source ν 3
Growth to Loss Ratio α 4
Toxin Cost ξ [0, 1]
Mode of Regulation φ 0.01, 1.0
Toxin Activation Threshold κt 0.5
Toxicity κs 0.25
Growth Advantage χ 0.2
Table 4.1: Summary of default scaled parameters for the ordinary differential equation
model.
A key property of the model is that cellular growth rate and bacteriocin production
are proportional to nutrient uptake. This property tells us that at steady state the nutrient
source is partitioned amongst the four dynamical quantities:
ν =
(
N + T + P +
S
1+ χ
)
(4.2)
Thus, the shared resource (i.e. nutrition source) is partitioned amongst free nutrient (N),
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cell density (P and S) and bacteriocin concentration (T). This shows the explicit competi-
tion over nutrient for the two cellular strains as well as the resource partitioning between
growth and bacteriocin production for the producer strain. In order to analyze the ef-
fects of resource partitioning on population outcomes, we begin by characterizing the
dynamics of an isolated producing strain. We then determine the possible outcomes for
both producing and sensitive strains whose dynamics are governed by the full model
equations. Furthermore, we examine the generality of our findings by generalizing the
ordinary differential equaion model to study cellular competition in a spatial setting.
4.2.2 Bacteriocin Production in a Single Species Setting
If we eliminate the sensitive species from the model, the survival of the producer cell only
depends upon the consumption of nutrients, loss through dilution, and the partitioning
of resources between growth and bacteriocin production. In fact, the producer strain does
not go extinct at steady state assuming that the following condition is met:
ν (α(1− ξφ)− 1) > 1 (4.3)
The condition shows us that the maximal bacteriocin cost (ξ) has a deleterious effect
on the survival of the producer species. Furthermore we immediately see that popu-
lation survival is more difficult for constitutive production (Fig. 4.2A) as compared to QS
(Fig. 4.2B). Intuitively, we expect that QS would provide a survival advantage because it
allows cells to tune resource allocation based on the the environment (i.e bacteriocin den-
sity). A strain using constitutive production, on the other hand, cannot alter its balance
of resource allocation, making it more susceptible to population collapse as maximal cost
increases.
Within the parameter regime where the producer species survives, the steady states
for the constitutive mode of regulation display an interesting behavior as a function of
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maximal bacteriocin cost (Fig. 4.2C). The producer density monotonically decreases as
the cost is increased (due to the increasing demands on growth for bacteriocin produc-
tion), while the nutrient density monotonically increases. The bacteriocin density, how-
ever, reaches a maximum for a certain level of cost before decreasing as the population
collapses (see Eqs. 4.41, 4.42, 4.43 for analytical expression). The initial increase in the
cost (from zero to non-zero cost value) leads to rising levels of bacteriocin as individual
producers generate more output. However, the cost of production decreases the ratio
of growth to loss in the population, eventually resulting in extinction for the producers.
Thus, resource allocation plays a key role in determining the stability of the population.
Figure 4.2: Bacteriocin production in a single-species chemostat setting. (A-B) Com-
parison of the survival and extinction regimes of a producer species with constitutive
(A) and quorum sensing (QS)-controlled production (B). Quorum sensing enables an ex-
panded region of producer survival due to feedback from bacteriocin production. (C-D)
Steady states for nutrient, producer, and bacteriocin density with constitutive (C) and QS-
controlled (D) production as a function of maximal cost. (E-F) Time courses of bacteriocin
concentration for constitutive (E) and QS-controlled (F) production at specified values of
maximal cost. The parameters for the lines correspond to the dots in C and D with the
same colors. Notice that all quantities (including time) are shown in dimensionless form.
Also, for visualization, nutrient and producer density are normalized to have a maximal
steady state value of 1 for all values of cost considered.
The steady state behavior for the QS mode of regulation displays some similarities
with constitutive production but has key differences that alter the possible outcomes. As
shown in Fig. 4.2D, the steady states for producer density and nutrient are again mono-
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tonically decreasing and increasing respectively, and the bacteriocin density again has
a maximum as cost is varied. However, for the QS mode, there is a qualitative change
in the way that bacteriocin is produced at low cost values. Analytical arguments (see
Eqs. 4.44, 4.45) tell us that for:
ξ <
(α− 1)κt
ν(α− 1)− 1 (4.4)
the production of bacteriocin is negligible for the population. When the cost rises above
this threshold, the bacteriocin concentration displays a sharp increase before finally peak-
ing and descending (again due to decreasing producer density). The change between
negligible and non-negligible production occurs due to the positive feedback inherent in
QS regulation. A comparison of the steady state behaviors for constitutive and QS regu-
lation along with sample time courses for the bacteriocin density are shown in Fig. 4.2E
and Fig. 4.2F, respectively. The time courses for nutrient and producer density from the
same samples are given in Fig. 4.3.
4.2.3 Bacteriocin Production in a Two-Species Bacterial Community
Given the sharp contrast between bacteriocin production as the maximal cost is varied
for the two modes of regulation, we expect that constitutive and QS-based production
will have very different outcomes in competition with a sensitive strain. In contrast to
the single species case, bacteriocin production can now play a beneficial role for the pro-
ducer, conferring a competitive advantage over the sensitive strain. The isolated sensitive
species has a growth advantage over the producer species because it does not require any
nutrients to maintain the genes for bacteriocin production or to produce the bacteriocin
itself. Thus, competition between the two strains is driven by the difference between the
cost of bacteriocin production and the toxicity on the sensitive strain. We are motivated
to characterize the outcomes of two species competition with producing strains using dif-
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Figure 4.3: Time courses for the single producer system corresponding to Fig. 4.2. Col-
oring and maximal producer cost are the same as in Fig 4.2E-F. (A-B) Nutrient and Pro-
ducer concentrations with constitutive production. (C-D) Nutrient and Producer concen-
trations with quorum sensing. Notice that all quantities (including time) are shown in
dimensionless form. Also, for visualization, nutrient and producer density are normal-
ized to have a maximal steady state value of 1 for all values of cost considered.
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ferent modes of regulation in order to determine the functional benefits of QS in the high
cost regime in order to account for its prevalence in natural bacteriocin production.
As in the single species case, for two competing species, there are two qualitatively
different possible steady state outcomes: (1) extinction; (2) survival. In contrast to the
single species case, however, the survival state can consist of only the producing strain,
only the sensitive strain, or a combination of both. For the current model, competitive ex-
clusion prevents the stable coexistence of the two species at steady state. However, both
single species steady states are stable over a range of parameter values, with the coexis-
tence state serving as a saddle separating the basins of attraction for the two respective
outcomes. Thus, the stability and basin of attraction for the two single species steady
states shapes the dynamics of the model.
In order to compare constitutive and QS-based regulation, representative quantita-
tive metrics are needed. With this in mind, we have decided to utilize two metrics: (1)
Likelihood of producer dominance; (2) Robustness against invasion. The first metric is
calculated by determining the dominant species in simulations with different initial den-
sities for the producer and sensitive strain. The bound on total nutrient (Eq. 4.2) gives
us a reasonable bound on the starting concentrations for both species. Specifically, the
sensitive strain is bounded by ν(1+ χ), and the producer strain is bounded by ν. Survey-
ing over initial conditions within this range along with initial nutrient set at ν and initial
bacteriocin set at 0 mimics the initial colonization of the strains in a new environment
mixed at different densities. For the initial conditions tested, a boundary separates the
outcomes into two groups, those that lead to producer extinction and those that lead to
sensitive strain extinction. The percentage of the initial conditions that lead to sensitive
strain extinction tells us the likelihood of producer dominance.
The second metric determines the stability of the producer against invasion by a sen-
sitive strain. This is calculated by determining the maximal sensitive strain growth ad-
vantage for a given cost at which the single species producer state remains stable. Thus,
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the second metric considers the scenario where the producer stain has already colonized
a region, and it must protect again invasion by another species. Together the two metrics
provide a complementary way to determine the efficacy of a bacteriocin mode of regu-
lation. The ideal mode would confer a competitive advantage for both initial coloniza-
tion (i.e. likelihood of producer dominance) and protect against invasion (i.e. robustness
against invasion). With the two metrics, we now determine whether constitutive or QS is
a better regulatory mode for different maximal bacteriocin costs.
As shown in Fig. 4.4A, bacteriocin production can indeed confer an advantage over
the sensitive strain. We see that the likelihood of producer dominance metric splits the
range from ξ ∈ [0, 1] into distinct regions. At the far left (near ξ = 0), neither consti-
tutive nor QS survives in the population. This occurs because the level of bacteriocin is
too small to overcome the growth advantage of the sensitive strain. In the next region
(shaded orange only), only the constitutive mode is able to survive in competition. As
cost increases, the likelihood of producer dominance increases until reaching a max of
around 0.85. In this region, the QS mode is still not able to generate enough bacteriocin
to overcome the growth advantage of the sensitive strain. Continuing toward increasing
cost, we next have a region (mixed shades of orange and blue) where both constitutive
and QS modes can survive in competition. And finally, in the last region (shaded blue
only), only the QS mode is able to survive due to feedback regulation while the constitu-
tive mode goes extinct as it requires an exceedingly high burden on growth. Simulations
with additional parameters values for χ and κs are surveyed in Fig. 4.5.
We can further use the likelihood of dominance metric to compare which mode is
better within the region where both allow producer survival. As shown in Fig. 4.4B, we
can classify the cost regions as low or high depending on the better mode. In the low
region (L1 and L2), constitutive performs better, while in the high region (H1 and H2) QS
performs better. Fig. 4.4C shows the initial conditions that result in either producer or
sensitive extinction at the high points (H1 and H2). All the initial conditions in the green
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Figure 4.4: Likelihood of producer dominance. (A) Likelihood of producer dominance
as a function of maximal cost. As cost increases, the possible outcomes of competition
change: First, only the constitutive producer can survive (orange region); Second, only
the QS-controlled producer survive (blue region). The overlapping region corresponds
to the case where both producers survive. (B) Difference between the likelihood of pro-
ducer dominance for constitutive and QS-controlled bacteriocin production. In the low
cost regime (orange region), constitutive production is the better synthesis mode; in the
high cost regime (blue region), QS-controlled production is the better mode. (C) Phase
diagrams showing the competition results for two-species ecosystems starting with dif-
ferent initial conditions. Here, two high load cases (top and bottom rows) are illustrated,
corresponding to the parameter sets at points H1 and H2 accordingly. For each case, con-
stitutive (left) and QS-controlled (right) bacteriocin productions are compared. The axes
for initial sensitive strain and initial producer are normalized by ν(1 + χ) and ν respec-
tively for visualization.
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Figure 4.5: The likelihood of producer dominance is shown for varying growth advan-
tages and toxin sensitivities for the sensitive strain. (A-C) Constitutive production with
high sensitivity (κs = 0.25), low sensitivity (κs = 0.375), and extra low sensitivity(κs =
0.5) for a range of sensitive strain growth advantages. Fig. 4.4A corresponds to high
sensitivity with a growth advantage of χ = 0.2. (D-F) Quorum sensing-based pro-
duction with high sensitivity (κs = 0.25), low sensitivity (κs = 0.375), and extra low
sensitivity(κs = 0.5) for a range of sensitive strain growth advantages. Fig. 4.4A corre-
sponds to high sensitivity with a growth advantage of χ = 0.2.
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region result in the producer only state; initial conditions in the red region result in the
sensitive only state. The figures corresponding to points L1 and L2 are shown in Fig. 4.6.
Figure 4.6: Phase diagrams corresponding to L1 and L2 in Fig. 4.4.
The second metric, Robustness against invasion, provides a complementary picture to
the results for likelihood of producer dominance. As shown in Fig. 4.7, the constitutive
mode is better at preventing invasion from sensitive strains for sufficiently low costs. The
QS mode becomes more dominant as cost increases. Both modes, however, are capable of
preventing invasion from strains with much higher growth rates (approximately 3:1) for
certain parameter regimes. It is important to note that the QS curve stays very close to
zero initially before making a sharp increase, this corresponds to the cost being too low to
activate non-negligible production in the population. However, in the high cost regime,
QS more efficiently controls bacteriocin production than the consitutive mode, leading to
increased survival. Additional parameter values for κs are surveyed in Fig. 4.8.
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Figure 4.7: Toxin producer’s robustness against invasion. The maximal growth advan-
tage of the sensitive strain at which the producer strain remains resistant from the sen-
sitive strain’s invasion is plotted as a function of the producer’s maximal cost for both
constitutive (orange) and QS-controlled (blue) production cases. The better production
mode transitions from constitutive to QS controlled with the increase of the producer’s
maximal cost.
Figure 4.8: The maximal sensitive growth advantage at which the producer only state
remains stable is shown as a function of cost. This corresponds to Fig. 4.7 with different
values of κs. (A) For low sensitivity κs = 0.375. (B) For extra low sensitivity κs = 0.5.
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4.2.4 Bacteriocin Production with a High Metabolic Cost
Both quantitative metrics show that as the cost increases, the effectiveness of the QS mode
increases compared to the constitutive mode. Furthermore, at high costs, the constitutive
mode leads to extinction of the producer, making QS the only viable regulatory mode.
Our results (Fig. 4.4 and Fig. 4.7) indeed show that a producing strain utilizing QS can
outcompete a sensitive strain during initial colonization (maximum likelihood of domi-
nance ≈ 0.75 for a growth advantage of 0.2), and can resist invasion by a sensitive strain
even with a much higher growth rate (producer stable until ≈ 1.8 in high cost region).
These findings help to explain the prevalence of QS for the regulation of bacteriocin pro-
duction in natural systems.
As an example of the dominance for the QS mode over the constitutive mode in
the high cost regime, we considered time courses taken from the initial conditions (H2)
shown in Fig. 4.4. Specifically, we fixed the initial producer density at three values (0.2,
0.4, and 0.6 times ν) corresponding to rows 1-3 in Fig. 4.9 respectively. We then varied the
sensitive density (20 evenly spaced values from 0.05 to 1.0 times (1 + χ)ν), and plotted
the fraction of producer cells as a function of time. In the high cost regime, all of the con-
stitutive producer strains decay to zero over time (Fig. 4.9A, 4.9C and 4.9E). For the QS
producers, however, increasing the initial density of producers results in a higher preva-
lence of simulations ending with sensitive species extinction (Fig. 4.9B, 4.9D and 4.9F).
Eventually (Fig. 4.9F), all of the initial conditions result in sensitive species extinction.
These findings emphasize the importance of QS in providing a competitive advantage to
the bacteriocin producing strain.
4.2.5 Bacteriocin Production in a Spatially Growing Ecosystem
The results of our model have shown that QS is a superior strategy for the high cost
regime. The advantage for QS results from an appropriate balance between the competi-
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Figure 4.9: Producer fraction as a function of time for competition in the high cost regime.
For each case, the initial sensitive density is varied between 0.05ν(1+ χ) and 1.0ν(1+ χ).
All of the time courses are sampled from the phase diagrams from point H2 in Fig-
ure 4.4C. Different initial producer densities, 0.2ν, 0.4ν and 0.6ν, are used for the pan-
els A-B, C-D, and E-F, accordingly. Notice that the producer via constitutive bacteriocin
synthesis (left column) always goes extinct eventually; in contrast, the QS-controlled pro-
ducer may drive the sensitive strain to extinction when its initial density is beyond a
certain threshold.
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tive disadvantage of metabolic load and the competitive advantage of toxicity. Although
our findings are specific to our proposed model, which considers well-mixed bacterial
populations, we expect that the need to properly allocate resources between growth and
bacteriocin production is a general constraint in natural systems, where the spatial dis-
tribution of cellular species often plays a vital role. This leads us to extend our model to
incorporate more realistic cell movement and expansion in space along with bacteriocin
production and sensitivity.
Our spatial model makes use of a recently developed mechanical model [26], which
tracks each individual cell in the population. Cells grow and generate mechanical forces
due to spatial limitations, leading to an expanding colony. Reaction diffusion equations
are used to model the diffusion and consumption of nutrients within the population. We
utilize the same functional forms for bacteriocin production, metabolic load, and toxic-
ity. In addition, we incorporate diffusion and degradation into the bacteriocin dynamics
similar to the dilution term in the well-mixed model. Parameter values for the model are
summarized in Table 4.2.
The continued growth and nutrient consumption of cells in the colony leads to the
depletion of nutrients in the interior of the population. Thus, over time a layer of actively
growing cells forms at the edge of the colony, while the growth of the interior cells pro-
ceeds at a very small rate due to nutrient limitation (Fig. 4.10). Cells at the colony edge
compete over space: if a cell gets trapped in the interior, it will lose access to nutrients.
This scenario is very similar to the well-mixed model, where dilution accounted for loss.
If the producer species grows too slowly, the sensitive species will be enriched at the edge
of the population, eventually trapping the producers in the nutrient poor interior. Thus,
resource allocation for the bacteriocin producer is again of utmost importance.
The spatial simulation results indeed show that the mode of bacteriocin production
plays a key role in determining population outcomes. As the producer’s maximal cost
increases, the better mode changes from constitutive to QS (Fig. 4.11A), similar to the re-
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Description Parameter Value
Nutrient Source ν = 1κn 3
Toxin Cost ξ 0.0, 0.1, 0.3, ..., 0.9
Mode of Regulation φ 0.01, 1.0
Toxin Activation Threshold κt 0.5
Toxicity κs 0.25
Growth Advantage χ 0.2
Nutrient Diffusion Dn 250
Toxin Diffusion Dt 250
Toxin Production µ 71.1
Toxin Degradation γ 10
Time Scale ts 30 min
Grid Spacing δs 5 µm
Table 4.2: Summary of default scaled parameters used in spatial simulations.
Figure 4.10: We classify cells as edge cells or interior cells based on the availability of
nutrients. For edge cells, N/(κn + N) is greather than or equal to e−2/(κn + 1), corre-
sponding to two exponential decays below the maximal nutrient uptake/growth rate.
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Figure 4.11: Bacteriocin mediated competition in space. (A) Simulations of spatial species
competition through colony expansion for different costs. Here, green and red cells cor-
respond to bacteriocin producer and sensitive strains respectively. Similar to the well-
mixed case, the constitutive production mode is better in the low cost regime but, in the
high cost regime, QS-controlled production is more advantageous. For all of the simula-
tions, the final population size is 5× 104. (B) Producer fraction at the edge of the colony
as a function of population size for constitutive bacteriocin production. (C) Producer
fraction at the edge of the colony as a function of population size for QS-controlled pro-
duction. (D) Comparison of the producer edge fractions at the end of the simulations for
the constitutive (yellow) and QS-controlled (blue) cases.
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sults for the well-mixed model. Fig. 4.11B-C shows the fraction of producer cells at the
edge of the population as a function of population size. For constitutive production, as
the cost increases, the growth rate of the producer slows down, eventually resulting in
dominance by the sensitive strain at the front of the population (see Fig. 4.11). For QS,
at low costs only negligible bacteriocin is made, which allows the growth rate to remain
large enough to survive at the expanding front. As cost increases, QS allows the produc-
ing strain to gain in abundance over the sensitive strain (see Fig. 4.11C). It is important
to note that for these simulations, as well as in the well-mixed simulations, the sensitive
strain has an inherent growth advantage. Bacteriocin production, regulated by QS is still
capable of promoting survival and even dominance in the high cost regime for the pro-
ducer species even with the necessity of maintaining growth at the edge of the population
in order to access nutrients. Additional simulations with a zero growth advantage for the
sensitive strain (χ = 0.0) are shown in Fig. 4.12, and statistics for the total producer frac-
tion in the population and the control runs with zero bacteriocin production are shown
for both sensitive growth advantages in Fig. 4.13-4.15.
The agreement of the simulation results between the well-mixed and the spatial model
points to the generality of our findings. Specifically, (1) resource allocation between
growth and bacteriocin production plays a key role in determining the efficacy of the
producer strain; (2) QS provides a useful mode of regulation to ensure producer success
in the high cost regime.
4.3 Conclusions
Bacteriocins are synthesized by bacteria in a constitutive or controlled fashion; however,
the controlled fashion, such as QS control, is prevalent compared to constitutive. Our
study in both well-mixed and spatially structured populations suggests that the relative
advantage of these two modes is determined by the tradeoff between the competition
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Figure 4.12: Corresponds to Fig. 4.11 except with a sensitive growth advantage χ = 0.0.
Figure 4.13: Spatial simulations with no toxin production (ξ = 0). (A) No growth ad-
vantage for the sensitive strain. (B) Growth advantage of 0.2 for the sensitive strain. (C)
Fraction of producer cells on the edge of the population.
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Figure 4.14: Total fraction of producers for the spatial simulations. (A-C) Constitutive
spatial simulations with no growth advantage for the sensitive strain. The total fraction
of producer cells is tracked as a function of the population size. (D-F) Quorum sensing
spatial simulations with no growth advantage for the sensitive strain. The total fraction
of producer cells is tracked as a function of the population size.
Figure 4.15: Total fraction of producers for the spatial simulations evaluated at the final
population size of 50,000 cells. (A) No growth advantage for the sensitive strain. (B)
Growth advantage of 0.2 for the sensitive strain.
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benefit conferred by bacteriocin production and the growth reduction due to the asso-
ciated metabolic cost. Interestingly, the relative advantage of QS controlled production
compared to constitutive increases as the cost of bacteriocin synthesis increases. In the
high cost regime which occurs in nature, the QS controlled mode outperforms constitu-
tive for both of our quantitative metrics that evaluate the ability of a strain to colonize a
new environment and the robustness of a strain against invasion. Furthermore, in spa-
tial settings, QS-controlled bacteriocin production prevents a sensitive strain with a faster
maximal growth rate from dominating at the nutrient rich frontier of the population. Col-
lectively, our results across both well-mixed and spatial simulations point to the key role
of resource allocation between bacteriocin production and cell growth in determining the
outcome of bacteriocin-mediated competition in populations.
Our study has yielded valuable insights into cellular resource allocation that promotes
QS-controlled bacteriocin production, setting a stage for furthering the exploration on
multiple related topics. First, stochasticity is an intrinsic feature of biochemical events
in living cells [74]. Future studies shall thus incorporate this fact by allowing varia-
tions in bacteriocin production, which will in turn cause growth variability within the
producing species. Second, natural bacterial communities often consist of a large num-
ber of bacterial species that are organized through complex types of interactions such as
competition and cooperation [89]. It is thus valuable to extend the model to consider
multi-species (i.e larger than 2) communities that have different types of intercellular in-
teractions. These future studies would provide additional insights into the forces that
select different modes of regulation in natural communities.
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4.4 Methods
4.4.1 Model Description
Here, we develop a model to describe competition over a shared nutrient (N) between
two bacterial species (P and S). We consider the case where P produces a toxin (T) which
inhibits the growth of S; toxin production, however, requires an investment of nutrients
which reduces the growth of P. Thus toxin production confers both a benefit in competi-
tion and a burden (i.e. fitness cost) to strain P. In order to make the concepts of benefit and
fitness cost precise, we employ a chemostat model in which we can track the partitioning
of nutrients amongst P, S, and T. The complete model is given by:
dN
dt
= δ(ν− N)− γp
(
PN
κn + N
)
− γs
(
SN
κn + N
)
(1− g(T))
dP
dt
= αp
(
PN
κn + N
)
(1− f (T))− δP
dT
dt
= αt f (T)
(
PN
κn + N
)
− δT
dS
dt
= αs
(
SN
κn + N
)
(1− g(T))− δS (4.5)
where the parameters have the following meaning: (1) δ and ν control the flow of all
quantities out of the system and the nutrition source respectively; (2) γp, γs, and κn con-
trol the consumption of nutrition by the cellular species; (3) αp, αs, and αt control the
conversion of consumed nutrient to biomass (in the form of cellular or protein density);
(4) f (T) and g(T) are functions that determine the load of toxin production and toxicity.
In order to investigate the possible outcomes for the system across different param-
eters, it is useful to explicitly incorporate certain time and concentration scales into the
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dynamical variables. We perform the following substitutions:
t =
1
δ
t˜
N = κnN˜
P =
κnαp
γp
P˜
S =
κnαp
γs
S˜
T =
κnαt
γp
T˜ (4.6)
The substitutions result in the following equations:
dN˜
dt˜
=
ν
κn
− N˜ − αp
δ
(
P˜N˜
1+ N˜
)
− αp
δ
(
S˜N˜
1+ N˜
) (
1− g(T˜))
dP˜
dt˜
=
αp
δ
(
P˜N˜
1+ N˜
) (
1− f (T˜))− P˜
dT˜
dt˜
=
αp
δ
f (T˜)
(
P˜N˜
1+ N˜
)
− T˜
dS˜
dt˜
=
αs
δ
(
S˜N˜
1+ N˜
) (
1− g(T˜))− S˜ (4.7)
Now, we are left with only three parameters that determine the outcomes for the system:
ν/κn determines the availability of nutrients to the cells; αp/δ and αs/δ determines the
growth of each species relative to loss in from flow.
Since we are considering the case of toxin production and sensitivity, we make the
assumption that the growth rate for the sensitive strain is greater than or equal to the
growth rate of the toxin producer in the absence of toxin.
αs ≥ αp (4.8)
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which allows us to write:
αs = αp(1+ χ) (4.9)
for some χ ≥ 0. In natural systems, the discrepancy in growth rate could arise from a
fitness cost due to harboring the genes for toxin production (e.g., cost of plasmid mainte-
nance).
To generate specific results, we also must make an assumption about the form of the
load function f and the toxicity function g. We will use the following throughout:
f (T) = ξ
(
φ+ Tκt
1+ Tκt
)
g(T) =
T
κs + T
(4.10)
where κt and κs determine the sensitivity of the producer and sensitive strains to toxin
respectively. φ determines the type of feedback employed in toxin production, and ξ
determines the overall level of toxin production. Since we are interested in comparing
the effects of constitutive production to quorum sensing, we only consider:
0 ≤ φ ≤ 1 (4.11)
For this case, ξ is the maximal value of f (T) for positive values of T.
The proposed scaling of the dynamical variables makes it clear that protein production
diverts nutrients away from growth for species P. The maximal amount of resources that
can be allocated to protein production is determined by the parameter ξ. We consider the
reasonable scenario where the maximal amount resources allocated can never exceed the
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total resources consumed by the cell, which gives us the constraint:
0 ≤ ξ ≤ 1 (4.12)
Also, notice that the proposed scaling only affects the load and toxicity functions ( f and
g) by shifting the value for the sensitivity parameters (κt and κs). We will refer to the
scaled sensitivities as κ˜t and κ˜s respectively. For simplicity, we also define the following
composite parameters:
ν˜ =
ν
κn
α˜ =
αp
δ
(4.13)
Finally, dropping the tildes on all parameters and dynamical variables, we arrive at the
final form for our model equations.
dN
dt
= ν− N − α
(
PN
1+ N
)
− α
(
SN
1+ N
)(
1− T
κs + T
)
dP
dt
= α
(
PN
1+ N
)(
1− ξ
(
φ+ Tκt
1+ Tκt
))
− P
dT
dt
= αξ
(
φ+ Tκt
1+ Tκt
)(
PN
1+ N
)
− T
dS
dt
= α(1+ χ)
(
SN
1+ N
)(
1− T
κs + T
)
− S (4.14)
Nutrient Partitioning: A key feature of the model is that nutrient (N) is converted pro-
portionally into cell density and protein so that the sum of all dynamical variables (total
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nutrition or Ntot) follows a simple time evolution equation:
dNtot
dt
=
d
dt
(
N + T + P +
S
1+ χ
)
= ν−
(
N + T + P +
S
1+ χ
)
= ν− Ntot (4.15)
Notice that the sensitive strain S was scaled by (1 + χ) due to its enhanced growth over
the producing species in the absence of toxin. Thus, we have the following equation at
steady state:
ν =
(
N + T + P +
S
1+ χ
)
(4.16)
Thus, nutrition from a supplied source (ν) is partitioned into free nutrient (N), producer
density (P), toxin density (T), and sensitive density (S). This also gives us bounds on
steady state values for each of the dynamical variables:
0 ≤N ≤ ν
0 ≤T ≤ ν
0 ≤P ≤ ν
0 ≤S ≤ (1+ χ)ν (4.17)
4.4.2 Single Species Outcomes
Sensitive Species: If no producing strain is present, then there is no toxin to inhibit the
growth of the sensitive species. In this case, the model becomes equivalent to a simple
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chemostat:
dN
dt
= ν− N − α
(
SN
1+ N
)
dS
dt
= α(1+ χ)
(
SN
1+ N
)
− S (4.18)
There are two possible steady states: (1) An extinction state; (2) A survival state. The
extinction state is given by:
N = ν
S = 0 (4.19)
while the survival state is given by:
N =
1
α(1+ χ)− 1
S = (1+ χ)
(
ν− 1
α(1+ χ)− 1
)
(4.20)
From which we can see that the extinction state always exists, but the survival state re-
quires the following:
α(1+ χ) > 1
ν >
1
α(1+ χ)− 1 (4.21)
The stability of the two states can be found by considering the Jacobian for the system. It
is given by:  −1− α S(1+N)2 −α ( N1+N )
α(1+ χ) S
(1+N)2 α(1+ χ)
( N
1+N
)− 1
 (4.22)
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where the values for S and N come from the respective steady states. For the extinction
state, we get:  −1 −α ( ν1+ν)
0 α(1+ χ)
(
ν
1+ν
)− 1
 (4.23)
The eigenvalues are just the diagonal elements of the matrix. Thus the extinction state is
stable as long as:
1 > α(1+ χ)
(
ν
1+ ν
)
⇒ 1 > ν(α(1+ χ)− 1) (4.24)
This tells us that the extinction state is stable whenever the survival state does not ex-
ist. It becomes unstable when the survival state does exist. For the survival state, the
eigenvalues are given by:
λ1 = −1
λ2 = − αS
(1+ N)2
(4.25)
where the S and the N are evaluated at the survival steady state. Thus, we see that the
survival steady state is stable as long as it exists.
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Producer Species: For a single producer species, the model equations become:
dN
dt
= ν− N − α
(
PN
1+ N
)
dP
dt
= α
(
PN
1+ N
)(
1− ξ
(
φ+ Tκt
1+ Tκt
))
− P
dT
dt
= αξ
(
φ+ Tκt
1+ Tκt
)(
PN
1+ N
)
− T
(4.26)
As in the single sensitive species case, there are two possible outcomes: (1) extinction; (2)
survival. The extinction state is simply given by:
N = ν
P = 0
T = 0 (4.27)
Determining the survival state is more complicated, as polynomial equations must be
solved. We can show, however, that the survival state is unique when it exists and deter-
mine the constraints on the parameters necessary for existence.
We begin, by assuming that a steady state exists with a nonzero value of P. Then from
our equations we have:
(ν− N)ξ
(
φ+ Tκt
1+ Tκt
)
− T = 0
⇒ (ν− N)ξ
(
φ+
T
κt
)
= T
(
1+
T
κt
)
(4.28)
Thus, we can determine the relationship between T and N by solving the following
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quadratic equation:
T2 + T(κt − (ν− N)ξ)− κtξφ(ν− N) = 0 (4.29)
From the form of the equation, we see that we only care about the positive root (in order
to ensure that T ≥ 0 because 0 ≤ N ≤ ν). Thus, if a suitable solution T exists, it is given
by:
T =
− (κt − (ν− N)ξ) +
√
(κt − (ν− N)ξ)2 + 4κtξφ(ν− N)
2
(4.30)
Note that in the case of φ = 0, there is always the T = 0 solution; in this case, there may
be both the zero solution and the positive solution. The partitioning of nutrient at steady
state tells us the relationship between P and N:
P = ν− N − T
=
(ν− N)(2− ξ) + κt −
√
(κt − (ν− N)ξ)2 + 4κtξφ(ν− N)
2
(4.31)
Thus, the final step in determining the steady state lies in solving the equation for N,
which is given by:
α
(
PN
1+ N
)
= ν− N (4.32)
Now, we know that 0 < N < ν in order for the state to exist, so that we can write:
α
(
P
ν− N
)
= 1+
1
N
(4.33)
Now, the right hand side of Eq. 4.33 is a decreasing function of N for the region considered
(i.e. 0 < N < ν). We can show by taking a derivative of the left had side that it is an
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increasing function of N over the region considered. The derivative is given by:
α
d
dN
(
P
ν− N
)
=
ακt
(
− (κt − (ν− N)ξ)− 2ξφ(ν− N) +
√
(κt − (ν− N)ξ)2 + 4κtξφ(ν− N)
)
2(ν− N)2
√
(κt − (ν− N)ξ)2 + 4κtξφ(ν− N)
(4.34)
The denominator is always positive over the region considered, and the numerator is
greater than or equal to zero as long as φ ≥ φ2, which is true for the parameter range
we are considering (i.e., 0 ≤ φ ≤ 1). Thus, we have a monotonic increasing function of
the left hand side of Eq. 4.33 and a monotonic deceasing function on the right hand side;
therefore, we can have at most one solution. Note that this argument applies to the case
where φ = 0, when we only consider the positive solution.
The requirement for a solution to exist is simply found by checking the boundary
value of Eq. 4.33 as N → ν. The limit of the right hand side is simple, but the limit of the
left hand side is indeterminate. Using L’Hospital’s Rule, we get:
lim
N→ν
α
(
P
ν− N
)
= α(1− ξφ) (4.35)
Thus, the requirement for the steady state to exist is:
α(1− ξφ) > 1+ 1
ν
(4.36)
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We can write this requirement in a similar way to the previous section as:
α(1− ξφ) > 1
ν >
1
α(1− ξφ)− 1 (4.37)
where both criteria need to be satisfied. Now, we move on to the stability of the steady
states. The Jacobian for the single producer species is given by:

−1− α P
(1+N)2 −α
( N
1+N
)
0
α
(
P
(1+N)2
)(
1− ξ
(
φ+ Tκt
1+ Tκt
))
α
( N
1+N
) (
1− ξ
(
φ+ Tκt
1+ Tκt
))
− 1 −α ( PN1+N ) (ξ (1−φ)κt(κt+T)2)
αξ
(
φ+ Tκt
1+ Tκt
)(
P
(1+N)2
)
αξ
(
φ+ Tκt
1+ Tκt
) ( N
1+N
)
α
( PN
1+N
) (
ξ
(1−φ)κt
(κt+T)2
)
− 1

(4.38)
Evaluating this at the extinction steady state gives:

−1 −α ( ν1+ν) 0
0 α
(
ν
1+ν
)
(1− ξφ)− 1 0
0 αξφ
(
ν
1+ν
) −1

(4.39)
The eigenvalues are the diagonal of the matrix. Thus the state is stable as long as:
1 > α
(
ν
1+ ν
)
(1− ξφ)
1 > ν (α(1− ξφ)− 1) (4.40)
So, we see that the extinction state is stable unless the survival state exists. Determining
the stability of the survival state is difficult due to the fact that we don’t have an explicit
solution; however, in all of the cases that we have tested the survival state is stable when
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the extinction state is unstable for the specified form of f (T). We now provide exact re-
sults for two limiting cases (i.e. constitutive production with φ = 1, and quorum sensing
with φ = 0).
Constitutive Production: For constitutive production, φ = 1, and the equations for the
steady state have a simple solution given by:
N =
1
α(1− ξ)− 1
P = (1− ξ)
(
ν− 1
α(1− ξ)− 1
)
T = ξ
(
ν− 1
α(1− ξ)− 1
)
(4.41)
Plugging this solution into the Jacobian tells us that it is stable as long as it exists. Al-
though the solution is simple, it does have an interesting property. Namely, the steady
state value for toxin has a maximum as ξ (i.e., overall level of toxin production) is varied.
We can see this by taking the derivative of T with respect to ξ.
dT
dξ
= ν− α− 1
(α(1− ξ)− 1)2
(4.42)
Solving for ξ when the derivative is equal to zero gives us:
ξ =
1
α
(
α− 1−
√
α− 1
ν
)
(4.43)
which is found within the parameter regime where the state exists.
Quorum Sensing: We now consider the outcome for φ = 0, which is the limit of quorum
sensing. In the simulations, we will actually use a small but finite value for φ, however,
the φ = 0 case has qualitatively similar behavior. For φ = 0, the survival steady state can
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take on one of two forms: (1) zero toxin level; (2) positive toxin level. The zero toxin state
takes the form:
N =
1
α− 1
P = ν− 1
α− 1
T = 0 (4.44)
Plugging this state into the Jacobian, we find that it is stable as long is it exists and the
following criterion is met:
ξ <
(α− 1)κt
ν(α− 1)− 1 (4.45)
Whenever ξ is greater than this value, a unique nonzero solution for P exists; furthermore,
it is stable whenever it exists due to the structure of the Jacobian. Thus, we see that the
stable solution transitions from a zero toxin state to a nonzero toxin state at the specified
value of ξ.
For cases with small but nonzero φ, it is possible to utilize a perturbation expansion for
the steady state around φ = 0. The perturbation series fails close to the transition between
the stable zero toxin solution and the stable non-zero toxin solution, but provides a close
approximation in the rest of the region studied. The numerical solution along with the
perturbation solution is shown in Figure 4.16. The important feature of quorum sensing
captured by this solution is that there is a minimum cost which must be paid to yield non-
negligible production of protein for the population, unlike the constitutive production
case.
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Figure 4.16: Approximate solution for the protein steady state of the single producer with
quorum sensing (φ = 0.01). The perturbation series is done about the solution with φ = 0.
The series fails when the stable solution changes from zero protein production to nonzero
protein production.
4.4.3 Two Species Outcomes
We now consider the full system of equations consisting of nutrient (N), producing strain
(P), toxin (T), and sensitive strain (S). In general, there are four types of fixed points: (1)
extinction for both species; (2) extinction for P; (3) extinction for S; (4) coexistence for both
P and S. Fixed points (1-3) have been discussed in the context of a single species system
in the preceding section. So, now we determine the properties of the coexistence state.
The steady state (4) is given by:
N =
1
α(1− f (T))− 1
P =
T(1− f (T))
f (T)
S = (1+ χ)
(
ν− 1
α(1− f (T))− 1 −
T
f (T)
)
(4.46)
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With the key determining equation given by:
(1+ χ)(1− g(T)) = 1− f (T) (4.47)
The equation that determines T (Eq. 4.47) is simply the condition for the growth rates of
the two strains to be the same. Given the form of f (T) and g(T) used, there is a unique
positive solution to this equation (T∗). For values of T < T∗, the sensitive strain grows
faster than the producing strain, and for values of T > T∗, the producing strain grows
faster than the sensitive strain.
For a standard two species chemostat model, the strain with the faster growth rate
dominates the population. This is known as competitive exclusion. In our model, the
strain with the faster growth rate is determined by the value of toxin. Thus, we recognize
the coexistence steady state (4) as an saddle, separating the basins of attraction for the
two extinction fixed points.
We now derive the conditions for stability of the extinction fixed points. The Jacobian
for the system is given by:

− (N+1)2+(P+S)α−Sαg(T)
(N+1)2 − NαN+1
NSαg′(T)
N+1
Nα(g(T)−1)
N+1
−Pα( f (T)−1)
(N+1)2 −
Nα( f (T)−1)
N+1 − 1 −NPα f
′(T)
N+1 0
Pα f (T)
(N+1)2
Nα f (T)
N+1
NPα f ′(T)
N+1 − 1 0
−Sα(χ+1)(g(T)−1)
(N+1)2 0 −
NSα(χ+1)g′(T)
N+1 −Nα(χ+1)(g(T)−1)N+1 − 1

(4.48)
For the extinction steady state (1), all quantities are zero except N = ν, thus the Jacobian
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at this steady state becomes:

−1 − ναν+1 0 ναν+1
0 − να(ξφ−1)ν+1 − 1 0 0
0 ναξφν+1 −1 0
0 0 0 να(χ+1)ν+1 − 1

(4.49)
The eigenvalues again are just the diagonal of the matrix, and we recognize the require-
ments for stability as the combination of the requirements for extinction in the single
producer and single sensitive strain systems. We can also see that the sensitive strain will
cause the total extinction state to become unstable first because:
1+ χ > 1− ξφ (4.50)
which reflects the growth advantage of the sensitive strain in the absence of toxin. Eval-
uating the Jacobian at steady state (2) - extinction for the producing species, we get the
following condition on stability:
ν(α(1+ χ)− 1) > 1 (4.51)
This is just the same requirement as in the single species case, so the stability of the sensi-
tive species is not affected by the toxin producer.
Evaluating the Jacobian at steady state (3) - extinction for the sensitive species, we get
the following condition on stability:
(1+ χ)(1− g(T)) < 1− f (T) (4.52)
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in addition to the stability conditions for the single species case. Note that T here is
evaluated at the steady state. The additional requirement simply states that the toxin
level at the fixed point must provide a growth advantage to the producer, otherwise the
sensitive species can invade. In the case where both single species extinction steady states
(2-3) are stable, the saddle state (4) separates the basins of attraction for the two outcomes.
4.4.4 ODE Solver
All simulations were performed using Mathematica and custom written code in C++.
Mathematica was used to generate sample time courses for plotting purposes. All other
simulations utilized the Odeint C++ library for solving ordinary differential equations [153].
The Runge-Kutta Dopri5 dense output stepper was used with an error (absolute and rel-
ative) tolerance of 10−12. In order to determine convergence for simulations runs, the
dynamical variables were required to change less than 10−11 over a time unit of 1 for 10
consecutive time units.
4.4.5 Quantitative Metrics
Likelihood of Producer Dominance: To calculate the likelihood of producer dominance
for a given parameter set, the boundary separating initial conditions that result in extinc-
tion for each of the respective species (i.e. producer and sensitive) was calculated. Then
the area of the initial conditions occupied by states that end in sensitive species extinction
was determined by integrating over the boundary within the space of initial conditions
considered (i.e. producer initial conditions bounded by ν and sensitive strain initial con-
ditions bounded by ν(1 + χ)). The integrated area divided by the total area gives the
likelihood of producer dominance. For all runs, the initial conditions for nutrition and
bacteriocin were fixed to ν and 0.0 respectively. The boundary was calculated for val-
ues of initial sensitive strain density ranging from 0.01 to ν(1 + χ) with an increment
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of 0.01. The bisection method was used to find the boundary: each trial point was run
until convergence and then classified as belonging to the sensitive extinction state or the
producer extinction state, with a maximum difference between the trial run and the re-
spective extinction state given by 10−6. A small number of runs converged to the saddle
steady state, as part of the boundary between the two outcomes. The bisection method
terminated when the uncertainty in the boundary was below 10−6.
Robustness Against Invasion: To calculate robustness against invasion, the producer
only steady state was calculated numerically using Mathematica’s built-in Solve func-
tion. Then, the maximal sensitive species growth advantage at which the producer only
state remains stable was calculated (see Eq. 4.52). If the producer only state did not exist
or the calculated growth advantage was negative, the value was set to zero. Mathematica
was used to plot the results for different parameters.
4.4.6 Spatial Simulations
The spatial simulations were performed using custom written code in C++, which incor-
porated mechanical forces between the cells and reaction diffusion equations for toxin
production and toxicity. See [26] for a further description of methods for the spatial sim-
ulations. The functional forms for growth rate and bacteriocin production are the same
as in the well-mixed model. All time evolution was performed using the Euler method.
Nutrients are consumed by cells in the population and follow the equation:
dN
dt
= Dn∇2N − ρN
κn + N
(4.53)
where Dn is the diffusion constant for nutrient, and ρ is the two dimensional density
for all cells (producer and sensitive). The boundary value for nutrient was set to 1.0,
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representing a nutrient source. The time evolution of toxin follows the equation:
dT
dt
= Dt∇2T + µ
(
ρpN
κn + N
)
ξ
(
φ+ Tκt
1+ Tκt
)
− γT (4.54)
where Dt is the diffusion coefficient for the toxin, µ determines the level of toxin pro-
duced, γ determines the rate of degradation, and ρp is the two dimensional density of
the producing strain, defined as the area of all cells at a spatial grid point divided by the
area of a single grid. All other parameters have the same meaning as before. A reactive
boundary condition was used for toxin diffusion. Both toxin and nutrient diffusion oc-
curred on a 200 by 200 spatial grid with a grid spacing of 5µm. The total simulation grid
is much larger than the final size of the expanding colonies (radius ≈ 200µm)
The growth rate for each individual producer (P) and sensitive (S) cell is determined
by:
dlp
dt
=
(
N
κn + N
)(
1− ξ
(
φ+ Tκt
1+ Tκt
))
(lp + 1)
dls
dt
= (1+ χ)
(
N
κn + N
)(
1−
(
p
κs + p
))
(ls + 1) (4.55)
The doubling time for the sensitive cells with χ = 0 was approximately 30 minutes. The
parameters Dt, µ, and γ were chosen to mimic the properties of the ordinary differential
equation model, with the maximal toxin level in the population for constitutive produc-
tion reaching approximately 1 with ξ = 0.5.
Each spatial simulation started with the same initial conditions for the producer and
sensitive cells. An initial run was performed with a single cell (no toxin) doubling until
the population size reached 5000. The cells were then labeled as producers or sensitive
in 128 equally sized sectors, leading to a relatively well mixed initial condition with an
approximately equal abundance of both cell types. All simulations were run until the
population size reached 50,000 cells. The relative abundance of the producer cell type
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was tracked over time to quantify the effectiveness of toxin production.
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Chapter 5
Impacts of Growth Feedback on Protein
Production
5.1 Background
Advances in synthetic biology have enabled the construction of an array of gene circuits
for programming novel cellular functionality [154,155]. From the canonical toggle switch
to cellular computing, cells can be engineered to perform desired tasks through the intro-
duction of foreign genetic material (i.e. gene circuit) into a host organism. Typically, the
primary role of the gene circuit is to regulate the production of a foreign protein [156].
To produce a foreign protein, however, requires resources (i.e. ATP) and cellular machin-
ery (i.e. ribosomes) that are utilized in the production of native proteins [157–159]. Thus,
a foreign gene circuit is coupled to the host organism through competition over shared
resources (Fig. 5.1A). This competition results in an increased metabolic burden for the
host [160], often decreasing the growth rate as compared to the wild type [161, 162].
For a given cell, a decrease in growth rate can set off a number of changes [163]. More
specifically, the availability of RNA polymerases and ribosomes [164] and the partition-
ing of resources to different cellular functions [165] have both been shown to vary with
the growth rate. Thus, the gene circuit influences the host by sequestering resources and
the host responds by altering cellular dynamics based upon growth rate [157] (Fig. 5.1A).
This two-way communication between host and circuit can generate a complex relation-
ship for expression of the foreign protein, with experimental examples of increasing, de-
creasing, and constant protein levels as the growth rate varies [163, 166, 167].
The complex coupling between host and circuit presents a key challenge to synthetic
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Figure 5.1: Schematic showing the coupling between host and circuit to determine intra-
cellular protein production. (A) Resources consumed by the cell are utilized for either
host processes (i.e. growth) or circuit processes (i.e. protein production). The sharing of
resources results in a metabolic burden on the host, decreasing growth rate. In response
to a decreased growth rate, the host can impact protein concentration levels for the circuit.
(B) To quantify the coupling between circuit and host, we developed an abstract model.
There are three key links in the model that connect circuit protein concentrations (P) to
host growth (G). Namely, α is the load factor and determines the impact of protein pro-
duction on growth rate. F is the production factor and determines the impact of the host
on the protein levels as growth rate changes. Finally, h represents the gene regulatory
architecture for the circuit.
biology [168], as undesired impacts on cellular growth may qualitatively alter the ex-
pected circuit behavior at both the single cell and population level [169–172]. To address
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this problem, previous modeling studies have utilized a variety of approaches, including
modeling the partitioning of resources at the single cell level between different key sectors
(i.e. growth, maintenance, foreign circuit) [161, 173–176] and population balance models
of deterministic gene dynamics [177]. Previous studies, however, have not provided a
systematic characterization of the possible impacts of host-circuit coupling in altering the
expected protein dynamics for a synthetic circuit from the single cell to the population
scale.
Here, we utilize deterministic and stochastic simulations along with analytical argu-
ments to determine the impacts of host-circuit coupling on protein dynamics for a gene
circuit with autoactivation. We quantify the impacts of host-circuit coupling by introduc-
ing two key factors, load factor and production factor. Load factor determines the impact
of protein production on growth rate, and production factor determines the correspond-
ing impact on protein concentration due to changes in growth. To incorporate the rich
growth responses seen in natural systems, we consider three types of production factors
corresponding to protein levels increasing, decreasing, or remaining constant as growth
rate decreases. Utilizing our modeling formalism, we quantify the impacts of host-circuit
coupling at the single cell and population level by scanning different growth responses
and gene regulation parameters for autoactivation. Our results show that incorporating
growth can lead to drastic changes in both the steady state and time scales for protein
production. Furthermore, host-circuit coupling can induce bimodality at the population
level well outside the bistable region for single cell dynamics.
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5.2 Results and Discussion
5.2.1 Deterministic and Stochastic Descriptions of Host-Circuit
Coupling
To understand the possible impacts of host-circuit coupling on the expression of a given
gene circuit, we introduce the following model (Fig. 5.1B) and associated deterministic
equations:
dx
dt
= gF(g)h(x)− gx (5.1)
g = g0(1− αgF(g)h(x)) (5.2)
where x is the concentration of the foreign protein and g is the growth rate for the cell.
Transcription and translation are combined to generate the first term on the RHS of
Eq. 5.1, which determines protein production. The production term is composed of a
growth dependent portion (gF(g)), and a growth independent portion (h(x)) which spec-
ifies gene regulation. The second term on the RHS represents dilution through volume
expansion. Here we consider a stable protein (i.e. zero degradation) for simplicity. The
coupling between growth and protein production is shown in Eq. 5.2. Growth rate is
bounded by a maximal value (g0), and the decrease in growth rate is linearly propor-
tional to protein production, representing the partitioning of a shared pool of resources.
Furthermore, the constant of proportionality is given by α, which we will refer to as the
load factor. Notice that growth rate is given implicitly as a function of protein concentra-
tion (x). For actual simulations, the growth rate equation must be solved and the result
substituted into the rate equation for x.
For concreteness, we must specify the form of gene regulation in the model. In order
to highlight the possible impacts of host-circuit coupling on protein dynamics, we select
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the following form:
h(x) = µ
 1φ + ( xκ )2
1+
( x
κ
)2
 (5.3)
which represents autoactivation, with maximal production given by µ, fold activation
given by φ, and sensitivity given by κ. Our choice for h(x) is based upon the following
considerations: (1) In the absence of host-circuit coupling autoactivation can lead to bista-
bility, which is an important mechanism in both natural and synthetic systems for gen-
erating distinct states within a genetically identical population; (2) The protein dynamics
for autoactivation have been well-studied, allowing us to focus on the new phenomena
generated by host-circuit coupling.
The proposed model captures the key features of the coupling between growth and
protein production in natural systems. Namely, the production of exogenous protein re-
sults in a metabolic burden on the cell due to the partitioning of resources, which we
represent with the load factor (α). Furthermore, as growth rate changes the concentration
of protein may increase, decrease, or remain constant depending on the form of the func-
tion F(g), which we shall refer to as the production factor. Finally, an increased growth
rate negatively impacts protein concentration through dilution. To quantify the impacts
of growth on circuit dynamics, we will consider a set of values for α representing low,
medium, and high loads. Furthermore, we will use the following form for F(g):
F(g) = 1− β
(
1− g
g0
)
(5.4)
where β determines the type of growth modulation on protein production. We will con-
sider three types of production factors: increasing (β > 0), decreasing (β < 0), and con-
stant (β = 0). This simple form of F(g) captures the realistic possibilities for natural sys-
tems [163,166,167] while enabling an analytical solution for the growth equation (Eq. 5.2)
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in terms of h(x) using the quadratic formula. Full details concerning the parameters ex-
plored in the model are shown in Table 5.1.
Description Parameter Value
Load Factor α 0.0, 0.001, 0.0026, 0.006
Maximal Growth Rate g0 0.025 min−1
Production Factor β -0.5, 0.0, 0.5
Protein Sensitivity κ 250 nM
Maximal Production µ [1.25, 3.25]κ
Fold Activation φ [1, 50]
Burst Size b 30
FP Volume VFP 2.16µm3
Table 5.1: Summary of parameters considered in the simulations
The deterministic model equations provide a useful formalism to explore the effects
of host-circuit coupling on protein production, however, protein levels in natural systems
are subject to fluctuations due to the discrete nature of the underlying biological processes
(i.e. transcription and translation). Therefore, to complement the deterministic descrip-
tion, we will utilize stochastic simulations of growing and dividing cells. To construct
a stochastic model, we must specify the reactions and reaction rates associated with the
deterministic rates for protein production and dilution. In this case, the only reaction that
occurs is protein production, and we assume that proteins are produced with a burst size
b, so that the rate of production is given by:
kx =
(
V
b
)
gF(g)h(x) (5.5)
The factor of V is necessary to generate a consistent mapping between the deterministic
and stochastic models (i.e tracking concentration vs. tracking protein number). Biologi-
cally, it represents a continuously increasing copy number as the cell volume expands.
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In addition to production, we must also account for dilution. Dilution, unlike pro-
duction, does not proceed through a stochastic reaction, but occurs as the cell volume
increases due to growth. More specifically, the volume (V) for a given cell evolves ac-
cording to the following differential equation:
dV
dt
= gV (5.6)
with the growth rate specified by the previous equation for the deterministic model
(Eq. 5.2). Cell volume increases according to Eq. 5.6 until either cell division or the
next protein production event occurs. The next protein production event is determined
through a modified form of the Gillespie algorithm [178] that accounts for reaction rates
that change over time, while the next division event is determined by comparing the cur-
rent cell volume to a randomly generated division volume assigned to the cell at birth.
Due to the deterministic evolution of cell volume with intermittent discrete protein pro-
duction and division events, the stochastic simulations fall under the area of piecewise
deterministic Markov processes [179].
In order to quantify the statistical properties for protein levels in growing and divid-
ing cells, each single cell simulation is run 106 time units (a time unit is a generation for
maximal growing cells ≈ 30 minutes). Statistics are then generated by considering the
time series data taken from the simulations at fixed intervals of 10−1 time units. At di-
vision events, one of the daughter cells is randomly discarded so that we only track a
single cell over the whole trajectory. Additional information regarding the methods used
in the simulations along with the parameters used to generate cell division lengths can
be found in Section 5.4.1.
As a complementary approach to stochastic simulations, we also used the Fokker
Planck (FP) equation associated with the stochastic model. Although the FP equation of-
fers only an approximation of the stochastic dynamics for the growing and dividing cells,
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it provides analytical results for the steady state distribution of protein concentrations for
arbitrary parameter values. Thus, we combine our stochastic simulations with FP results
to efficiently explore the parameter space for host-circuit coupling to protein production.
A derivation of the FP equation from the stochastic model is shown in Section 5.4.3.
Utilizing both deterministic and stochastic modeling approaches, we want to charac-
terize the impacts of growth on gene circuit dynamics. The form of the equations suggests
the possible types of changes that can occur due to host-circuit coupling. The function
F(g) along with the function for gene regulation (h(x)) determine the possible steady
state values for the system. The value for growth rate (g), however, determines the time
scale for the system to approach steady state. By considering these two types of impacts
(i.e. changes to steady states and time scales), we investigate the single cell dynamics
through deterministic and stochastic simulations along with analytical arguments for a
range of production (F(g)) and load (α) factors. We then generalize our formalism to in-
corporate populations of growing cells and again characterize the alterations to protein
dynamics from host-circuit coupling.
5.2.2 Single-Cell Protein Production: Steady-State Behavior
To characterize the possible changes to steady state protein levels, we consider three rep-
resentative cases for the production factor. As shown in Fig. 5.2A and Eq. 5.4, F(g) can
take the form of an increasing, decreasing, or constant function of growth rate. All of
these three possibilities have been observed in natural systems [163,166,167]. To compare
across different types of production factors, we normalize the value at maximal growth
rate to be 1.
For gene regulation with autoactivation, a key property of the system is the parameter
regime over which bistability occurs. Considering a constant production factor (F =
1), the bistable region is unchanged independent of the magnitude of the load factor.
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However, as shown in Fig. 5.2B, for an increasing production factor the bistable region is
shifted up, with the amount of deflection dependent on the magnitude of the load factor.
A decreasing production factor has the opposite effect, with the bistable region shifted
down.
Figure 5.2: The type of production factor alters the steady state properties of the single
cell gene circuit. (A) We surveyed three different production factors: decreasing (F−),
constant (F0), and increasing (F+). All production factors take a value of 1 at the maxi-
mal growth rate (g0). (B) The deterministic boundary between monostable and bistable
steady states shifts downward for F− as the load factor is increased. The load factor has
no impact on the boundary for F0. The boundary shifts upward for F+ as the load factor
is increased. (C) For stochastic simulations, we now consider unimodal (single peak) and
bimodal (two peaks) distributions instead of monstability or bistability. Our simulations
with zero load show a shift from unimodal to bimodal distribution as the fold activa-
tion is increased. (D) The boundary between unimodal and bimodal regions (calculated
from the Fokker Planck equation) shows a similar trend as we vary the production factor
compared to the deterministic results. F− leads to a downward shift as load increases, F0
results in negligible changes, and F+ leads to an upward shift as load increases.
To include stochasticity, the concept of deterministic steady state must be generalized
to that of a steady state probability distribution. The analog of a bistable region is then
given by the region of parameter space that generates bimodal probability distributions,
i.e. distributions with two distinct peaks. Our single cell stochastic simulations indeed
show a shift from unimodal distributions to bimodal distributions as the strength of au-
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toactivation is increased (Fig. 5.2C). To systematically characterize the bimodal region of
parameter space, we utilized the Fokker-Planck equations corresponding to the stochastic
simulations to find the analytical phase boundary.
As shown in Fig. 5.2D, the different types of production factors (constant, increasing,
and decreasing) generate similar results for the stochastic phase diagrams as in the de-
terministic case. An increasing production factor shifts the bimodal region up, while a
decreasing production factor shifts the bimodal region down with the amount of deflec-
tion dependent on the magnitude of the load factor. For a constant production factor, the
changes to the phase diagram are negligible over the load factors shown.
Although the stochastic results largely mirror the deterministic results, there are mul-
tiple key differences. First, the bimodal regions do not overlap completely with the deter-
ministic bistable regions. This reflects the fact that there can be two peaks in the proba-
bility distribution without the existence of two stable states. Likewise, two distinct peaks
may not exist when two stable states exists. Previous models have discussed the dis-
crepancy between bistability and bimodality [180,181], which arises in our system due to
stochastic effects independent of host-circuit coupling. Second, although the determinis-
tic phase boundary does not depend on the magnitude of the load factor for a constant
production factor (i.e. F = 1), this statement is not true for the stochastic boundary. Al-
though the change is negligible over the load factors shown, increasing the load factor
eventually generates convergence between the bistable and bimodal regions as shown
in Fig. 5.3. Convergence of the bimodal region to the bistable region, however, requires
exceedingly large load factors, which would not be realistic for natural systems.
5.2.3 Single-Cell Protein Production: Time-Scale Characteristics
In addition to the changes in steady state properties from the production factor, the cou-
pling between growth and protein production also generates changes to the time scales
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Figure 5.3: Convergence of bimodal region to bistable region as load factor increases.
For the load factors considered in the text, the bimodal region only undergoes negligible
changes for a constant production factor. However, by exploring unrealistically high val-
ues, we see that the bimodal region (solid line boundary, orange interior) converges to
the deterministic bistable region (dashed line boundary) as the load factor increases. The
values for load factor are 0.0, 0.001, 0.01, 0.1, and 1.0 from left to right.
for evolution towards a given steady state. We can see the impact of growth on time
scales clearly by considering the case of a constant production factor. In this case, we can
factor out the growth rate from the dynamical equation for protein production (Eq. 5.1).
Since, growth rate (g) is by definition a positive function, the steady states of the system
cannot be changed independent of the load factor considered. However, as shown in
Fig. 5.4A-C, the load factor determines the impact of protein production on growth, with
a larger load factor causing a sharper decrease in the growth rate as production increases.
The decrease in growth rate then results in a smaller value for the time rate of change of
protein concentration, which results in an increased amount of time necessary to evolve
to a given steady state.
Changes in deterministic time scales result in quantifiable impacts for the stochastic
simulations as well. For example, in the bimodal region, the dynamics of the system slow
down near the peak with high production as compared with the peak at low production.
The slowing down of the time scale causes the system to spend more time near the high
production peak, which in turn shifts the probability distribution. As shown in Fig. 5.4D,
both the stochastic simulations and the Fokker Planck equation steady state indeed show
the probability distribution favoring the high production peak as the load factor is in-
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Figure 5.4: Load factor impacts time scales for deterministic and stochastic single cell
gene circuits. The first row shows the changes in time scale for the deterministic model.
(A) An increasing load factor slows the growth rate as a function of protein (through
increasing production). Each growth rate is shown as a fraction of its maximal value (i.e.
at minimal protein production). (B-C) A slower growth rate lowers the magnitude of
the time derivative for the protein, causing the system to take longer to evolve towards
a given steady state. The second row shows the impact of an increasing load factor on
the steady state histogram. (D) Slower growth rates for high protein production cause
an increase in the peak with higher protein production and a decrease in the peak with
lower production. The solid black lines show the results from the Fokker Planck equation
steady state, while the colored bars show the statistics from stochastic simulations. For
both stochastic and deterministic simulations, the fold activation (φ) was fixed to a value
of 25 and the maximal production (µ) was fixed at 2.25κ.
creased.
5.2.4 Population-Level Protein Production
The results at the single cell level showed the impacts of host-circuit coupling on protein
production through changes in both steady states and time scales. However, for realistic
settings in the laboratory or in nature cells grow and divide producing a population.
Growth and division thus determine the typical states for protein production within the
population. By only tracking single cells over time, the preceeding sections neglected the
effects of host-circuit coupling in shaping the dynamics for a cellular community. Thus,
we find it necessary to extend our modeling to include population dynamics to examine
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how host-circuit coupling to protein production at the single cell level translates to the
population scale.
A key feature that distinguishes population dynamics from single cell dynamics is the
tracking of descendants for growing cells. Cells with a fast growth rate tend to produce
more progeny than cells with a slow growth rate. Thus, over time, faster growing cells
take up a larger fraction of the population, diluting the slower growing cells. To incorpo-
rate this effect into our simulations, we track a fixed population of cells with stochastic
protein dynamics over time. As new cells are born, old cells are randomly discarded
from the population. This method for simulating populations preserves the key features
of an exponentially growing population (see Section 5.4.4) while remaining computation-
ally tractable. To complement the population simulations, we have extended the Fokker
Planck formalism to include population dynamics. The resulting equation incorporates
an integral term commonly found in population balance models (see Section 5.4.4 for a
derivation).
As shown in Fig. 5.5, for a fixed form of gene regulation and production factor (F = 1),
the population statistics deviate from the single cell statistics over time due to an increase
in the load factor. Each simulation is started with 10,000 cells with protein levels sam-
pled from the single cell distribution. Simulations are then run for 1,000 time units (i.e.
generations for maximally growing cells) to determine the impact of host-circuit coupling
on population statistics. For each nonzero load factor considered (bottom three rows of
Fig. 5.5), the portion of the histogram with low production is amplified over the high pro-
duction region. The amount of amplification is dependent on the magnitude of the load
factor. We can understand this behavior by considering the Fokker Planck equation with
the population balance term. The probability of states with a growth rate larger than the
population average are amplified, while states with a growth rate smaller than the aver-
age are diminished. For long times, the population comes to a steady state that reflects
both the single cell stochastic dynamics and the population balance term.
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Figure 5.5: Time evolution for populations of cells with increasing load factors. In each
row a population of 10,000 cells was simulated, with the output showing time snapshots
at 0, 10, 20, 30, 40, and 50 time units. All rows have a fixed fold activation (φ) of 13
and a maximal production (µ) of 2.25κ. The simulations were initialized by randomly
sampling the respective single cell steady state distribution. The impacts of growth on the
population level shift the single cell histograms to amplify cells with a fast growth rate
(low protein production). The effect becomes more dramatic as the load factor increases,
with the population histogram for a high load factor primarily clustered near low protein
values.
By comparing the steady state (i.e. long time) behavior of the stochastic simulations
with the initial conditions (i.e. single cell distributions) we can quantify the mapping
from single cell to population statistics. As shown in Fig. 5.6A-B, as load factor increases,
the discrepancies between single cell and population statistics increase. The population
histograms transit from a dominant peak at high protein production to two peaks and
finally to a single peak with low protein production as load increases. We can quan-
tify the overall change from single cell to population histograms by integrating over the
absolute difference (Fig. 5.6C). Notice that due to the normalization for the probability
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distributions, the absolute difference is bounded by 2.0.
Figure 5.6: Quantifying the difference between single cell and population histograms. (A)
Long time (103 time units) stochastic population simulations allow us to determine the
impacts of growth in shifting the single cell distributions. As the load factor increases, the
population histograms look drastically different compared to the single cell histograms
(insets). (B) In order to quantify the difference between single cell and population, we
consider the difference (population - single cell) of the two histograms. (C) By integrating
over the absolute difference between the histograms, we arrive at a single quantify to
determine the impact of growth at the population level.
For a given gene architecture and production factor, we have seen that increasing load
can drastically alter the mapping between single cell and population statistics. We are
thus motivated to determine if this result holds true for a range of architectures (i.e. fold
activation and maximal production values). Utilizing stochastic population simulations
and the Fokker Planck equation with a population balance term, we scanned the param-
eter space for gene architecture (h(x)) to determine the impacts of host-circuit coupling.
As shown in Fig. 5.7A, the absolute difference between single cell and population his-
tograms displays a characteristic trend. The absolute difference tends to increase towards
the top right corner of the phase diagram, representing large values of fold activation
and maximal production. The trend can be understood by considering the impact of the
two parameters. Higher values of maximal production generate the possibility for large
decreases in the growth rate from high protein production, which has opposing impacts
at the single cell and population levels. At the single cell level, the high production states
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are amplified due to slower time scales; at the population level, the low production states
are amplified through growth and division. Higher values of fold activation serve to in-
crease the positive feedback strength for gene regulation, thus amplifying perturbations
and possibly generating long lived bistable states at the single cell level. For two stable
states, the one with a faster growth rate occupies a larger portion at the population level
as compared to the single cell level.
Figure 5.7: Host-circuit coupling alters the phase diagram at the population scale. (A)
By varying the gene architecture for increasing load factors, both stochastic population
simulations and the Fokker Planck equation show large discrepancies between the single
cell and population histograms over much of parameter space. (B) The bimodal regions
at the population level were calculated to compare with the single cell results. (C) The
population bimodal regions differ substantially from the single cell regions as the load
factor is increased. For a high load factor, the population bimodal and single cell bimodal
regions are even disjoint for the parameters explored.
The large changes in the population level statistics as compared to the single cell
statistics suggest that the bimodal region at the population level may differ drastically
from its single cell counterpart. Stochastic population simulations and Fokker Planck
steady states indeed confirm that population effects alter the bimodal region. As shown
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in Fig. 5.7B, the population bimodal region shrinks and shifts counterclockwise as the
load factor is increased. Fig. 5.7C shows the population bimodal region with its single cell
counterpart for each of the tested load factors. The lower boundary shifts as the ampli-
fication of the peak with low protein production eliminates the peak at high production.
The upper boundary shifts as the tail of the distribution with low protein production is
amplified into an actual peak. Notice that the shift in the bimodal region can be quite
drastic, with the population and single cell bimodal region disjoint for a high load factor
over the parameters explored (Fig. 5.7C last panel).
Previous studies have proposed several possible mechanisms for generating bimodal
distributions within cellular populations, including deterministic bistability [11,182], noise-
induced effects (similar to our single cell results) [183–185], and non-cooperative bind-
ing [186]. Our results suggest that host-circuit coupling is an additional mechanism capa-
ble of generating bimodality. In agreement with previous work [181], our results suggest
that the observation of a bimodal distribution at the population scale should not be taken
as evidence that the single cell gene network possesses bistability. Due to host-circuit
coupling the population biomodal region shifts well outside the single cell bistable and
even bimodal regions.
5.2.5 Combined Effects of Host-Circuit Coupling on Population
Statistics
To include all the possible impacts of growth at the population level, we now alter the pro-
duction factor (i.e. increasing, constant, and decreasing). A summary of the population
statistics for all parameter values is shown in Fig. 5.8-5.12. As shown in Fig. 5.13, the pop-
ulation bimodal region follows a similar trend for all production factors considered. In
each case, the bimodal region at the population level shrinks and shifts counterclockwise
compared to that of the single cell. The change in production factor, however, impacts
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the positioning of both the single cell and population regions by altering the steady state
distributions (analogous to Fig. 5.2 for single cell distributions).
Figure 5.8: Control simulations for single cell and population statistics with a zero load
factor. The first panel shows the absolute difference between single cell and population
histograms from the Fokker Planck equation (in this case identically zero). The second
panel show a cross section of the phase diagram for absolute difference with the Fokker
Planck results (solid line) and simulation results (filled circles). The final panel shows
the mean protein values from Fokker Planck (solid line) and stochastic simulations (filled
circles). The population and single cell means are practically indistinguishable in the plot
(single cell is partially transparent blue, population is opaque blue).
Additional impacts of the type of production factor can be clearly seen by consid-
ering the mean protein concentrations for the populations. As shown in Fig. 5.13, all
production factors show a sharper decrease in mean value as the fold activation is in-
creased than the single cell statistics. However, a decreasing production factor causes the
sharpest change, followed by a constant and then increasing production factor. We can
interpret this observation by considering the fact that a decreasing production factor is
equivalent to an additional source of positive feedback on protein production. Increasing
protein production decreases growth rate, which in turn increases protein production.
Thus, a decreasing production factor tends to generate cells with high protein production
and associated slow growth rate. As fold activation is increased, however, certain cells
can maintain low production due to the positive feedback architecture, which leads to a
population dominated by cells in the low production state (Fig. 5.13A).
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Figure 5.9: Summary of absolute difference between single cell and population his-
tograms for all load factors and production factors. The columns are labeled according
to the respective production factor (decreasing - F−, constant - F0, increasing - F+). Rows
show different load factors (low - 0.001, medium - 0.0026, high - 0.006).
The large changes from single cell to population statistics illustrate the complex role
that host-circuit coupling plays in shaping dynamics in cellular communities. For the
simple gene architecture considered (i.e. autoactivation), host-circuit coupling alters a
large portion of the phase diagram, with most states in the bimodal region at the single
cell level falling into the unimodal region at population level for a high load factor due to
the proliferation of cells in the low production state. Furthermore, the shift in the bimodal
region at the population level suggests that much smaller values of fold activation (i.e.
positive feedback strength) are necessary to drastically alter the histogram than is needed
at the single cell level. This is clearly seen in the sharp decrease for mean protein levels
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Figure 5.10: Summary of cross sections for absolute difference between single cell and
population histograms for all load factors and production factors. The columns are la-
beled according to the respective production factor (decreasing - F−, constant - F0, in-
creasing - F+). Rows show different load factors (low - 0.001, medium - 0.0026, high -
0.006). Both Fokker Planck (solid lines) and stochastic simulation (filled circles) results
are shown.
as fold activation is increased (Fig. 5.13A).
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Figure 5.11: Summary of cross sections for mean protein values of single cell and pop-
ulation simulations for all load factors and production factors. The columns are labeled
according to the respective production factor (decreasing - F−, constant - F0, increasing -
F+). Rows show different load factors (low - 0.001, medium - 0.0026, high - 0.006). Sin-
gle cell stochastic simulations are shown as partially transparent circles, and single cell
Fokker Planck results are shown as dashed lines. Population stochastic simulations are
shown as filled circles, and population Fokker Planck results are shown as solid lines.
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Figure 5.12: Summary of bimodal regions for population simulations for all load factors
and production factors. The columns are labeled according to the respective production
factor (decreasing - F−, constant - F0, increasing - F+). Rows show different load factors
(low - 0.001, medium - 0.0026, high - 0.006). All regions are calculated from the steady
state probability distributions of the population Fokker Planck equation.
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Figure 5.13: The type of production factor alters the population phase diagram. (A) The
single cell and population bimodal regions are shown with a high load factor and a de-
creasing production factor (F−). The mean protein values are shown for both single cell
and population distributions for a cross section of the phase diagram. (B) Phase dia-
gram and mean protein values for a constant production factor (F0). (C) Phase diagram
and mean protein values for an increasing production factor (F+). Notice that although
the production factors cause a shift in the bimodal regions (both single cell and popula-
tion), the change between single cell to population regions is very similar across all three
production factors. Notice that single cell stochastic simulations are shown as partially
transparent circles, and single cell Fokker Planck results are shown as dashed lines. Pop-
ulation stochastic simulations are shown as filled circles, and population Fokker Planck
results are shown as solid lines.
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5.3 Conclusions
In this study, we have presented a simple model to characterize the impacts of host-circuit
coupling on protein dynamics for a gene circuit with autoactivation. Our results from
both stochastic simulations and analytical arguments showed that host-circuit coupling
can alter both the steady states and time scales for protein dynamics at the single cell
level. Furthermore, at the population scale, the phase diagram separating unimodal from
bimodal distributions can become drastically altered as the load from protein production
increases. Host-circuit coupling can even induce bimodality outside of the bimodal re-
gion at the single cell level. The large deviations in circuit behavior due to host-circuit
coupling highlight the importance of quantifying host-circuit interactions. In order to
engineer increasingly complex and robust synthetic systems both at the single cell and
population level, an understanding of host-circuit coupling is a necessity.
Our modeling approach has concentrated on considering a simple model with which
we can quantify the impacts of host-circuit coupling in a systematic way with both simu-
lations and analytical arguments. The main feature of this approach, that we can consider
a range of host-circuit coupling and gene regulatory parameters, inhibits the incorpora-
tion of many additional details that may impact realistic cellular systems. Thus, the in-
corporation of more complex modes of gene regulation (e.g. circuits with multiple genes)
and host-circuit coupling (e.g. time delays in adjustments to growth rate) are warranted
for future studies. Unfortunately, additional details will make the use of analytical ar-
guments much more cumbersome (i.e. partial differential equations for Fokker Planck
steady state), which is why we focused on a simplified model of gene regulation. Fur-
thermore, we expect that many of the features uncovered by our modeling approach,
including the change to single cell steady states and time scales along with amplifica-
tion of states with faster growth rate at the population level, will remain valid in more
complex settings.
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5.4 Methods
5.4.1 Single Cell Stochastic Simulations
All single cell simulations were performed using a hybrid simulation method often used
for piecewise deterministic Markov processes. We present a derivation of the algorithm
and give further implementation details in the following paragraphs. The initial condi-
tion for all runs was a cell with a length of 2.0 and no proteins. Cells were simulated for
106 time units. A time unit is taken to be the doubling time for maximal growing cells
(i.e. growth rate of g0) and is approximately 30 minutes. Trajectories were output every
10−1 time units for further analysis. The histograms for single cells were calculated using
the output data from the trajectories, discarding the first 103 time units to avoid biasing
from the initial conditions.
Reaction Rates: In order to generalize the deterministic description to include noise from
the discrete nature of proteins, we must identify the pertinent reactions and associated
rates for the system. To derive the appropriate reaction rates, we start with the determin-
istic description:
dx
dt
= gF(g)h(x)− gx (5.7)
with protein concentration given by x and growth rate given by g. The time evolution of
the concentration is determined by the time evolution for both protein number and cell
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volume. We can see this by explicitly writing out protein number and volume:
dx
dt
=
d
dt
(
Nx
V
)
=
1
V
dNx
dt
− Nx
V2
dV
dt
=
1
V
dNx
dt
− gx (5.8)
where in the last line we have used exponential volume growth:
dV
dt
= gV (5.9)
This derivation makes the form of the time evolution for Nx clear. Comparing Eqs. 5.7
and 5.8, we see that:
dNx
dt
= VgF(g)h(x) (5.10)
We can now use this rate to specify the rate of production in our stochastic simulations.
By incorporating a burst size b for protein production, we get:
Nx
kx−→ Nx + b
kx =
(
V
b
)
gF(g)h(x) (5.11)
For the single cell stochastic simulations, this is the only reaction and rate that we use.
The dilution term is included by taking into account the expansion of cell volume through
growth.
Time Evolution: The single cell system as specified, couples a deterministic quantity
(i.e. cell volume) to a stochastic quantity (i.e. protein number). In order to simulate the
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dynamics, we must use a generalized form of the Gillespie algorithm [178]. Here we pro-
vide a short derivation of the algorithm for a single reaction as in our case. We begin with
some definitions:
P(τ|X, t)dτ ≡ probability that, given a state X at time t,
the next reaction will occur in the time interval
(t + τ, t + τ + dτ) (5.12)
kx(t)dt ≡ probability that, given a state X at time t,
a reaction will occur in the interval (t, t + dt) (5.13)
P0(τ|X, t) ≡ probability that no reaction will occur in
the interval (t, t + τ) (5.14)
Here, all expressions such as dt and dτ are taken to be infinitesimally small time incre-
ments. Given the definitions, we can write:
P(τ|X, t)dτ = P0(τ|X, t)kx(t + τ)dτ (5.15)
We now solve for P0(τ|X, t) by deriving a differential equation:
P0(τ + dτ|X, t) = P0(τ|X, t) (1− kx(t + τ)dτ)
=⇒ P0(τ + dτ|X, t)− P0(τ|X, t)
dτ
= −P0(τ|X, t)kx(t + τ)
(5.16)
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Taking the continuum limit of the equation for P0 and using the boundary condition
(P0(0|X, t) = 1), we get the following solution:
P0(τ|X, t) = exp
(
−
∫ τ
0
kx(t + x)dx
)
(5.17)
Using the solution for P0 we can now write:
P(τ|X, t) = kx(t + τ) exp
(
−
∫ τ
0
kx(t + x)dx
)
(5.18)
In order to make contact with the usual direct stochastic simulation method, we now
calculate the cumulative distribution function (C(τ|X, t) ≡ probability of any reaction
occurring between t and t + τ).
C(τ|X, t) =
∫ τ
0
dτ′kx(t + τ′) exp
(
−
∫ τ′
0
kx(t + t′)dt′
)
(5.19)
The general procedure for finding the next reaction time involves producing a uniform
random number (r) and solving for τ such that C(τ|X, t) = r. For a constant reaction rate
(i.e. kx(t) = kx), this can be done in a straightforward manner.
C(τ|X, t) =
∫ τ
0
dτ′kx exp
(−kxτ′)
= 1− exp (−kxτ) (5.20)
Then for a uniform random number r, we have:
1− exp (−kxτ) = r
1− r = exp (−kxτ)
=⇒ τ = − log(1− r)
kx
(5.21)
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which is the usual formula used to find the next reaction time in the Gillespie algorithm.
For reaction rates that depend on time, however, a different procedure is necessary. To
calculate when the next reaction occurs, we first introduce the following function.
w(τ|t) ≡
∫ τ
0
kx(t + t′)dt′ (5.22)
Notice that we have the following relationship for the derivative of w(τ|t):
dw
dτ
= kx(t + τ) (5.23)
Thus, we can write the cumulative function C in terms of w and its derivative.
C(τ|X, t) =
∫ τ
0
dτ′ dw(τ
′|t)
dτ′
exp
{−w(τ′|t)}
= exp {−w(0|t)} − exp {−w(τ|t)}
= 1− exp {−w(τ|t)} (5.24)
Following the same procedure as for constant rate constants, we then find the next reac-
tion (i.e. calculate τ) by solving the equation:
w(τ|t) = − log(1− r) (5.25)
where r is a uniform random number between 0 and 1. As it turns out, it is often more
feasible to track the time evolution of w(τ|t) rather than solving for τ directly with the
integral equation. Thus, we numerically integrate the following differential equation:
dw(τ|t)
dτ
= kx(t + τ)
w(0|t) = 0 (5.26)
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Now, w(τ|t) is a monotonic increasing function in τ. Therefore, we numerically integrate
until w equals the previously generated uniform random number. Practically this may
be accomplished by integrating until w is greater than the desired value and then inter-
polating back to the constraint crossing. Once the time for the next reaction is found, the
reaction is performed and then the procedure repeats until the desired simulation time is
reached.
Cell Division: In addition to volume expansion (i.e. growth) and stochastic reactions
(i.e. protein production), a cell being simulated also divides. The division length for a
given cell is sampled from a Gaussian distribution with a mean of 4.0 microns and a stan-
dard deviation of 0.3 microns. Values that fall outside of three standard deviations are
truncated. During division the length is partitioned to the daughter cells according to a
uniform random between 0.4 and 0.6. Each cell is treated as a cylinder with a radius of 0.5
microns so that volume is conserved upon division. Proteins are partitioned according to
binomial sampling with the probability of entering a given daughter cell determined by
the volume fraction.
5.4.2 Population Stochastic Simulations
The population simulations utilized the same methods as the single cell simulations for
time evolution, but division was handled differently. All simulations maintained a fixed
population size of 10,000 cells with the initial conditions randomly sampled from the sin-
gle cell trajectories. To keep the population size fixed after division, a cell was randomly
removed from the population. Simulations with a fixed population size model the impact
of growth on the population statistics similar to an exponentially growing population (see
Section 5.4.4). All simulations were run to 103 time units with output every 5 time units.
Histograms and accompanying statistics were then generated by considering all 10,000
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cells at a given time point.
5.4.3 Fokker Planck Equation - Single Cell
To complement the stochastic simulations, we utilized the Fokker Planck equation to de-
termine an analytical form for the expected steady state distributions at the single cell
level [187]. In addition to the standard approximations necessary to connect a discrete
stochastic process (i.e. master equation) to a continuous probability density, we must ap-
proximate the dilution term as a degradation term in order to proceed. With this assump-
tion, there are two reactions in the system under consideration:
Nx
kx−→ Nx + b kx =
(
V
b
)
gF(g)h(x)
Nx
γx−→ Nx − 1 γx = gNx (5.27)
Using these two reactions, we get the following master equation:
d
dt
P(n, t) = kx(n− b)P(n− b, t)− kx(n)P(n, t) + γx(n + 1)P(n + 1, t)− γx(n)P(n, t)
(5.28)
where P(n, t) is the probability of finding the system with n proteins at time t. Notice that
we have made the dependence of the rates (kx and γx) on the number of proteins explicit.
Now, we can formally expand the right hand side in terms of protein number to get:
kx(n− b)P(n− b, t)− kx(n)P(n, t) + γx(n + 1)P(n + 1, t)− γx(n)P(n, t)
≈ ∂n (γx(n)P(n)− bkx(n)P(n)) + 12∂
2
n
(
γx(n)P(n) + b2kx(n)P(n)
)
(5.29)
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Writing this in terms of the model equations, we get the following form for the Fokker
Planck equation:
∂tP(n, t) = ∂n
((
−VgF(g)h
( n
V
)
+ gn
)
P(n, t)
)
+
1
2
∂2n
((
bVgF(g)h
( n
V
)
+ gn
)
P(n, t)
)
(5.30)
Since we are primarily concerned with protein concentration, we now make the following
transformation:
n = xVFP (5.31)
Where we have introduced VFP as a typical cell volume. For our purposes, VFP is a con-
stant, unlike the actual cell volume (V) that changes in stochastic simulations. This gives
us the final form for the Fokker Planck equation:
∂tP(x, t) = ∂x ((−gF(g)h (x) + gx) P(x, t))
+
1
2VFP
∂2x ((bgF(g)h (x) + gx) P(x, t))
= −∂x (Γ(x)P(x, t)) + 12VFP ∂
2
x (D(x)P(x, t)) (5.32)
where in the last line, we have introduced the functions Γ(x) and D(x) for simplic-
ity as utilized in previous studies [187]. For comparison with the single cell stochas-
tic simulations, we choose a typical size for the volume in the simulations (in this case
VFP = 2.16µm3).
5.4.4 Fokker Planck Equation - Population
The Fokker Planck equation corresponding to the single cell simulations must be modi-
fied to incorporate the impact of growth rate at the population level (i.e. faster growing
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cells dominating slower growing cells). To find the necessary generalization of the single
cell equations, we first consider a simple scenario. Suppose we have a population of N
different cell types, and we specify the number of cells for a given type i as ci. Further,
suppose each cell type has an associated growth rate (gi), then for exponential growth we
have:
dci
dt
= gici i = 1, 2, 3, ..., N (5.33)
Now, consider the fraction of cells of type i in the population given by:
fi =
ci
∑j cj
(5.34)
The time evolution of the fractions is then given by:
d fi
dt
=
c˙i ∑j cj − ci ∑j c˙j(
∑j cj
)2
= gi fi − fi∑
j
gj f j
= fi(gi − 〈g〉) (5.35)
where 〈g〉 is the average growth rate for the population. The fraction of cells of type i
is just the probability of finding that given type in the population upon sampling. Thus,
moving to the continuum limit, we would get:
d
dt
P(x, t) = P(x, t)
(
g(x)−
∫ ∞
0
g(x′)P(x′, t)dx′
)
(5.36)
where P is the probability and x is the cell type. If instead of different cell types, we con-
sider a single cell with different protein expression levels (and associated growth rates),
we see that we need to incorporate the RHS of Eq. 5.36 into the single cell Fokker Planck
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equation to account for population effects.
As an aside, we note that the derivation of the time evolution for the cell fractions is
unchanged if we consider the following alternate scenario. Consider a population with
fixed cell number. Whenever a new cell is born, a current cell is randomly removed. Then,
the number of cells for a given type i follows:
dci
dt
= gici − fi〈g〉 (5.37)
Notice that we indeed have conservation of total cell number:
d
dt∑j
cj =∑
i
gici −∑
i
fi〈g〉
= 0 (5.38)
For this case, we again have the same conclusion for the time evolution of fi (see Eq. 5.35),
so that the time evolution of the fractions is unchanged whether we consider a fixed size
population with random replacement or an exponentially growing population. We use
this fact to explore population effects with stochastic simulation at fixed population sizes,
which are more computationally tractable than populations with exponentially increas-
ing numbers.
Incorporating the term for population effects, we get the final form for the Fokker
Planck equation used to compare with stochastic simulations of populations:
∂tP(x, t) = −∂x (Γ(x)P(x, t)) + 12VFP ∂
2
x (D(x)P(x, t))
+ P(x, t)
(
g(x)−
∫ ∞
0
g(x′)P(x′, t)dx′
)
(5.39)
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5.4.5 Fokker Planck Steady States
We primarily used the Fokker Planck equation (at the single cell and population levels) to
find the protein steady state distribution for comparison with the stochastic simulations
and to allow a more thorough exploration of parameter space. With this in mind, we
developed a numerical scheme to determine the steady state. The scheme relies heavily
on the fact that probability is conserved in the model. We now consider this property for
the single cell and then population equations. For the single cell equation, we have:
∂t
∫ ∞
0
P(x′, t)dx′ =
∫ ∞
0
∂tP(x′, t)dx′
=
∫ ∞
0
−∂x′
(
Γ(x′)P(x′, t)
)
+
1
2VFP
∂2x′
(
D(x′)P(x′, t)
)
dx′
= −Γ(x)P(x, t) + 1
2VFP
∂x(D(x)P(x, t))
∣∣∣∞
0
= 0 (5.40)
Where the last line comes from enforcing conservation of probability. Furthermore, if we
consider the steady state equation (i.e. time derivative equal to zero), we get:
−Γ(x)P(x) + 1
2VFP
∂x(D(x)P(x)) = Constant (5.41)
Coupling these two features tells us that at steady state the following equation is met for
all x:
−Γ(x)P(x) + 1
2VFP
∂x(D(x)P(x)) = 0 (5.42)
Thus, we can solve for the steady state of the Fokker Planck equation by considering a
one-dimensional ODE.
When considering the population model, a very similar equation follows. Notice that
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integrating over the additional population term gives:
∫ ∞
0
P(x, t)
(
g(x)−
∫ ∞
0
g(x′)P(x′, t)dx′
)
dx
=
∫ ∞
0
P(x, t)g(x)dx−
∫ ∞
0
P(x, t)dx
∫ ∞
0
g(x′)P(x′, t)dx′
= 0 (5.43)
where the last line follows by normalization of the probability density. Thus, Eq. 5.40 re-
mains unchanged for the population model. However, the analogous equation at steady
state is given by:
−Γ(x)P(x) + 1
2VFP
∂x(D(x)P(x)) +
∫ x
0
P(x′)(g(x′)− 〈g〉)dx′ = 0 (5.44)
where we have used the fact that the flux of probability is zero through the boundary at
zero. We use this equation to numerically find the steady state solutions for the popula-
tion.
Numerical Solution: To numerically solve for the steady state of the Fokker Planck equa-
tion for a single cell, the Euler method is used starting from the boundary located at x = 0.
The initial value for probability is set to 1, and the step size taken is 0.01. The simulation
is run until x = 5000 (units of number/µm3) which is well above the state with maxi-
mal protein production for all parameters considered. After the simulation finishes, the
probability is normalized using the trapezoid rule for integration.
For the population equation, a more intricate numerical scheme is necessary. Basically,
we utilize a self consistent approach in which we guess the average growth rate for the
population, run the numerical simulation, and compare the calculated average growth
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rate to the guess. For this scheme, the equation that we are simulating is:
−Γ(x)P(x) + 1
2VFP
∂x(D(x)P(x)) +
∫ x
0
P(x′)(g(x′)− ξ)dx′ = 0 (5.45)
where ξ is an adjustable parameters. Simulations are performed using the Euler method
with the trapezoid rule used to calculate the integral at each step. As in the single cell
case, the initial condition is P = 1 at x = 0 and simulations are run to x = 5, 000, with
the simulation ending if the probability value becomes negative. Due to the equation for
growth rate, we have appropriate upper and lower bounds on guesses. In practice, if ξ is
too high of a guess, then the probability distribution will not decay to zero fast enough
as x increases, and if ξ is too low of a guess, the probability distribution will eventually
dip below zero. Thus, the main task becomes decreasing ξ until a solution with sufficient
properties is found.
The actual algorithm used is as follows: (1) starting from an initial value, decrease
the average growth guess until the the sign of the integral term changes (now we have a
bracketed solution); (2) refine the solution using the bisection method based off changes
in sign for the integral (continue until limited by machine precision); (3) Generate the final
normalized solution for further processing. In practice, the algorithm was able to gener-
ate accurate solutions for the population steady states, with the discrepancy between the
guessed population average and the actual average no larger than 10−4, with typical val-
ues on the order of 10−7.
Numerical Processing: To analyze the output of the numerical steady state solution for
the Fokker Planck equation (both single cell and population), we explored multiple met-
rics. The mean and standard deviations were calculated using the trapezoid rule for
integration during the numerical simulation of the probability distribution. The abso-
lute difference between the single cell and population histograms was calculated by first
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saving the probability distributions (output at intervals of 0.1 in x) and then finding the
integral of the absolute value of the difference for the two distributions. The bimodal re-
gion at the population level was calculated by determining the occurrence of maxima in
the the probability distribution (see Section 5.4.6 for additional details). Parameter space
was explored over a square grid using 100 equally spaced values for maximal production
(µ) from 1.25κ to 3.25κ and 99 equally spaced values for fold activation (φ) from 1.0 to
50.0.
5.4.6 Phase Diagrams
For the deterministic model, the boundary between the monostable and bistable region
was found by solving for parameter values (i.e. µ and φ) that generated a steady state
with an associated derivative (with respect to x) also equal to zero. The zero value for the
derivative shows a change in stability occurring for the system. To generate the boundary
values, FindRoot was used in Mathematica with the following procedure: (1) a valid ini-
tial boundary point was found through random sampling of initial guesses for FindRoot;
(2) the rest of the boundary was generated by decreasing φ with a step size of 10−1, using
the previous boundary point as the initial guess to FindRoot; (3) the procedure finished
when a sufficiently accurate (i.e. accuracy of 10−10) solution could not be found.
For the single cell model, the Fokker Planck equation was used to determine the
boundary between the bimodal and unimodal regions. The form of the Fokker Planck
equation enables us to find an exact equation satisfied by maxima (and minima) for the
probability distribution (see [187]) at steady state. The change from bimodal to unimodal
occurs when a maxima and minima collide resulting in an inflection point. Thus, similar
to the deterministic case, we solved for the boundary by determining values of µ and φ at
which an inflection point occurred at a maxima. The same procedure involving FindRoot
was used to generate the boundary values.
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As in the single cell case, the Fokker Planck equation was used to determined the
boundary between bimodal and unimodal regions for the population. Due the integral
term in the model, we could not utilize the analytical steady state solution to generate the
boundary (as in the single cell case). Instead, we numerically solved for the steady state
(see Section 5.4.5) and then checked for the existence of maxima in the distribution (i.e.
probability value larger than its neighbors). To decrease false positives from numerical
errors in the tail of the distribution, maxima were only included if the protein concentra-
tion was less than 1.5 times the protein value achieved for maximal protein production.
The factor of 1.5 represents the maximal production possible with a negative production
factor.
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Chapter 6
Conclusions
In this dissertation, I have presented my work towards developing and applying tools to
model the spatiotemporal structures of bacterial communities. Due to the complexity of
living systems, a range of modeling methods are often needed to appropriately describe
the phenomenon. My own work has included ordinary differential equation models [17],
partial differential equation models [16] and individual based models [26]. Synthesizing
multiple modeling methods into a computational framework that incorporates mechan-
ical forces, diffusible interactions, and gene expression has allowed me to explore some
of the rich population structures that can emerge through interacting cellular systems.
Furthermore, the framework provides a rich set of computational tools for further simu-
lations of synthetic and natural systems, serving as a vital predictive tool for designing
new functionality into engineered communities.
The generality of the computational framework (first introduced in Chapter 3 and
utilized in Chapters 4–5), enables the investigation of microbial community phenomena
emerging from single-cell gene expression. I expect that the ability to track the states of
individual cells within a population will be a necessity for predictive models as synthetic
biologists continue to create new gene circuits for a variety of functions. The role of noise
at the single cell level is still a very active area of research, and understanding the links
which connect single cell behavior to population characteristics is a truly exciting frontier
for future work [188]. The computational tools that I have developed provide the means
to determine quantitative connections from the single cell level to the population towards
a predictive understanding of microbial communities.
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