Based on the concept of incompatible factor, this paper introduces further the principle of minimal incompatibility, and use this principle to improve the triple I method. In addition, by the principles of maximal support and minimal incompatibility the solutions of the problems of Fuzzy Modus Ponens and Fuzzy Modus Tollens are unified. The reason why the new method is more reasonable than the triple I method is analyzed, and the new method is generalized by considering two different types of implication operators.
Introduction
As is well known, fuzzy reasoning now has become a theoretical basis and an important method for the design and analysis of fuzzy controller, and it has found a considerable number of successful industrial applications in some fields such as intelligent control [1] . In 1973, the Fuzzy Modus Ponens(FMP) was introduced for the first time by Zadeh [3] , and developed by Mamdani [4] , so that it becomes the famous CRI method (Compositional Rule of Inference) [5] . As the fundamental method of fuzzy reasoning, the CRI method has been widely adopted and many researchers have generalized it in many different ways [6] - [8] .
After making many detailed researches on the method of CRI, Wang pointed out some shortcomings about it and proposed a kind of new method for fuzzy reasoning, called as triple I method [9] - [10] , which can be considered as a reasonable improvement to Zadeh's CRI method. However, by some theoretical analyses we discover that the triple I method also has some shortcomings. For example, it simply considers the minimal good set [10] as the result of FMP but has no reasonable explanation, and the result given by it may be not a reasonable one in some cases. In this paper, the principle of minimal incompatibility is proposed based on the concept of incompatible factor [11] , and the result of fuzzy reasoning is renewedly given by it.
Fundamental concepts

Fuzzy modus ponens(FMP)
In the fundamental research on fuzzy reasoning, the basic model of FMP can be represented as follows [6] : 
where a' = 1−a, a∈ [0, 1] . Notice that there are two kinds of fuzzy logic operators in Eq. (2) , the compound operator and the implication operator "R Z ". These operators have been defined by various different methods [12] .
CRI has been widely applied successfully in various fields of industrial control. However, from the standpoint of logic semantics, there exist several problems in applying the method of CRI, which are represented as follows [10] :
1) The approach does not possess the property of reductivity.
2) CRI is such an implication method that adopts fuzzy reasoning only once, and other implications are simply replaced by the compound method.
The triple I method
To improve the method of CRI, the triple I method with total inference rules of fuzzy reasoning was proposed by Wang [10] , of which the basic idea can be summarized as follows.
For A, A*∈F(X) and B∈F(Y), the fuzzy set B* in Eq. (1) is the minimal fuzzy set of F(Y) so that A → B completely supports A* → B*, that is,
has the maximal possible value whenever x∈X and y∈Y, where F(X) and F(Y) denote, respectively, the collections of all fuzzy subsets of X and Y.
For the sake of convenience, the definition of good set is given as follows. 
Main properties of implication operators
Most of the definitions of the implication operator have been based on satisfaction to a number of properties associated with the classical binary implication operator, such as the famous D-P conditions [8] : , n(a)) for some strong negation n; I10: I is continuous. Due to their different definitions, they satisfy some different properties of D-P conditions. For example, R KD and R R satisfy the properties I1-I5, I7 and I9-I10, R Lu satisfies I1-I10, and R Z satisfies the ones I2-I4 and I10.
Incompatible factor
All inferences of the triple I method are represented as implication operators, and the method has fully considered the completely supporting relation between "A*(x) → B*(y)" and "A(x) → B(y)". Apparently, the idea of reasoning has greatly improved the CRI method, which adopts fuzzy reasoning only once, and other implications are simply replaced by the compound method.
However, it seems some farfetched that the minimal good set is considered as the fuzzy set B* in Eq. (1) in the triple I method. Furthermore, whether it is the result of FMP needs further investigation. There may be many good sets, for example, the maximal fuzzy set 1 y of F(Y), which takes the constant 1 when R satisfies I2. However, it is quite evident that such B* is not reasonable because it does not propose any helpful information [14] . So the triple I method considers the minimal one as B* in Eq.(1) [14] , but does not give a reasonable explanation.
When B*∈F(Y) is a good set and satisfies the following inequation: R(A*(x), B*(y)) > R(A(x), B(y)),
that is, A* supports B* is more than A supports B, this process of reasoning is considered hazardous.
Contrarily, it will be considered conservative if B* satisfies the inequation: R(A*(x), B*(y)) < R(A(x), B(y)).
Based on the above analysis, we can come to the conclusion that the fuzzy set B* in Eq.(1) not only should be a good set, that is, it should make A → B completely support A* → B*, but make the extent to which A* supports B* is as close to the one to which A supports B as possible. Hence, we proposed the concept of incompatible factor as follows. Accordingly, the degree of incompatibility |r| expresses the degree of hazard or conservation. Apparently, the fuzzy set B* in Eq. (1) should be make the degree of incompatibility |r| as small as possible. 2) (The principle of minimal incompatibility) B* is the fuzzy set of F(Y) which has the minimal incompatibility, that is, |r| takes the minimal possible value.
According to the above-mentioned principle, we will discuss in the two cases by considering two different types of implication operators. (x) , B(y)) hold. It can be seen that some of these B* make A* support B* more than A support B, so this process of reasoning is considered hazardous. In fact, these implication operators satisfy the property I2, that is, the bigger B* becomes, the bigger R(A*(x), B*(y)) does. In order to control the hazardous trend, we should decrease the value of B*, so that the value of (A*(x) → B*(y)) goes to the one of (A(x) → B(y)). Apparently, such B* makes the extent to which A* supports B* go to the one to which A supports B, so it is a reasonable result of FMP. Furthermore, its according degree of incompatibility |r| goes to 0, too, that is, it satisfies the principle of minimal incompatibility.
Analysis
According to the above analysis, it can be seen that as adopting the implication operators satisfying the property I8, the result of the principle of triple I* FMP is the minimal good set, which is consistent with the one of the triple I FMP, but it has more reasonable explanation.
Example 1. Suppose that the variable R:[0, 1]
2 →[0, 1] is Łukasiewicz's implication operator defined as:
We shall discuss in two possible cases as follows.
1) If x ∉ E y , then ( * ( )) ( ( ), ( )).
Lu A x R A x B y ′ ≥ 
Implication operators not satisfying the property I8
For the implication operators not satisfying the property I8, we can still use the principle of triple I* FMP to seek an optimal B*∈F(Y) which makes M(x, y) take its maximum, but this maximum usually is not the constant 1. Furthermore, for these implication operators do not satisfy the property I8, such B*∈F(Y) which make M(x, y) take its maximum do not make
R(A*(x), B*(y)) ≥ R(A(x), B(y)
) always hold. Hence, for this kind of implication operators it is not quite reasonable that the minimal good set is still considered as the FMP conclusion B* by the principle of triple I FMP. In order to illustrate the question more clearly, we will use Zadeh's implication operator R Z as an example to make a detailed discuss about it. Now, we will discuss when R Z can take its maximum. 
For a fixed
can take its maximum in the following two cases:
a) For x ∈ F y , in order to make Eq.(11) hold, we have B*(y) ≥ R Z (A(x), B(y)). Furthermore, to make the incompatible factor r take its minimum, which is positive, we have
Eq.(11) always holds. Furthermore, to make the incompatible factor r take its minimum, which is positive, we have B*(y) = 0
a) For x ∈ F y , in order to make Eq. (14), we have B(y) ). Furthermore, to make the incompatible factor r go to 0, which is negative, we have
Eq. (14) impossibly holds.
2) If x ∉ E y , that is, R Z (A(x), B(y)) > 0.5, then Eq. (10) can take its maximum only in the case: 
Fuzzy modus tollens (FMT)
The opposite form of fuzzy modus ponens(FMP) is fuzzy modus tollens(FMT), which can be expressed as rule
to determine A* where A and A* are fuzzy sets in domain X, and B and B* are the fuzzy sets in the domain Y.
If R satisfies the property I1, then Wang has proposed the principle of triple I FMT as follows [10] : 2) (The principle of minimal incompatibility) A* is the fuzzy set of F(X) which has the minimal incompatibility, that is, |r| takes its minimal possible value.
By making a comparison between the Def.4 and the Def.5, it can be seen that the principle of minimal incompatibility can not only give a more reasonable result of FMP or FMT but also unify the solvings of them, that is, we need not remember that the result of FMP is the minimal good set, but the one of FMT is the maximal one.
Conclusions
In this paper, based on the concept of incompatible factor, the principle of minimal incompatibility is introduced. The triple I method is improved which simply considers the minimal good set as the result of FMP and the more reasonable form is also given. In addition, by the principles of maximal support and minimal incompatibility the solvings of the problems of FMP and FMT are unified, so that it is more convenient to solve them.
What are the sufficient conditions for that these methods are P-reductors? How does the principle of minimal incompatibility work in the reversed triple I method [15] - [16] of fuzzy reasoning? These problems will be further studied elsewhere.
