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In this paper, we investigate the zero distribution of various sums of polynomials
of the form A + B or A + tB 0 < t < ∞ or −∞ < t < ∞, especially for A and
B monic polynomials of the same degree. More precisely, we study generalizations
and analogues of x− 1n + x+ 1n and their factorizations. © 2001 Academic Press
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1. INTRODUCTION
Our goal in this paper is to study generalizations and analogues of
x− 1n + x+ 1n and their factorizations.
In Section 2, we examine a q-analogue. A result related to the zero dis-
tribution of
f x− h + tf x+ h
 t
 h ∈ 
 t = 1(1.1)
has been obtained by Obrechkoff [6] who deduced the fundamental Gauss–
Lucas theorem from it as a limiting case. The case t = 1 and h pure imagi-
nary in (1.1) has been studied by Walker [7]. One could also allow t to vary
over the real numbers and investigate for which t the above combination
has multiple zeros. Seciton 2 of this paper will be devoted to this for the
polynomial
gn
 tx 	=
n∏
k=0
x− q2k + t
n∏
k=0
x+ q2k −∞ < t <∞
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where n is an odd positive integer and q is real. We will establish that gn
 t
has multiple zeros ±qn when
t = tn = ±
n+1
2∏
k=1
(
1+ q2k−1
1− q2k−1
)2

Here ±t∞ is involved in identities similar to Jacobi’s theta-function
identity (see [1, p. 35]).
In Section 3, we study a sum of polynomials, each of which has two rather
than one zero of arbitrarily high multiplicity. One might guess that, for λ
small, it would at least be true that the zeros of the polynomial
Pn
λx 	= x− λnx+ λn + x− 1nx+ 1n = 0
 n ≥ 2

are in −1 ≤ x ≤ 1. We shall show, however, that the real parts of some
zeros lie outside the interval −1
 1. In fact, if λ2 < θn
 k for some real
number θn
 k (that will be deﬁned in Theorem 3.1), then there exists a
zero x1 of the equation Pn
λx = 0 such that x1 > 1. Furthermore, if x
is a zero of Pn
λx, then x → ∞ as n→∞, and x ∼ C
√
n for some
constant C.
In Section 4, we examine the problem of attaching some additional lin-
ear factors. We will see in Theorem 4.3 that the multiple zero α of the
polynomial x+ 1nx+ c + x− 1nx+ 1, where c is real, is a zero of
polynomials
pnx 	= x+ 1n + x− 1n−1x− 1+ 2n
that have very good properties: p′n+1x = n+ 1pnx and the pnx sat-
isﬁes a three term recurrence relation. Moreover those polynomials pnx
are minimal polynomials of α if n is prime. In fact they seem to be minimal
polynomials of α for any n.
In Section 5, we begin with a generalization of pn,
qnx 	= x+ 1n−1x+ 1+ an + x− 1n−1x− 1+ bn

where a and b are real numbers. It does not seem obvious how to construct
self-reciprocal polynomials with integral coefﬁcients whose zeros all lie on
one circle that is not the unit circle. However, we show in Theorem 5.1 that
the self-reciprocal polynomial
q∗nx 	= qnx + xnqn
(
1
x
)
has this property. In Theorem 5.2, we show that, for a
 b rational, the radius
of the ﬁnite circle we mentioned in Theorem 5.1 is an algebraic number
whose minimal polynomial is related to a Chebyshev polynomial. It fol-
lows from this minimal polynomial that we have a case of equality (about
Chebyshev polynomials) in Mason’s ABC polynomial theorem (see [3]).
The cases of equality in Mason’s theorem are linked to numerous results
in number theory (see [4, 5]).
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2. MULTIPLE ZEROS OF∏n
k=0x− q2k + t
∏n
k=0x+ q2k t ∈ 
Set
a qn 	= 1− a1− aq · · · 1− aqn−1
 n ≥ 1

a q∞ 	= lim
n→∞a qn
 q < 1
In this section, we prove
Theorem 2.1. Let n be an odd integer ≥1, and q a real number. Let
gn
 tx =
n∏
k=0
x− q2k + t
n∏
k=0
x+ q2k

where t varies from −∞ to ∞. Then there are multiple zeros −qn when
t = t0n = −1
n+3
2
n+1
2∏
k=1
(
1+ q2k−1
1− q2k−1
)2


and qn when
t = t1n =
1
t0n

Moreover for t = t0∞ (without considering sign) and q < 1 we have
t0∞ = φq =
∞∏
k=1
(
1+ q2k−1
1− q2k−1
)2
= ψq
ψ−q
with
φq22 = 1
2
(
φq + 1
φq
)

(2.1)
where ψq =∑∞n=−∞ qn2 = −q −q∞/q −q∞.
Proof. Let n be an odd integer ≥1, and q a real number. We can com-
pute, by elimination of t from gn
 tx = 0 and g′n
 tx = 0, that
n∑
i=0
q2i
n∏
k=0
k=i
x2 − q4k = 0(2.2)
Now we want to show that (2.2) is true when x2 = q2n. It is enough to show
that, for any 0 ≤ u ≤ n,
q2u
n∏
k=0
k=u
q2n − q4k = −q2n−u
n∏
k=0
k=n−u
q2n − q4k
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In fact
q2u
∏n
k=0
k =u
q2n − q4k
q2n−u
∏n
k=0
k =n−u
q2n − q4k =
q2uq2n − q4n−u
q2n−uq2n − q4u = −1
Let x = −qn. Then, by deﬁnition of gn
 tx and simple calculation, we have
t = −
n∏
k=0
−qn − q2k
−qn + q2k = −1
n+3
2
n+1
2∏
k=1
(
q2k−1 + 1
q2k−1 − 1
)2
(2.3)
Similarly we have, for x = qn, that
t = −1 n+32
n+1
2∏
k=1
(
1− q2k−1
1+ q2k−1
)2

For q < 1, let
φq =
∞∏
k=1
(
q2k−1 + 1
q2k−1 − 1
)2


by letting n→∞ in the ﬁnite product in (2.3). Then
φq =
( −q q2∞
q q2∞
)2
= −q −q∞−q q∞q −q∞q q∞
= ψq
ψ−q 

where
ψq =
∞∑
n=−∞
qn
2 = −q −q∞q −q∞
is a theta-function. It follows from
ψ2−q2 = ψqψ−q and 2ψ2q2 = ψ2q + ψ2−q
that φq22 = 12 φq + 1φq .
Remark 2.2. The identity (2.1) is similar to Jacobi’s theta-function
identity.
Theorem 2.1 establishes the existence of multiple zeros of the form ±qn.
We leave open the question of the existence of multiple zeros close to
±q2α+1α a nonnegative integer <n.
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3. ZEROS OF x− λnx+ λn + x− 1nx+ 1n = 0
We study the real parts of the zeros of the polynomial of the title of this
section.
Theorem 3.1. Let n be an integer ≥5. Let
Pn
λx = x− λnx+ λn + x− 1nx+ 1n
for 0 < λ < 1. Suppose that k is an integer such that
0 ≤ k < 1
2
(
n arccos 79
π
− 1
)
or
1
2
(
n
(
2π − arccos 79
)
π
− 1
)
< k ≤ n− 1
Let
θn
 k 	= 1
2
(
−7+ 9 cos
( 1+ 2kπ
n
))
sec2
( 1+ 2kπ
2n
)

Then 0 < θn
 k < 1 and
(a) if λ2 = θn
 k, then there exists a zero x0 of the equation Pn
λx = 0
such that x0 = 1,
(b) if λ2 < θn
 k, then there exists a zero x1 of the equation Pn
λx = 0
such that x1 > 1.
Furthermore, if x is a zero of Pn
λx, then x → ∞ as n→∞ and
x ∼ C√n
for some constant C.
Proof. Let n be an integer ≥5 and 0 < λ < 1. Suppose x is a zero of
Pn
λ and write u = x and v = x. Then we can easily check that{
u2 − v2 = 12 1+ λ2,
2uv = 12 1− λ2 cot 1+2kπ2n .
Solving the above system gives
u2 = 1
2
1+ λ2 + λ
2 − 12 cot21+ 2kπ/2n
16u2
(3.1)
Put u2 = 1. Then we have
1+λ22+λ2−12cot2 1+2kπ
2n
−3−λ22
= cot2 1+2kπ
2n
λ4+
(
8−2cot2 1+2kπ
2n
)
λ2+cot2 1+2kπ
2n
−8
= 0

(3.2)
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and the zeros of this polynomial are λ2 = 1 or λ2 = θn
 k, where
θn
 k = 1
2
(
− 7+ 9 cos
( 1+ 2kπ
n
))
sec2
( 1+ 2kπ
2n
)

Since λ2 = 1, we have u2 = 1 (i.e., x = 1) if and only if λ2 = θn
 k.
Suppose that k is an integer such that
0 ≤ k < 1
2
(
n arccos7/9
π
− 1
)
or(3.3)
1
2
(
n2π − arccos7/9
π
− 1
)
< k ≤ n− 1
In fact, since n ≥ 5, at least one k0 ≤ k ≤ n − 1 exists such that
33 holds. Then cos 1+2kπ
n
> 79 , hence θn
 k > 0. Also we note that
θn
 k < 1, since 1− θn
 k = 8 tan21+ 2kπ/2n. If λ2 < θn
 k,
then the ﬁrst line of (3.2) if positive, i.e.,√
1+ λ22 + λ2 − 12 cot2 1+ 2kπ
2n
> 3− λ2 > 0
This implies that u2 > 1, i.e., x > 1. Moreover, by (3.1), we see that, as
n→∞,
u2 ∼ C1 +
C2
u2
C3n
2
for some constants C1
 C2
 C3. Hence, for some constant C, we have
u ∼ C√n

as n→∞, which completes the theorem.
Remark 3.2. Let n be an integer ≥2 and λ a complex number with
modulus 1. Then we can show that the equation Pn
λx = 0 has zeros with
maxmimum modulus
√
csc π/2n when λ = e2πit and t = n−14n 
 3n−14n .
4. ZEROS OF x+ 1nx+ c + x− 1nx+ 1 c ∈ 
For a positive integer n, the zeros of the polynomial rnx 	= x+ 1n +
x− 1n are i cot π2k+12n , where k is an integer with 0 ≤ k ≤ n− 1. In this
section, we consider the polynomials
Fn
 cx 	= x+ 1nx+ c + x− 1nx+ 1
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where c is real, that are obtained by adding certain factors to each term in
rnx. First, the polynomial Fn
 cx/x+ 1 has

only one zero in x > 0 if c < −1,
all its zeros in x > 0 if −1 < c < 1,
all its zeros in x = 0 if c = −1
 1,
all its zeros in x < 0 if c > 1.
For the proof, see [2, pp. 24–25]. We now study the case in which Fn
 cx
has a multiple zero. For the main result, Theorem 4.3, of this section,
we need a lemma below. The proof of this easily follows from Fn
 cα =
F ′n
 cα = 0, where α is a multiple zero of Fn
 cx.
Lemma 4.1. Let n be an integer ≥1. Suppose that Fn
 cx has a multiple
zero α. Then
c = −2n− 1α+ 1
α+ 2n− 1 (4.1)
Remark 4.2. By Lemma 4.4, we observe that any multiple zero of
Fn
 cx is real.
In the following theorem, we see that the multiple zero α of Fn
 cx is a
zero of polynomials that have very good properties. For the proof, we use
the identity (
n
k
)
− n
(
n− 1
k
)
= −n− k− 1
(
n
k
)
(4.2)
Theorem 4.3. Let n be an integer ≥2. Suppose that Fn
 cx has a (real)
multiple zero α. Then α is a zero of polynomial
pnx = x+ 1n + x− 1n−1x− 1+ 2n
and pnx/2 is the minimal polynomial of α if n is odd prime. Also
p′n+1x = n+ 1pnx
and the pnx satisﬁes the 3-term recurrence relation
pn+3x = 3x− 1pn+2x + −x+ 13x+ 1pn+1x(4.3)
+x− 12x+ 1pnx
Proof. Suppose that Fn
 cx has a (real) multiple zero α. By substitut-
ing (4.1) for c in Fn
 cα, we can see that α ia a zero of
1
2
pnx =
1
2
x+ 1n + x− 1n−1x− 1+ 2n
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Suppose that n is odd. Then by the binomial theorem and (4.2) we can
compute that
1
2
pnx = n+
∑
1≤k≤n
kodd
−n− k− 1
(
n
k
)
xk + ∑
1≤k≤n
keven
n
(
n− 1
k
)
xk
If n is odd prime, then it follows from Eisentein’s criterion that pnx/2 is
the minimal polynomial of α since n(n
k
)
for all k odd and 1 ≤ k ≤ n. By
a simple calculation we can see that p′n+1x = n+ 1pnx and that the
3-term recurrence relation (4.3) holds.
Remark 4.4. The polynomials pnx/2 in Theorem 4.3 can be written as
1
2
pnx =


1− n +∑ 1≤k≤n
kodd
−n(n−1
k
)
xk
+∑ 1≤k≤n
keven
−nn− k− 1(n
k
)
xk
 n even,
n+∑ 1≤k≤n
kodd
−n− k− 1(n
k
)
xk
+∑ 1≤k≤n
keven
n
(
n−1
k
)
xk
 n odd.
It seems that pnx/2 is irreducible over the rational numbers for all
integers n ≥ 2.
5. THE SELF-RECIPROCAL POLYNOMIALS qnx + xnqn 1x,
WHERE qnx = x+ 1n−1x+ 1+ an + x− 1n−1x− 1+ bn
Throughout this section n is an integer ≥2. In Theorem 4.3, we encoun-
tered the polynomial pnx = x + 1n + x − 1n−1x − 1 + 2n. In this
section, we begin with a generalization of this,
qnx = x+ 1n−1x+ 1+ an + x− 1n−1x− 1+ bn

where a and b are real numbers, and the self-reciprocal polynomial
q∗nx = qnx + xnqn
(
1
x
)

Theorem 5.1. All zeros of{
q∗nx
 n even and an = −2
 bn = 2
 a = −b
 nb− a = 4,
q∗nx
x+1 
 n odd and an = −2
 b = 0
 nb± a = 2,
lie on a ﬁnite circle that is not the unit circle.
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Proof. A computation shows that
q∗nx =
{ 2 + anx+ 1n + 2 − bnx− 1n
 n even,
x+ 12 + anx+ 1n−1 + bnx− 1n−1
 n odd.
Let y 	= Lx 	= x+1
x−1 . Suppose that n is even, an = −2
 bn = 2
 a = −b,
and nb− a = 4. Then it follows from q∗nx = 0 that
Lx = rn

where rn =  bn−2an+2 1/n. Since a = −b
 nb− a = 4, we have rn = 1. Since
L−1y = y+1
y−1 is a linear fractional transformation and the rn lie on a circle,
the zeros
sn 	=
rn + 1
rn − 1
lie on a circle C that is not the unit circle. In fact, if sn = 1, then
rn + 1 = rn − 1, so rn is purely imaginary, which is a contradiction. Sup-
pose that n is odd, an = −2
 b = 0, and nb± a = 2. Then it follows from
q∗nx/x+ 1 = 0 that
Lx = un

where un =  −bnan+2 1/n−1. Since nb± a = 2, we have un = 1. So, by the
above reason, the zeros
vn 	=
un + 1
un − 1
lise on a circle D that is not the unit circle. This proves the theorem.
In the next theorem, we show that, for a
 b rational, the radius of the
ﬁnite circle we mentioned in Theorem 5.1 is an algebraic number whose
minimal polynomial is related to a Chebyshev polynomial. For the following
results, we use the notation of the proof of Theorem 5.1. We prove only
(a) of the theorem below. The (b) of Theorem 5.2 can be proved similarly
to (a).
Theorem 5.2. Let n be an integer ≥2 and Tk the Chebyshev polynomial
of the ﬁrst kind of degree k.
(a) Suppose that n = 2k for some positive integer k
 nb− a = 4 and
either b > 2
n
, a > − 2
n
or b < 2
n

 a < − 2
n
. Then the radius γ of the ﬁnite
circle C in Theorem 5.1 is a zero of
x2k −Ha
 b
 k
(
xkTk
(
i
x
))2
= 0
(5.1)
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where
Ha
 b
 k =


1−
(
a+ b
a− b+ 2/k
)2

 k odd,
1−
(
a− b+ 2/k
a+ b
)2

 k even.
(b) Suppose that n = 2k− 1 for some positive integer k
 nb+ a = 2
and either b < 0
 a > − 2
n
or b > 0
 a < − 2
n
. Then the radius η of the ﬁnite
circle D in Theorem 5.1 is a zero of
x2k−1 −Ka
 b
 kx
(
xk−1Tk−1
(
i
x
))2
= 0

where
Ka
 b
 k =


1−
(
a+ b+ 2/−1+ 2k
a− b+ 2/−1+ 2k
)2

 k odd,
1−
(
a− b+ 2/−1+ 2k
a+ b+ 2/−1+ 2k
)2

 k even.
Proof. Assume that x = 0.
(a) Suppose that n = 2k for some positive integerk. If nb− a = 4 and
either b > 2
n

 a > − 2
n
or b < 2
n

 a < − 2
n
, then r˜n 	= n
√bn− 2/an+ 2 > 0.
So the corresponding sn
 1/sn, say s˜n
 1/s˜n, are real. Since s˜n and 1/s˜n are
the real zeros of q∗x (note q∗x is self-reciprocal), q∗x has all its zeros
on the circle of radius s˜n − 1/s˜n/2, i.e.,

−2r˜n
−1+ r˜2n
if 0 ≤ r˜n < 1,
−2r˜n
−1+ r˜2n
if r˜n > 1
(5.2)
centered at
s˜n + 1/s˜n
2

We see that the left side of Eq. (5.1) is equal to
x2k
(
1−Ha
 b
 kT 2k
(
i
x
))

Also we can easily check that
1
Ha
 b
 k = −
1+ ak − −1+ bk2
41+ ak−1+ bk 
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So it sufﬁces to show that
T 2k
(
i
x
)
= −1+ ak − −1+ bk
2
41+ ak−1+ bk(5.3)
has (5.2) as a zero. Assume that x is real. First we consider the left side
of (5.3), namely,
T 2k
(
i
x
)
= −1k 1
4
((
1
x
+
√
1
x2
+ 1
)2k
+
(
1
x
−
√
1
x2
+ 1
)2k
+ −12k
)

Let A 	= 1+ ak and B 	= −1+ bk. Then the right side of (5.3) is
−1
4
(
A
B
+ B
A
− 2
)

Since 1/x+
√
1/x2 + 12k and 1/x−
√
1/x2 + 12k are reciprocal, it suf-
ﬁces to consider
(
1
x
+
√
1
x2
+ 1
)2k
=


A
B
or
B
A
for k odd,
−A
B
or − B
A
for k even.
Suppose that k is odd. By the above choice of B
A
,
1
x
+
√
1
x2
+ 1 = 2k
√
B
A
⇔ 1
x
= −1+
k
√
B/A
2 2k
√
B/A
⇔ x = 2r˜2k−1+ r˜22k

By the above choice of A
B
, we can see that x = −2r˜2k/−1 + r˜22k. The
case k even can be proved similarly.
Remark 5.3. If a = −b in (5.1), then we have
x2k −
(
xkTk
(
i
x
))2
= 0(5.4)
Now we can easily check that the left side of (5.4) is factored as
x2k −
(
xkTk
(
i
x
))2
= x2 + 1
(
xk−1Uk−1
(
i
x
))2


which is best possible in the sense of Mason’s ABC polynomial theorem
(see [3]).
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