Abstract. We propose a computational model of mating strategies for controlled animal breeding programs. To the best of our knowledge, this is the first computational model of this problem. We focus on algorithms for two extremes of the possible goals of breeding programs: 1) breeding for maximum genetic diversity and 2) breeding for a target genotype. These two goals are representative of conservation biology and agricultural livestock management respectively. Our main results consist of upper and lower bounds for the average number of matings to achieve these goals in our computational model. For example, we give a breeding algorithm which creates a population of 2 n genetically distinct individuals using no more than about 2.3 · 2 n matings on average. We also give a breeding algorithm which creates a target individual with n desirable traits using no more than 2n log 2 n matings on average.
Introduction
Controlled breeding programs are common in many contexts, ranging from conservation biology and zoo animal management (Ballou and Foose, 1995; Lacy, 1994; Tonkyn, 1993; Tudge, 1992) to agricultural livestock management (CSIRO; Schneider, 1997) , to laboratory animal breeding for research purposes (Lane-Petter, 1963; Amphibians, 1974) . In most of these contexts heuristic mating strategies are used. These heuristics are generally based on personal experience and have not been extensively evaluated or analyzed (Lacy, 1994; Tonkyn, 1993) . In this paper, we propose a discrete optimization model of the controlled breeding problem which allows us to mathematically evaluate the effectiveness of different breeding strategies. We use this model to analyze common mating heuristics for two specific goals of breeding programs, which lie at two extremes: maximizing diversity vs. producing a particular genotype.
The first goal we consider is to produce all possible gene combinations. This is a simplified special case of the common problem in zoo breeding programs of maximizing the genetic diversity of the population in order to prevent random and directional genetic changes (Lacy, 1994) . We give lower and upper bounds on the average number of matings-i.e., the number of matings that is, on average, necessary and sufficient-to achieve this goal. We also analyze the average number of matings for an analog of a strategy used in zoo breeding programs (Lacy, 1994) and show that the average number of matings needed can be significantly reduced by modifying it slightly.
The second goal we consider is breeding an animal with a specified phenotype or genotype. This is a common goal of an agricultural animal breeding program. We compare the simplified analogs of two breeding heuristics: 1) iteratively mating animals closest overall to the target and 2) breeding for one genetic trait at a time. Both strategies are commonly used in livestock management (e.g. CSIRO) . We analyze the average worst case number of matings for both strategies and show that the latter, surprisingly, is more efficient.
These two objectives are representative of the goals of breeding programs in conservation biology and agricultural livestock management, and thus show the wide range of applicability of our approach. While the population parameters may vary and can change the actual number of matings for a particular strategy, the order of magnitude of the number of matings on average and the relative competitiveness of the mating heuristics remain the same. Thus, our simple computational model of the animal breeding problem provides a novel, viable and robust approach to designing and comparing breeding strategies in captive populations. Our approach is different from the existing methodology for analysis of breeding strategies in that it does not follow a step-by-step process modeling the state of a population (such as gene dropping (Lacy, 1994; MacCluer et al., 1986; Princée, 1988) or pedigree simulation (Harris et al.; Seal and Lacy, 1989) ) but rather looks at any such process as an algorithm and uses algorithmic analysis techniques to evaluate and compare various strategies.
Discrete optimization model
In this section, we present the theoretical framework used for our analysis. Each animal is represented by a binary string of n bits, each bit corresponding to a genetic marker or a trait. The results in this paper are easily extendible to an alphabet of arbitrary size, allowing us to represent alleles, nucleotides, etc. Below we list the simplifying assumptions made in our breeding model. We discuss the impact of relaxing these assumptions in Section 4.
-Any two animals can mate, i.e., there is no gender. We can easily remove this assumption without changing our results significantly. -A mating of 2 animals is a single atomic operation. This assumption can be relaxed in many ways, from fixing the number of matings per animal to the complicated concept of a generation. -Each mating produces exactly one offspring. Again, our results are easy to generalize to multiple offspring, or to including the probability of success (fertility) of a mating. -There are no deaths in the course of the breeding program.
-We use a simple Mendelian model of inheritance. We assume the iid probabilistic model on the genes (or the set of traits). That is, the outcome of a mating for each bit depends only on the values of that bit in the two parents. If a bit is the same in both parents then it is the same in the offspring. If the parents' bit values are different then the offspring has a 0 or 1 for that bit, taking its value from one parent or the other, with equal probability. We make this assumption since in most cases very little is known about the dependencies between genetic loci and the probabilities of particular outcomes (Falconer, 1981) .
Given an initial population of k animals, we concentrate on two particular goals. We want to minimize the average number of matings required to achieve these goals.
1. Maximum diversity: generate all the binary strings that can possibly arise from the initial population.
Our results for this breeding goal are described in Section 2. 2. Target set of traits: breed for an animal represented by a target binary string. Our results for this breeding goal are described in Section 3.
We note that our upper bounds apply to any initial population, since in our derivations we assume that the initial populations is the worst possible to achieve our goals. If the initial population is random, say, or if its distribution can be characterized in some way, then more efficient algorithms--or tighter upper bounds on the average number of matings that our algorithms use-may be possible.
Past work
There is an extensive toolkit of methods for analysis of various aspects of breeding populations, from kinship and inbreeding coefficient estimates (Ballou, 1983; Boyce, 1983; Lacy, 1994; Wright, 1921 Wright, , 1969 to calculations of loss of the genetic diversity (Chesser, 1983; Crow and Kimura, 1970; Harris and Allendorf, 1989; Lande and Barrowclough, 1987; Wright, 1931 Wright, , 1969 provides a good survey of the existing methodology). Presently, analysis and comparison are often done using stochastic modeling Lacy, 1994; , that models the state of the population at each time step using the variety of the genetic analysis methods mentioned above to update the state. However, in many cases, the empirical statistical information underlying the model (how much does inbreeding affect survival rates, for instance?) is very hard to obtain. It is often collected for a different animal population (e.g. the statistics of the black rhinoceros in Kenya used for populations in other parts of Africa); or the population is too small and has large variance; or the environmental conditions have changed since the information was last collected. For these and many other biological and mathematical reasons, a time-step-based stochastic approach is either not robust or is simply impossible.
Often the information sought from the modeling process is qualitative rather than quantitative. In the case of designing and evaluating strategies for captive animal breeding, the main question we want to answer is: "Which strategy is better?". This is inherently a question of algorithm analysis. In this paper, we answer this question by formulating the controlled breeding as a discrete optimization problem. For this reason, we do not make use of any intermediate stochastic models.
In this section, we focus on the goal of producing all possible gene combinations. We assume that the initial population can actually produce all possible binary strings. That is, we ignore the bits that appear with a single value within the population. If the value of some bit is the same in all the strings of the initial population then there is, of course, no way to produce a string with the other value for that bit (in the absence of mutation). Thus we assume that all n bits appear with both values 0 and 1 in the initial population, so that all 2 n possible strings can be created from the initial population. We now consider lower and upper bounds on the average number of matings to create all 2 n possible strings. A lower bound is an absolutely necessary average number of matings, no matter what particular strategy is used. An upper bound is a sufficient average number of matings. Commonly, but not always, an upper bound is an analysis of a particular strategy. (Clearly, if there exists a strategy that achieves the desired goal within some average number of matings then that number is sufficient and serves as an upper bound.) Ideally, if a particular strategy has an average number of matings equal to the lower bound then this strategy is optimal, since it uses no more matings, on average, than are absolutely necessary. In practice, it is often hard to prove a good lower bound. Thus, a strategy may be optimal even if its average number of matings is greater than the best known lower bound.
If the size of the initial population is k, an obvious and extremely optimistic lower bound for the maximum diversity goal is 2 n − k. This bound assumes that every mating produces a new string; however, this is clearly unrealistic, since many matings produce strings already present in the population. We can show a slightly improved lower bound of 2 n − k + O(n), where O(n) is some linear function of n. For our upper bound, we propose a Greedy strategy that for each successive mating chooses the two animals with the highest probability of producing a new string. This strategy is in the spirit of that used in zoo breeding programs where the two "least inbred" animals are selected for each mating. However, we show that the Greedy algorithm has at most 2.3125(2 n − k) matings on average, while the one used by zoos has about n(2 n − k)-thus Greedy is more efficient by a factor of n, the number of traits. Although the Greedy strategy requires at most about 2.3 times as many matings as our lower bound, we conjecture that neither the upper and the lower bounds are tight and that the Greedy approach is actually optimal.
Upper bound
We now present an upper bound for the maximum diversity breeding problem and compare various strategies. First we show that we can ensure that the probability of producing a new animal is always at least 1/4. To do this, we introduce the notion of binary hypercubes. An n-dimensional binary hypercube is a finite n-dimensional binary lattice that consists of nodes that correspond to binary strings of n bits and edges between them. We say that two strings are a distance t apart if they differ in t bits. The nodes in a binary hypercube are connected by an edge if they are distance 1 apart. Figure 1 shows the 3-dimensional hypercube. Notice that this hypercube has six 2-dimensional hypercubes as subcubes; for example, we say that the nodes 011,010,001,000 are spanned by the initial population 010, 001, in the sense that this subcube is the set of all strings that can be generated by that initial population. As an extreme case, each edge is a 1-dimensional subcube, spanned by the strings at its two endpoints.
We will now show that unless all the strings have been produced, there always exists a pair with probability at least 1/4 of producing a new string. Assume, to the contrary, that for every two animals in the population the probability of producing a new string is less than 1/4. This means that the hypercube spanned by any pair of animals in the population has more than 3/4 nodes already present in the population. That is, for any two present nodes distance t apart, the hypercube spanned by the two nodes has at most 2 t−2 − 1 nodes not yet present in the population. Specifically, for any two present nodes distance 2 apart the entire 2-dimensional subcube they span must be present in the population. The presence of any node adjacent to this 2-dimensional subcube necessarily means that the entire 3-dimensional subcube is spanned. This follows from the fact that both 2-dimensional faces formed by the adjacent node and the 2-dimensional subcube must be entirely present and the nodes of these faces span the rest of the 3-dimensional cube's 2-dimensional faces. In general, if each node of a t-dimensional subcube is present in the population then, by a similar inductive argument, any adjacent node forces the entire t + 1-dimensional subcube to be present. Thus the nodes present in the population form a disjoint set of completely filled subcubes.
Unless all strings are present in the population, there are at least two such filled subcubes. Choose the two closest nodes from different subcubes. They must be at least distance t ≥ 2 apart (otherwise the subcubes are not disjoint) and the subcube they span is completely empty (otherwise they are not the closest nodes). Thus a mating of these two nodes produces a new string with probability (2 t − 2)/2 t , which is greater than 1/4 if t ≥ 2. This is a contradiction, so unless we have already produced every string there is some pair that produces a new animal with probability at least 1/4.
We note that we can have very few strings present in the population, namely n + 1, and still have only probability 1/4 of producing a new string. Consider an n-dimensional hypercube where the only strings present in the population are the all-zero string and strings with a single bit set to 1. Mating any two such strings produces a new string, namely one with two bits set to 1, with probability 1/4; with probability 3/4 we get a string already in the population.
The above analysis implies that the Greedy strategy that always mates with with the highest probability to produce a new animal takes at most 4(2 n −k) matings on average. However, we will show that the Greedy strategy performs better than this, bringing the factor 4 down considerably.
Specifically, we now show that 2.3125 · 2 n average number of matings is sufficient to produce all possible strings and that the Greedy strategy requires no more than that on average. This upper bound relies on the existence of two complementary strings in the population, i.e., strings that differ on every bit. Using the techniques of Section 3, we can obtain such a pair with at most O(n log n) matings on average, which is negligible compared to 2 n . Hence, we can ignore the O(n log n) term and assume that the complementary strings indeed exist in the population already.
As we have shown earlier, there always exists a pair of animals whose probability of producing a new string is at least 1/4. Therefore, we can mate the complementary strings until there are at most 3/4 · 2 n animals in the population, and then mate any pair with at least 1/4 probability of producing a new string. Assuming that we start with k distinct strings in the initial population (including the two complementary ones), the average number of matings is:
Notice that the maximum probability of producing a new animal is always at least that of the above specified algorithm. Hence, the Greedy strategy has at most 2.3125 · 2 n average matings. This leaves us with roughly a 2.3 factor difference between the lower and upper bounds for the average number of matings needed to produce all possible strings in the population; however, we believe that neither our lower bound nor our upper bound is tight. That is, we believe that the necessary average number of matings to produce all possible strings is greater than 2 n + O(n) and that the sufficient number of matings is less than 2.3 · 2 n . We believe that the lower and upper bounds meet C · 2 n where C is the constant 1/(1 − 1/e) ≈ 1.582, and that this number of matings is achieved by the Greedy strategy on average.
Comparison with a currently used strategy
The Greedy strategy always mates the two animals in the population that have the highest probability of producing an animal not yet in the population. However, the strategy currently used by the conservation breeding programs is to breed the two animals whose pedigrees differ by as much as possible; in our model, the two strings farthest apart from each other in the hypercube. We will call this the Dissimilar strategy. In particular, this strategy will breed any two complementary strings if they exist. As we discussed earlier, we can assume that two complementary strings indeed exist in the population since the number of matings needed to ensure this is negligible compared to the total number of matings needed to produce all the strings.
Mating two complementary strings will create a string which is chosen uniformly at random from the set of all possible strings. We can then ask how many matings of these complementary strings are required before all strings have been created at least once. This is known as the coupon collector's problem (Cormen et al., 2001) , and the answer for X = 2 n different strings is X ln X = n ln 2 × 2 n . This is greater than the average number of matings used by the Greedy strategy, which is a constant times 2 n , roughly by a factor of n. For example, if we wish to create a population of 1, 024 genetically distinct animals with all possible combinations of n = 10 traits, the Dissimilar strategy requires about 9, 966 matings on average while the Greedy strategy requires at most 2, 312 matings on average. The advantage of Greedy becomes even greater as n increases.
Thus, Greedy provably performs significantly better than Dissimilar in terms of the average number of matings in our model. A small caveat is that Greedy requires more computational effort than Dissimilar since it must repeatedly find the pair that has the highest probability of producing a new animal at each step. However, the time it takes to do this computation is surely negligible compared to the time and effort required to actually breed two animals! We now focus on the problem of breeding an animal with a specified target set of gene variations or traits. For simplicity we assume that the target string is the all-ones string 111 . . . 1. We also assume that this string is a possible descendant of the initial population, i.e., in the subcube spanned by the initial population; this simply means that for every i, there is some initial string whose i'th bit is 1. Again, we wish to find lower and upper bounds on the average number of matings required to produce this target string.
In the worst case, the founder population consists of n strings, x 1 , x 2 , . . . , x n , where the i'th bit of x i is 1 and its others are 0. (If there if a initial individual y whose i'th bit is 1 and it has additional 1s in its string, then for the purposes of producing the all-ones string we can only gain by using y in lieu of x i .) In this case, an obvious lower bound on the number of matings needed to get the all-ones string is n − 1, since every x i must appear at least once as one of its ancestors.
In the remainder of this section, we show an upper bound of 2n log 2 n. First, we consider the following subproblem. We are given a string x with t 1s and a string y with a single 1 in a position where x does not have a 1. Our goal is to produce a string with a 1 in every position where either x or y has a 1. We now show that we can do this in at most 2 · log 2 t matings on average. This is achieved by the following algorithm AddOneTrait:
Algorithm AddOneTrait while y has less than t + 1 ones do:
1. Mate x and y repeatedly until we produce a string y with the following properties: (i) y has 1s in all the bit positions where y has a 1; and (ii) y has 1s in at least half the bit positions that are 1s in x but not in y.
y ← y return y
We now show that the above algorithm, AddOneTrait, takes 2 · log 2 t matings on average. Without loss of generality, let x have 1s in the first t bits and y have a 1 in bit t + 1. After the first two matings of the original x and y we expect one of the offspring to have a 1 in the (t + 1)'st bit and 1s in half of the first t bits. We choose this to be our new partner for x. In any mating of this string with x, all the common 1-bits will, of course, be retained. One of the two matings of this new string with x is average to produce a string with a 1 in the (t + 1)'st bit and 1s in about half of the bits which are 1 only in the string x. Thus, after two matings, we expect to have a string with a 1 in (t + 1)st bit and 3/4 · t 1s in the first i bits. Continuing in this manner, after log 2 t iterations on average we can produce a string with t + 1 1s. Since each iteration takes two matings on average, the total average number of matings is 2 · log 2 t.
We now give our algorithm for breeding a target animal, BreedTarget. We assume that the initial population consists of the x i defined above, since this is the worst case. The target string is the all-ones string, so our goal is to reach t = n.
Algorithm BreedTarget
x ← x 1 for t = 2 to n do:
1. Call AddOneTrait on x and x t to produce a string, y, which has 1s in positions 1 through t.
x ← y return x
It is straightforward to see that the total average number of matings for BreedTarget is at most 2n log 2 n. The t'th call to AddOneTrait requires 2 log 2 t matings on average. Therefore the total average number of matings is n−1 t=1 2 log 2 t ≤ 2n log 2 n .
Biologically, this result can be interpreted as follows. Our algorithm repeatedly adds one new trait to the population and then uses back-breeding to breed an animal with both this new trait and all the previously added traits. The downside of this strategy is that new offspring are bred back with one of the parents several times, producing a highly inbred population. However, such practices are not uncommon in agricultural animal breeding programs so we do not consider it unrealistic.
We now compare our algorithm with a greedy strategy, that always mates the pair of individuals that are currently closest to the target animal. Again, we assume the worst case founder population of n strings with a single 1 bit each. The final mating that produces the all-ones string is, on average, a mating of two strings with n − 1 ones each (otherwise it takes more than a constant number of matings on average to produce an all-ones string in that last step). There would need to be at least three strings with n − 2 ones to produce these n − 1 ones' strings. Continuing by induction, such greedy strategy would need a total number of strings of
This is asymptotically more (when n ≥ 15) than the 2n log 2 n matings on average required by our algorithm.
Conclusions and extensions
To the best of our knowledge, we have formulated the first combinatorial computational model of the controlled breeding problem, allowing us to design and evaluate breeding strategies in the context of discrete optimization. We have used this model to analyze common mating heuristics for two specific goals of a breeding program: 1) breeding for maximum diversity and 2) breeding a target animal. These two goals are representative of two extreme examples of breeding programs, namely conservation biology and agricultural livestock management. We have proved upper and lower bounds for the average number of matings to achieve these breeding goals. Overall, we have demonstrated the viability and robustness of our mathematical approach to analyzing controlled breeding problems. In formulating our discrete optimization model of the breeding problem, we made many simplifying assumptions. However, most of these are easy to relax: for example, introducing the concept of gender rather than allowing any pair of animals to mate at most doubles the average number of matings for any breeding strategy. Similarly, assuming that each mating can produce up to a fixed number of offspring reduces the number of matings by no more than a constant factor. One non-trivial assumption we made is that only two animals can mate at any step, i.e., that breeding takes place serially rather than in parallel. It would be interesting to investigate various strategies that minimize the number of generations needed to achieve a breeding goal. There are several ways to define a generation in mathematical terms, each one providing a challenging optimization problem. Finally, the assumption of the iid probabilistic distribution model of genes is the most challenging from a biological point of view, since little is known about genetic transfer. As biologists learn more about this area, we can develop more realistic models of controlled breeding.
