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Abstract
The concept of table algebra in the title is a real nonsingular generalized table algebra in the sense of [Z. Arad, E. Fisman, M.
Muzychuk, Generalized table algebras, Israel J. Math. 114 (1999) 29–60]. In this paper we ﬁrst give some deﬁnitions and facts
about table algebras. It is well known that every association scheme gives a Hecke-algebra which is a table algebra too. This leads
to the natural question which properties of association schemes stay valid for table algebras. For instance, we prove the Second
Isomorphism Theorem and the Jordan–Holder’s theorem for standard table algebras.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, a table algebra is a real, nonsingular generalized table algebra in the sense of [1]. Hence we deal with
table algebra as the following:
A table algebra (A,B) is a ﬁnite dimensional algebra A over the real number R, and a distinguished basis B= {b0 =
1A, b1, . . . , bd} for A such that the following properties hold:
(a) The structure constants for B are nonnegative real numbers, that is for a, b ∈ B
ab =
∑
c∈B
abcc for some abc ∈ R+ ∪ {0}.
(b) There is an algebra anti-automorphism(denoted by ∗) of A such that (a∗)∗ = a for all a ∈ A and B∗ = B.
(c) For all a, b ∈ B, ab1 = 0 if b = a∗ and aa∗1 = a∗a1 > 0.
Theorem 3.14 of [1] implies that for any table algebra (A,B), there exists a unique algebra homomorphism |.| :
A → C such that |b| = |b∗|> 0 for all b ∈ B. The values |b|, for all b ∈ B, are called the degrees of (A,B).
A table algebra (A,B) is called standard if for all b ∈ B, |b| = bb∗1; and it is called integral if all its structure
constants abc are nonnegative integers.
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Let T1, . . . , Tk be nonempty subsets of table basis B. Deﬁne
T1T2 · · · Tk =
⋃
1 i k
t i∈Ti
SuppB(t1t2 · · · tk).
Since A is associative and the structure constants of B are nonnegative, the above product is associative, i.e., (ST )U =
S(T U) for any three S, T ,U ⊆ B. If b, c ∈ B and S ⊆ B, we write bS instead of {b}S, bSc instead of {b}S{c} and
{b}{c} = SuppB(bc).
Let b, b1, . . . , bm ∈ B be given and let b1···bmb be the coefﬁcient of b in the decomposition of the product of the
basis elements b1, . . . , bm. Hence we can write
b1 · · · bm =
∑
b∈B
b1···bmbb.
On the other hand,
(b1 · · · bm−1)bm =
∑
c∈B
b1···bm−1ccbm =
∑
b,c∈B
b1···bm−1ccbmbb
which implies that the coefﬁcient of b in b1 · · · bm is equal to∑
c∈B
b1···bm−1ccbmb.
Therefore, we have the following formula:
b1···bmb =
∑
c∈B
b1···bm−1ccbmb.
The following lemma generalizes Propositions 2.2(i), (iii) and 2.3(i) of [1].
Lemma 1. Let m ∈ N,m2 and let b1, . . . , bm, b ∈ B be given. Then
(i) b1···bmb =
∑
e∈B b1ebb2···bme,
(ii) b1···bmb = b∗m···b∗1b∗ ,(iii) ∑b∈Bb1···bmb|b| = |b1| · · · |bm|.
Proof. (i) If m = 2, the proof is given in Proposition 2.2(i) of [1]. Now we may assume that m3. Assuming that the
claim holds for m − 1, we obtain that
b1···bmb =
∑
c∈B
b1···bm−1ccbmb
=
∑
c∈B
(∑
d∈B
b1dcb2···bm−1d
)
cbmb
=
∑
d∈B
b2···bm−1d
∑
c∈B
b1dccbmb
=
∑
d∈B
b2···bm−1d
∑
e∈B
b1ebdbme
=
∑
e∈B
b1eb
∑
d∈B
b2···bm−1ddbme
=
∑
e∈B
b1ebb2···bme
which completes the proof of part (i).
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(ii) If m = 2, proof is given in Proposition 2.2(iii) of [1]. Therefore, we may assume that m3. Assuming that the
claim holds for m − 1, we obtain that
b1···bmb =
∑
c∈B
b1···bm−1ccbmb
=
∑
c∈B
b∗m−1···b∗1c∗b∗mc∗b∗
= b∗m···b∗1b∗ .
(iii) If m= 2, the claim is just a restatement of Proposition 2.3(i) of [1]. Now, suppose that m3. Assuming that the
claim holds for m − 1, we obtain that
∑
b∈B
b1···bmb|b| =
∑
b∈B
(∑
c∈B
b1···bm−1ccbmb
)
|b|
=
∑
c∈B
b1···bm−1c
∑
b∈B
cbmb|b|
=
∑
c∈B
b1···bm−1c|c||bm|
= (|b1| · · · |bm−1|)|bm|
which completes the proof. 
Recall that, for all S, T ⊆ B,
ST = {b ∈ B|stb = 0, for some s ∈ S, t ∈ T }
and clearly if S ⊆ T , then SU ⊆ T U and US ⊆ UT , for each U ⊆ B. For each S ⊆ B, we deﬁne S∗ = {b∗|b ∈ S}. It
is obvious that S∗∗ = S.
Lemma 2. Let S, T ⊆ B be given. Then (ST )∗ = T ∗S∗.
Proof. The proof is straightforward. 
Let m ∈ N,m3, and let S1, . . . , Sm ⊆ B be given. Then S1 · · · Sm can be written recursively by
S1S2 · · · Sm = (S1 · · · Sm−1)Sm.
The following proposition generalizes Lemma 2 in the above.
Proposition 3. Let S1, . . . , Sm ⊆ B be given where m2. Then
(i) if m3, S1 · · · Sm = S1(S2 · · · Sm),
(ii) (S1S2 · · · Sm)∗ = S∗m · · · S∗1 .
Proof. The proof is straightforward. 
The following theorem has already proved for association scheme in [4]. Now we prove it for table algebras.
Theorem 4. Let S1, . . . , Sm ⊆ B be given where m2. Then for each basis element b, the following conditions are
equivalent:
(a) b ∈ S1 · · · Sm;
(b) ∑bi∈Si ,1 im b1···bmb = 0;
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(c) there exists b0 = 1, b1, . . . , bm = b ∈ B such that for each i, 1 im, bi ∈ bi−1Si .
Proof. (a) ⇒ (b) Since b ∈ S1 · · · Sm, there exist bi ∈ Si, 1 im such that b ∈ SuppB(b1 · · · bm) which means that
b1···bmb = 0.
(b) ⇒ (a) is clear.
(a) ⇒ (c) We use induction. If m = 2, then b ∈ S1S2 implies that there exists b1 ∈ S1 such that b ∈ b1S2. Now
let b0 = 1, b2 = b so we get b1 ∈ S1, b2 = b ∈ b1S2. This proves (c) in this case. Now we may assume that m3.
Assuming that the claim holds for m − 1, we obtain that
b ∈ S1 · · · Sm = (S1 · · · Sm−1)Sm
and so there exist t ∈ S1 · · · Sm−1 and s ∈ Sm such that b ∈ ts. From the latter fact and the hypothesis of induction
we can ﬁnd basis elements b0 = 1, b1, . . . , bm−1 = t such that bi ∈ bi−1Si for each 1 im − 1. Therefore, b0 =
1, b1, . . . , bm−1, bm satisfy bi ∈ bi−1Si for each 1 im − 1 and bm = b ∈ SuppB(bm−1s) ⊆ bm−1Sm as desired.
(c) ⇒ (a) Suppose that b0, b1, . . . , bm = b ∈ B such that bi ∈ bi−1Si for each i, 1 im. Now the claim follows
from the following conclusions:
b1 ∈ S1 ⇒ b2 ∈ b1S2 ⊆ S1S2
⇒ b3 ∈ b2S3 ⊆ (S1S2)S3
...
⇒ b = bm ∈ bm−1Sm ⊆ S1 · · · Sm.
This completes the proof of the theorem. 
2. Closed subsets
The concept of closed subset is already given in scheme theory, see [4]. In a table algebra (A,B), a nonempty subset
C ⊆ B is called a closed subset, in the sense of [3], if C∗C ⊆ C. In this section, we investigate some properties of
closed subsets which hold in association schemes.
We denote byC(B) the set of closed subsets ofB. Obviously, {1} ∈ C(B) andB ∈ C(B). Let us give some elementary
facts about closed subsets. Let H ∈ C(B), then for h ∈ H we have 1 ∈ SuppB(h∗h) ⊆ H∗H ⊆ H. Hence 1 ∈ H.
This implies H∗ ⊆ H∗H ⊆ H. From this we conclude that H = H∗∗ ⊆ H∗, whence H = H∗. Now we also have
HH = H∗H ⊆ H. Therefore, HH ⊆ H. Corollary 2.4 of [3] shows that if HH ⊆ H, then H ∈ C(B). Therefore, a
nonempty subset H of B is closed subset if and only if HH ⊆ H.
Let us start with the following lemma that is trivial to verify.
Lemma 5. (i) For each S ⊆ C(B),⋂H∈S H ∈ C(B).
(ii) Let H,K ∈ C(B) be given. Then HK ∈ C(B) if and only if HK = KH.
Proposition 6. Let H,K ∈ C(B) be given. Then the following conditions are equivalent:
(a) H ∩ K = {1};
(b) for each b ∈ HK, there exist uniquely determined elements h ∈ H and k ∈ K such that b ∈ suppB(hk).
Proof. See Lemma 1.3.4 in [4]. 
Let S ⊆ B be given. We deﬁne
〈S〉 =
⋂
S⊆H∈C(B)
H.
By Lemma 5, 〈S〉 is a closed subset of B. This is the smallest closed subset of B which contains S and S will be called
a generating subset of 〈S〉. We set S0 = {1}. Let n ∈ N>0, and let Sn = SS · · · S. Then we have the following easy
observation.
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Proposition 7. Let S ⊆ B be given. Then 〈S〉 =⋃n∈N Sn.
The following result has already been proved for ﬁnite association scheme, see [4], we now state it for standard
integral table algebras.
Proposition 8. Let B be standard integral and let H ⊆ B. If for each h ∈ H , |h|p − 1 for some prime number p,
then for each b ∈ 〈H 〉, we have p|b|.
Proof. The proof is completely the same as in the theory of association schemes, see Theorem 1.4.2 in [4]. 
Corollary 9. Suppose that (A,B) is a standard integral table algebra and H ⊆ B such that 〈H 〉=B. Assume that for
each h ∈ H, |h| = 2. Then for each b ∈ B, |b| is a power of 2.
Let H ∈ C(B)\{B}. Then H is a maximal closed subset of B if for each K ∈ C(B),H ⊆ K implies that K = H or
K = B. By (B) we denote the intersection of all maximal closed subsets of B and is called the Frattini subset of B.
Lemma 5 shows that (B) ∈ C(B).
Proposition 10. (i) Let H ⊆ B be such that 〈(B) ∪ H 〉 = B. Then 〈H 〉 = B.
(ii) Let H ∈ C(B). If H(B) = B, then H = B.
Proof. See Theorem 1.4.4 in [4]. 
Let H,K ⊆ B be given, and assume that K = ∅. The normalizer of K in H is deﬁned as
NH (K) = {b ∈ H |bK = Kb}.
If H ∈ C(B), then clearly we have H ⊆ NB(H).
We next observe the famous Dedekind’s theorem for table algebras. This was done for association schemes in [4].
Lemma 11. Let E,F ⊆ B and let H ∈ C(B) be given such that E ⊆ H, then h ∩ EF = E(H ∩ F), and H ∩ FE =
(H ∩ F)E.
Proof. The proof is the same as Lemma 1.3.5 of [4]. 
Lemma 12. Let B be standard and H ∈ C(B) be given. Then
(i) NB(H)H ⊆ NB(H),
(ii) Let K ⊆ B be such that H ∩ K = ∅. Then NH(K) ⊆ NH(H ∩ K).
Proof. See Lemma 1.7.7 in [4]. 
Let H,K ∈ C(B) such that K ⊆ H. Then K is said to be normal in H if H ⊆ NB(K) and we write it by KH.
Deﬁnition 13. Let H,K ⊆ C(B) be given. Then we set
SH(K) = {h ∈ H|h∗Kh ⊆ K}.
Clearly, for each H ∈ C(B) we have H ⊆ SB(H).
From Corollary 2.7 of [3], SB(H) ∈ C(B) for each H ⊆ B, and also b ∈ SB(H) if and only if b∗Hb=H . Moreover,
it is easy to see that if H ∈ C(B) then SB(H) ⊆ NB(H).
3. Quotient table algebras
We need to recall some deﬁnitions and notations which appear in [1,3].
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Let (A,B) be a standard table algebra with standard basis B and let C ∈ C(B). Proposition 4.7 of [1] says that
{CbC|b ∈ B} is a partition of B. A subset CbC is called a double coset with respect to a closed subset C. If H is a
nonempty subset of B, we write H+ for the following sum,
∑
b∈H b ∈ A.
Let
b/C := o(C)−1(CbC)+ = o(C)−1
∑
x∈CbC
x,
where
o(C) :=
∑
b∈C
|b|
bb∗1
.
Proposition 14 ([1, Theorem 4.9]). Let (A,B) be a standard table algebra and let H be a closed subset of B. Suppose
that b0 = 1, b1, . . . , bk be a complete set of representatives of H-double cosets. Then the vector space spanned by
the elements bi/H, 1 ik is standard table algebra (which is denoted by A/H) with a distinguished basis B/H =
{bi/H|1 ik}. The structure constants of this algebra are given by the following formula:
bi/H,bj /H,bk/H = o(H)−1
∑
r∈HbiH
s∈HbjH
rst ,
where t ∈ HbkH is an arbitrary element.
Now we are ready to prove our ﬁrst result in connection with quotient table algebras.
Proposition 15. Let H,K ∈ C(B). If K ⊆ H, then
SB/K(H/K) = SB(H)/K.
Proof. This is the same proof as Theorem 2.2.4 in [4]. 
Lemma 16. Let H1, . . . , Hn ⊆ B be given. Then for each b ∈ B, and for each C ∈ C(B) with C ⊆ Hi, 1 in we
have
b/C ∈ H1/C · · ·Hn/C ⇔ b ∈ (CH1C) · · · (CHnC).
Proof. Straightforward. 
Deﬁnition 17. A closed subset C of B is called cyclic if there exists a table basis b such that C = 〈b〉.
Theorem 18. Let H,K,L ∈ C(B) be such that L ⊆ K ⊆ H. Then
(i) K/LH/L if and only if for each h ∈ H,KhL = LhK.
(ii) Assume that LH. Then K/LH/L if and only if KH.
Proof. The proof is the same as the proof of Theorem 2.1.2 in [1]. 
Proposition 19. Let H ∈ C(B) and K ⊆ B such that H ⊆ K . Then 〈K/H〉 = 〈K〉/H.
Proof. See Theorem 1.6.4 in [1]. 
Corollary 20. Let H ⊆ C(B) and K ⊆ B be such that H ⊆ K . Then 〈K/H〉 = B/H implies that 〈K〉 = B.
Proof. By Proposition 19 we have 〈K/H〉 = 〈K〉/H. Combining this with the hypothesis 〈K/H〉 = B/H we obtain
the conclusion. 
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Lemma 21. Suppose that HB and B/H is cyclic. Then there exists a basis element b such that B = H〈b〉.
Proof. Since B/H is cyclic there is a basis element b/H such that B/H=〈b/H〉. Let c/H ∈ B/H be given. Then there
is m ∈ N such that c/H ∈ (b/H)m and so c/H ∈ SuppB/H((b/H) · · · (b/H)) implies that
HcH ⊆ (HcH) · · · (HcH) = Hbm ⊆ H〈b〉 ⇒ c ∈ H〈b〉.
Therefore, c/H ∈ H〈b〉/H and so B/H ⊆ H〈b〉/H as desired. 
We next give a necessary and sufﬁcient condition for a quotient table algebra be cyclic.
Theorem 22. Let {Bi}ni=0 be a set of closed subsets of B such that B0 ={1},Bn =B and Bi−1Bi for each i, 1 in.
If Bi/Bi−1 is cyclic for each i, then there exist basis elements b1, . . . , bi such that Bi = 〈b1, . . . , bi〉. Conversely, if
H = 〈b1, . . . , bn〉 and K = 〈b1, . . . , bn−1〉 then H/K = 〈bn/K〉 is cyclic.
Proof. Since B1/B0 = B1 is cyclic, there exists b1 ∈ B such that B1 = 〈b1〉. By hypothesis, B2/B1 = 〈b2/B − 1〉, for
some b2 ∈ B. Now Lemma 21 shows that B2 =B1〈b2〉=〈b1〉〈b2〉=〈b1, b2〉. Hence, B2 =〈b1, b2〉 for some b1, b2 ∈ B.
Now suppose that Bm−1 = 〈b1, . . . , bm−1〉 ⊆ Bm such that Bm/Bm−1 = 〈bm/Bm〉 is cyclic. By Lemma 21 and the
method in the above, we can easily prove that Bm = 〈b1, . . . , bm〉 as desired.
For the converse direction, since H/K is a closed subset which contains bn/K, by the deﬁnition of a generating
subset we get 〈bn/K〉 ⊆ H/K. For the reverse inclusion, let x/K ∈ H/K. Hence x ∈ H and so there is a subset
{y1, . . . , yt } ⊆ {b1, . . . , bn} such that x ∈ SuppB(y1 · · · yt ). Therefore,
x ∈ KxK ⊆ Ky1 · · · ytK
⊆ (Ky1K) · · · (KytK)
= (KbnK) · · · (KbnK)︸ ︷︷ ︸
s-times
,
where s t . Therefore,
x/K ∈
⋃
k∈N
SuppB/K((bn/K)k) ⊆ 〈bn/K〉. 
We are ready to prove our main theorem. We start with the generalization of the Second Isomorphism Theorem for
noncommutative table algebras. This was done for commutative case, see [2].
First we need to recall the concept of table algebra isomorphism. Let (A,B) and (U,V) are two table algebras.
Following [1] we say that a homomorphism  ∈ HomR(A,U) is a table algebra homomorphism, if
(i) (b∗) = (b)∗, b ∈ B;
(ii)  is a homomorphism of R-algebras;
(iii) for each b ∈ B there exist v ∈ V and rb ∈ R such that rb > 0 and (b) = rbv.
If  is bijection, then we say that (A,B) and (U,V) are table algebra isomorphic and we denote it by (A,B)  (U,V).
Theorem 23. Let H,K ∈ C(B) be given such that H ⊆ NB(K). Then
(i) KHK;
(ii) H ∩ KH;
(iii) 〈HK/K〉  〈H/H ∩ K〉.
Proof. Lemma 12 and the deﬁnition of normal closed subset follow (i) and (ii).
(iii) Let b/K ∈ HK/K. Then there exist h ∈ H, k ∈ K such that b ∈ SuppB(hk) and that
b/K = o(K)−1
∑
x∈KbK
x = o(K)−1
∑
x∈Kh
x
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because KbK = Kb = Kh. Therefore, b/K = h/K. Now we deﬁne a map as the following:
 : HK/K → H/H ∩ K
by (b/K) = h/H ∩ K. We ﬁrst show that  is a well-deﬁne. Let b/K be such that b ∈ SuppB(hk) ∩ SuppB(h′k′) for
some h, h′ ∈ H and k, k′ ∈ K. Combining this with the equality (H ∩ K)h = h(H ∩ K) we see that Kh′ = Kb = Kh.
Therefore, Lemma 11 yields (H∩K)h(H∩K)=H∩Kh=H∩Kh′ = (H∩K)h′(H∩K) and so h/H∩K=h′/H∩K.
 is one-to one: suppose that (b/K) = (c/K). So h/H ∩ K = h′/H ∩ K for some h, h′ ∈ H which implies
H ∩ Kh = H ∩ Kh′. But this follows that Kh ∩ Kh′ = ∅. Now from Proposition 4.7 of [1] we obtain Kh = Kh′.
Therefore, we have b/K = c/K. Clearly  is onto: because suppose that h/H ∩ K ∈ H/H ∩ K. Then h/K ∈ HK/K
and (h/K) = h/H ∩ K.
The above argument shows that there exists a subset {h1 = 1, h2, . . . , hk} of H such that
HK/K = {hi/K|1 i t} and H/H ∩ K = {hi/H ∩ K|1 i t}.
Since K and H ∩ K are closed subsets, Proposition 4.8 in [1] shows that K+hi =i (Khi)+ and (H ∩ K)+hi =i (H ∩
Khi)+ for some suitable i , i ∈ R∗. These equalities along with the following equalities:
K+hi = (H ∩ K)+hi + (K\H)+hi and (Khi)+ = (Khi ∩ H)+ + (Khi\H)+
imply that
i (Khi ∩ H)+ + i (Khi\H)+ = i (H ∩ Khi)+ + (K\H)+hi .
Therefore, i = i and so
K+hi = i (Khi)+ and (H ∩ K)+hi = i (H ∩ Khi)+. (1)
Similarity, we see that for each i ∈ {1, 2, . . . , t} there exists a nonzero real number i such that
hiK+ = i (hiK)+ and hi(H ∩ K)+ = i (H ∩ Khi)+. (2)
Now the following equalities can be easily seen by the above arguments:
(K+hi)(K+hj ) = K+(hiK+)hj = iK+(Khi)+hj
= i−1i K+K+hihj
= i−1i |K+|K+hihj (3)
the last statement because of the equality (K+)2 = |K+|K+. The same argument shows that
(H ∩ K)+hi(H ∩ K)+hj = (H ∩ K)+(hi(H ∩ K)+)hj
= i (H ∩ K)+(H ∩ Khi)+hj
= i−1i (H ∩ K)+(H ∩ K)+hihj
= i−1i |(H ∩ K)+|(H ∩ K)+hihj . (4)
So far we showed that the above map  which sends hi/K to hi/H ∩ K is a linear transformation from 〈HK/K〉 to
〈H/H ∩ K〉. Now we prove that  is an algebra homomorphism.
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To do this, ﬁrst we note that since hi/K = |K+|−1(Khi)+ and hi/H ∩ K = |(H ∩ K)+|−1(H ∩ Khi)+, we have
(hi/Khj/K) = (|K+|2(Khi)+(Khj )+)
=(−1i −1j |K+|−2(K+hi)(K+hj )) by (1)
=(−2i −1j i |K+|−1K+hihj ) by (3)
=
⎛
⎝−2i −1j i |K+|−1 ∑
bt∈Supp(hihj )
ij tK+ht
⎞
⎠
=
⎛
⎝−2i −1j i |K+|−1 ∑
ht∈Supp(hihj )
tij t (Kht )+
⎞
⎠ by (1)
= −2i −1j i
∑
bt∈Supp(hihj )
tij t(|K+|−1(Kht )+)
= −2i −1j i
∑
bt∈Supp(hihj )
tij t |(H ∩ K)+|−1(H ∩ Khi)+
the last statement holds because of the deﬁnition of . Similarly, using (2) and (4) we can see the following equalities:
(hi/H ∩ K)(hj /H ∩ K) = (|(H ∩ K)+|−1(H ∩ Khi)+)(|(H ∩ K)+|−1(H ∩ Khi)+)
= −1i −1j |(H ∩ K)+|−2((H ∩ K)+hi)((H ∩ K)+hj )
= i−2i −1j |(H ∩ K)+|−1(H ∩ K)+hihj
= i−2i −1j |(H ∩ K)+|−1
∑
ht∈Supp(hihj )
ij t (H ∩ K)+ht
= i−2i −1j |(H ∩ K)+|−1
∑
ht∈Supp(hihj )
tij t (H ∩ Kht )+.
Hence (hi/Khj/K) = (hi/K)(hj /K) that means  is a homomorphism of R-algebras. Finally we have
((hiK)∗) = (h∗i /K) = h∗i /H ∩ K = (hi/H ∩ K)∗ = ((hi/K))∗.
Thus  is a table algebra isomorphism and the proof of the theorem is complete. 
We generalize to noncommutative table algebras the famous theorem of H. Zassenhous. This theorem has already
done for association schemes, see [4].
Theorem 24. Let (A,B) be a standard table algebra and H,K,H′,K′ ∈ C(B). Assume that HH′,KK′. Then the
following holds:
(i) H′ ∩ HKH′ ∩ HK′;
(ii) 〈H′ ∩ HK′/H′ ∩ HK〉  〈H′ ∩ K′/H′ ∩ K′ ∩ HK〉.
Proof. The proof is an immediate consequence from Lemma 12(ii) and Theorem 23(i), (iii). 
In the sense of [2], a table algebra (A,B) is called simple if and only if B has no normal closed subset other than
itself and {1A}.
By ﬁnite-dimensionality and Theorem 18 and Proposition 2.13 in [3], any table algebra,say (A,B), has a chain of
normal closed subsets ofB, sayB0={1A}B1 · · ·Br =B such thatBi/Bi−1 is simple for 1 ir . Such a sequence
is called a composition series and the table bases Bi/Bi−1 are called composition factors.
Finally, we can generalize the Jordan–Holder’s theorem for table algebras. This theoremwas proved for commutative
case, see [2].
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Theorem 25. Let (A,B) be a standard table algebra, and letB0 ={1A}B1 · · ·Br =B andD0 ={1A}D1 · · ·
Ds = B be any two composition series. Then r = s, and there exists a permutation  of {0, 1, . . . , r − 1} such that
〈Bi/Bi−1〉  〈Di/Di−1〉 for 1 ir .
Proof. Since we have proved the Second Isomorphism Theorem for standard table algebras, by using Theorem 23 the
proof is similar to the proof of Theorem 5 in [2] and so we avoid to repeat it here. 
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