Abstruct-Electric field meters (EFM
I. INTRODUCTION
1OBLEM of central concern in electromagnetic compatibility/interference (EMC/EMI) is that of complex (multiple source and/or frequency) environments-how to characterize them, what to measure or calculate, how to do so, etc. One of the first questions which arises in dealing with complex environments is the response of a probe such as an electric field meter (EFM) in such a situation. EFMs are typically calibrated using single-frequency, single-source standard fields, and their response to multiple sources and frequencies can be different. This introduces new potential sources of error which bear scrutiny. This paper investigates these multiple-source and frequency (MSF) errors for a common probe configuration consisting of electrically short dipole antennas with diode loads, connected to the metering unit by an R F filter transmission line. The particular features responsible for the errors will be identified, in order to extract problems which are relevant to other types of meters as well. The errors themselves can be divided into two classes. There are errors in the average and/or peak electric field actually read by the meter when the field being measured does not have a simple sinusoidal time dependence. In addition, there are what could be called errors of inference. These are user, rather than meter, errors. Although EF"s measure electric fields only, they are sometimes used as hazard meters or energy-density meters (EDMs). In such applications, one assumes that the magnetic field energy density is equal to the measured electric field energy density, as is the case for a monochromatic plane wave. For other field configurations this equality does not hold, and the inferred electromagnetic (EM) energy density is incorrect.
The present investigation addresses both types of errors, and determines typical and extreme magnitudes in each case. Section I1 reviews characteristics of the EFM's we consider, and gives the relationship between the electric field at the probe position and the signal which reaches the metering unit. In Section 111, the errors in the meter's peak and average readings are considered, after which the energy-density (inference) errors are treated in Section IV. Section V presents a summary and conclusions. 
EFM CHARACTERISTICS

A. General Features
EFM's, including the type we are considering, have recently been reviewed by Bassen and Smith [l] . For the sake of concreteness, we shall refer to the National Bureau of Standards (NBS) EFM-5 probe [2] for particular parameters, but the qualitative results will apply to any meters sharing the same general design. It is convenient to discuss the meter in terms of three separate constituents-the sensor, the transmission line, and the electronics box. The sensor consists of three orthogonal electrically short dipole antennas, each shunted with a beam-lead Schottky diode. The transmission line begins within the handle of the sensor and is a distributed resistance-capacitance (RC) filter made of carbonimpregnated plastic. There are three independent lines within the cable joining sensor to electronics, one for each of the dipole antennas. The transmission line was designed to be transparent to R F in order to avoid perturbing the field to be measured. This design also prevents transmission of RF signals from the sensor to the electronics box, however.
Details of the electronics themselves need not concern us, since their response is not affected by MSF environments. The electronic circuitry will be assumed to operate as it was designed and calibrated to operate. By this is meant that, for a given set of signals from the transmission lines ( z & u{> UZ,), it first produces a set of three voltages, each of which is proportional to the square of the magnitude of the pure sinusoid which would produce t.hat signal (E:(meter), E;(meter), E:(meter)). These are then added and the peak or average value found. One could also monitor just one of the antennas, but that possibility is not relevant to the present study.
In the particular case of the NBS EFM-5, the meter can read electric field magnitudes from 1 V/m t o lo3 V/m. It is sensitive to frequencies between 0.1 MHz and 4 GHz, and has a flat response (+1 dB) from 0.3 to 900 MHz. It is calibrated (using single-frequency plane waves) to within 0.5 dB from 0.1 MHz to 4 GHz. Averaging can be done over time intervals ranging from 0.1 s to 5.0 s.
B. Signal Detected from Diode Load
To determine the signal from the transmission line for a given incident electric field, we refer to the equivalent circuit of Fig.1 , which represents the antenna plus diode plus transmission line for one of the three antennas. The filter line is represented only by a black box which is assumed to transmit dc, fdter RF, and have little effect on the effective load of the antenna. For the frequencies we shall consider (dc and f 2 1 MHz), these are safe assumptions. In Fig. 1 we have neglected the small antenna resistance; the stray gap capacitance of the antenna, the diode capacitance, and the input capacitance of the filter line from the U.S. Government work not protected by U.S. copyright. the only difference being that n has a finite range for the multiple source case. In principle: the case of nonperiodic incident fields can also be included by changing the summation into an integration in (2) , but that would require the extension of a number of the techniques and approximations used in this paper.
To determine uo(t) for a given ui(t), we first calculate ud(t), the voltage across the diode. The antenna with diode load ( The output voltage u, is just that portion of the voltage across for the diode, where id is the current through Rd, he obtained the diode which survives the filter line. The cutoff frequency for for the voltage across the diode the EFM-5 filter line is about 10 kHz. Consequently, assuming all frequencies (except a possible dc component) in the incident field are above about 1 MHz, as they must be for ap 1 , then the signal reaching the electronics unit is given by
Note that ud(t) depends on ui(t), which is the input voltage minus its dc component. Since (cYZJ' is a resistance parameter of the diode, Q -~ is an effective time constant of the antennadiode combination. The diode characteristics I, and CY are taken to be 2 X l o p 9 A and 38 V -l , respectively, yielding 1
In the limit of very large or very small incident fields, the ex- Thus, the signal reaching the meter is directly proportional to the average of (Ei -(Ei))*, and completely insensitive to the peak value. (See the Appendix for a caveat, however.) For large (bi7i)max the opposite is true, and the analysis is slightly less obviousL Calling x. the point at which Ci(xp) is a maximum, and letting Vi E Ci(xo) and 6. E V g i ( x p ) , one can write -Since ui < 1 and bVi is very large, the integrand is negligible, except near ui s 1, x 1 x o . Assuming for simplicity that vi attains its maximum only once during a period, we expand ui about x. and obtain since .;(xo) < 0, assuming the second derivative does not vanish at xo. Using (1 1) in (8) results in where vf is the peak value of Ci(t). Consequently, for large incident fields uo is directly proportional to the peak field (minus the dc component), and insensitive to the average. These results are consistent with those of Kanda [3] , who for ui = Vi sin w t obtained linear (quadratic) dependence of (ud(t)) on Vi for large (small) bVi. (Because only single sinusoids were considered, there was no distinction between ( u f ) and V?/2.)
The origin of multiple source and frequency errors is now apparent. Since it was calibrated using a single sinusoid, the meter responds to the signal of (8) by finding the magnitude of the sinusoid which would result in uo(t). It implicitly solves for V , and reads upeak(meter) = V: ( u~)~~~~~ = V 2 / 2 . Since for a general waveform the peak voltage squared will not necessarily be twice the average voltage squared, the meter cannot in general be correct on both peak and average readings. Since u,,(t) is constant, the meter receives only one piece o f information, which is insufficient to determine two independent quantities. From the limiting forms of ( 9 ) and (12), we see that only the average reading need be correct for small fields, and only the peak reading for large fields (both assuming Ci = vi). For intermediate-magnitude incident fields, neither peak nor average readings need be correct.
The simplicity o f the relation behveen upeak(meter) and ( uz )m eter given above does not imply that the averaging circuitry serves no purpose. The purpose has just been obviated by the assumption that p l / a . If the frequency is less than about 100 kHz, uo(t) will be time dependent, and the averaging will be done. This is even true if all Fourier components are RF but the period is audio, as in the case of AM radio. In that case, the ci term in (6) is still fdtered out, but the logarithm contains some audio-frequency time dependence which is transmitted to uo. This time dependence is physically explained by studying the time-domain waveform of detected sinusoids [3] . The MSF averaging errors considered in the following section are not errors in this audio average. Rather, they are disc5epancies between the meter reading and the true average of E? for incident fields with period of about s or less.
ACTUAL MSF METER ERRORS
A. General
There are obviously any number of possible MSF environments, and the exact error of an EFM will depend on exactly what the environment is. Given a specific environment, the error can be calculated, but we cannot begin to calculate the error for all possible MSF situations. What will be done is to calculate the errors for a number of particular examples: some representative cases in order to see what are typical errors, and some extreme cases in order to determine how large the errors can be, at worst. We shall first consider nonsinusoidal+waveforms along only one axis, then briefly treat the case when Ei is not parallel to one of the dipole antennas, and finally we shall consider random distributions of sinusoidal sources.
The quantity we shall consider is A E 10 log10 (~~e t e r /~~~u e ) ,
the dB error in the field intensity measurement. There are two such A, Apeak and Aavg. For a meter in which both peak and average readings derive from the same single piece of information, as for the EFM for small ap, Apk and ,aavg are related. Let p be the average-to-peak ratio, p = \6f)/V:, for the incident waveform. As discussed above, following (13): for a+constant uo(t) the meter is calibrated such that 
whence it follows that
for a waveform characterized by p. For a given waveform, therefore, we need consider either Aavg or Apk, and the other can be obtained from (16).
B. Specific Waveform (One Axis)
As a matter of notation, the normalization of ui(t) will be chosen so that the maximum of ui(t) is Vi. We first consider the sum of two equal-magnitude sinusoids, U j ( t ) = 1. V,(cos w t + cos 2 ut).
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(17) The average-to-peak ratio is p = 0.25. Recalling the discussion following (13), and noting that Gi(t) = ui(t) for Fig. 2 . The result is frequency-independent, and does indeed approach the limiting values obtained above. For Apk one merely subtracts 3.01 dB from Aavg. The value of Aavg z 3 dB for large incident fields agrees with the one relevant measurement [4] ~ assuming it was made for large fields.
The line of reasoning above also applies to N equal-magnitude incident sinusoids. For large Vi, Apk still approaches zero; but since p = 1 / ( 2 N ) now Aavg z 10 log, N for large Vi. Similarly, for small Vi, Aavg z 0 , but Apk Z -10 log, N. This extreme case demonstrates that in principle the errors can be as large as a malicious fate wishes, although in practice the response of the meter would seem to prevent them from exceeding about 12 to 15 dB. (This is due to the finite frequency range, R f , and frequency discrimination, 6 f, which effectively limit N to less than
The next waveform studied is a square wave with no dc component, ui(t) = f Vi. Although our earlier derivation of the large-Vj behavior of uo fails in this case (u"(xo) = 0 , x . n o t unique), it happens that (12) holds nevertheless, as can be verified by explicit evaluation of the integral in (8). Consequently, since p = 1,
for large Vi, and We next consider a pulsed incident field. If the period isp and the pulse is characterized by a width 6 , then p is given by p = $/p, where 7) is of order one, and depends on the detailed shape of the pulse and on the precise definition of 6. For example, for a square pulse 77 = 1 , whereas 7) = m 2 for a Gaussian with 6 de- When Vi is small the situation is a bit delicate, involving the relative sizes of different small quantities (ap and (b2 u? >). This is discussed in the Appendix. Fig. 4 shows Aavg as a function of incident field strength for square pulses with different ratios of width to period. The results agree with the asymptotic expectations of (21) and the Appendix. To obtain Apk, one subtracts 10 dB, 7 dB, and 4 dB, respectively, from Aavg for 6/p = 0.05, 0.1, and 0.2. This constitutes another example of possible large errors in peak or average readings, Thus far, all examples in this subsection have assumed that the incident electric field is oriented along one of the three dipole antennas. Because the response depends nonlinearly on the magnitude of the electric field, for nonsinusoidal waveforms the meter reading and error will vary for different directions of the incident field. The size of the effect can be estimated using a square wave with Ei = 100 V/m. If it is parallel to one of the dipoles, the meter reads 80.3 V/m, whereas if it has components E i / G along each of the three axes, the meter will read 6 X 48.9 V/m = 84.7 V/m. This represents an angular anisotropy in E 2 of about 0.5 dB, which indicates that 1) the additional angular anisotropy for MSF environments is not appreciable, and 2) the errors obtained above for one axis are representative of the full three-axis case.
C. Multiple Plane Waves (Three Axes)
In principle, the multiple-source environment is just a special case of the nonsinusoidal waveform case for an EFM with short dipoles. To know what waveform and t o determine the error in IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. AP-33, NO.
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the electric-field measurement, we need to be more specific about the "multiple source environment." We have already shown that with N sources the error can be as large as 10 loglo N, but that is for the very special case of all N incident waves having equal magnitudes and phases, and all being parallel. In general, Aavg and a P k are functions of the relative magnitudes, directions, and phases of the incident fields; we need to address more realistic configurations in order to determine typical errors in a MSF environment.
Since there is no single multiple-source configuration of overriding interest or importance, we shall generate a large number of random configurations and consider the properties of Aavg for this ensemble. The procedure is as follows. For a given number of monochromatic plane-wave sources N , for each of the N plane waves we generate a random magnitu$e (Ei), phase (QJ, frequency (mi), direction of propagation (ki), and polarization (ii). ap be small, and to give a definite range to the integration over one period, a minimum frequency (1 MHz) is chosen, and other frequencies are taken to be (random) integer multiples of it (up to 100 MHz). The direction of propagation (ij) is not really necessary, but it is a useful auxiliary if the sources are to be confined to a plane, an option we shall consider. Each plane wave is assumed to be linearly polarized, so thst the unit vector si is real.
Having generated N electric fields Ei(t), the total electric field at the meter is formed, In Fig. 5(b) the maximum and minimum values of 4avg are given as functions of the number of sources, again using 100 configurations for each Nsource. Unlike the mean and standard deviation, the maxima and minima d o depend on the size of the ensemble. Using 1000 configurations increases the maxima only slightly, but the minima decrease by many (-5) decibels. Observing also that the maxima fail to reach the theoretical upper limit in Fig.  5(b) , we conclude that 1) the extreme values of the ensemble generated do not approximate the largest and smallest possible values, and 2) the true extreme values require very fine tuning of parameters, which is highly improbable if configurations are generated randomly.
The special case of all the sources constrained t o lie in a plane is of obvious practical interest, and we have obtained results for. it as well. The results for the mean and standard deviation of 4avg for an ensemble of 100 configurations is shown in Fig. 6 . Comparison t o Fig. 5(a) reveals that they are virtually identical to the full three-dimensional case! This is not as surprising as it may at first seem, because even if all the ii lie in a plane, the Gi and therefore the electric-field directions are distributed in three directions.
We have also obtained results for the case in which all N plane waves have equal magnitude and phase, but random direction and polarization. The standard deviation is somewhat larger (about 1.3-1.5 dB), but generally the results are much like the random magnitude and phase case.
W . TOTAL VERSUS ELECTRIC ENERGY DENSITY
A. General Considerations
Probes which only measure either the electric or the magnetic field cannot measure the true total electromagnetic field energy density. That requires simultaneous measurement of both electric and magnetic fields, as can be done for example with a probe developed recently for near-field measurements [SI. In order to infer a total energy density from a measurement of either the electric or magnetic field intensity, some relationship between electric and magnetic energy densities must be assumed.
The assumption usually made is that the two are equal, as is true for a single plane wave. This section will consider the errors involved in that assumption.
Begin by defining L (23) It is clear that this "error" is a property of the environment and not of the meter used. (Note that (16) is not applicable.) It is the decibel error made by assuming that ut,* = 2uE. Because u H 2 0, A(E/H) cannot be greater than 3.01 dB. Unfortunately, there is no corresponding lower bound, and so I A(E/H) I can be as large as one wants-or fears. An obvious example is in the near field of an antenna, where one can find ik12/lz12 + 00. The pitfalls of using an EFM as an indicator of the total energy density in an antenna's near field are well known t o anyone likely t o be using an EFM, and need no further treatment here. The question we address is the size of A(E/H) when there are a number of plane waves present, i.e., multiple sources, but in the far field of each. The results for such situations are less obvious and less well known.
B. Multiple Plane Waves
The N,,,,,, = 2 case will be done explicitly in order to demonstrate the general features and method. The two plane waves are described by
It is not too difficult to see that the extreme values of A occur for I E , I 2 I E, I. The maximum (3.0 dB) occurs whe? E , -e2 -k l * k2 = 1, and the minimum (-1.8 dB) when k , -E12 = k, -i1 = 1 and il 2, = 0. Further information is best extracted numerically. Fig. 7 graphs the maximum and average (over incident angles and polarization) values of Apk as functions of the ratio I E2/E, I. Although the maximum value climbs above 2 dB quite quickly, the average never exceeds 0.8 dB.
In calculating Aavg(E/H)$ the cross terms in 12 l2 and l r f 1 2 average to zero for w1 # w 2 , ) for a given set of Ei, Qi, Ci, ki.
The situation is similar to that in Section 111-C: given a specific configuration of incident plane waves, Aavg and Apk can be computed. Since there is no special reason to consider any single particular case, however, we again resort to generating many random configurations and investigating the properties of the ensemble. For AaV,(E/H) we are interested only in cases in which some frequencies are equal. In principle, there could be more than one common frequency; there could be a number of common frequencies ai with nj sources having frequency ai. The computer program written for Aavg allows this possibility, but only the results for all N sources having the same frequency will be presented here. All other cases yield smaller values of Aavg. The random configurations are generated essentially as in Section 111-C, but with the frequencies constrained t o all be equal, The actual value of the frequency is irrelevant. The maximum Ei is also irrelevant, It is set equal to one, and the remaining Ei are chosen randomly between zero and one. Fig. 8 was obtained from an ensemble of lo3 random configurations. It displays the mean, standard deviation, and maximum value of Aavg(E/H) as functions of the number of sources. The minimum value is around -10 dB to -12 dB for all N > 1. The results require little comment. The maximum value for each N is close to the theoretical limit of 3.0 dB. "Typical" values are -2 dB to 4-2 dB. Bear in mind, however, that this is for the rather unusual situation of N sources, all with the same frequency. The results shown are for a two-dimensional distribution of the sources. As above, the results for a three-dimensional distribution do not differ significantly. The computation of Apk(E/H) is more time-consuming because it requires that, for a given configuration4 one must+step through time searching for the peak values of I E l2 and (I E l2 + p/ cl l e 181' ). Fig. 9 shows results obtained using 100 configurations. The frequencies ranged from 1 MHz to 1 GHz, with a uniform distribution of the logarithm of the frequency in order to populate each decade equally. Again, the three-dimensional results are similar to the two-dimensional results shown. The striking thing about Fig. 9 is how small Apk tends to be. The mean hovers around -0.3 dB with a standard deviation of 0.7 dB or less. Even the extreme values are rather modest-about 1 dB for a maximum, and about -3 dB for a minimum.
Increasing the number of configurations in the ensemble to 1000 can change extreme values by around 0.5 dB, but has no significant effect on the mean or standard deviation. If the Ei are all set equal, the results remain much the same, but if the frequencies are all set equal, the standard deviation increases to around 2 dB.
V. SUMMARY A. EFIW Errors
The errors of an EFM in MSF environments were studied.
The analysis concentrated on new errors peculiar to complex environments and not previously analyzed. It also was restricted almost exclusively to periodic fields with periods of about s or less, much shorter than the time scale s) set by the filter line and diode load.
The MSF errors can be traced back to two basic problems.
The filter line only transmits a dc signal (for the RF periods considered). From this one piece of information, it is impossible to determine two independent quantities, E p k and (E2). The second problem is that the signal which is transmitted to the meter corresponds to the average field squared for small incident fields only, to the peak field for large incident fields only, and to neither for intermediate field strengths. In principle the parameter b could be modified so that bVi was small (or large) over the entire range of the meter. One could then determine (E:) (or E p k ) accurately over the full range, but the filter line would still allow determination of only one of the two. To measure both peak and average would require transmission of more information (while still not perturbing the environment), or the use of two sensors (e.g., one with large b, one with small b).
We have noted that the two situations of multiple single-frequency sources and a single multiple-frequency source (and mu:-tiple multiple-frequency sources) are essentially the same for EFM errors. As for the size of the errors, it depends on the specific case. We typically found them to be a few (5 4) decibels, although for narrow pulses or particular configurations of very many sources they can be much larger.
B. Total Energy Density
The difference between the total electromagnetic energy density at a point and twice the electric-field energy density at that point was also studied for multiple incident plane waves. When no two incident frequencies are equal, there is no difference in the average energy densities.
The difference in peak energy densities tends to be between plus and minus one decibel, with extreme values of -3 dB and f 2 dB (for the random configurations generated). If the frequencies of some of the plane waves are equal, the differences increase. In the extreme case of all frequencies equal, errors in both the average and peak energy densities are typically between plus and minus 2 dB, with the extreme values being -1 5 dB and $3 dB.
APPENDIX
We wish to obtain the form of uo for a periodic square pulse of mall period, small magnitude, and small width-to-period ratio, S/p. The complicating feature is the presence of more than one small quantity, which requires attention to their relative sizes-or, mathematically, to the order in which limits are taken. Equation (9) was obtained by first taking ap + 0, and then bVj + 0. It therefore is valid for ap < bVi Q 1. For a futed small period, as bVi is taken to zero, at some point the nonzero ~p corrections become important. To estimate where this occurs, consider the first line of (8), which can be written For small ~p , bVi, this becomes 0 This reduces to (9) provided ap for a square pulse with p = 10-ap = b2 ( $ ) for E j S 5.5 V/m.
+ l a d 2
Putting in = 0.1, one numbers, finds that
To translate this into expectations for Aalrg, we note that when (9) holds the meter reads For a square pulse this leads to Aavg = 10 loglo (1 -6/p) 4.34 (-6/p).
( 3 2) If, however, ap is comparable to or greater than bZ ( 5') in (30) then (for S/p small) and so
This leads one to expect that, for small incident fields, Aavg for a periodic square pulse will first approach -4.34 6 / p , and then switch over to the behavior of (34) around Ei 2 5 V/m. A similar effect would occur for other waveforms, for comparable (u:). However, in Figs. 2 and 3 we discretely refrained from extending the plot into the sensitive region.
A cautionary note is that (29) does not include all nonzero ap effects. It should provide a good indication of when these effects become significant: but the actual values of Aavg for Ej 2 5 V/m in Fig. 4 may not be too reliable.
