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Abstract 
This investigation is aimed to study conditions for systems composed by doubly indexed 
partial difference equations, which are commonly called 2-d (or 2 dimensional) systems in 
practical fields, to have asymptotically stable solutions. Assumption of the Lagrange candidate 
solutions to partial difference equations as well as application of the Jordan canonical trans-
formation on the system described in matrix form are the frameworks adopted here to accom-
plish this purpose. As a result, not only conditions for the existence of asymptotically stable 
Lagrange solutions, but also the computation procedure of analytic solutions, when they exist, 
are established. Finally, an example is presented to show how to use the formalism to handle 
numerically the problem. 
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1 INTRODUCTION 
Systems of partial difference equations play an important role in a broad range of fields 
spanning from engineering to theoretical fields; and the currently intense interest on this re-
search topic was triggered over a half century ago now with the pioneering works on the 
network of electrical circuits in the 1960s [1, 2], which pointed out to the potential use of 
partial difference equations as a framework to model relatively large and complex physical 
systems and hinted at then emerging digital computers to solving numerically these equations. 
From the practical point of view, the formalization of the problems has paralleled the control 
system description of the control engineering in the sense that the representation of the sys-
tems has been both in the state-space [3, 4] as well as transfer function formalisms [5, 6]. 
In fact, a great deal of research concerning with the stability and control system design 
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has been carried out on the grounds of these approaches. Bearing on the control theory, the 
stability analysis of 2-d systems has been dealt basically within the scopes of z -transforms [7, 
8, 9], robust control design theory [10], and energy method [11]. The former has shown to be 
suitable mainly for handling systems with single input and single output sys tems whereas the 
robust control has concerned primarily with the design of stable feedback control systems. In 
addition, the later has relied heavily on the state-space system description, and has in recent 
years developed into techniques based on linear matrix inequalities [12, 13, 14], which provide 
powerful and useful computational tools based on the mathematical optimization theory. It is 
worth noting that a solution, when it exists, comes out algorithmically from the computer so 
that the relationships between the mathematical structure of the systems and stability is not 
readily figured out. 
On the other hand, studies from standpoints other than focusing specifically on the engi-
neering control theory have also evolved from and on a variety of branches o f mathematics. 
Nevertheless the mainstream spreads upon algebraic geometry [15], operator theory [16], and 
transformations-based analysis and system design [17, 18], the central object of examination 
of all these techniques has been systems composed by a s ingle partial difference equation. 
In this study, unlike the literature hitherto mentioned, systems of doubly indexed partial 
difference equations are looked into as for the existence of asymptotically stable solutions. To 
accomplish it, the original system is transformed into the Jordan canonical system, for which 
the existence of asymptotically stable Lagrange candidate solutions are sought; and whenever 
a solution exists, it is established analytically. As a matter of fact, the results showed that the 
existence of solutions depend upon the eigenvalues of the matrix defining the system written 
just as the state-space description commonly used in practical fields.  
Finally, the paper is organized as follows: in section 2, the 2-d system and the concepts 
used in the sequel are presented; the existence conditions for asymptotically stable solutions 
are establish in section 3; a numerical example to illustrate the computation procedure is given 
in section 4; and some final remarks are enunciated in section 5. 
 
2 PRELIMINARIES 
In this section, the definitions and concepts defining the scope of this work are laid down. 
To begin with, the kind of 2-d system investigated in this paper is presented here.  
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Definition 2.1  Let the 2-d system be given by the following system of partial difference 
equations. 
[
 
 
 
 
 
 
𝑥𝑥1(𝑖𝑖 + 1, 𝑗𝑗)
⋮
𝑥𝑥𝑝𝑝(𝑖𝑖 + 1, 𝑗𝑗)
𝑥𝑥𝑝𝑝+1(𝑖𝑖, 𝑗𝑗 + 1)
⋮
𝑥𝑥𝑞𝑞(𝑖𝑖, 𝑗𝑗 + 1) ]
 
 
 
 
 
 
=  
[
 
 
 
 
 
𝑎𝑎1,1 ⋯ 𝑎𝑎1,𝑞𝑞
⋮ ⋱ ⋮
𝑎𝑎𝑝𝑝,1 ⋯ 𝑎𝑎𝑝𝑝,𝑞𝑞
 
𝑎𝑎𝑝𝑝+1,1 ⋯ 𝑎𝑎𝑝𝑝+1,𝑞𝑞
⋮ ⋱ ⋮
𝑎𝑎𝑞𝑞,1 ⋯ 𝑎𝑎𝑞𝑞,𝑞𝑞 ]
 
 
 
 
 
[
 
 
 
 
 
 
𝑥𝑥1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)
⋮
𝑥𝑥𝑝𝑝(𝑖𝑖 − 𝛿𝛿𝑝𝑝, 𝑗𝑗 − 𝜎𝜎𝑝𝑝)
𝑥𝑥𝑝𝑝+1(𝑖𝑖 − 𝛿𝛿𝑝𝑝+1, 𝑗𝑗 − 𝜎𝜎𝑝𝑝+1)
⋮
𝑥𝑥𝑞𝑞(𝑖𝑖 − 𝛿𝛿𝑞𝑞, 𝑗𝑗 − 𝜎𝜎𝑞𝑞) ]
 
 
 
 
 
 
        (1) 
where the indices 𝑖𝑖, 𝑗𝑗 are natural numbers whereas the terms 𝛿𝛿 and 𝜎𝜎 are non-negative in-
teger values; and the right hand side matrix has size ℜ𝑞𝑞×𝑞𝑞 with real numbers as entries. 
 
Hereafter, for the sake of compactness of notations and whenever no ambiguities arise, the 
left hand side vector is referenced as 𝐱𝐱(𝑖𝑖 + 1, 𝑗𝑗 + 1) and the one on the right hand side is 
written 𝐱𝐱(𝑖𝑖 − 𝛿𝛿, 𝑗𝑗 − 𝜎𝜎) for short. On the other hand, the matrix on the right hand side is suc-
cinctly expressed 𝔸𝔸 . In addition, block vectors 𝐱𝐱𝒓𝒓(𝑖𝑖 + 1, 𝑗𝑗) ∶= [𝑥𝑥∗(𝑖𝑖 + 1, 𝑗𝑗),⋯ , 𝑥𝑥⋄(𝑖𝑖 +
1, 𝑗𝑗)]𝑇𝑇 ; 𝐱𝐱𝒔𝒔(𝑖𝑖, 𝑗𝑗 + 1) ∶= [𝑥𝑥∗(𝑖𝑖, 𝑗𝑗 + 1),⋯ , 𝑥𝑥⋄(𝑖𝑖, 𝑗𝑗 + 1)]𝑇𝑇 ; and 𝐱𝐱𝒎𝒎(𝑖𝑖 + 1, 𝑗𝑗 + 1) ∶= [𝑥𝑥∗(𝑖𝑖 +
1, 𝑗𝑗),⋯ , 𝑥𝑥𝑝𝑝(𝑖𝑖 + 1, 𝑗𝑗), 𝑥𝑥1(𝑖𝑖, 𝑗𝑗 + 1),⋯ , 𝑥𝑥⋄(𝑖𝑖, 𝑗𝑗 + 1)]
𝑇𝑇
, for some appropriate values of ∗ and ⋄ with 
the subscripts r, s and m of the vectors standing for their dimensions.  
This investigation is aimed at establishing the existence conditions for asymptotically 
analytical stable solutions to (1) based on the Lagrange method. For this purpose, the fol-
lowing definitions are taken for granted hereafter throughout the investigation.  
 
Definition 2.2  In this paper, system (1) is said to be asymptotically stable if all the solutions 
𝑥𝑥1(𝑖𝑖, 𝑗𝑗),⋯ , 𝑥𝑥𝑞𝑞(𝑖𝑖, 𝑗𝑗)  fulfill the conditions given by 
{
 
 lim(𝑖𝑖+𝑗𝑗)→∞
│𝑥𝑥1(𝑖𝑖, 𝑗𝑗)│ → 0
⋮
lim
(𝑖𝑖+𝑗𝑗)→∞
│𝑥𝑥𝑞𝑞(𝑖𝑖, 𝑗𝑗)│ → 0
                             (2) 
 
which means that the overall system is asymptotically stable whenever every single compo-
nent of the system is asymptotically stable. Note that the formalization here is a bit different 
from some of the definitions presented in the literature; however, it is not difficult to see that 
conditions in (2) lead to those ones. In addition, the definition of Lagrange candidate solutions 
are the following equations. 
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Definition 2.3  The solutions to (1) are called non-null Lagrange candidate solutions if there 
exist non null real numbers 𝛼𝛼∗'s and 𝛽𝛽⋆'s, ∀∗ and ⋆, such that 
[
𝑥𝑥1(𝑖𝑖, 𝑗𝑗)
⋮
𝑥𝑥𝑞𝑞(𝑖𝑖, 𝑗𝑗)
] =  [
∑ 𝐴𝐴1𝑘𝑘
0𝑞𝑞
𝑘𝑘=1 𝛼𝛼𝑘𝑘
𝑖𝑖 𝛽𝛽𝑘𝑘
𝑗𝑗
⋮
∑ 𝐴𝐴𝑞𝑞𝑘𝑘
0𝑞𝑞
𝑘𝑘=1 𝛼𝛼𝑘𝑘
𝑖𝑖 𝛽𝛽𝑘𝑘
𝑗𝑗
]                         (3) 
 
Now, taken these concepts into consideration, the problem to be handled in this paper 
reads. 
 
Problem 2.4  To establish conditions on │αr│ < 1 and │βs│ < 1, ∀  and s, in order to 
have an asymptotically stable system. 
 
To this end, we first investigate some very particular cases of (1), then gather all these 
partial results to settle down a solution to the original system.  
 
3 RESULTS 
In this section, we start focusing on the asymptotic stability conditions related to Lagrange 
solutions of a particular Jordan canonical 2-d system which is defined in the following state-
ment. 
 
Definition 3.1  Let the system be described by the set of partial difference equations  
[
𝑥𝑥1(𝑖𝑖 + 1, 𝑗𝑗)
⋮
𝑥𝑥𝑛𝑛(𝑖𝑖 + 1, 𝑗𝑗)
] =  [
𝑐𝑐11 ⋯ 𝑐𝑐1𝑛𝑛
⋮ ⋱ ⋮
𝑐𝑐𝑛𝑛1 ⋯ 𝑐𝑐𝑛𝑛𝑛𝑛
 ] [
𝑥𝑥1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)
⋮
𝑥𝑥𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
]            (4) 
and consider the Jordan canonical transformation 𝕋𝕋ℂ𝕋𝕋−1, where ℂ is the right hand side 
matrix and 𝕋𝕋 is a matrix composed by the eigenvectors of ℂ and possibly its generalized 
eigenvectors added to it in order to generate a non-singular square matrix. Then the Jordan 
canonical 2-d system equivalent to (4) is a system represented by 
[
𝑧𝑧1(𝑖𝑖 + 1, 𝑗𝑗)
⋮
𝑧𝑧𝑛𝑛(𝑖𝑖 + 1, 𝑗𝑗)
] =  𝕁𝕁 [
𝑧𝑧1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)
⋮
𝑧𝑧𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
]                       (5) 
where 𝕁𝕁 is a Jordan matrix and 𝐳𝐳(𝑖𝑖, 𝑗𝑗) comes out from the transformation 𝕋𝕋𝐱𝐱(𝑖𝑖, 𝑗𝑗), in which 
𝕋𝕋 is taken in the same way as when pursuing the similarity transformation of a matrix, which 
transforms it into a diagonal matrix. The dual of (5) is naturally defined by considering  
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[
𝑥𝑥1(𝑖𝑖, 𝑗𝑗 + 1)
⋮
𝑥𝑥𝑛𝑛(𝑖𝑖, 𝑗𝑗 + 1)
] =  [
𝑑𝑑11 ⋯ 𝑑𝑑1𝑛𝑛
⋮ ⋱ ⋮
𝑑𝑑𝑛𝑛1 ⋯ 𝑑𝑑𝑛𝑛𝑛𝑛
 ] [
𝑥𝑥1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)
⋮
𝑥𝑥𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
]              (6) 
Then the equivalent Jordan canonical form turns out to be  
[
𝑤𝑤1(𝑖𝑖, 𝑗𝑗 + 1)
⋮
𝑤𝑤𝑛𝑛(𝑖𝑖, 𝑗𝑗 + 1)
] =  ?̂?𝕁 [
𝑤𝑤1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)
⋮
𝑤𝑤𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
]                   (7) 
where ?̂?𝕁 is a Jordan matrix composed by the eigenvalues of 𝔻𝔻 and perchance some addi-
tional generalized eigenvectors to make it up a square matrix. Yet, 𝐰𝐰(𝑖𝑖, 𝑗𝑗) is the system 
transformed by means of ?̂?𝕋 𝐱𝐱(𝑖𝑖, 𝑗𝑗). 
In general, rather than a single Jordan matrix block, the transformed matrices 𝕁𝕁 and ?̂?𝕁 
are composed by multiple matrix blocks of Jordan type along their main diagonal lines. In 
addition, nevertheless these Jordan matrix blocks may well differ from each other in terms 
of off-diagonal entry values, their main diagonal elements are either different eigenvalues 
of their system matrices, or all corresponding to a unique eigenvalue. Either way, one can 
expect that solving the canonical 2-d systems on the grounds of Lagrange method will ren-
der a relationship between the eigenvalues and Lagrange solutions. In fact, t hese eigenval-
ues will provide us with a tool to decide on the asymptotic stability or instability of the 
system. Next, the existence condition for the case above is stated.  
 
Lemma 3.2  Let 𝕁𝕁 in (5) be the diagonal matrix 
[
𝜆𝜆1 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝜆𝜆𝑛𝑛
]                                  (8) 
where the 𝜆𝜆𝑘𝑘's, ∀𝑘𝑘 = 1, ⋯ , 𝑛𝑛 , are the eigenvalues of ℂ. Then the system (5) is asymptoti-
cally stable, if 𝜆𝜆∗'s fulfill 0 ≠ │λ∗│ < 1 and there exist non-null │𝛼𝛼∗│, │𝛽𝛽∗│ < 1 provid-
ing solutions to (5) as 
𝑧𝑧∗(𝑖𝑖, 𝑗𝑗) = A∗𝛼𝛼∗
𝑖𝑖𝛽𝛽∗
𝑗𝑗 ,   ∀ ∗= 1, ⋯ , 𝑛𝑛                          (9) 
and satisfying 
𝛼𝛼∗
𝛿𝛿∗+1𝛽𝛽∗
𝜎𝜎∗ = 𝜆𝜆∗ ,   ∀ ∗= 1, ⋯ , 𝑛𝑛                         (10) 
 
Proof :  Note that the system (5) is written 
{
𝑧𝑧1(𝑖𝑖 + 1, 𝑗𝑗) = 𝜆𝜆1𝑧𝑧1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)
⋮
𝑧𝑧𝑛𝑛(𝑖𝑖 + 1, 𝑗𝑗) = 𝜆𝜆𝑛𝑛𝑧𝑧𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
                      (11) 
which with (9) translates into 
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A∗𝛼𝛼∗
𝑖𝑖+1𝛽𝛽∗
𝑗𝑗 = A∗𝜆𝜆∗𝛼𝛼∗
𝑖𝑖−𝛿𝛿∗𝛽𝛽∗
𝑗𝑗−𝜎𝜎∗                      (12) 
For non-null α∗'s and β∗'s, (12) reduces to 
𝛼𝛼∗
𝛿𝛿∗+1𝛽𝛽∗
𝜎𝜎∗ = 𝜆𝜆∗                                (13) 
 
Since in order to have asymptotically stable solutions, α∗'s and β∗'s must be │𝛼𝛼∗│, │𝛽𝛽∗│ <
1; and hence 𝜆𝜆∗'s must satisfy │𝜆𝜆∗│ < 1, ∀ ∗. 
Similar results are established for the partial difference equation in terms of the index 𝑗𝑗 
as enunciated in the following statement.  
 
Corollary 3.3  Let ?̂?𝕁 in (7) be given by (8) where the entries 𝜆𝜆∗'s are the eigenvalues of 
matrix 𝔻𝔻. Moreover, let  
𝑤𝑤∗(𝑖𝑖, 𝑗𝑗) = B∗𝛼𝛼∗
𝑖𝑖𝛽𝛽∗
𝑗𝑗 ,   ∀ ∗= 1, ⋯ , 𝑛𝑛                          (14) 
be the solutions to (7), the system is asymptotically stable if there exist non-null │𝛼𝛼∗│, │𝛽𝛽∗│ <
1 such that  
𝛼𝛼∗
𝛿𝛿∗𝛽𝛽∗
𝜎𝜎∗+1 = 𝜆𝜆∗ ,   ∀ ∗= 1, ⋯ , 𝑛𝑛                          (15) 
hold for 0 ≠ │𝜆𝜆∗│ < 1 . 
 
Proof :  The proof of the claim parallels the reasoning of the previous lemma. In fact, (7) 
translates into 
{
𝑤𝑤1(𝑖𝑖, 𝑗𝑗 + 1) = 𝜆𝜆1𝑤𝑤1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)
⋮
𝑤𝑤𝑛𝑛(𝑖𝑖, 𝑗𝑗 + 1) = 𝜆𝜆𝑛𝑛𝑤𝑤𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
                      (16) 
from which 
𝛼𝛼∗
𝛿𝛿∗𝛽𝛽∗
𝜎𝜎∗+1 = 𝜆𝜆∗                                (17) 
holds.  Thus, in order to establish the asymptotic stability of the system, the non-null 𝛼𝛼∗'s 
and 𝛽𝛽∗'s must be │𝛼𝛼∗│ , │𝛽𝛽∗│ < 1, which implies that │𝜆𝜆∗│ < 1 must also be fulfilled for 
all ∗. 
 
Remark 3.4  Note that (9) yields the solutions to (4), which is accomplished by reverting 
the Jordan canonical transformation. The same rationale can be applied to equation (14), 
which establishes the solutions to (6). Either case, the solutions are written as  
𝑥𝑥∗(𝑖𝑖, 𝑗𝑗) = ∑ 𝐶𝐶𝑟𝑟𝛼𝛼𝑟𝑟
𝑖𝑖𝑛𝑛
𝑟𝑟=1 𝛽𝛽𝑟𝑟
𝑗𝑗                           (18) 
∀  ∗,∗ = 1, ⋯ , 𝑛𝑛 ; and all the constant values 𝐶𝐶𝑟𝑟's, which are defined by means of boundary 
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conditions. 
 
Lemma 3.5  Let the generalized Jordan canonical matrix 𝕁𝕁 
[
𝜇𝜇 1 0 ⋯ 0
⋮ ⋯ ⋮ ⋯ ⋮
0 ⋯ 0 𝜇𝜇 1
0 ⋯ ⋯ 0 𝜇𝜇
]                           (19) 
be composed by a generalized eigenvalue of ℂ in equation (4) and such that (5) is the ca-
nonical transformation by means of 𝕋𝕋 𝐱𝐱(𝑖𝑖, 𝑗𝑗). Then the system (5) is asymptotically stable, 
if 𝜇𝜇 fulfills 0 ≠ │𝜇𝜇│ < 1 and there exist non-null │𝛼𝛼𝑛𝑛│ , │𝛽𝛽𝑛𝑛│ < 1 providing solutions 
to the n-th equation in (5) and satisfying 
𝜇𝜇 = 𝛼𝛼𝑛𝑛
δn+1𝛽𝛽𝑛𝑛
𝜎𝜎𝑛𝑛                             (20) 
where the solution to n-th equation is determined by 
𝑧𝑧n(𝑖𝑖, 𝑗𝑗) = I𝑛𝑛𝛼𝛼𝑛𝑛
𝑖𝑖 𝛽𝛽𝑛𝑛
𝑖𝑖                               (21) 
 
Furthermore, for 1 ≤ 𝑠𝑠 ≤ 𝑛𝑛 − 1 the solutions are given by 
𝑧𝑧s(𝑖𝑖, 𝑗𝑗) = I𝑠𝑠𝛼𝛼𝑠𝑠
𝑖𝑖 𝛽𝛽𝑠𝑠
𝑗𝑗 + X𝑠𝑠+1 𝑠𝑠𝛼𝛼𝑠𝑠+1
𝑖𝑖−𝛿𝛿𝑠𝑠+1𝛽𝛽𝑠𝑠+1
𝑗𝑗−𝜎𝜎𝑠𝑠+1                   (22) 
in which for the given 𝜇𝜇, 0 ≠ |𝜇𝜇| < 1, there must exist 𝛼𝛼𝑠𝑠 and 𝛽𝛽𝑠𝑠, 0 ≠ |𝛼𝛼|, |𝛽𝛽| < 1 satis-
fying 
𝛼𝛼𝑠𝑠
𝛿𝛿𝑠𝑠+1𝛽𝛽𝑠𝑠
𝜎𝜎𝑠𝑠 = 𝜇𝜇                                (23) 
and Xs+1 s and Is are respectively established by 
Xs+1 s =
I𝑠𝑠+1𝛼𝛼𝑠𝑠+1
−𝛿𝛿𝑠𝑠+1𝛽𝛽𝑠𝑠+1
−𝜎𝜎𝑠𝑠+1
𝛼𝛼𝑠𝑠+1
−(𝛿𝛿𝑠𝑠+1−1)𝛽𝛽𝑠𝑠+1
−𝜎𝜎𝑠𝑠+1−𝛼𝛼𝑠𝑠+1
−(𝛿𝛿𝑠𝑠+𝛿𝛿𝑠𝑠+1)𝛽𝛽𝑠𝑠+1
−(𝜎𝜎𝑠𝑠+𝜎𝜎𝑠𝑠+1)𝜇𝜇
                (24) 
and 
Is = 𝑧𝑧𝑠𝑠(0,0) − X𝑠𝑠+1 𝑠𝑠                             (25) 
 
Proof :  For the first part, the system translates into the set of partial difference equations 
given by 
𝑧𝑧1(𝑖𝑖 + 1, 𝑗𝑗) = 𝜇𝜇𝑧𝑧1(1 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1) + 𝑧𝑧2(𝑖𝑖 − 𝛿𝛿2, 𝑗𝑗 − 𝜎𝜎2) 
⋮
𝑧𝑧𝑛𝑛−1(𝑖𝑖 + 1, 𝑗𝑗) = 𝜇𝜇𝑧𝑧𝑛𝑛−1(𝑖𝑖 − 𝛿𝛿𝑛𝑛−1, 𝑗𝑗 − 𝜎𝜎𝑛𝑛−1) + 𝑧𝑧𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
𝑧𝑧𝑛𝑛(𝑖𝑖 + 1, 𝑗𝑗) = 𝜇𝜇𝑧𝑧𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
       (26) 
In addition, since the lowermost n-th equation in (26) is a homogeneous partial difference 
equation, its Lagrange candidate solution is provided by 
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𝑧𝑧n(𝑖𝑖, 𝑗𝑗) = I𝑛𝑛𝛼𝛼𝑛𝑛
𝑖𝑖 𝛽𝛽𝑛𝑛
𝑗𝑗                             (27) 
where the non-null value In is determined by the boundary condition of the n-th equation. 
Thus, plugging (27) into the lowermost expression in (26) leads to 
In𝛼𝛼𝑛𝑛
𝑖𝑖+1𝛽𝛽𝑛𝑛
𝑗𝑗 = 𝜇𝜇I𝑛𝑛𝛼𝛼𝑛𝑛
𝑖𝑖−𝛿𝛿𝑛𝑛𝛽𝛽𝑛𝑛
𝑗𝑗−𝜎𝜎𝑛𝑛                     (28) 
which renders a condition on 𝜇𝜇 as claimed in (20), and means that for the given 𝜇𝜇, 𝜇𝜇 
must satisfy 0 ≠ │𝜇𝜇│ < 1, since the asymptotic stability concept on the grounds of the La-
grange solutions calls upon the existence of 𝛼𝛼𝑛𝑛 and 𝛽𝛽𝑛𝑛 such that 0 ≠ │𝛼𝛼𝑛𝑛│, │𝛽𝛽𝑛𝑛│ < 1. 
Now, for the second half of the claim, focus on (n-1)-th equation in (26), whose solu-
tion is composed by the homogeneous and non-homogeneous solutions; namely 
𝑧𝑧n−1(𝑖𝑖, 𝑗𝑗) = I𝑛𝑛−1𝛼𝛼𝑛𝑛−1
𝑖𝑖 𝛽𝛽𝑛𝑛−1
𝑗𝑗
⏟        
ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
+ X𝑛𝑛 𝑛𝑛−1𝛼𝛼𝑛𝑛
𝑖𝑖−𝛿𝛿𝑛𝑛𝛽𝛽𝑛𝑛
𝑗𝑗−𝜎𝜎𝑛𝑛 ⏟            
𝑛𝑛𝑜𝑜𝑛𝑛−ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
             (29) 
The homogeneous solution compels the existence of 𝛼𝛼𝑛𝑛−1 and 𝛽𝛽𝑛𝑛−1 satisfying 
αn−1
δn−1+1𝛽𝛽𝑛𝑛−1
𝜎𝜎𝑛𝑛−1 = 𝜇𝜇                              (30) 
for a given 𝜇𝜇, 0 ≠ │𝜇𝜇│ < 1, as previously characterized by the n-th equation as in (20). As 
far as the non-homogeneous solution is concerned with, (n-1)-th equation in (26) produces 
Xn n−1𝛼𝛼𝑛𝑛
𝑖𝑖+1−𝛿𝛿𝑛𝑛𝛽𝛽𝑛𝑛
𝑗𝑗−𝜎𝜎𝑛𝑛 − 𝑛𝑛X𝑛𝑛−1𝛼𝛼𝑛𝑛
𝑖𝑖−𝛿𝛿𝑛𝑛−1−𝛿𝛿𝑛𝑛𝛽𝛽𝑛𝑛
𝑗𝑗−𝜎𝜎𝑛𝑛−1−𝜎𝜎𝑛𝑛𝜇𝜇 = I𝑛𝑛𝛼𝛼𝑛𝑛
𝑖𝑖−𝛿𝛿𝑛𝑛𝛽𝛽𝑛𝑛
𝑗𝑗−𝜎𝜎𝑛𝑛       (31) 
Hence 
Xn n−1 =
I𝑛𝑛𝛼𝛼𝑛𝑛
−𝛿𝛿𝑛𝑛𝛽𝛽𝑛𝑛
−𝜎𝜎𝑛𝑛
𝛼𝛼𝑛𝑛
−(𝛿𝛿𝑛𝑛−1)𝛽𝛽𝑛𝑛
−𝜎𝜎𝑛𝑛−𝛼𝛼𝑛𝑛
−(𝛿𝛿𝑛𝑛−1+𝛿𝛿𝑛𝑛)𝛽𝛽𝑛𝑛
−(𝜎𝜎𝑛𝑛−1+𝜎𝜎𝑛𝑛) 𝜇𝜇
                   (32) 
holds and the boundary condition on (29) defines In−1 as 
In−1 = 𝑧𝑧𝑛𝑛−1(0,0) − 𝑛𝑛X𝑛𝑛−1                      (33) 
Thus, the claim of the theorem is settled down by proceeding with the previous computa-
tions recursively up to the 1st equation in (26) to pursue the expressions (22) through (25). 
 
Remark 3.6  Equations (21) and (22) render  
𝑧𝑧∗(𝑖𝑖, 𝑗𝑗) = ∑ Z𝑡𝑡𝛼𝛼𝑡𝑡
𝑖𝑖𝛽𝛽𝑡𝑡
𝑗𝑗𝑛𝑛
𝑡𝑡=∗                         (34) 
for ∀ ∗ (∗ = 1,⋯ , 𝑛𝑛) and appropriate real valued Zt's.  
 
Now, similar results are obtained if the index 𝑗𝑗 defining the partial difference equation is 
focused on; in fact, they are gathered in the following claim.  
 
Corollary 3.7  Let the generalized Jordan canonical matrix ?̂?𝕁 in equation (6) be given by 
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matrix (19) with the generalized eigenvalue singled out from matrix 𝔻𝔻 and such that (7) is 
generated by the canonical transformation ?̂?𝕋 𝐱𝐱(𝑖𝑖, 𝑗𝑗). Then the system (7) is asymptotically 
stable, if 𝜇𝜇 fulfills 0 ≠ │𝜇𝜇│ < 1 and there exist non-null │𝛼𝛼𝑛𝑛│, │𝛽𝛽𝑛𝑛│ < 1 which are so-
lutions to the n-th equation in (7) and satisfy 
𝜇𝜇 = 𝛼𝛼𝑛𝑛
δn𝛽𝛽𝑛𝑛
𝜎𝜎𝑛𝑛+1                              (35) 
where the solution to n-th equation is chosen to be 
𝑤𝑤𝑛𝑛(𝑖𝑖, 𝑗𝑗) = L𝑛𝑛𝛼𝛼𝑛𝑛
𝑖𝑖 𝛽𝛽𝑛𝑛
𝑖𝑖                            (36) 
In addition, the solutions for 1 ≤ 𝑠𝑠 ≤ 𝑛𝑛 − 1 are given by 
ws(𝑖𝑖, 𝑗𝑗) = L𝑠𝑠𝛼𝛼𝑠𝑠
𝑖𝑖 𝛽𝛽𝑠𝑠
𝑗𝑗 + Y𝑠𝑠+1 𝑠𝑠𝛼𝛼𝑠𝑠+1
𝑖𝑖−𝛿𝛿𝑠𝑠+1𝛽𝛽𝑠𝑠+1
𝑗𝑗−𝜎𝜎𝑠𝑠+1               (37) 
in which for the given 𝜇𝜇, 0 ≠ │𝜇𝜇│ < 1, there must exist 𝛼𝛼𝑠𝑠 and 𝛽𝛽𝑠𝑠, 0 ≠ │αs│, │βs│ < 1 satisfy-
ing 
𝛼𝛼𝑠𝑠
𝛿𝛿𝑠𝑠𝛽𝛽𝑠𝑠
𝜎𝜎𝑠𝑠+1 = 𝜇𝜇                               (38) 
and Ys+1 s and Ls are established by 
Ys+1 s =
L𝑠𝑠+1𝛼𝛼𝑠𝑠+1
−𝛿𝛿𝑠𝑠+1𝛽𝛽𝑠𝑠+1
−𝜎𝜎𝑠𝑠+1
𝛼𝛼𝑠𝑠+1
−𝛿𝛿𝑠𝑠+1𝛽𝛽𝑠𝑠+1
−(𝜎𝜎𝑠𝑠+1−1)−𝛼𝛼𝑠𝑠+1
−(𝛿𝛿𝑠𝑠+𝛿𝛿𝑠𝑠+1)𝛽𝛽𝑠𝑠+1
−(𝜎𝜎𝑠𝑠+𝜎𝜎𝑠𝑠+1)𝜇𝜇
                 (39) 
along with 
Ls = 𝑧𝑧𝑠𝑠(0,0)−𝑠𝑠+1Y𝑠𝑠                             (40) 
 
Proof :  Just note that system (7) develops into the set of partial difference equations de-
scribed by  
𝑤𝑤1(𝑖𝑖, 𝑗𝑗 + 1) = 𝜇𝜇𝑤𝑤1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1) + 𝑤𝑤2(𝑖𝑖 − 𝜎𝜎2, 𝑗𝑗 − 𝜎𝜎2)
⋮
𝑤𝑤𝑛𝑛−1(𝑖𝑖, 𝑗𝑗 + 1) = 𝜇𝜇𝑤𝑤𝑛𝑛−1(𝑖𝑖 − 𝛿𝛿𝑛𝑛−1, 𝑗𝑗 − 𝜎𝜎𝑛𝑛−1) + 𝑤𝑤𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
𝑤𝑤𝑛𝑛(𝑖𝑖, 𝑗𝑗 + 1) = 𝜇𝜇𝑤𝑤𝑛𝑛(𝑖𝑖 − 𝛿𝛿𝑛𝑛, 𝑗𝑗 − 𝜎𝜎𝑛𝑛)
      (41) 
and the claim comes up straightforwardly by paralleling the reasoning adopted in the previ-
ous lemma. Comments akin to as those asserted in remark 3.6 applies on corollary 3.7, that 
is to say: 
 
Remark 3.8  The general solutions to equation (7) sum up to 
𝑤𝑤∗(𝑖𝑖, 𝑗𝑗) = ∑ W𝑡𝑡𝛼𝛼𝑡𝑡
𝑖𝑖𝛽𝛽𝑡𝑡
𝑗𝑗𝑛𝑛
𝑡𝑡=∗                          (42) 
for ∀ ∗ (∗ = 1, ⋯ , 𝑛𝑛) and some constant numbers W𝑡𝑡's. 
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Note that the solutions to the original system can also be figured out. 
 
Remark 3.9  The general format of the solutions to partial difference equations in (5) and 
(7) is expressed as 
𝑥𝑥∗(𝑖𝑖, 𝑗𝑗) = ∑ D𝑟𝑟𝛼𝛼𝑟𝑟
𝑖𝑖 𝛽𝛽𝑟𝑟
𝑗𝑗,𝑛𝑛𝑟𝑟=1  ∀ ∗,∗= 1, ⋯ , 𝑛𝑛                (43) 
in which the equations are pursued by means of the inverse of Jordan canonical t ransfor-
mation on (34) and (42) accordingly to their respective cases. 
 
A more general case of Jordan canonical matrix which overlaps equations 𝑥𝑥∗(𝑖𝑖 + 1, 𝑗𝑗) and 
𝑥𝑥⋆(𝑖𝑖, 𝑗𝑗 + 1), for some ∗ and ⋆, is as described in the sequel. 
 
Definition 3.10  Consider the system composed by blocks of sub-systems as 
[
𝐱𝐱𝐩𝐩(𝑖𝑖 + 1, 𝑗𝑗)
𝐱𝐱𝒒𝒒(𝑖𝑖, 𝑗𝑗 + 1)
] = [
𝔼𝔼𝑝𝑝𝑝𝑝 𝔼𝔼𝑝𝑝𝑝𝑝
𝔼𝔼𝑝𝑝𝑝𝑝 𝔼𝔼𝑝𝑝𝑝𝑝
] [
𝐱𝐱𝒑𝒑(𝑖𝑖 − 𝛿𝛿𝑝𝑝, 𝑗𝑗 − 𝜎𝜎𝑝𝑝)
𝐱𝐱𝒒𝒒(𝑖𝑖 − 𝛿𝛿𝑝𝑝, 𝑗𝑗 − 𝜎𝜎𝑝𝑝)
]          (44) 
where 𝑝𝑝 + 𝑞𝑞 = 𝑚𝑚, so that 𝔼𝔼 stands for a non-singular square matrix on the right hand 
side of (44), and 𝕁𝕁 is as in equation (19) with 𝜇𝜇 being a generalized eigenvalue of matrix 
𝔼𝔼. Then the Jordan canonical 2-d system equivalent to (44) is calculated out of the Jordan 
canonical transformation 𝕋𝕋𝔼𝔼𝕋𝕋−1, in which 𝕋𝕋𝐱𝐱(𝑖𝑖, 𝑗𝑗) yields 
[
𝐲𝐲𝐩𝐩(𝑖𝑖 + 1, 𝑗𝑗)
𝐲𝐲𝒒𝒒(𝑖𝑖, 𝑗𝑗 + 1)
] = 𝕁𝕁 [
𝐲𝐲𝒑𝒑(𝑖𝑖 − 𝛿𝛿𝑝𝑝, 𝑗𝑗 − 𝜎𝜎𝑝𝑝)
𝐲𝐲𝒒𝒒(𝑖𝑖 − 𝛿𝛿𝑝𝑝, 𝑗𝑗 − 𝜎𝜎𝑝𝑝)
]                    (45) 
Corollary 3.11  Let the generalized Jordan canonical matrix 𝕁𝕁 in equation (45) be given 
by matrix (19) with the generalized eigenvalue singled out from matrix 𝔼𝔼. Then the system 
(45) is asymptotically stable, if 𝜇𝜇 fulfills 0 ≠ │𝜇𝜇│ < 1 and there exist non-null │𝛼𝛼𝑚𝑚│,
│𝛽𝛽𝑚𝑚│ < 1 which are solutions to the m-th equation in (45) and satisfy 
𝜇𝜇 = αm
𝛿𝛿𝑚𝑚𝛽𝛽𝑚𝑚
𝜎𝜎𝑚𝑚＋1                                (46) 
where the solution to m-th equation is chosen to be 
𝑦𝑦m(𝑖𝑖, 𝑗𝑗) = H𝑚𝑚𝛼𝛼𝑚𝑚
𝑖𝑖 𝛽𝛽𝑚𝑚
𝑗𝑗                             (47) 
Yet, for 1 ≤ 𝑠𝑠 ≤ 𝑚𝑚 − 1 the solutions are given by 
𝑦𝑦s(𝑖𝑖, 𝑗𝑗) = H𝑠𝑠𝛼𝛼𝑠𝑠
𝑖𝑖𝛽𝛽𝑠𝑠
𝑗𝑗+𝑠𝑠+1W𝑠𝑠𝛼𝛼𝑠𝑠+1
𝑖𝑖−𝛿𝛿𝑠𝑠+1𝛽𝛽𝑠𝑠+1
𝑗𝑗−𝜎𝜎𝑠𝑠+1                    (48) 
in which for a given 𝜇𝜇, 0 ≠ │𝜇𝜇│ < 1, there must exist 𝛼𝛼𝑠𝑠 and 𝛽𝛽𝑠𝑠, 0 ≠ │𝛼𝛼𝑠𝑠│, │𝛽𝛽𝑠𝑠│ < 1 
satisfying 
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𝛼𝛼𝑘𝑘
𝛿𝛿𝑘𝑘+1𝛽𝛽𝑘𝑘
𝜎𝜎𝑘𝑘 = 𝜇𝜇                                   (49) 
and 
W𝑘𝑘+1 𝑘𝑘 =
W𝑘𝑘+1𝛼𝛼𝑘𝑘+1
−𝛿𝛿𝑘𝑘+1𝛽𝛽𝑘𝑘+1
−𝜎𝜎𝑘𝑘+1
𝛼𝛼𝑘𝑘+1
−(𝛿𝛿𝑘𝑘+1−1)𝛽𝛽𝑘𝑘+1
−𝜎𝜎𝑘𝑘+1 − 𝛼𝛼𝑘𝑘+1
−(𝛿𝛿𝑘𝑘+𝛿𝛿𝑘𝑘+1)𝛽𝛽𝑘𝑘+1
−(𝜎𝜎𝑘𝑘+𝜎𝜎𝑘𝑘+1 )𝜇𝜇
                     (50) 
for 𝑘𝑘 = 1,⋯ , 𝑝𝑝. Furthermore 
𝛼𝛼𝑙𝑙
𝛿𝛿𝑙𝑙𝛽𝛽𝑙𝑙
𝜎𝜎𝑙𝑙+1 = 𝜇𝜇                                   (51) 
and 
W𝑙𝑙+1 𝑙𝑙 =
W𝑙𝑙+1𝛼𝛼𝑙𝑙+1
−𝛿𝛿𝑙𝑙+1𝛽𝛽𝑙𝑙+1
−𝜎𝜎𝑙𝑙+1
𝛼𝛼𝑙𝑙+1
𝛿𝛿𝑙𝑙+1𝛽𝛽𝑙𝑙+1
−(𝜎𝜎𝑙𝑙+1−1) − 𝛼𝛼𝑙𝑙+1
−(𝛿𝛿𝑙𝑙+𝛿𝛿𝑙𝑙+1)𝛽𝛽𝑙𝑙+1
−(𝜎𝜎𝑙𝑙+𝜎𝜎𝑙𝑙+1 )𝜇𝜇
                     (52) 
for l = p + 1,⋯ ,m. In either case 
Hs = 𝑦𝑦𝑠𝑠(0,0)−𝑠𝑠+1W𝑠𝑠                              (53) 
 
Proof :  Note that (45) can be written as 
{
  
 
  
 
𝑦𝑦1(𝑖𝑖 + 1, 𝑗𝑗) = 𝜇𝜇𝑦𝑦1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1) + 𝑦𝑦2(𝑖𝑖 − 𝛿𝛿2, 𝑗𝑗 − 𝜎𝜎2)
⋮
𝑦𝑦𝑝𝑝(𝑖𝑖 + 1, 𝑗𝑗) = 𝜇𝜇𝑦𝑦𝑝𝑝(𝑖𝑖 − 𝛿𝛿𝑝𝑝, 𝑗𝑗 − 𝜎𝜎𝑝𝑝) + 𝑦𝑦𝑝𝑝+1(𝑖𝑖 − 𝛿𝛿𝑝𝑝+1, 𝑗𝑗 − 𝜎𝜎𝑝𝑝+1)
𝑦𝑦𝑝𝑝+1(𝑖𝑖, 𝑗𝑗 + 1) = 𝜇𝜇𝑦𝑦𝑝𝑝+1(𝑖𝑖 − 𝛿𝛿𝑝𝑝+1, 𝑗𝑗 − 𝜎𝜎𝑝𝑝+1) + 𝑦𝑦𝑝𝑝+2(𝑖𝑖 − 𝛿𝛿𝑝𝑝+2, 𝑗𝑗 − 𝜎𝜎𝑝𝑝+2)
⋮
𝑦𝑦𝑚𝑚(𝑖𝑖, 𝑗𝑗 + 1) = 𝜇𝜇𝑦𝑦𝑚𝑚(𝑖𝑖 − 𝛿𝛿𝑚𝑚, 𝑗𝑗 − 𝜎𝜎𝑚𝑚) 
    (54) 
 
Hence, the claim follows by applying firstly corollary 3.7 and subsequently lemma 3.5 
on equations (54). Finally, the developments so far establish straightforwardly the conditions 
which the solutions to (1) must satisfy in order to yield an asymptotically stable system. 
 
Theorem 3.12  Let the Jordan canonical transformation 𝕋𝕋𝐱𝐱(𝑖𝑖, 𝑗𝑗) of (1) be given by the 
system 
[
 
 
 
 
𝐯𝐯𝑟𝑟(𝑖𝑖 + 1, 𝑗𝑗)
⋮
𝐯𝐯𝑠𝑠(𝑖𝑖 + 1, 𝑗𝑗 + 1)
⋮
𝐯𝐯𝑡𝑡(𝑖𝑖, 𝑗𝑗 + 1) ]
 
 
 
 
=
[
 
 
 
 
𝕁𝕁𝑟𝑟 0
⋱
𝕁𝕁𝑠𝑠
⋱
0 𝕁𝕁𝑡𝑡 ]
 
 
 
 
[
 
 
 
 
𝐯𝐯𝑟𝑟(𝑖𝑖 − 𝛿𝛿𝑟𝑟, 𝑗𝑗 − 𝜎𝜎𝑟𝑟)
𝐯𝐯𝑠𝑠(𝑖𝑖 − 𝛿𝛿𝑠𝑠, 𝑗𝑗 − 𝜎𝜎𝑠𝑠)
𝐯𝐯𝑡𝑡(𝑖𝑖 − 𝛿𝛿𝑡𝑡, 𝑗𝑗 − 𝜎𝜎𝑡𝑡)]
 
 
 
 
            (55) 
then there exist asymptotically stable Lagrange solutions to system (1) if there exist solutions 
to every single block sub-system taken out of Jordan blocks 𝕁𝕁∗'s from (55) and whose stability 
conditions were pursued in the sense of the lemmas 3.2 and 3.5; and corollaries 3.3, 3.7 and 
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3.11 there-before. 
 
Proof :  Apply the lemmas and corollaries to every single sub-system in accordance with 
their cases. 
 
In what follows a numerical example is presented in order to show the mechanics of the 
theoretical framework. 
 
4  ILLUSTRATIVE EXAMPLE  
Consider the system described by 
[
𝑥𝑥1(𝑖𝑖 + 1, 𝑗𝑗)
𝑥𝑥2(𝑖𝑖 + 1, 𝑗𝑗)
𝑥𝑥3(𝑖𝑖, 𝑗𝑗 + 1)
𝑥𝑥4(𝑖𝑖, 𝑗𝑗 + 1)
] = [
0.5 0.0 −0.1 0.1
0.4 0.1 −0.1 0.1
0.2 0.1 0.3 −0.1
0.1 −0.1 0.1 0.2
] [
𝑥𝑥1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)
𝑥𝑥2(𝑖𝑖 − 𝛿𝛿2, 𝑗𝑗 − 𝜎𝜎2)
𝑥𝑥3(𝑖𝑖 − 𝛿𝛿3, 𝑗𝑗 − 𝜎𝜎3)
𝑥𝑥4(𝑖𝑖 − 𝛿𝛿4, 𝑗𝑗 − 𝜎𝜎4)
]            (56) 
with given boundary conditions. 
The eigenvalues of the right hand side matrix (hereafter referenced as 𝔸𝔸) are 0.1, 0.2, 
0.4 and 0.4. Due to the multiplicity of the later, a complete diagonalization of 𝔸𝔸 by means 
of a similarity transformation is not reachable, so that the closest form to a diagonal matrix 
is the Jordan canonical form. In fact, let us focus on the transformation 𝕋𝕋𝐱𝐱(𝑖𝑖, 𝑗𝑗) with 
𝕋𝕋 = [
0.0 0.0 1.0 0.0
1.0 0.0 1.0 0.0
1.0 1.0 1.0 −10.0
1.0 1.0 0.0 0.0
]                           (57) 
in which the matrix columns correspond to the eigenvectors of 𝔸𝔸; namely, vectors belonging 
to the linear subspaces 𝑘𝑘𝑘𝑘𝑘𝑘 (𝔸𝔸 − 0.1 × 𝐼𝐼) , 𝑘𝑘𝑘𝑘𝑘𝑘 (𝔸𝔸 − 0.2 × 𝐼𝐼)  , ker(𝔸𝔸 − 0.4 ×  𝐼𝐼)  and 
𝑘𝑘𝑘𝑘𝑘𝑘(𝔸𝔸 − 0.4 × 𝐼𝐼)2 , respectively. Then the Jordan canonical form turns into 
[
𝑣𝑣1(𝑖𝑖 + 1, 𝑗𝑗)
𝑣𝑣2(𝑖𝑖 + 1, 𝑗𝑗)
𝑣𝑣3(𝑖𝑖, 𝑗𝑗 + 1)
𝑣𝑣4(𝑖𝑖, 𝑗𝑗 + 1)
] = [
0.1 0
0.2
0.4 1
0 0.4
] [
𝑣𝑣1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)
𝑣𝑣2(𝑖𝑖 − 𝛿𝛿2, 𝑗𝑗 − 𝜎𝜎2)
𝑣𝑣3(𝑖𝑖 − 𝛿𝛿3, 𝑗𝑗 − 𝜎𝜎3)
𝑣𝑣4(𝑖𝑖 − 𝛿𝛿4, 𝑗𝑗 − 𝜎𝜎4)
]             (58)  
Since the eigenvalues are all non-null and less than unit, application of the theory on the 
subsystems 
𝑣𝑣1(𝑖𝑖 + 1, 𝑗𝑗) = 0.1𝑣𝑣1(𝑖𝑖 − 𝛿𝛿1, 𝑗𝑗 − 𝜎𝜎1)                     (59) 
and 
𝑣𝑣2(𝑖𝑖 + 1, 𝑗𝑗) = 0.2𝑣𝑣2(𝑖𝑖 − 𝛿𝛿2, 𝑗𝑗 − 𝜎𝜎2)                     (60) 
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and 
𝑣𝑣3(𝑖𝑖, 𝑗𝑗 + 1) = 0.4𝑣𝑣3(𝑖𝑖 − 𝛿𝛿3, 𝑗𝑗 − 𝜎𝜎3) + 𝑣𝑣4(𝑖𝑖 − 𝛿𝛿4, 𝑗𝑗 − 𝜎𝜎4)
𝑣𝑣4(𝑖𝑖, 𝑗𝑗 + 1) = 0.4𝑣𝑣4(𝑖𝑖 − 𝛿𝛿4, 𝑗𝑗 − 𝜎𝜎4)
          (61) 
implies that there exists a Lagrange solution if there exist 𝛼𝛼𝑘𝑘  and 𝛽𝛽𝑘𝑘  such that 0 ≠
│𝛼𝛼𝑘𝑘│, │𝛽𝛽𝑘𝑘│ < 1 as well as 
𝛼𝛼1
δ1+1𝛽𝛽1
𝜎𝜎1 = 0.1
𝛼𝛼2
𝛿𝛿2+1𝛽𝛽2
𝜎𝜎2 = 0.2
𝛼𝛼3
𝛿𝛿3𝛽𝛽3
𝜎𝜎3+1 = 0.4
𝛼𝛼4
𝛿𝛿4𝛽𝛽4
𝜎𝜎4+1 = 0.4
                               (62) 
Due to the fact that δ∗ and σ⋆ (∗, ⋆ = 1,⋯ ,4) are non-negative integer numbers, a solution 
to (57) is given by 
𝑣𝑣1(𝑖𝑖, 𝑗𝑗) = ℍ1𝛼𝛼1
𝑖𝑖𝛽𝛽1
𝑗𝑗
𝑣𝑣2(𝑖𝑖, 𝑗𝑗) = ℍ2𝛼𝛼2
𝑖𝑖 𝛽𝛽2
𝑗𝑗
𝑣𝑣3(𝑖𝑖, 𝑗𝑗) = ℍ3𝛼𝛼3
𝑖𝑖 𝛽𝛽3
𝑗𝑗 + 𝕏𝕏3𝛼𝛼4
𝑖𝑖−𝛿𝛿3𝛽𝛽4
𝑗𝑗−𝜎𝜎3
𝑣𝑣4(𝑖𝑖, 𝑗𝑗) = ℍ4𝛼𝛼4
𝑖𝑖 𝛽𝛽4
𝑗𝑗
                (63) 
where ℍ∗  (∗= 1,⋯ ,4) and 𝕏𝕏3 are determined by the boundary conditions. 
Finally, the asymptotically stable Lagrange solution to (56) is obtained by reverting the 
transformation as 𝐱𝐱(𝑖𝑖, 𝑗𝑗) = 𝕋𝕋−1𝐯𝐯(𝑖𝑖, 𝑗𝑗), which means 
[
𝑥𝑥1(𝑖𝑖, 𝑗𝑗)
𝑥𝑥2(𝑖𝑖, 𝑗𝑗)
𝑥𝑥3(𝑖𝑖, 𝑗𝑗)
𝑥𝑥4(𝑖𝑖, 𝑗𝑗)
] = [
0.0 1.0 1.0 1.0
0.0 0.0 1.0 1.0
0.0 0.0 −1.0 0.0
1.0 1.0 1.0 0.0
] ×
[
 
 
 
ℍ1 0 0 0
0 ℍ2 0 0
0 0 ℍ3 𝕏𝕏3𝛼𝛼4
−𝛿𝛿3𝛽𝛽4
−𝜎𝜎3
0 0 0 ℍ4 ]
 
 
 
[
 
 
 
 
 𝛼𝛼1
𝑖𝑖𝛽𝛽1
𝑗𝑗
𝛼𝛼2
𝑖𝑖 𝛽𝛽2
𝑗𝑗
𝛼𝛼3
𝑖𝑖 𝛽𝛽3
𝑗𝑗
𝛼𝛼4
𝑖𝑖 𝛽𝛽4
𝑗𝑗
]
 
 
 
 
 
   (64) 
 
5  FINAL REMARKS  
This paper was concerned with finding conditions that allow us to decide whether a 2 -d 
system is asymptotically stable and calculate analytical solutions when they exist. The key 
points were the adoption of Jordan canonical transformation along with the search for La-
grange candidate solutions. Fortuitously, depending on the multiplicity of the eigenvalues of 
the matrix defining the state-space system description, the transformed system may happen 
to be diagonal, which would simplify quite a lot the computations.  
The results showed that not only the asymptotic stability, but also the Lagrange solutions 
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themselves depend upon the eigenvalues of the original system. The numerical example de-
picted the procedure on how to carry out the analysis as well as compute the solutions. Note 
that, as shown in equation (64), it also suggests a mechanical procedure to pursuing the 
solutions. 
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