Abstract-Distributed generation (DG) has recently drawn the interest to meet the increased load demand with minimum investment. But cohesive operation of these DG sources, in a gridconnected environment, gives rise to several issues during abnormal conditions of the utility system. This paper addresses the detection method of one such crucial event which is "islanding". A short length window based Mahalanobis Distance method has been proposed in this paper to detect islanding. A trade-off between computational time and accuracy has been maintained to make it reliable and acceptable. In this method, network parameters such as rate of change of frequency ( 
INTRODUCTION
At present, special attention is being given to increase the amount of power injection from renewable energy (RE) sources. But, several issues need to be considered prior to integrating these RE sources such as solar and wind in a distribution network. Islanding detection is one of them that needs to be accurate and fast enough to avoid the probable hazard to utility and customer equipment, personnel involvement in the maintenance work and the general public. Islanding can be defined as a condition when a part or segment of the utility network with distributed generators is disconnected from the main supply, but the DG continues to generate power in isolated section. Unintentional islanding is a concern and therefore, normal practice is to disconnect all distributed resources (DRs) immediately after the occurrence of island. As per IEEE 1547-2003 standard, the disconnection time should not be greater than 2 seconds. A special protection scheme called islanding detection relays are used for this purpose. Different techniques such as active, passive and remote techniques are used to operate these relays. Active and remote methods are more effective, accurate and robust but these incur high cost. Apart from this, active method degrades power quality whereas passive method suffers in terms of accuracy. One advantage of passive method is that its implementation is pretty simple and it does not have any negative impact on the normal operation of the DG system. Hence, several papers have already been published on islanding detection, emphasising on developing an intelligent method with a trade-off between accuracy and cost. Different islanding detection (passive) methods [1] [2] [3] [4] [5] [6] [7] have been reported in recent years. Review, comparative analysis and issues of different islanding detection methods have been discussed in [8] , [9] and [10] . The islanding detection based upon rate of change of power [11] , rate of change of frequency (ROCOF) [12] , rate of change of voltage [13] , fuzzy rule-based classifier [14] , Decision Tree (DT) classifier [15] and wavelet based technique [16] have attracted widespread attention. For wavelet based techniques, it is a complex task to select proper mother wavelet. If the selection is wrong, then there is a high risk of false detection. The performance of widely used ROCOF relay has direct relationship with the active power imbalance of the islanded system. During islanding condition, if active power imbalance is high then change of frequency will be significant enough to be detected by the ROCOF relay with a set threshold. However, the overall performance deteriorates when the power imbalance goes down to 15%. When power imbalance is below 15%, then ROCOF fails to detect which is the limitation of this method. This paper proposes a new passive islanding detection technique which introduces a short length window-based Mahalanobis Distance (MD) method for detection of islanding. In the developed technique, voltage and current at the target DG location are retrieved and processed to extract four different features such as ROCOF, ROCOV, ROCOP, and ROCOQ. 
II. FEATURES FOR ISLANDING DETECTION
To make the classification more reliable and accurate one, four features have been extracted from the available voltage and current signal at the target DG location. These features are ROCOV, ROCOQ, ROCOF and ROCOP. Definition and variation of these features under islanding condition are described below and these show significant variation during islanding condition.
ROCOV and ROCOQ:
Most of the DG units around the world are required to operate at unity power factor. Hence, it is likely that there will be deficiency of reactive power once the distribution system is islanded [13] . Voltage oscillations mainly depend on reactive power mismatch; in almost all cases voltage decrease due to the lack of reactive power generation [18] . Hence, rate of change of voltage (dV/dt) and rate of change of reactive power (dQ/dt) have been selected as input features for islanding detection.
ROCOF:
When islanding occurs, there is always an imbalance between the generation and load in the island [19] . Immediately after islanding, the resulting power imbalance causes the frequency to change dynamically, which can be approximated by the equation below:
Hence, standard deviation of ROCOF is used as one of the features for islanding detection.
ROCOP:
The real power from a generator can be given by:
Where, E is the generator voltage, V is the voltage of the power system; X is the impedance between the generator and the grid and δ is the relative phase between the generator and the grid. Thus, rate of change of real power can be presented as:
When the system is islanding, X→∞, due to the formation of island, then equation (3) gives dP/dt≈0, and if the system is non-islanding, then dP/dt≠0 [20] .
Hence, rate of change of power shows significant difference from islanding to non-islanding.
Variations of the four features have been investigated by simulating an example distribution network adopted from [12] as shown in Fig. 1 . Three phase model of all network components are used for the simulation. Two pi-section distribution lines have been modelled with each having 10 km distance. Constant impedance model has been used to represent the loads. Synchronous generator with automatic voltage regulator has been modelled as DG. Simulation has been conducted using MATLAB/SIMULINK. Islanding condition has been simulated by opening the circuit breaker (CB) at 3.5 sec, whereas load switching (at 3.5 sec) at bus 5 has been simulated as non-islanding case. 
III. SIMULATION OF A TEST NETWORK
A test distribution network, as shown in Fig. 4 , has been simulated in MATLAB/SIMULINK to extract the necessary features required for classification. The test network has been adopted from [17] . The test system is simulated at 2.0 kHz (40 samples per cycle on base frequency of 50 Hz). The relay for CB_DG-1, CB_DG-2, CB_DG-3 and CB_DG-4 are placed at transformer connection points of DG-1, DG-2, DG-3 and DG-4 respectively, to collect the voltage and current signal during islanding and non-islanding conditions due to a disturbance. Fig. 4 and the system is simulated to generate more islanding and non-islanding events.
DG-2 and DG-4 are excluded from the network shown in
The situations that could be present during islanding and non-islanding conditions are as follows:
Tripping of main circuit breaker (CB) that could island the distribution network. Opening of any breakers between main grid and DG. Events that could trip all breakers and reclosers and eventually, island the DG under study. Switching of load connected to the distribution network. Switching of capacitor bank connected to the distribution network. Loss of parallel lines in the distribution network, apart from distribution line connected to the target DG. Balanced three phase fault in a distribution line, apart from distribution line connected to the target DG. Tripping of other DGs apart from the target one.
The above conditions are simulated at the presence of different power imbalance conditions i.e. active power imbalance of 0% to 80%; and the required features are extracted.
IV. FEATURE EXTRACTION
The proposed method is based on multiple parameters and hence, feature selection and extraction are crucial tasks. In this technique, the following four features are selected for any target DG unit (DG-1, DG-2, DG-3 and DG-4). The input parameters are derived under different operating conditions as mentioned in the previous section. Thus, total 620 sets (310 islanding and 310 non-islanding) of input parameters are extracted to test the detection and classification method of Mahalanobis Distance (MD). 130 islanding and 130 non-islanding events are used for training purpose. These are chosen randomly. The remaining 360 events (180 islanding and 180 non-islanding) are tested for determining the accuracy of the proposed method.
V. PROPOSED MAHALANOBIS DISTANCE BASED CLASSIFICATION METHOD
Mahalanobis Distance (MD) is a unique distance measure, introduced by P.C. Mahalanobis in 1936. It is based on correlation between variables which is used to identify and analyse different patterns. It can be defined as:
Where, is the multivariate vector;
, is the mean of the group of values from which MD is measured; and S = covariance matrix of the group of values, from which MD is measured.
MD is a multivariate analysis technique which is used here to distinguish between the patterns of features of one group to another. Here, 2 groups named islanding and non-islanding are considered. To classify these groups, short length window segment are used and decisions are made upon applying the MD classifier at each window block.
Parameters of all the training data (260 events) are extracted from the voltage and current signals available at the DG side. SD of four parameters: ROCOF, ROCOV, ROCOP and ROCOQ are measured for 10 cycles of window length which starts from the time of event inception, and these parameters are kept as trained islanding and non-islanding data. Then each of the test cases (islanding and non-islanding) are classified according to Fig. 5 . (4) . Mahalanobis distance (MD) between x and trained islanding data is calculated according to (5) . The same formula (5) is used for measuring the MD between x and non-islanding trained data. And then classifications are conducted on the principle of least MD with the islanding and non-islanding trained data. The next step starts by setting the window 4 cycles i.e. 80 ms ahead of the starting point of previous step and same process is followed to detect and classify the islanding and non-islanding events in accordance with their MD in terms of the least difference principle. Between two successive steps, a delay of 80 ms has been proposed due to the computational time required for classification. Hence, for real time islanding detection, four or even more parallel processes can be executed with 20 ms (1 cycle) or even shorter time interval.
VI. COMPUTATIONAL RESULTS AND THE EFFECT OF WINDOW LENGTH
The proposed MD method has been compared with SVM, and FFML NN classifiers, to check its reliability and acceptability. And for this comparison, accuracy and computational time have been considered as two key performance indicators. Classification results of Table I show that accuracy of MD method is above 96% for all the test islanding and nonislanding cases; and its level of performance is almost same in comparison with FFML NN and SVM classifiers while considering the accuracy only. But, if computational time is taken into consideration, then MD takes less amount of time to detect and classify the event as presented in Table II . Computational time is an important factor which is to be considered while developing passive islanding detection method. In this context, MD shows better performance.
In this method, the window length of 10 cycles has been chosen arbitrarily and it gives satisfactory results in terms of accuracy. But it also incurs an additional delay of 0.2 seconds before the starting process of classification method. So, in order to solve this problem, very short window length (3 cycles, 4cycles, 5 cycles etc.) are also analysed. But the change of window length affects the value of the features that are used for classification. Variations of ROCOF parameters due to the change of window length are shown in the Fig. 6 and Fig.7 . When power imbalance is 10%, then Fig. 6 shows that window length does not have any significant impact on ROCOF's standard deviation value, i.e. the values are not far away from one another due to change of window length (from 3 cycles to 10 cycles). But for 40% power imbalance case, a very short window length (3, 4 and 5 cycles) gives significant difference of the values from each other as shown in Fig. 7 . Hence, 10 cycles of window length has been used in this paper to keep a trade-off between computational time and accuracy under different types and amount of network loading at the presence of different network contingencies.
VII. CONCLUSIONS
This paper presents a multiple parameter based islanding detection technique using a short length window based Mahalanobis Distance method. The features that vary significantly during islanding condition are extracted from the available voltage and current signals after passing those through a short-length window of 10 cycles. Then MD based method is applied to classify the events. Since 10 cycles of window length is incurring an additional delay of 200 ms, the options of very short window length are also analysed. The effect of very short window length on the extracted features shows significant anomaly and hence, we maintain 10 cycles of window length as it shows negligible effect on the values of extracted features and at the same time, meeting the computational time within permissible range. The proposed method has been tested for different islanding and nonislanding cases at different operating conditions and it has been compared with SVM and FFML NN classifiers. The test results indicate that MD is better than SVM and FFML NN classifiers if both computational time and accuracy are taken into consideration.
