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Obiettivo della tesi è lo studio dal punto di vista metodologico ed analitico dei clienti 
che usufruiscono dei servizi di assistenza alla compilazione della dichiarazione dei 
redditi presso il CAAF-CISL. Vengono trattate alcune tipologie di analisi esistenti 
nell'ambito del data mining applicato a problemi di business ed in seguito si passa alla 
descrizione del processo seguito. 
Tale processo si focalizza sulla preparazione dei dati disponibili e sullo sviluppo di tre 
analisi il cui scopo è quello di definire alcuni caratteri comuni ai soggetti che compilano 
il modello 730 per la prima volta. Le prime due analisi definiscono i profili dei nuovi 
clienti basandosi su algoritmi differenti, la terza evidenzia quali caratteristiche ne 
favoriscono la presenza in determinati contesti. 
La parte in cui si eseguono gli studi di data mining non segue un processo pianificato a 
priori: alcune decisioni sono state prese solo dopo aver avuto a disposizione e 
analizzato i risultati delle fasi precedenti. In relazione a queste situazioni, il contributo 
della tesi è quello di descrivere in quale contesto e con quali motivazioni si è deciso di 
intraprendere una strada invece di un‟altra. 
Nella parte finale di ogni analisi sono presentati i risultati ritenuti interessanti dagli 
esperti del dominio, quelli che forniscono nuove indicazioni per gli scopi di business e 
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I progressi nella tecnologia e nei processi di acquisizione e gestione dei dati hanno 
portato alla diffusione di database sempre più grandi e complessi, e questo fenomeno si 
è manifestato in tutti gli ambiti della vita quotidiana in cui si richiede il trattamento dei 
dati: dalla medicina all‟astronomia, dal retailing alla gestione bancaria. 
Nonostante l‟evoluzione degli strumenti per la generazione e la raccolta dei dati molte 
organizzazioni non sono in grado di trasformare questa grande quantità d‟informazioni 
in conoscenza utile ad azioni di business. I patrimoni informativi sono spesso 
frammentati in diversi archivi indipendenti e molto spesso ognuno di questi utilizza 
formati diversi di rappresentazione delle informazioni. Questi dati grezzi hanno un 
enorme potenziale, che potrebbe trasformarsi in vantaggio competitivo per le 
organizzazioni se solo queste fossero in grado di sfruttarlo adeguatamente. La necessità 
di trarre beneficio da questo potenziale inutilizzato ha portato le organizzazioni a 
cercare di raffinare i loro strumenti di analisi e raccolta dei dati. 
E‟ il caso del CAAF-CISL, un ente che opera per fornire a lavoratori e pensionati 
assistenza e consulenza completa e personalizzata nel campo fiscale e delle 
agevolazioni sociali.  
Quest‟organizzazione presenta un enorme capitale informativo costituito dalle 
dichiarazioni dei redditi dei soggetti ai quali fornisce assistenza. Questi dati vengono 
solo superficialmente trasformati in conoscenza, mente la parte più interessante resta 
sepolta in un‟infinità di archivi di difficile interpretazione.  
 
Uno dei problemi più sentiti dal management di questo ente è quello definire i profili 
dei clienti che per la prima volta fanno uso del servizio di assistenza per la 
compilazione della dichiarazione dei redditi. La caratterizzazione di tali “nuovi clienti” 
sarebbe utile, ad esempio, per dare il via a campagne promozionali mirate, in grado di 
raccogliere un‟alta percentuale di risposta nei segmenti di destinazione. 
In questo specifico contesto, un esame della letteratura non ha evidenziato lavori pre-
esistenti. Delle interessanti considerazioni sono però contenute nella serie “Redbook” 
dell‟IBM che analizza temi simili, come ad esempio lo studio dei clienti in abbandono. 
Gli obiettivi del lavoro di tesi sono quindi quelli di studiare sia dal problema dal punto 
di vista metodologico (quale processo di analisi seguire)  che dal punto di vista analitico 
i  dati in possesso del CAAF-CISL. Questo allo scopo di identificare nicchie di nuovi 
clienti. Possiamo evidenziare tre contributi principali della tesi. 
Nella prima parte della tesi, introduciamo il data mining e le tecniche di analisi, 
esponendo come queste permettano di affrontare problemi correlati con il nostro: 
l‟analisi dei clienti in procinto di abbandonare (CHURN), la segmentazione della 
clientela, e la determinazione del valore reale dei propri clienti. Il contributo della tesi 
consiste nel presentare al lettore una guida pratica in grado di illustrare le operazioni da 
eseguire sui dati durante tutto il processo di analisi: dalla definizione del problema alla 
valutazione ed applicazione dei risultati. 
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Il secondo contributo della tesi consiste nel descrivere in dettaglio il processo di analisi 
seguito sui dati forniti dal CAAF-CISL. Prendendo come riferimento la struttura di un 
comune processo di data mining vengono descritte le fasi dell‟esperienza condotta: 
l‟analisi della realtà aziendale e dei dati a disposizione, la scelta delle tecniche da 
utilizzare, la definizione e preparazione dei dati per l‟algoritmo di data mining, 
l‟applicazione dello stesso e la valutazione dei risultati ottenuti.  
Il terzo contributo della tesi consiste nell‟entrare nel merito dei risultati del processo di 
analisi, presentando alcune nicchie di nuovi clienti e discutendo possibili azioni 
conseguenti la loro caratterizzazione. La validazione delle caratterizzazioni di nuovi 
clienti è avvenuta con gli esperti del dominio CAAF-CISL ed è alla base sia di possibili 
azioni di business sia di ricicli del processo di analisi per approfondire lo studio di 
alcuni gruppi di clienti. 
 
La tesi si articola nei seguenti capitoli: 
Cap. 1: Si introduce la disciplina del data mining descrivendo le fasi che compongono 
un processo di analisi dei dati. Vengono trattate inoltre le varie tipologie di analisi 
esistenti nell'ambito della profilazione della clientela 
Cap. 2 : Viene descritta la situazione iniziale unitamente al dominio in cui si è operato. 
Vengono elencati gli obiettivi di business ed i criteri di successo considerati 
determinanti. Il capitolo si conclude con i problemi riscontrati e con un glossario dei 
termini relativi al dominio di analisi. 
Cap. 3: Questo capitolo contiene una descrizione dettagliata della struttura dell‟insieme  
dati sviluppata per l'analisi e del percorso che ha portato alla sua definizione. Viene  
inoltre trattato il sistema di integrazione appositamente realizzato per popolare il 
dataset. 
Cap. 4: In questa parte della tesi viene descritto lo studio sulle distribuzioni e delle 
correlazioni svolto sul dataset una volta popolato, vengono inoltre motivate le scelte 
che hanno portato ad una riduzione del numero degli attributi. 
Cap. 5: In questo capitolo viene descritto il processo di modellazione mediante 
algoritmi di classificazione. Si parte dalla preparazione dei dati fino ad arrivare alla 
costruzione dei modelli e la successiva analisi di qualità. 
Cap. 6: In questa ultima parte della tesi viene trattata la modellazione mediante la 
selezione di regole. Viene illustrato il funzionamento del tool appositamente sviluppato 





CAPITOLO 1  
IL DATA MINING: STATO DELL’ARTE 
Come spesso accade, definire una nuova disciplina scientifica è un‟attività piuttosto 
controversa in cui i ricercatori si trovano in disaccordo sui precisi confini dei campi di 
studio che essa deve trattare. A causa dello sviluppo piuttosto recente e della diversità 
dei campi di applicazione, anche il concetto di data mining non è quindi ancora ben 
delimitato. Una definizione che possiamo considerare condivisa universalmente è la 
seguente:  
Il data mining è un‟attività di analisi semi-automatica ed esplorativa di grandi quantità 
di dati, basata sull‟apprendimento e finalizzata all‟estrazione di conoscenza sotto forma 
di modelli utili ai decisori per formulare ipotesi di azioni. 
Un‟importante precisazione da fare è che non tutti i processi finalizzati alla scoperta di 
informazioni si possono definire di data mining: ad esempio estrapolare singoli record 
da un database operazionale o ordinare alcune pagine web attraverso una query ad un 
motore di ricerca sono azioni classificabili come appartenenti all‟area dell’Information 
retrival. Nonostante queste azioni si possano basare su strutture dati ed algoritmi 
complessi, fanno comunque affidamento su tecniche tradizionali finalizzate unicamente 
ad un efficiente recupero ed organizzazione dei dati. Le tecniche di data mining si 
pongono invece ad un livello superiore, sono utilizzate per accrescere e migliorare le 
performance dei sistemi di information retrieval cercando di estrapolare e fornire 
all‟utente delle informazioni che questi sistemi non sono in grado di produrre. 
1.1 Data mining e knowledge discovery in databases (KDD)  
Il Data Mining, visto come attività sviluppata per far fronte all'esigenza di sfruttare il 
patrimonio informativo contenuto nelle grandi raccolte di dati, costituisce la parte più 
importante di un processo più ampio, chiamato Knowledge discovery in databases (KDD): 
il KDD, descritto per la prima volta nel 1996 da Usama Fayyad, Piatetsky-Shapiro e 
Smyth, si può definire come:  
 
processo interattivo ed iterativo, costituito dall’insieme dei metodi e delle tecniche 
utilizzate allo scopo di identificazione di relazioni tra dati, che siano valide, nuove, 




Il processo KDD prevede come dati in input dati grezzi e fornisce come output 
informazioni utili ottenute attraverso le seguenti fasi.  
SELEZIONE 
I dati grezzi vengono segmentati e selezionati secondo alcuni criteri al fine di 
pervenire ad un sottoinsieme di dati, che rappresentano il nostro target data o dati 
obiettivo. Risulta abbastanza chiaro come un database possa contenere diverse 
informazioni, che per il problema sotto studio possono risultare inutili; per fare un 
esempio, se l‟obiettivo è lo studio delle associazioni tra i prodotti comprati dai clienti 
di una catena di distribuzione al dettaglio, non ha senso conservare i dati relativi alla 
professione dei clienti; è invece assolutamente errato non considerare tale variabile, 
che potrebbe invece fornire utili informazioni relative nel caso in cui si volesse 
segmentare la clientela in base alle loro caratteristiche socio-demografiche  
 
PREELABORAZIONE 
Spesso non è conveniente né necessario analizzarne l‟intero contenuto di un insieme 
di dati ma può essere più adeguato prima selezionarne solo una parte e in seguito 
esplorare solo le informazioni scelte in modo da realizzare un‟analisi su base 
campionaria. Fanno inoltre parte di questo stadio del KDD la fase di pulizia dei dati 
(data cleaning) che prevede l‟eliminazione dei possibili errori e la decisione dei 
meccanismi di comportamento in caso di dati mancanti.  
 
TRASFORMAZIONE 
Effettuata la fase precedente, i dati, per essere utilizzabili, devono essere trasformati. 
Si possono convertire alcuni tipi di dati in altri o definirne di nuovi, attraverso l‟uso di 
operazioni matematiche e logiche sulle variabili. Inoltre, soprattutto quando i dati 
provengono da fonti diverse, è necessario effettuare una loro riconfigurazione al fine 
di garantirne la consistenza. 
 
DATA MINING 
Ai dati trasformati vengono applicate una serie di tecniche in modo da poter ricavare 
delle informazioni che siano non banali o scontate ma utili e non predicibili a priori. I 
tipi di dati che si hanno a disposizione e gli obiettivi che si vogliono raggiungere 
possono dare un‟indicazione circa il tipo di metodo da scegliere per la ricerca di 
informazioni dai dati.  
 
INTERPRETAZIONI E VALUTAZIONI 
Il DM crea dei pattern, ovvero dei modelli, che possono costituire un valido supporto 
alle decisioni. Non basta però interpretare i risultati attraverso dei grafici che 
visualizzano l‟output del DM, ma occorre valutare questi modelli e cioè capire in che 
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misura questi possono essere utili. E‟ dunque possibile, alla luce di risultati non 
perfettamente soddisfacenti, rivedere una o più fasi dell‟intero processo KDD.  
 
Un fatto è certo: l‟intero KDD è un processo interattivo tra l‟utente, il software utilizzato e 
gli obiettivi. E‟ anche iterativo nel senso che la fase di DM può prevedere un‟ulteriore 
trasformazione dei dati originali o un‟ulteriore pulizia dei dati, ritornando di fatto alle fasi 
precedenti.  
Perché data mining? 
Come già accennato, le tecniche tradizionali di analisi hanno trovato diverse difficoltà nel 
rispondere agli interrogativi sorti con lo sviluppo dei nuovi insiemi di dati. Quelli esposti in 
seguito sono i principali motivi che hanno spinto verso lo sviluppo di processi di data 
mining. 
 
Grande dimensione dei dati 
Le tecniche tradizionali di analisi che sono state sviluppate per insiemi di dati di piccoli 
dimensioni spesso non scalano quando la quantità di informazioni da processare è notevole: 
all'aumentare del numero di dati, la complessità di alcuni algoritmi aumenta in modo 
insostenibile ed alcuni risultati possono risultare meno attendibili. 
Inoltre, quando ci troviamo di fronte a insiemi di grandi dimensioni sorgono problemi del 
tutto nuovi: alcuni di carattere meramente pratico (scegliere il supporto fisico ed il software 
utilizzato per gestirli), altri di interesse maggiore che riguardano direttamente il processo di 
analisi delle informazioni. Questi problemi sollevano interrogativi del tipo:  
come determinare quali dati sono rappresentativi? 
come analizzare i dati in un periodo di tempo ragionevole?  
come stabilire se una relazione tra i dati è una coincidenza o rappresenta una reale tendenza 
della popolazione?  
Eterogeneità e complessità dei dati 
Le tecniche di analisi tradizionale analizzano normalmente sorgenti dati di tipo omogeneo, 
quindi con attributi dello stesso tipo. Con il passare del tempo è emersa la necessità di 
lavorare su sorgenti dati più complesse contenenti tipi di dati eterogenei. Degli esempi sono 
rappresentati dalle le pagine web contenenti testo semi-strutturato e dai dati relativi al 
DNA, aventi struttura sequenziale e tridimensionale.  
Le tecniche di data mining per questi tipi dati complessi prendono in considerazione le 
relazioni interne come ad esempio l'autocorrelazione spaziale e temporale e le relazioni 
padre-figlio all'interno di testo semi-strutturato e documenti XML 
 
Multi-dimensionalità dei dati 
E' abbastanza comune lavorare su insiemi di dati contenenti centinaia o migliaia di attributi. 
Le tecniche di analisi dei dati tradizionali sono state sviluppate per insiemi a bassa 
dimensionalità e non lavorano bene quando sono presenti molti attributi. Inoltre, per alcuni 
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algoritmi di analisi dei dati la complessità computazionale aumenta rapidamente con 
l'aumento del numero di dimensioni. 
Scalabilità 
Con l'incredibile sviluppo che si è avuto nel campo della generazione e della collezione dei 
dati, i database hanno raggiunto la dimensione di svariati giga byte, terabyte o perfino 
petabyte. Oltre ad essere in grado di analizzare questi dataset di enormi dimensioni, gli 
algoritmi di data mining devono anche essere scalabili. Per esserlo utilizzano delle tecniche 
particolari per gestire questi problemi di ricerca di tipo esponenziale, oltre ad utilizzare 
delle strutture di accesso ai dati particolari per migliorare i tempi di accesso ai singoli 
record. La scalabilità può essere inoltre migliorata utilizzando il campionamento o 
sviluppando algoritmi paralleli e distribuiti. 
1.2 Processi, strategie e tecniche di data mining 
In un processo di data mining si possono distinguere: 
La strategia definisce il tipo di modelli di analisi che vogliamo estrarre.  
Le strategie si dividono in: 
  
   SUPERVISIONATA: quando l'obiettivo è quello di costruire un modello a partire da 
elementi di cui sappiamo già il risultato a cui deve portare l'analisi (training set). Durante la 
fase più importante di questa strategia, chiamata fase di apprendimento, le informazioni 
presenti nel training set vengono analizzate e generalizzate in un modello che sarà applicato 
ai dati nuovi.  
   Strategie di questo tipo rispondono a domande del tipo : per quali motivi si verifica un 
certo fatto? 
 
   NON SUPERVISIONATA: quando l'obiettivo è definire un modello senza avvalersi di 
un apprendimento eseguito su casi di cui sappiamo a priori le relazioni tra le variabili.  
   Questa strategia risponde  a domande del tipo: esiste qualcosa di interessante sui dati? 
 
la tecnica definisce in che modo viene applicata la strategia per creare i modelli. Le 
tecniche da applicare dipendono dal tipo di strategia che vogliamo attuare e dal tipo di 
modello di data mining che vogliamo estrapolare dai dati. Le più diffuse tecniche di data 
mining sono le seguenti: 
 classificazione  
 regressione 
 clustering  
 scoperta di associazioni tra variabili 
 scoperta di pattern sequenziali  
 Predizione di valori 
 
i modelli di data mining sono rappresentazioni matematiche e schemi che evidenziano le 
relazioni tra le variabili che descrivono i dati. Tra i più diffusi modelli di data mining 
citiamo:  
 alberi di classificazione  
 classificatori bayesiani  
 reti neurali 
 cluster  
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 regole associative  
 pattern sequenziali  
 pattern frequenti 
  
In generale, i modelli di data mining si possono dividere in due categorie: descrittivi o 
predittivi. 
Un modello descrittivo si pone lo scopo di identificare le relazioni presenti tra i dati 
(correlazioni, trend, cluster, anomalie...). I modelli di tipo descrittivo hanno di solito una 
natura esplorativa e richiedono un post-processing dei dati per validare e spiegare i risultati 
ottenuti. 
Un modello predittivo ha invece come obiettivo quello di predire il valore di un particolare 
attributo basandosi sul valore di altri attributi: quello da predire è chiamato target o 
dipendente, mentre quelli usati per fare la previsione sono chiamati indipendenti. 
 
Presentiamo di seguito 4 tra le più importanti tipologie di processi di data mining 
 
 Classificazione e predizione 
   La classificazione può essere utilizzata sia come processo di tipo descrittivo che 
predittivo: nel primo caso è finalizzato alla creazione di un modello che riesca a definire la 
categoria a cui appartiene un elemento calcolando  il valore assunto dalla variabile target 
attraverso l'analisi dei valori di una serie di variabili indipendenti. 
Il tipo di modello che si ottiene (classificatore) può essere rappresentato in varie forme: 
regole di classificazione (if -> then), alberi decisionali, reti neurali, formule matematiche... 
Un modello di classificazione molto diffuso è quello degli alberi decisionali: grafi connessi 
ed aciclici in cui un nodo rappresenta una scelta fatta sul valore di una variabile 
indipendente e le foglie rappresentano la classe a cui appartiene l'elemento da classificare. 
Gli alberi decisionali si possono facilmente convertire in regole di classificazione che 
legano una o più variabili indipendenti alla variabile target. 
La classificazione, oltre che per stabilire la classe a cui appartiene un oggetto, può anche 
essere utilizzata per predire valori mancanti, non disponibili o futuri di alcuni elementi del 
dataset: sono casi come questo in cui la classificazione è vista come un processo predittivo. 
Questa tecnica assume una valenza descrittiva quando produce un modello che associa un 
cliente ad una tra un insieme predefinito di categorie (fedele, standard, saltuario)  mentre è 
di natura predittiva se produce un modello che prevede se un cliente risponderà 
positivamente o meno ad una campagna di marketing. 
 Analisi associativa 
L'analisi associativa è usata per scoprire modelli che descrivono forti relazioni tra le 
caratteristiche dei dati. Questi modelli sono rappresentati tipicamente in forma di regole 
implicative o sottoinsiemi di caratteristiche frequenti. A causa del loro enorme spazio di 
ricerca (maggiore è la dimensione degli insiemi dei dati analizzati e maggiore è il numero 
delle regole che si possono generare) uno degli obiettivi principali dell'analisi associativa è 
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quello di estrarre i modelli più interessanti in maniera efficiente, ad esempio evitando di 
evidenziare relazioni banali.  
Un'analisi di questo tipo consiste nell'individuare gruppi di prodotti che un cliente compra 
durante la stessa spesa. 
Raggruppamento di osservazioni 
Questa strategia ha l'obiettivo di raggruppare i dati in gruppi (cluster) non definiti a priori 
sulla base di un criterio di similitudine, tali che i dati di un gruppo hanno caratteristiche 
simili tra di loro e diverse da quelle dei dati appartenenti ad un altro gruppo.  
Il raggruppamento è utilizzato per segmentare la clientela di un'azienda o per selezionare le 
aree della Terra che hanno un impatto simile sul clima del pianeta 
Rilevazione anomalie 
Consiste nell'identificare le osservazioni con caratteristiche sensibilmente diverse da quelle 
degli altri dati: le osservazioni di questo tipo sono chiamate anomalie o outliers. Lo scopo 
di questo tipo di analisi è quello di individuare solo le anomalie reali evitando di 
classificare oggetti comuni come  anormali. In altre parole il modello realizzato è da 
considerarsi buono se riesce allo stesso tempo a rilevare molte anomalie ed a produrre 
pochi falsi allarmi.  
Un esempio di rilevazione di anomalie consiste nella ricerca di frodi o nell'individuazione 
di intrusioni in una rete informatica protetta.  
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1.3 Le fasi del data mining 
Un processo di data mining può essere strutturato in sette fasi: 
 Definizione del problema di business 
 Definizione della struttura del dataset  
 Estrazione e trasformazione dei dati 
 Valutazione dei dati  
 Scelta della tecnica di data mining 
 Interpretazione dei risultati  
 Utilizzo dei risultati 
 
Definizione del problema di business 
In questa fase si esplicita il problema di business da risolvere e si cerca di capire come sia 
possibile tradurlo in una serie di sottodomande, ognuna delle quali rappresenta un problema 
di data mining ben definito. 
Per problema di business si intende un problema al quale bisogna dare una risposta e si 
sospetta che la soluzione sia nascosta da qualche parte nei dati senza essere sicuri però di 
dove essa sia. 
Un problema di business deve soddisfare i seguenti requisiti: 
E‟ necessaria una chiara descrizione del problema da risolvere 
Ci deve essere la consapevolezza che i dati che potrebbero essere interessanti  
E‟ indispensabile che ci sia una visione di come i risultati del mining possano essere 
utilizzati nell'ambito di business.  
Quando si arriva a definire il problema di business, bisogna pensare in termini di modelli e 
di relazioni. Ad esempio, nel caso di un sistema di rilevazione di frodi una domanda del 
tipo "possiamo identificare i nostri consumatori fraudolenti?" non rappresenterebbe un 
"buon" problema di business; sarebbe più conveniente modificarla in "possiamo 
identificare un piccolo gruppo di consumatori con caratteristiche insolite indicative di una 
possibile frode?". Alternativamente se sono stati identificati alcuni consumatori che hanno 
assunto comportamenti fraudolenti la questione potrebbe essere "è possibile identificare 
delle caratteristiche particolari di questi clienti utilizzabili per predire il comportamento di 
altri clienti fraudolenti?" 
 
Definizione della struttura del dataset 
In questa seconda fase vengono definiti quali dati verranno utilizzati nel processo di 
mining. Tipicamente un dataset è definito da: 
 Sorgenti dei dati utilizzate 
Indicano il luogo "fisico" nel quale i dati vengono memorizzati 
 Tipi di dati utilizzati 
Definiscono come sono strutturati i dati (ad esempio il formato della data).  
 Contenuto dei dati 




 Descrizione dei dati 
Contiene il nome e la descrizione dei campi contenuti nelle tabelle 
 Utilizzo dei dati 
Contiene una descrizione di come vengono utilizzate le tabelle 
 
 
Per la maggior parte delle applicazioni di data mining l‟insieme dei dati richiesto è nella 
forma di un singolo file oppure di una tabella di database con un record per ogni cliente. 
Nel caso si utilizzi una tabella di database questa prenderà il nome di tabella de-
normalizzata e potrà essere sia una singola tabella che una "vista" ottenuta facendo il join di 
più tabelle ognuna contenente alcune delle variabili da utilizzare. Ogni record può 
comprendere una o più variabili dove ogni variabile può essere calcolata a partire da 
sorgenti dati differenti purché siano legate alla stessa variabile target in qualche maniera. 
Nella maggior parte delle applicazioni business i tipi di dato più comuni sono: 
 Dati comportamentali  
 Dati di relazione  
 Dati demografici  
Dati comportamentali 
Sono dati operazionali generati ogni volta che c'è qualche tipo di interazione con il target. 
Questo tipo di dato contiene tipicamente un timestamp ed alcuni identificatori di 
transazione insieme ai dettagli della stessa. Questo tipo di dati potrebbero ad esempio 
essere relativi ai dati di acquisto di un consumatore presso le varie sedi di una catena di 
distribuzione al dettaglio. 
Dati di relazione 
E' quel tipo di dati non-volatile contenente informazioni relativamente stabili riguardo 
consumatori e  prodotti come la modalità di pagamento preferita dal cliente, il tipo di 
contratto stipulato ecc... 
Dati demografici 
Riguardano dati relativi alle persone: generalmente provengono da fonti esterne ed 
includono informazioni come sesso, età e codice postale. 
 
 
Estrazione e trasformazione dei dati  
Questa terza fase riguarda l'estrazione e la preparazione dei dati che popoleranno il dataset. 
Essa si suddivide nelle sottofasi di identificazione, collezione, filtro ed aggregazione dei 
dati grezzi nel formato richiesto dal modello e dalla funzione di mining che si intende 
adottare. 
E' importante sottolineare che il dataset ottenuto nella fase precedente fornisce la struttura 
nella quale memorizzare i dati ma per adesso è ancora vuota. In questa fase si  "riempie" 
questa struttura per poterla utilizzare nelle fasi successive. 
Il data mining, come anche molte altre tecniche di analisi di solito richiede che i dati siano 
presenti all'interno di una tabella o di un file consolidato. Se le variabili richieste sono 
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distribuite su un certo numero di sorgenti, allora va eseguito questo processo di 
consolidamento in modo da produrre un insieme di record consistenti.  
Valutazione dei dati 
Dopo aver scelto e preprocessato i dati a disposizione, dobbiamo assicurarci che l‟insieme 
dei dati che abbiamo creato rispetti i requisiti di completezza, esattezza e rilevanza 
necessari per eseguire un'analisi efficace. Questa valutazione viene fatta attraverso tre fasi 
distinte: 
Ispezione visuale 
Comprende la navigazione dei dati in input con programmi di visualizzazione. Questa 
operazione può portare alla scoperta di dati poco plausibili: ad esempio una giunzione 
sbagliata tra tabelle nella fase di preparazione dei dati può portare ad una variabile che 
contiene valori diversi da quelli desiderati. 
  
Ricerca delle inconsistenze e risoluzione degli errori 
Incoerenze trovate durante l‟ispezione visuale possono essere causate dalla presenza di dati 
sporchi o mal formattati nelle sorgenti dati: valori isolati o mancanti possono falsare i 
risultati di un'analisi di data mining. Ad esempio, una correlazione interessante tra le 
variabili può essere completamente ignorata dal sistema di data mining se sono ammessi 
troppi valori mancanti per alcune di queste variabili. L'eliminazione di valori periferici e la 
trasformazione di valori mancanti in valori che hanno un significato migliorano 
enormemente la qualità dei dati. 
 
Selezione delle variabili e rimozione delle variabili ridondanti 
Alcune variabili possono essere superflue se presentano valori uguali o simili a quelli 
presenti in altre variabili: dipendenza e correlazione tra variabili possono essere individuate 
attraverso test statistici come quelli di regressione lineare o polinomiale. Le dipendenze tra 
più variabili possono essere ridotte selezionandone solo una ed eliminando le altre dal 
dataset.  
Non tutte le variabili che superano le analisi precedenti vengono selezionate come input per 
l‟analisi di data mining: infatti sopravvivranno solo quelle che di chiara lettura e che 
possono essere utili per l'utente finale. 
Scelta della tecnica di data mining 
Dopo aver definito gli obiettivi di business, la struttura dell‟insieme dei dati ed aver 
preprocessato le informazioni provenienti dalle sorgenti dati, un processo di data mining 
comprende l'importante fase in cui viene scelta la strategia che si adatta meglio all'obiettivo 
dell'analisi. Questo passo non si limita solo a definire la tecnica o la combinazione di 
tecniche da utilizzare ma comprende anche la scelta del modo in cui tali tecniche devo 
essere applicate. 
Mentre in alcuni casi la scelta della tecnica da usare è spesso ovvia, come nella basket 
analysis in cui è tipico l'utilizzo delle tecniche associative, esistono delle situazioni in cui 
non è facile scegliere una tecnica piuttosto che un'altra: in generale non esiste una soluzione 
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migliore a priori e quindi spesso conviene provare diverse alternative al fine di costruire il 
miglior modello per il problema in esame. 
Interpretazione dei risultati  
I risultati ottenuti da ogni processo di data mining possono generare una mole di 
informazioni che a volte risulta difficile da interpretare. La fase di interpretazione richiede 
un supporto da parte di un esperto di business in grado di tradurre i risultati del mining nei 
termini del contesto di business. Poiché è improbabile che un esperto di business sia anche 
uno specialista di data mining, è importante che i risultati vengano presentati un una forma 
facilmente comprensibile. A supporto del processo di interpretazione è necessario avere 
una serie di strumenti in grado di visualizzare i risultati e di fornire le necessarie 
informazioni statistiche necessarie all'interpretazione. 
Utilizzo dei risultati  
Il settimo ed ultimo passo del processo di mining è probabilmente il più importante di tutti 
poiché riguarda l'utilizzo che si intenderà fare dei risultati dell'analisi effettuata fino ad 
adesso. Spesso il data mining viene visto come un mero strumento di analisi, ma questa 
concezione non rende l‟idea  del suo reale potenziale. Come appena spiegato, quando viene 
eseguita un analisi di data mining, è possibile: scoprire nuove cose riguardo i clienti, 
determinare come classificarli o addirittura predirne i comportamenti futuri.  In tutti questi 
casi il data mining crea delle rappresentazioni matematiche dei dati chiamate modelli. 
Questi modelli sono molto importanti perché non forniscono solo una vista in profondità 
del business ma possono essi stessi essere riutilizzati in altri processi di business, come ad 
esempio il CRM. 
Prima di intraprendere qualunque attività di mining è necessario fare attenzione al modo 
nel quale si intende utilizzare i risultati ottenuti e dove questi avranno il maggior impatto.  
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1.4 I processi di  Data Mining nella vita aziendale: alcuni esempi 
 
In questa sezione prendiamo in esame tre delle principali analisi che molte aziende 
decidono di svolgere allo scopo di avere una conoscenza approfondita della loro clientela, 
sia attuale che  potenziale: conoscere i comportamenti degli individui a cui ci vogliamo 
rivolgere permette di identificare i bisogni individuali e di formulare delle strategie mirate e 
quindi più efficaci.  
I processi di data mining che andremo a descrivere hanno lo scopo di: 
 Selezionare i clienti propensi ad abbandonare l‟azienda (analisi CHURN) 
 Dividere la clientela in gruppi di soggetti con le stesse caratteristiche 
(segmentazione) 
 Determinare il valore che assume ogni cliente per l‟azienda 
La descrizione di questi tre processi, che seguirà le sette fasi descritte nel paragrafo 1.2, 
vuole fornire una guida pratica all‟analista che si trova di fronte ad un problema del genere 
per la prima volta. Per ogni fase andremo a presentare: le possibili scelte che possono 
essere intraprese, i tipi di dati da usare e come gestirli, le operazioni consigliate per 
migliorare le prestazioni del proprio processo e gli strumenti per metterle in pratica. 
 
1.4.1 Analisi CHURN 
In molti mercati, come quello delle telecomunicazioni e quello assicurativo, le aziende 
riconoscono l‟importanza di un CRM proattivo che, basandosi sulle informazioni storiche 
relative ai clienti attuali, riesca a definire quali clienti siano di minor valore e da quali 
invece è possibile ottenere maggior profitto. 
In questo contesto è molto importante eseguire delle analisi di tipo churn che, basandosi su 
tecniche di data mining di tipo predittivo, forniscano una lista dei clienti che sono a rischio 
di abbandono. Tutto ciò può essere infatti molto utile per suggerire le strategie da attuare in 
modo da mantenere alta la profittabilità dell‟azienda. 
 
Fase 1: Definizione del problema di business 
Per aziende che lavorano in mercati molto dinamici e che si saturano facilmente, cercare di 
mantenere un cliente dubbioso è molto meno costoso che attirarne uno nuovo, anche se 
l‟instabilità del mercato con il mutamento continuo di tecnologie e regolamentazioni non 
rende assolutamente facile evitare che i clienti siano attratti dai concorrenti.  
Per sfruttare al massimo un‟analisi di tipo churn è molto importante che i dirigenti della 
compagnia conoscano bene sia il comportamento dei loro clienti che il mercato in cui 
devono competere per poter essere in grado di prendere le decisioni migliori per trattenere i 
clienti a rischio. 
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Da dove iniziare 
La prima operazione da effettuare quando si svolge l‟analisi esplorativa dei dati a 
disposizione è quello di tradurre il problema di business in domande a cui si può trovare 
risposta attraverso tecniche di data mining. 
Il churn, avendo l‟obiettivo di trattenere i clienti a rischio di abbandono, consiste in un 
processo abbastanza complesso composto da almeno tre fasi: 
 Identificare i clienti che sono in procinto di abbandonare l‟azienda 
 Determinare quali tra questi clienti si vuole mantenere 
 Sviluppare una strategia per evitare che i clienti definiti al punto 2) abbandonino 
l‟azienda 
L‟assunzione che risiede alla base del churn è che i clienti che lasciano l‟azienda hanno un 
comportamento passato identificabile e diverso da quello dei clienti che resteranno fedeli. 
Questa evidenza risulta più accentuata quando l‟analisi è raffinata attraverso la scelta del 
tipo di churn che vogliamo fare. Vediamo nel dettaglio. 
 
Tipologie di churn 
Il churn, inteso come l‟ abbandono di una azienda da parte dei clienti, può essere causato da 
diversi motivi. In relazione a questi motivi possiamo identificare diverse tipologie di churn: 
Churn volontario: quando il cliente inizia l‟azione. In questo caso si possono definire 
anche alcune sottocategorie basate sul motivo dell‟abbandono: scadenza contratto, 
cambio di tecnologia, insoddisfazione del servizio ecc. 
Churn involontario: quando è l‟azienda che inizia l‟azione. In casi come questo 
l‟azienda preferisce abbandonare il cliente perché questo provoca più problemi che 
vantaggi. La causa più comune è quella di mancanza o ritardi nei pagamenti. 
 
Fase 2: Definizione della struttura del dataset 
E‟ chiaro che non si può fare data mining senza avere i dati relativi ai propri clienti. 
L‟importante dilemma da risolvere in questa fase è quello che consiste nello scegliere quali 
dati possono essere più utili per estrapolare un modello di previsione churn. 
Nonostante non esista una regola precisa su quali dati debbano essere considerati e quali 
no, riportiamo di seguito una lista di informazioni che sono imprescindibili per realizzare 
un modello di questo tipo: 
 indicatore churn 
 dati demografici 
 dati contrattuali 
 dati comportamentali 
 informazioni sui pagamenti 
 indici derivati dai dati comportamentali 




Come in ogni metodo predittivo, abbiamo bisogno di una variabile target sulla quale 
costruire il modello predittivo: nell‟analisi che stiamo descrivendo l‟indicatore churn è la 
variabile target 
Dati demografici 
I dati demografici dei clienti come età, sesso, lavoro, città ecc. Questi possono essere 
ricavati quando il cliente inizia il suo rapporto con l‟azienda. Tuttavia le informazioni 
personali di un cliente possono cambiare e quindi c‟è il rischio che diventino obsolete se 
l‟azienda non si impegna nel tenerle aggiornate. 
Dati contrattuali 
Questi dati si riferiscono a tutte le informazioni relative al contratto (ammesso che la 
collaborazione lo richieda) stipulato tra il cliente e „azienda: data di attivazione, metodo di 
pagamento, tipo di tariffa applicata ecc. Questi dati sono definiti al momento della 
stipulazione del contratto e possono essere cambiati a seconda delle intenzioni di una o 
dell‟altra parte. La modifica dei dati contrattuali può essere un dato importante per il churn 
perché a volte testimonia la volontà del cliente a cambiare una situazione insoddisfacente. 
Dati comportamentali 
Questi dati descrivono il comportamento di un consumatore e come questo utilizza i 
prodotti e i servizi dell‟azienda. La natura di questi dati varia molto a seconda del settore in 
cui opera l‟azienda: una compagnia telefonica può registrare il numero o la durata delle 
chiamate fatte, una catena di vendita all‟ingrosso può considerare la frequenza delle 
transazioni ed il numero di prodotti acquistati ogni volta ecc. 
Questo tipo di dati possono essere trasformati o raggruppati per tipo o per arco temporale in 
modo da poter scoprire relazioni che possono rivelarsi interessanti al momento della 
creazione del modello. 
Informazioni sui pagamenti 
I dati relativi ai pagamenti possono riguardare diversi aspetti del cliente: la puntualità e la 
frequenza dei pagamenti, il ricavo ottenuto da quel cliente, ecc...  
Questo tipo di informazioni è tenuto in grande considerazione in un problema di churn 
involontario per il quale i problemi di pagamento sono fondamentali. 
 Indici derivati dai dati comportamentali 
Questi indici, chiamati anche indici chiave o indicatori di performance, possono dare 
informazioni aggiuntive e riassuntive dei dati comportamentali dei clienti: anche questo 
tipo di informazioni cambia molto a seconda del settore in cui opera l‟azienda, ad esempio 
per una compagnia telefonica si possono derivare degli indici comportamentali come i 
seguenti: 
 durata media conversazione 
 mobilità del cliente sul territorio 
 quantità numeri di telefono chiamati 
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 fascia oraria in cui si fanno più telefonate 
Dati addizionali 
Altri dati possono essere ritenuti interessanti dal management che si occupa di svolgere 
l‟analisi churn: alcune informazioni molto utilizzate sono il numero e il tipo dei reclami e le 
conoscenze relative ai concorrenti. 
Fase 3: Estrarre e preprocessare i dati 
In un processo di data mining, per creare il dataset  su cui fare l‟analisi, è necessario 
raccogliere i dati relativi ad ogni cliente dalle varie sorgenti e convertirli nel formato 
appropriato.  
Tuttavia, prima di integrare i dati in una tabella, in un file o in un qualsiasi formato 
richiesto dal data mining, nell‟analisi churn c‟è bisogno di tenere in considerazione delle 
informazioni addizionali: la dimensione della finestra temporale e la preparazione di 
training set e test set. 
 
Determinazione finestra temporale 
Una volta definite le sorgenti dati è necessario stabilire qual è l‟intervallo di tempo 
all‟interno del quale vogliamo lavorare. 
   Questa scelta in realtà si traduce nella definizione di tre finestre temporali: 
 finestra dei dati: intervallo di tempo all‟interno del quale considerare le variabili di 
input 
 finestra previsionale: periodo di tempo utilizzato per la previsione della variabile 
churn. In genere una previsione churn produce un modello di tipo “WHO and 
WHEN”, il cui compito è cioè quello di rispondere alla domanda: chi lascerà la 
compagnia e quando? La finestra previsionale rappresenta l‟orizzonte di tempo 
futuro in cui vogliamo vedere se i clienti ci abbandoneranno. 
 Ritardo temporale: intervallo di tempo tra la finestra dei dati e quella previsionale 
Piccole dimensioni del ritardo temporale migliorano le performance del modello. Tuttavia 
il ritardo temporale indica anche il tempo a disposizione dell‟azienda per preparare e 
mettere in atto una campagna di marketing efficace per il mantenimento dei clienti: 
maggiore è il tempo a disposizione e maggiore sarà la probabilità di ottenere una strategia 
articolata ed efficace. Nella predizione churn è richiesto un ritardo temporale di almeno un 
mese. 
La finestra previsionale può invece essere lunga diversi mesi: la sua dimensione è decisa 
sia sulle esigenze emerse dalla strategia di marketing, che sulle performance che vogliamo 
dal  modello: si possono fare prove con finestre previsionali di dimensioni diverse e poi 




Creazione training set e test set 
Un modello predittivo necessita la creazione di un training set e di un test set. I dati di 
training sono utilizzati per costruire il modello iniziale: dopo che il modello è stato 
realizzato, il test set è utilizzato per valutarlo. I dati di test hanno le stesse variabili di quelli 
di training ma rappresentano clienti diversi.  
Il data set iniziale è diviso quindi tra training set e data set: questa divisione deve essere 
casuale ed è importante che entrambi questi insiemi contengano all‟incirca lo stesso 
numero di clienti churners. 
Riguardo alla quantità di dati posseduti da un‟azienda, la percentuale di churners spesso 
può essere molto bassa e questo fatto deve essere preso in considerazione nella 
realizzazione del modello di data mining: se ad esempio la percentuale di churn è 1% allora 
un modello che classifica tutti i clienti come non churners avrà una accuratezza del 99% 
che, anche se apparentemente molto buona, non è di aiuto in nessun modo. 
Come regola generale si dovrebbe lavorare sui dati in modo che i record che verificano la 
variabile target siano almeno il 10% dell‟intero insieme di dati. Per fare questo si utilizza 
spesso una tecnica chiamata  oversampling.  
Oversampling consiste nell‟aumentare il numero dei record relativi ai churners in qualche 
modo: è possibile prendere dei record esterni alla finestra temporale dei dati oppure si può 
considerare più volte lo stesso record copiandolo e aggiungendolo al data set.  
Questa tecnica deve comunque essere applicata con cautela perché considerare troppe volte 
lo stesso record può causare una predizione troppo legata alle caratteristiche dei pochi 
clienti che questi rappresentano. 
 
Fase 4: Valutazione dei dati 
Dopo aver creato e popolato il dataset per l„analisi churn, si può passare a fare una 
valutazione dei dati scelti. Per la previsione churn, come per ogni altro processo di data 
mining, questo passo consiste nel comprendere la qualità dei dati e risolvere problemi 
relativi a valori mancanti o non validi, valori isolati, correlazioni ecc... 
Nel caso in esame però è utile fare anche un altro tipo di studio avvalendosi delle tecniche 
di statistica multivariata. In particolare, confrontando la distribuzione delle variabili 
dipendenti con quella della variabile target, possiamo vedere quali sono le variabili che 





Fase 5: Scelta della tecnica di data mining 
Scegliere la tecnica di data mining da applicare è il quinto passo da seguire in un processo 
di data mining. Ci sono parecchie tecniche alle quali è possibile fare ricorso per effettuare 
un‟analisi di tipo churn: 
 Alberi decisionali 
 RBF (Radial Basis Function) 
 Reti neurali 
 
In base alla scelta della tecnica utilizzata possono gli output del modello possono variare 
(churn score): ad esempio se utilizziamo un albero decisionale otterremo un valore di tipo 
binario (0 se si prevede che il  cliente è fedele, 1 se churner) mentre se si utilizzano le reti 
neurali o la RBF, il churn score assume un valore (solitamente) compreso tra 0 e 1, che 
tanto si avvicina all‟unità e tanto più indica il cliente come possibile churner.  
Quando si costruisce un modello predittivo churn, questo può essere inoltre creato e 
applicato considerando l‟intera popolazione o soltanto alcuni segmenti della stessa. 
Tecniche diverse possono essere quindi combinate sequenzialmente o parallelamente per 
ottenere risultati migliori.  
Alcuni esempi di utilizzo di modelli combinati sono: 
 Realizzare il modello predittivo in seguito ad una segmentazione dei clienti: il 
primo passo consiste nel segmentare i clienti e poi scegliere uno o più segmenti dei 
quali prevedere i churners 
 Costruire diversi modelli previsionali utilizzando diverse tecniche e poi valutare 
quella migliore 
 Applicare diverse tecniche a parti diverse del data set 
 
Applicare la tecnica di data mining 
Le performance di un modello di previsione possono dipendere sia dalla tecnica con cui il 
modello è stato utilizzato che dalle variabili che abbiamo scelto per costruirlo. Non esiste a 
priori una soluzione migliore delle altre: quindi la strada spesso utilizzata è quella di 
provare diverse tecniche e confrontare le performance dei modelli creati per poi scegliere il 






Uno dei problemi principali quando utilizziamo un albero decisionale per la previsione 
churn sta nel fatto che i churners sono di solito molto pochi rispetto al numero di client 
presenti nel data set (circa 1%): questo si traduce nel rischio di, se non si utilizza la tecnica 
dell‟oversampling, avere il problema dell‟overfitting, in cui l‟albero si adatta bene al 
training set ma non generalizza abbastanza per i dati del test set. La soluzione a questo 
problema è quella di limitare il numero di foglie fissando la profondità dell‟albero a non 
più di 10-12 livelli.  
RBF (Radial Basis Function) 
La tecnica RBF produce modelli di previsione combinando un grande numero di funzioni 
predittive. Durante la costruzione del modello, queste funzioni sono integrate tra di loro per 
crearne una unica. 
Nel caso del churn le funzioni sono costruite a partire dalle variabili che nell‟albero di 
decisione si rivelano più significative. Tuttavia possiamo evitare di essere dipendenti dalle 
informazioni date dall‟albero decisionale e fare un primo tentativo considerando tutte le 
variabili: in fasi successive saranno considerate solo quelle che risultano più interessanti. 
Spesso la tecnica RBF è applicata non su tutto il data set ma su sottoinsiemi dello stesso in 
cui la percentuale di churners è piuttosto alta (almeno il 20%). 
Per una corretta valutazione del modello si divide inoltre il data set iniziale tra training set e 
data set in un rapporto che non supera il 4:1 
Reti neurali 
Le reti neurali prendono dei dati in input e li passano ad una rete in cui sono trasformati in 
uno o più valori (che possono variare a seconda dell‟algoritmo utilizzato). Durante la fase 
di costruzione del modello, la rete è continuamente modificata in base alle informazioni 
ricevute in input.  
Nella nostra analisi churn, anche per le reti neurali si usa lo stesso procedimento seguito per 
il RBF: si può cioè utilizzare le variabili più significative dell‟albero decisionale o si può 
fare una prima analisi su tutte le variabili per poi dedurre in passi successivi quelle più 
interessanti. A seconda dei parametri dell‟algoritmo usato per la realizzazione delle reti 
neurali si possono ottenere performance molto diverse.  
Anche per questa tecnica si considerano sottoinsiemi del dataset in cui la percentuale di 
churners sale oltre il 20% 
 
Fase 6: Interpretazione dei risultati 
Nella sezione precedente abbiamo visto i passi da seguire per ottenere i nostri risultati di 
mining usando differenti tecniche predittive di data mining. La fase successiva consiste 
nell‟interpretare i risultati che abbiamo ottenuto e stabilire come possiamo organizzarli in 
modo da renderli utili per il nostro business.   
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Utilizzando alberi decisionali, RBF o reti neurali è stato identificato quali  caratteristiche 
dai clienti possono determinare la scelta di abbandonare un‟azienda. Passiamo adesso a 
dare uno sguardo più approfondito alle tre tecniche menzionate per capire se i modelli 
derivati sono davvero affidabili e quale tra questi è il migliore. Per effettuare questa scelta 
possiamo confrontare il valore del lift ottenuto dalla gains chart oppure eseguire una 
campagna di test direttamente sui clienti. 
 
Gains chart 
Dato un modello, la gain chart può: 
 Generare una lista dei clienti ordinandola per la loro probabilità di abbandono 
prevista dal modello (churn score)  
 Dividere questi clienti in gruppi (mettendo nel primo gruppo quelli con churn score 
maggiore) 
 Calcolare, per ogni gruppo, la percentuale di churners classificati bene dal modello  
 Confrontare, per ogni gruppo, la percentuale di churners classificati bene dal 
modello con quella che si sarebbe ottenuta applicando il modello casuale 
 
Il miglior modello sarà quello che riesce a catturare il maggior numero di churners nel 
primo gruppo o in determinati gruppi che hanno senso per gli scopi di marketing. 
La figura presenta, attraverso un esempio, il confronto tra i tre metodi utilizzando il gain 
chart: 
Se prendiamo il 10% dei clienti a caso otterremo circa il 10% di futuri churners 
Se prendiamo 10% dei clienti più propensi all‟abbandono secondo il modello ad 
albero decisionale avremo approssimativamente il 30% di futuri churners 
Lo stesso discorso vale per il 10% di clienti scelto in base al RBF (25% di churners) e 




Basandosi su questo gain chart l‟albero decisionale è quello che offre una performance 
migliore. 
Campagna di test 
L‟importanza del problema in esame richiede che le performance di un modello non siano 
valutate superficialmente. E‟ attraverso una campagna di test che un‟azienda può vedere se 
la sua previsione di churn è realmente efficiente: questo test può essere fatto sulla lista dei 
consumatori propensi all‟abbandono definita dai vari metodi di data mining o su un 
campione a caso di clienti. 
 
Fase 7: Utilizzo dei risultati 
L‟ultima fase di un processo di data mining è forse anche quello più importante e consiste 
nel trovare il modo migliore in cui utilizzare i risultati dell‟analisi nel contesto di business. 
Molto spesso il data mining è visto come uno strumento analitico di analisi dei dati che è 
molto difficile integrare all‟interno dei sistemi informativi esistenti. In questa sezione 
spieghiamo brevemente come questa integrazione può avvenire in maniera utile e indolore 






Integrazione del modello in varie applicazioni 
Consideriamo il churn score, un‟informazione derivata dall‟applicazione del modello di 
data mining che ci indica quanto un cliente è propenso ad abbandonare l‟azienda. Questa 
informazione può essere utile in diversi ambiti: 
 Call center: un operatore che tratta con un cliente  per presentargli un‟offerta o 
risolvergli un problema, può comportarsi in maniera diversa se conosce la sua 
propensione all‟abbandono  
 Marketing: il personale di marketing può fare analisi più approfondite se conosce la 
propensione all‟abbandono di ogni cliente. Un caso tipico è quello in cui si cerca di 
capire perché un cliente vuole cambiare azienda e definire quindi una strategia 
aziendale che elimini le cause del churn. 
 
E‟ possibile utilizzare la lista di churners combinandola con il valore che i clienti hanno per 
l‟azienda: questo aiuta molto nella definizione di una strategia di ritenzione clienti 
focalizzata solo sui clienti che producono maggiore redditività e tralasciando gli altri. 
Manutenzione modello 
Le performance di un modello si degradano velocemente con il passare del tempo. Nel 
momento in cui viene iniziata la campagna di mantenimento clienti alcuni risponderanno 
positivamente e cambieranno il loro comportamento da churners a clienti stabili. Una 
campagna di marketing di un‟azienda può quindi cambiare i comportamenti dei propri 
clienti e condizionare anche il mercato globale: un modello di churn deve quindi essere 
aggiornato ai cambi dell‟ambiente e dei propri clienti. 
In particolare questo aggiornamento può riguardare la ridefinizione di: variabili da usare, 
ritardo temporale, tecnica di data mining da utilizzare.   
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1.4.2 Segmentazione clienti 
In questa sezione verrà descritto uno dei metodi più diffusi per scoprire le caratteristiche 
dei clienti  che prende il nome di segmentazione. La segmentazione è un metodo data-
driven in grado di raggruppare i clienti in base ai tratti che hanno in comune sia dal punto 
di vista demografico che comportamentale. 
 
Fase 1: Definizione del problema di business 
Con il costante aumento della competitività all'interno dei mercati è diventato essenziale 
trattare ogni consumatore in maniera individuale per massimizzare la soddisfazione e la 
profittabilità. Sebbene offrire ad ogni cliente un servizio diverso non sia conveniente dal 
punto di vista economico, per i mercati di massa è possibile raggruppare gli individui in 
"segmenti" simili in modo da sviluppare strategie di marketing orientate al gruppo piuttosto 
che all'individuo. 
 
La segmentazione tradizionale 
La segmentazione di tipo tradizionale segmenta i clienti in un numero relativamente 
piccolo di gruppi (clusters) utilizzando regole di business basate su poche e semplici 
variabili. 
Le informazioni tipicamente utilizzate sono l'età, il reddito ed un indicatore in grado di 
rappresentare il livello di coinvolgimento del consumatore con l'azienda. Quest'ultimo 
indicatore viene calcolato utilizzando parametri come il numero di anni da cliente, il 
profitto annuale generato e il Life Time Value. 
Il valore di ogni variabile viene poi giudicato Alto, Medio o Basso per ogni cliente e questo 
porta poi a definire delle regole di business del tipo: 
Se il cliente è un anziano, con un alto grado di reddito, un alto grado di coinvolgimento con 
l'azienda è da considerate un consumatore di tipo "plus" 
Poiché è difficile sviluppare e comprendere delle regole con più di due o tre variabili, 
tipicamente le aziende creano delle regole di business con  tre variabili discretizzate su due 
livelli (Alto e Basso)  oppure con due variabili discretizzate su tre livelli (Alto, Medio e 
Basso). Sebbene i risultati di questa tecnica di analisi tradizionale possano sembrare 
convincenti, in genere l'output di questa ricerca è costituito da 8 gruppi, ottenuti da tutte le 
possibili combinazioni distinte di livelli di discretizzazione e di variabili. Questi gruppi 
rappresentano i segmenti di mercato e le campagne promozionali vengono sviluppate per 
rivolgersi su questi segmenti. 
 
La segmentazione con il data mining 
Lo scopo della segmentazione prodotta dal data mining è quello di scoprire i gruppi di 
comportamento dei consumatori estraendo segmenti naturali dai dati. Questo consente di 
identificare diversi tipi di clienti e sviluppare le modalità più appropriate per servire i vari 




Come in ogni altro processo di data mining, anche per la segmentazione il primo passo da 
seguire è quello di precisare il problema di business al quale si intende dare una soluzione. 
Dopo aver esplicitato il problema, l'obiettivo è quello di selezionare le giuste variabili di 
segmentazione da utilizzare. Questa scelta influenzerà non solo la formazione dei gruppi 
(clusters) ma anche la stabilità della segmentazione nel corso del tempo.  
Il valore di business ottenuto della segmentazione ottenuta non deriverà soltanto dalle 
tecniche utilizzate ma anche dall'interpretazione dei risultati ottenuti e da come questi 
verranno utilizzati praticamente. 
Fase 2: Definizione della struttura dell’insieme dati 
In questa seconda fase si identificano i dati richiesti per risolvere il problema di business e 
con essi le fonti dalle quali prelevarli. Si possono identificare quattro tipologie di dati 
"interessanti" dal punto di vista della segmentazione. 
Dati demografici 
Riguardano dati relativi a persone, generalmente provenienti da fonti esterne. Tipicamente 
includono informazioni come sesso, età e codice postale. le informazioni personali di un 
cliente, sebbene siano abbastanza stabili, possono cambiare nel tempo e quindi c‟è il rischio 
che diventino obsolete se l‟azienda non si impegna nel tenerle aggiornate. 
Dati di comportamentali 
Questi dati descrivono il comportamento del cliente in termini di dimensione e la qualità 
della relazione con l‟azienda. Questa tipologia include i dati sulla scelta dei prodotti, sulle 
reazioni a precedenti campagne di marketing e sulle preferenze del consumatore. 
Dati di transazione 
I dati di transazione o comportamentali descrivono il numero e la dimensione delle 
transazioni effettuate dai consumatori individuali. Per la segmentazione i dati dovrebbero 
essere aggregati a livello di consumatore ma in base alle esigenze, è anche possibile 
aggregarli a livello di gruppo di prodotti e di canali di distribuzione in base alle 
caratteristiche del business e al tipo di transazioni. 
Dati addizionali 
I dati addizionali comprendono quei dati che potrebbero essere utili a comprendere 
l'interazione con il cliente. Questo tipo di dati variano da azienda ad azienda. 
 
Dati suggeriti per la segmentazione 
In seguito viene presentata una lista di variabili che potrebbero essere utilizzate in un 
processo di segmentazione: 
Identificativo consumatore 
Identificativo del nucleo familiare 
Età 
Sesso 




Possiede un'automobile? (Si/No) 
Possiede una casa ? (Si/No) 
Stato civile 
Ha figli ? (Si/No) 
Tempo trascorso come consumatore 
Posizione corrente nella segmentazione 
 
 
La definizione di „locazione geografica‟ varia in base al tipo di azienda. Un esempio di 
locazione geografica potrebbe essere Città/Campagna oppure Nord/Centro/Sud. 
In genere un indirizzo completo è poco utile ai fini del data mining. La variabile che indica 
il nucleo familiare è molto importante per studiare la rete di relazioni dei consumatori, 
soprattutto nel caso si intenda preparare delle azioni di marketing orientate alla famiglia 
piuttosto che all'individuo. 
La discretizzazione delle variabili è un procedimento utile e consigliato nella maggior parte 
dei casi. I risultati della segmentazione saranno più facili da interpretare per i manager che 
dovranno utilizzare i risultati delle analisi. Discretizzare le variabili rappresenta un modo 
per includere conoscenza di business all'interno dei dati, il risultato inoltre sarà tipicamente 
più robusto. Le categorie da utilizzare variano in genere da due a cinque e devono essere 
definite dagli utenti business. La tipologia ed il numero ovviamente potrà variare durante il 
procedimento di mining. Le variabili non discretizzate in molti casi vengono conservate nei 
dati, questo consente di utilizzarle nel caso durante il processo di mining ne emerga 
l'esigenza.  
Fase 3: Estrarre e preprocessare i dati 
In questa fase vengono presi i dati in forma grezza e convertiti nel formato richiesto dai 
modelli di analisi. Ai fini del data mining i dati che risiedono nei sistemi di produzione e/o 
nei data warehouse devono essere raccolti e trasformati per poi essere consolidati all'interno 
di un'unica tabella.  
Quando si effettua la segmentazione la granularità dei dati deve essere a livello di 
consumatore, inteso come utente singolo oppure come nucleo familiare. Durante questo 
processo vanno utilizzati i dati di tutti i consumatori, poiché la campionatura potrebbe 
nascondere eventuali nicchie di consumatori, che rischierebbero di non emergere 
dall'analisi. 
Aggregazione e trasformazione dei dati 
Nella fase di preprocessing sarà necessario generare una serie di aggregati di variabili di 
transazione e di comportamento. Questi aggregati andranno successivamente aggiunti al 
modello di analisi dati. 
Per quanto riguarda le variabili  di comportamento, i prodotti dovranno essere aggregati in 
una serie di gruppi rappresentanti le varie categorie di prodotti offerte dall'azienda. I dati 
transazionali invece dovranno essere aggregati in una serie di finestre temporali in base al 
tipo di prodotto e al canale di distribuzione. La dimensione della finestra può variare da uno 
32 
 
a dodici mesi (in alcuni casi anche di più). Un buon punto di inizio è quello di generare gli 
aggregati di tutte le variabili su uno, tre, sei e dodici mesi.  
 
Fase 4: Valutazione dei dati 
Una volta creato e popolato il dataset si entra nella quarta fase, che consiste in una 
valutazione iniziale dell‟output del passo precedente. Questa fase consente di avere una 
comprensione iniziale, utile a fornire informazioni su come discretizzare le variabili. Le 
sotto-fasi in cui si articola la valutazione dei dati sono:  
1_Identifcazione dei valori mancanti ed isolati.  
Il miglior modo per identificare le anomalie è quello di visualizzare graficamente la 
distribuzione delle variabili, questo consentirà di identificare tempestivamente anomalie ed 
errori (ad esempio utenti di 189 anni o variabili con un alto numero di valori mancanti).   
Sostituire i valori mancanti con dei valori di default validi è un compito abbastanza 
semplice che se fatto inizialmente può eliminare molti errori. Quando vengono sostituiti i 
valori mancanti è importante indicare quali sono stati sostituiti. Per i valori numerici questo 
può essere fatto creando una o più variabili associate in grado di contenere questa 
informazione (ad esempio il valore M se mancante e P se è presente). Nel caso delle 
variabili categoriche è abbastanza semplice sostituire i valori mancanti con una stringa 
"assente".  
Questa informazione a prima vista può sembrare irrilevante ma nel caso una variabile 
presenti un alto numero di valori mancanti, questa può indicare uno scarso sviluppo della 
relazione con il consumatore. Ad esempio, nel caso non si conoscano l'indirizzo e lo stato 
civile dell‟individuo, questo potrebbe indicare una relazione scarsamente sviluppata.   
2_Identificazione dei problemi con le variabili.  
In questa fase si eliminano le variabili ridondanti o duplicate. Per ridondanti si intendono 
variabili fortemente correlate con altre. Utilizzare variabili di questo tipo non aggiunge 
informazioni e può distorcere il risultato. La segmentazione funziona raggruppando record 
simili fra di loro (consumatori in questo caso) e se un certo numero di variabili è altamente 
correlato allora la segmentazione tenderà ad attribuire maggior peso a quell'informazione 
perché presente più volte.  
Per eliminare le variabili correlate possono essere utilizzate tecniche come l'analisi 
fattoriale oppure l'analisi delle componenti principali che consentono di ridurre la 
multidimensionalità. Una grande quantità di correlazioni non volute può essere evitata 
combinando conoscenza di dominio e buon senso, in particolare quando si trattano variabili 
categoriche per le quali non esistono semplici metodi statistici per eliminare le correlazioni. 
 
Fase 5: Scelta della tecnica di data mining 
La tecnica di data mining utilizzata per estrarre le caratteristiche dei consumatori è la 
tecnica del clustering. Il clustering funziona raggruppando i consumatori simili tra di loro e 
massimizzando le differenze tra i gruppi di consumatori eterogenei. Esistono varie tecniche 
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di clustering ed ognuna di esse se applicata sugli stessi dati di solito genera risultati 
differenti. Ogni tecnica offre un punto di vista diverso sui consumatori ed è necessario 
individuare quella con il miglior punto di vista, relativamente al problema che si vuole 
risolvere. Due tecniche di mining utili al processo di segmentazione sono il clustering 
demografico e il clustering neurale. 
Clustering demografico  
E‟ stato sviluppato per lavorare con dati demografici che in genere comprendono 
soprattutto variabili di tipo categorico (numeriche non continue). Quando il cluster 
demografico si trova a processare variabili numeriche continue le tratta come se fossero 
categoriche. Il numero di cluster generato è variabile.  
Clustering neurale  
In contrasto al clustering demografico questa tecnica è nata per lavorare con variabili 
numeriche continue. I valori categorici vengono mappati su valori numerici. Un'altra 
differenza tra questa tecnica e quella del clustering demografico sta nella necessità di 
specificare in anticipo il numero di gruppi che si vuole ottenere.  
Similiarità  
Alla base delle tecniche di clustering c'è il concetto di similiarità. La similarità tra due 
consumatori è calcolata confrontando ogni attributo degli stessi e dando un punteggio che 
indica quanto i due sono simili tra di loro. I punteggi poi sono sommati e divisi per il 
numero degli attributi. Per le variabili categoriche il punteggio per due valori identici (ad 
esempio uomo, uomo) sarà 1.0, mentre il punteggio per due valori differenti (ad esempio 
uomo,donna) sarà 0.0. 
Se un consumatore è descritto da dieci variabili categoriche e si vanno a confrontare due 
consumatori, nel caso in cui 5 variabili siano uguali la similarità tra i due consumatori sarà 
del 50%. 
Per le variabili continue il concetto di similarità è leggermente differente. Se i valori sono 
identici, il punteggio sarà 1.0, ma se i valori sono differenti, allora il punteggio esprimerà di 
quanto i due valori differiscono. In questo caso la similarità è espressa in termini di 
deviazione standard. 
Se il limite di raggruppamento per il clustering è 0.5 allora i consumatori possono essere 
potenzialmente raggruppati insieme se la somma dei punteggi di ogni variabile diviso per il 
numero delle stesse è superiode al 50%. Chiaramente se il limite di raggruppamento 
specificato è 1.0 questo vorrà dire che i consumatori dello stesso gruppo dovranno essere 
identici.  
Se abbiamo a disposizione un grande numero di caratteristiche dei consumatori oppure se 
le variabili possono assumere un intervallo molto esteso di valori allora si finirà 
probabilmente ad avere un gruppo per ogni consumatore. D'altro canto se il limite di 
raggruppamento sarà a 0.0 allora si finirà con l'avere un unico gruppo contenente tutti i 
consumatori. Per avere un buon clustering bisogna cercare di bilanciare il numero di cluster 




Applicazione della tecnica di mining  
Applicare la tecnica di mining in ambito di segmentazione significa: 
 Utilizzare le giuste variabili  
 Trovare il numero giusto di cluster utilizzando il clustering demografico  
 Confrontare i risultati con il clustering neuronale  
 
Utilizzare le giuste variabili  
Quando si costruisce un modello di mining l'obiettivo deve essere sempre quello di ridurre 
il numero di variabili utilizzate per arrivare ad avere un sottoinsieme più denso di 
informazioni. La riduzione delle variabili viene effettuata per due principali ragioni. La 
prima è che l'interpretazione dei risultati di business dei segmenti risultanti è più facile con 
poche variabili, la seconda è la necessità di utilizzare solo le variabili in grado di riflettere 
le similarità di comportamento e le differenze tra i consumatori. Questo problema si ha 
perché gli algoritmi che sono utilizzati nel data mining cercando di "apprendere" 
utilizzando tutte le variabili a disposizione, anche quelle poco significative. La linea che 
separa l'aggiungere informazioni ed aggiungere rumore è abbastanza sottile.  
Trovare il numero giusto di cluster utilizzando il clustering demografico  
Il clustering demografico con una soglia di 0.5 può produrre il numero di cluster suggeriti 
dai dati e una prima impressione sul comportamento dei consumatori.  
Confrontare i risultati con il clustering neurale  
Come detto sopra il clustering neuronale richiede che il numero di cluster da generare 
venga specificato a priori. Questo numero viene ottenuto utilizzando il cluster demografico. 




Fase 6: Interpretazione dei risultati 
In questa fase vengono interpretati i risultati della segmentazione. Per una buona 
interpretazione è necessario il supporto di figure aziendali con una forte conoscenza del 
business.  
Ci sono vari metodi per valutare la qualità dei risultati della segmentazione. Il criterio più 
importante dovrebbe essere sempre quello secondo il quale la segmentazione deve avere 
senso dal punto di vista business; un ottimo modo per verificarlo è quello di controllare i 
segmenti e in base alle loro caratteristiche dargli dei nomi descrittivi.   
 
Fase 7: Utilizzo dei risultati 
I risultati della segmentazione hanno innumerevoli applicazioni, ad esempio un azienda 
potrebbe avviare campagne promozionali di un prodotto differenziate in base ai segmenti di 
clientela , oppure nel caso di un azienda che fa forte uso di strumenti di comunicazione web 





1.4.3 Determinare il valore dei clienti 
In questa sezione presentiamo come si determina il valore reale dei singoli clienti per 
un‟azienda.  
Questo processo consiste nel definire una funzione che associa ad ogni cliente un valore: in 
questo modo esiste la possibilità di ordinare i consumatori  in relazione alla loro 
importanza, informazione di notevole supporto a tutte le decisioni del management. 
 
Fase 1: Definizione del problema di business 
Il valore dei clienti è calcolato in maniera diversa da azienda ad azienda: questo infatti può 
basarsi su indicatori diversi a seconda del business che stiamo analizzando. Tuttavia, per 
quanto possa essere definito diversamente, il valore dei clienti viene sempre ricavato per 
supportare le politiche di acquisizione e di cross-selling: la sua determinazione è il risultato 
di un‟analisi che include la rendita che il consumatore può portare così come la sua 
redditività, il suo LTV (lifetime value) ed il rischio di problemi creditizi.  
Queste misure sono prodotte dal dipartimento Finanza e spesso generano una valutazione 
incompleta del cliente: ad esempio gli stessi valori di redditività possono essere causati da 
comportamenti diversi dei clienti. 
E‟ proprio per questa mancanza che il data mining può essere d‟aiuto al management: con 
l‟utilizzo di tecniche di data mining possiamo infatti dedurre il valore del consumatore a 
partire dai suoi comportamenti e non solo basandosi su parametri di tipo esclusivamente 
economico. 
Da dove iniziare 
Proviamo a definire nel dettaglio come il data mining può aiutare al nostro scopo e quali 
sono gli interrogativi ai quali dare risposta. 
Se ad esempio per definire il valore del cliente considerassimo solo la rendita che questo 
può portare all‟azienda si presenterebbero i seguenti svantaggi:    
 Il cliente può essere sottostimato perché attualmente non spende molto ma ha un 
comportamento che lo potrebbe classificare come potenzialmente interessante se 
solo fosse stimolato nel modo giusto con pubblicità o offerte mirate 
 Il cliente può essere sovrastimato perché nel passato ha speso molto ma senza 
produrre un grande profitto (cherry peaker) o perché ha avuto un comportamento 
che non fa presuppone che nel futuro si comporterà nello stesso modo.  
Problemi simili si possono presentare se l‟azienda calcola il valore dei clienti basandosi su 
altri parametri esclusivamente finanziari (clienti con alta redditività sono segnati 
interessanti anche se hanno problemi di pagamenti). 
La sfida di assegnare al cliente il suo valore reale si può quindi riassumere come la capacità 
di bilanciare i vari aspetti del consumatore (indicatori economici e comportamentali) per 




Valore del cliente e Life time value 
Il Life time value (LTV) è un modo molto comune per valutare i clienti in molte industrie. 
Il LTV si basa sulla stima della quantità di moneta che il cliente ha speso in passato per 
stimare quanto spenderà in futuro. Purtroppo per  aziende che lavorano in mercati in 
continua evoluzione (telecomunicazioni e tecnologia) fare stime di questo tipo risulta 
difficile e i risultati spesso non sono attendibili. 
In contrapposizione al LTV, il „valore del cliente‟ calcolato con l‟ausilio del data mining si 
basa su valori passati e presenti di tipo fiscale ma anche comportamentale: questo permette 
di descrivere con più realismo e precisione quello che potrebbe essere il comportamento del 
consumatore.  
La funzione Valore del cliente (CVF - Customer value function) 
La funzione che definisce il valore del cliente (chiamata CVF dal termine inglese Customer 
value function) può essere definita come segue: 
CVF = f(rendita, redditività, comportamento, rischio di problemi di pagamento) 
Rendita: spesa totale fatta in passato dal cliente 
Redditività: guadagno che il cliente ha portato in passato all‟azienda 
Comportamento: descrizione del comportamento del cliente in termini di servizi 
utilizzati, frequenze e abitudini d‟acquisto 
Rischio di problemi di pagamento: probabilità che in futuro si verifichino ritardi o 
omissioni di pagamenti 
Sebbene rivesta una notevole importanza, alcune aziende preferiscono omettere il 
parametro della redditività nella definizione della CVF perché definire indicatori di profitto 
per ogni cliente richiede la conoscenza esatta dei costi impiegati per ogni individuo: questo 
richiede ingenti spese in termini di tempo e di organizzazione. Tuttavia, per completezza di 
esposizione, noi continueremo a considerare anche questo parametro.     
Una volta definita, la funzione CVF assegna un numero ad ogni cliente: maggiore è il 
valore di questo numero e più importante è il cliente per l‟azienda 
 
Fase 2: Definizione della struttura dell'insieme dei dati 
Per definire la struttura su cui costruire la funzione CVF occorre per prima cosa considerare 
i dati storici raccolti sui clienti, identificare gli indicatori che ne caratterizzano il 
comportamento (soprattutto quelli di natura finanziaria) e capire in che modo sono stati 
definiti per valutare l‟eventualità di inserire altri dati. 
Generalmente le informazioni raccolte per calcolare il valore dei clienti si dividono in tre 
categorie: 
 Dati finanziari 
 Rischi di problemi creditizi 





I dati finanziari più importanti per il nostro scopo sono gli indicatori relativi a rendita e a 
redditività che come già descritto in precedenza valutano il cliente in relazione alla quantità 
di moneta spesa per i servizi acquistati e al profitto che è in grado di generare per l‟azienda.  
Rischi di problemi creditizi 
Indicatori di questo tipo sono essenziali per dare un valore ai clienti: infatti un soggetto che 
effettua molti acquisti ma che non è in grado di pagare la merce comprata non è 
interessante per l‟azienda e potrebbe portare addirittura a perdite economiche e a problemi 
legali. 
Il rischio che un cliente possa avere problemi nel saldare i suoi debiti con l‟azienda è 
rappresentato tramite un numero compreso tra 0 e 1. Questi problemi possono causare il 
fenomeno di churn involontario in cui l‟azienda decide di interrompere il rapporto con il 
cliente. 
Misure di comportamento 
Sono indicatori che hanno lo scopo di descrivere il comportamento tenuto da ogni cliente. 
Il comportamento attuale dei clienti è usato molto spesso in processi di data mining per 
prevedere informazioni future. Nel caso in esame (definizione della funzione CVF) si 
utilizza un solo indicatore che riassume tutte le informazioni comportamentali del cliente 
Indicatori sul comportamento possono essere calcolati in modi molto diversi, ad esempio: 
 Segmentando la clientela in base ai comportamenti possibili ed associando un 
valore ad ogni segmento: clienti che appartengono allo stesso segmento avranno 
anche indicatori con lo stesso valore 
 Definendo un punteggio per ogni servizio o prodotto dell‟azienda: ogni cliente avrà 
un valore diverso a seconda di cosa ha comprato o utilizzato 
 Attraverso le conoscenze di marketing: gli esperti dell‟area marketing possono dare 
valori di comportamento ad ogni cliente in base alle loro conoscenze senza 
utilizzare quindi nessun procedimento analitico 
Tuttavia, è raccomandabile non fossilizzarsi solo una delle tecniche appena descritte ma 
combinarle tra loro per avere indicatori più raffinati: è sempre raccomandabile il supporto 
di esperti di marketing all‟applicazione di processi analitici.  
Un comportamento particolare può ricevere un peso maggiore rispetto agli altri perché il 
personale di marketing ritiene che può avere delle ripercussioni positive in futuro. Inoltre il 
marketing può definire quali sono i segmenti più interessanti e dare un ordine e un 





Fase 3: Estrarre e preprocessare i dati 
Per creare il nostro dataset dobbiamo prendere le informazioni “sporche” presenti nelle 
varie sorgenti dati e tradurle in un formato adatto per l‟applicazione della nostra tecnica di 
data mining. 
Analizziamo il processo in cui vengono trattati i dati che abbiamo presentato nel precedente 
paragrafo. 
Dati finanziari 
La struttura di questi dati dipende dall‟interpretazione di ogni compagnia. A volte è molto 
difficile definire indicatori di rendita e di redditività in quanto questi cambiano a seconda 
del mercato servito e dalle scelte fatte dal dipartimento finanza in termini di archiviazione 
dati. A prescindere dalla struttura i questi indicatori finanziari utilizzati si prendono in 
considerazione di solito i dati relativi alle transazioni degli ultimi sei mesi. 
Rischi di problemi creditizi 
Se l‟azienda ha già effettuato in passato analisi di data mining sui dati storici (ad esempio: 
churn involontario) allora sarà presente tra i dati un indicatore che misura il rischio di 
problemi creditizi dei clienti: questo dato può essere preso e riutilizzato senza ulteriori 
rielaborazioni.  
Se tuttavia questo dato non è presente, possiamo crearlo facendo uno studio previsionale. 
Tale studio consiste nella costruzione di un modello che associa ad ogni cliente un valore 
compreso tra 0 e 1 tanto più vicino a 1 quanto maggiori sono i rischi che questo presenti 
problemi finanziari in futuro .  
Anche se tutto sembra presagire che questa previsione è uguale a quella che si esegue in un 
churn involontario in realtà non è così: la previsione di problemi creditizi ha l‟obiettivo di 
stabilire solo chi avrà problemi in futuro e con che probabilità, senza preoccuparsi di 
stabilire quando questo avverrà (dato che invece è un punto focale del churn).  
Detto in altre parole la previsione di problemi creditizi predice quali clienti potrebbero 
essere churners involontari in futuro. 
La previsione di rischi creditizi non richiede quindi la definizione di finestre temporali 
(come per il churn) ma solo la scelta delle variabili su cui applicare l‟algoritmo di 
classificazione. Queste variabili si dividono in due gruppi: 
 Varabili esterne: riguardano i dati del cliente conosciuti dall‟azienda prima 
dell‟inizio del rapporto commerciale (dati anagrafici, relazioni con altre aziende…) 
 Variabili interne: riguardanti le transazioni economiche avvenute tra l‟azienda e il 
cliente 
La previsione di problemi creditizi può essere fatta considerando solo una o entrambe delle 
categorie di variabili appena descritte: considerare sia dati esterni che interni rende la 





Misure di comportamento 
Si possono usare queste misure in termini solo quantitativi, solo qualitativi o combinandoli 
entrambi. 
Una tecnica utilizzata spesso è quella di dividere la clientela in segmenti  e prendere come 
misura di comportamento quantitativa la rendita media o il numero di acquisti medio dei 
soggetti di ogni segmento. Si possono utilizzare molte altre misure come indicatori di 
comportamento, ma nei casi in cui queste siano quantitative e quindi frutto di processi 
analitici, è importante che il personale di marketing sia d‟accordo con queste scelte. 
 
Fase 4: Valutazione dei dati 
Dopo aver descritto quali dati considerare per definire la nostra funzione è utile valutare la 
qualità dei dati e definire quale apporto può dare ogni variabile considerata al 
raggiungimento del nostro scopo.  
Come in ogni processo di data mining, anche in questo caso uno strumento molto utile è 
l‟analisi bivariata: questa ci consente di vedere se uno degli indicatori che abbiamo scelto 
non è utile al raggiungimento dei nostri scopi. Ad esempio se dividendo i clienti con 
redditività alta e bassa e si ottengono segmenti in cui la maggior parte delle variabili hanno 
la stessa distribuzione, allora la redditività probabilmente non sarà di aiuto a calcolare il 
valore dei clienti. 
 
Fase 5: Scelta della tecnica di data mining 
In questa sezione descriviamo quale tecnica di data mining può essere usata per definire la 
funzione CVF che associa ad ogni cliente il valore che esso possiede per l‟azienda. 
In precedenza abbiamo descritto in generale i parametri che usati nella definizione della 
CVF:  




Illustriamo adesso due dei modi più diffusi in cui implementare questa funzione: 
Mappare i clienti in una delle classi derivanti dalla combinazione dei valori assunti da 
due indicatori scelti. 
Una semplice divisione di questo tipo è descritta dalla griglia seguente in cui gli indicatori 





Nell‟esempio indicato in figura sono stati riportati i due indicatori sugli assi delle ascisse e 
delle ordinate ed i valori da loro assunti sono stati divisi in tre quantili chiamati: High (H), 
Medium (M), Low (L): ad ogni possibile combinazione di valori (L-L, L-M, …, H-H) 
corrisponde una classe di clienti. 
Per individuare a che classe appartiene un cliente basta vedere i valori che questo assume in 
corrispondenza degli indicatori scelti: tale classe è quella in cui ricade il punto dello spazio 
cartesiano che rappresenta il cliente. 
Ad ognuna delle classi possibili viene quindi associato un valore dal personale di 
marketing: tutti i clienti appartenenti alla stessa classe avranno per l‟azienda lo stesso 
valore 
Usare una formula matematica per generare il valore di ogni cliente. 
Una formula molto diffusa per associare ad un cliente il suo valore è la seguente: 
CVF = (media (rendita * misura comportamentale)) * (1 - rischio problemi creditizi) 
Naturalmente la funzione può essere realizzata combinando in modo diverso le variabili a 
disposizione: inoltre il personale di marketing può decidere di dare un peso maggiore ad 
alcuni parametri rispetto ad altri in relazione a quelli che per loro sono aspetti più rilevanti 





Fase 6: Interpretazione dei risultati 
Nella fase precedente abbiamo visto i due principali metodi utilizzati per assegnare ad un 
cliente il suo reale valore basandosi sui dati a disposizione dell‟azienda: considerando 
adesso la CVF definita tramite la formula matematica del paragrafo precedente (il metodo 
2.) e andiamo a vedere come i suoi risultati possono essere interpretati e tradotti per poter 
essere di aiuto alle decisioni della direzione aziendale. 
Una tecnica interessante inizia con l‟ordinare i clienti secondo il valore decrescente che 
assumono nella funzione CVF. Dividiamo poi questi clienti in 10 gruppi in modo che il 
primo gruppo sia composto dal 10% dei clienti più interessanti e così via fino all‟ultimo 
gruppo che contiene i peggiori clienti. Per ognuno dei gruppi calcoliamo il valore medio 
che hanno  i suoi componenti in relazione ai parametri usati per calcolare la CVF (rendita, 
rischio creditizio, misura comportamentale). 
In questo modo possiamo creare una tabella con 10 entrate (una per ogni gruppo) che 
ordina i gruppi secondo i valori che essi assumono per ognuno dei parametri usati per 
analizzarli (gli attributi della tabella). Possiamo così vedere quali parametri sono 
privilegiati nella definizione del valore di un cliente attraverso CVF e trarre le relative 
considerazioni. 
Utilizziamo un aiuto grafico per spiegare meglio come avviene l‟interpretazione dei 
risultati. 





1 GRUPPO 1 GRUPPO 1 GRUPPO 9 GRUPPO4 
2 GRUPPO 2 GRUPPO 3 GRUPPO 8 GRUPPO 6 
3 GRUPPO 3 GRUPPO 2 GRUPPO 10 GRUPPO 3 
… … … … … 
10 GRUPPO 10 GRUPPO 8 GRUPPO 1 GRUPPO 7 
 
 
Dalla tabella possiamo vedere che la CVF calcola come più interessanti i clienti che hanno 
una rendita alta (infatti il gruppo con il CVF maggiore è anche quello con una rendita più 
alta) e un rischio di problemi creditizi basso. Da notare però che il CVF non rispecchia 
molto nella sua classificazione quello che è l‟ordine secondo il quale i clienti andrebbero 
classificati dalla misura comportamentale (non c‟è una grande corrispondenza tra la 
seconda e l‟ultima colonna della tabella).  
Alla luce di questi fatti l‟azienda potrebbe decidere di mantenere la CVF calcolata, oppure, 
se ritiene che il dato della misura comportamentale deve essere preso maggiormente in 
considerazione, può eliminare questa CVF e definirne un‟altra attraverso una formula che 




Fase 7: Utilizzo dei risultati 
L‟ultimo passo che dobbiamo affrontare è quello che ci consente di inserire i risultati della 
nostra analisi in un contest concreto, e per fare ciò dobbiamo definire il modo in cui le 
informazioni ottenute ci possono aiutare nel processo decisionale. 
Costruire una funzione CVF bilanciata porta grandi benefici all‟azienda in termini di 
prospettive di marketing: addirittura il valore della CVF può diventare l‟unico parametro su 
cui l‟azienda basa le sue scelte in termini di clienti da servire! 
Integrazione del modello in varie applicazioni 
Una volta definita la funzione CVF e applicata a tutti i clienti presenti nel database 
aziendale, questi valori possono rappresentare una dimensione ulteriore di analisi in molte 
applicazioni di esplorazione dati come OLAP client, fogli di calcolo, software aziendali.  
Inoltre nelle campagne di mantenimento clienti il valore dei consumatori permette di 
focalizzare gli sforzi verso quel gruppo di clienti che sono maggiormente interessanti senza 
disperdere importanti risorse verso soggetti che non hanno potenzialità. 
Manutenzione modello  
Quanto spesso deve essere aggiornato il modello tramite il quale si definisce la CVF? 
Questa domanda non è di facile risposta in quanto tutto dipende dalla velocità con cui il 
mercato cambia e nuove necessità si presentano per l‟azienda.  
Tuttavia, una cosa su cui si può essere certi è l‟importanza del ruolo svolto dal personale di 
marketing che, in base all‟analisi del mercato di riferimento, deve capire quando è tempo di 







CAPITOLO 2 - DEFINIZIONE DEL PROBLEMA DI BUSINESS 
2.1 Determinazione degli obiettivi di business 
 
2.1.1 Il CAAF-CISL 
Il CAAF CISL opera per fornire ad iscritti, lavoratori e pensionati assistenza e consulenza 
completa e personalizzata nel campo fiscale e delle agevolazioni sociali. 
Nato nel 1993 per semplificare i rapporti tra Ministero delle Finanze e cittadino, il CAAF 
CISL ha aumentato ogni anno il numero di pratiche trattate nonché la gamma dei servizi 
offerti ed oggi assiste più di 3 milioni di utenti. 
Punti di forza dell'organizzazione sono certamente: 
 la presenza capillare sul territorio;  
 un sistema di elaborazione dati all'avanguardia e continuamente aggiornato per far 
fronte alle novità della normativa; 
 un piano di formazione del personale continuo e consolidato negli anni; 
 una copertura assicurativa completa ottenuta proprio in virtù dei livelli di qualità 
raggiunti. 
 
Da settembre 2002, il CAAF CISL è certificato secondo la norma UNI EN ISO 9001:2000  
Caratteristiche comuni a tutti gli operatori del CAAF CISL sono:  
 la partecipazione alla missione sindacale della CISL;  
 la responsabilità nel tutelare l'interesse del cittadino nel rispetto della normativa; 
 la professionalità nel saper rispondere con competenza alle esigenze dell'utente;  
 l'accoglienza di ogni persona con i suoi bisogni. 
 
Gli uffici del CAAF CISL offrono una notevole varietà di servizi, tra cui: 
MODELLO 730 - Dichiarazione dei redditi riguardante lavoratori dipendenti, 
collaboratori coordinati e continuativi e pensionati. 
Modello UNICO - Dichiarazione dei redditi riguardante tutti coloro che non possono 
(o non vogliono) presentare modello 730, purché non abbiano redditi da impresa. 
ICI - Imposta del Comune su immobili, terreni agricoli, aree fabbricabili. 
RED - Certificazione della situazione reddituale di cittadini interessati da determinate 
prestazioni erogate dall‟INPS  
ISE - Indicatore della situazione economica del cittadino, attraverso il quale accedere 
a prestazioni sociali e servizi di pubblica utilità 
SUCCESSIONI - Dichiarazione degli eredi del deceduto, da presentare all‟Ufficio del 
Registro competente. 
CONTENZIOSO - Assistenza al contribuente che riceve cartelle di pagamento le quali 
contestano il mancato pagamento di imposte o tasse 
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2.1.2 Il modello 730 
Tra i servizi presentati nel paragrafo precedente, quello che a noi interessa è quello relativo 
al modello 730, che rappresenta il soggetto della nostra analisi di data mining. In questo 
paragrafo ne illustriamo dettagliatamente utilità e struttura in modo da poter 
contestualizzare le decisioni che saranno prese nelle fasi successive del progetto. 
Come tutti sanno, la dichiarazione dei redditi è l'atto formale attraverso il quale il 
contribuente espone i propri redditi, indica le spese e gli oneri per i quali vuol far valere i 
benefici fiscali (deduzioni e detrazioni) e calcola l'imposta a debito o a credito. 
Deve essere compilata e presentata nell'anno successivo a quello in cui i redditi sono stati 
percepiti o maturati. 
Per le persone fisiche il modello da utilizzare può essere quello UNICO Persone Fisiche 
oppure, se il dichiarante è un lavoratore dipendente o un pensionato, il modello 730. 
In particolare possono presentare il modello 730 solo i contribuenti residenti in Italia che 
appartengono ad una delle seguenti categorie: 
 lavoratori dipendenti 
 pensionati 
 percepenti indennità  sostitutive dei redditi di lavoro dipendente (ad esempio 
indennità di mobilità) 
 sacerdoti della Chiesa Cattolica 
 soci di cooperative di produzione e lavoro, di servizi agricoli e di prima 
trasformazione dei prodotti agricoli e di piccola pesca 
 giudici costituzionali,   parlamentari nazionali e altri titolari di cariche pubbliche 
elettive (consiglieri regionali, provinciali, comunali ecc.) 
 soggetti impegnati in lavori socialmente utili e precari della scuola 
 
Il modello 730 può essere utilizzato per dichiarare le seguenti tipologie di reddito, 
possedute nell‟anno precedente a quello in cui si presenta la dichiarazione: 
 redditi di lavoro dipendente 
 redditi assimilati a quelli di lavoro dipendente 
 redditi dei terreni e dei fabbricati 
 redditi di capitale 
 redditi di lavoro autonomo per i quali non è richiesta la partita IVA 
 alcuni dei redditi diversi 





La presentazione del  modello 730 presenta al contribuente diversi vantaggi: 
 è relativamente semplice da compilare; 
 non richiede calcoli perché sono effettuati dal soggetto che presta l‟assistenza 
fiscale (sostituto d‟imposta o CAF); 
 eventuali rimborsi sono restituiti direttamente dal sostituto d‟imposta con la 
retribuzione di luglio o, in caso di pensione, a partire dal mese di agosto; 
 in caso di pagamento di imposte a saldo o in acconto non c‟è necessità di recarsi in 
banca o in posta perché le somme dovute sono trattenute direttamente dal sostituto 
d‟imposta in busta paga o sulla pensione; 
 è possibile compensare eventuali crediti IRPEF con l‟ICI da pagare; 
 ci sono minori controlli sulla dichiarazione da parte dell‟Amministrazione se il 
modello è presentato ad un CAF o ad un professionista abilitato 
 sono previste dalla legge garanzie assicurative che salvaguardano il contribuente 
in caso di errori imputabili al CAF o al professionista abilitato. 
 
Inoltre il 730 è l‟unico modello che consente di presentare la dichiarazione congiunta di 
marito e moglie. La dichiarazione congiunta conviene soprattutto quando uno dei due 
coniugi non dispone di un sostituto d‟imposta che possa effettuare il conguaglio. 
In questo caso sarà indicato come dichiarante il coniuge che dispone di un sostituto 





2.1.3  Gli obiettivi di business 
Negli ultimi anni, il CAAF-CISL ha registrato un significativo aumento di clienti che 
decidono di avvalersi del servizio di assistenza fiscale per la compilazione del modello 730. 
Questo fenomeno ha destato la curiosità degli addetti ai lavori e la conseguente volontà di 
analizzare questo andamento in profondità alla ricerca dei motivi che hanno provocato 
questo incremento.  
Il ricorso alle tecniche di data mining da parte del CAAF-CISL ha quindi l‟obiettivo 
principale di rispondere al seguente quesito: 
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esistono delle caratteristiche (fiscali o demografiche) che identificano i contribuenti che 
usufruiscono per la prima volta del servizio di assistenza fiscale per la compilazione del 
modello 730 ? 
Sapere infatti se esiste qualche elemento economico/fiscale o social/demografico che 
accomuna buona parte dei nuovi clienti e li distingue dagli altri può rivestire un ruolo 
importantissimo nella politica di business dell‟ente: diventerebbe possibile focalizzare le 
campagne pubblicitarie soprattutto sulle persone che sono maggiormente propense ad 
usufruire del servizio.  
Altro  quesito di interesse secondario ma comunque importante a cui si può rispondere 
attraverso un‟analisi di data mining è il seguente: 
Esiste una relazione tra le variazioni fiscali introdotte nel modello 730 durante gli anni e la 
variazione del numero dei clienti che si rivolgono al CAAF-CISL? 
 
Ad esempio, l‟incentivo per la sostituzione degli impianti di climatizzazione invernali 
introdotto nel 2008 ha avuto un impatto sul numero di clienti dello stesso anno? 
Queste informazioni devono essere dedotte tramite l‟analisi dei modelli 730 compilati negli 
anni precedenti grazie all‟assistenza degli uffici CAAF-CISL disposti sul territorio 
nazionale. 
In particolare, potendosi avvalere dei dati di queste dichiarazioni relative ai 5 anni che 
vanno dal 2004 al 2008 dovrebbe essere possibile sia definire un profilo o una serie di 
profili tipici dei nuovi clienti che individuare conseguenze significative di variazioni 
strutturali del modello. 
Naturalmente, nel caso in cui non esistano elementi distintivi dei nuovi clienti, è possibile 





2.1.4 Criteri di successo 
Fase importante nella pianificazione di un processo di data mining è la definizione dei 
criteri che sanciscono se un progetto ha raggiunto gli obiettivi sperati. Nel caso di studio 
che stiamo realizzando è tuttavia difficile identificare con precisione parametri di questo 
tipo: alla base dell‟analisi di data mining non ci sono degli obiettivi di business esatti, se 
non quello di identificare eventuali tratti caratteristici che si ripetono tra i clienti che 
compilano il 730 alla CAAF-CISL per la prima volta. 
Possiamo quindi classificare come un successo la scoperta di caratteristiche che 
identificano con buona precisione i contribuenti più predisposti di altri ad effettuare la 
dichiarazione dei redditi presso una sede del CAAF-CISL.  
Tuttavia può rappresentare una informazione importante anche sapere che tali 
caratteristiche non esistono e che quindi l‟incremento di clienti della CAAF-CISL degli 
ultimi anni è stata casuale o comunque non è derivata da cause identificabili nei dati messi 
a disposizione.  
2.2 Analisi della situazione 
Questa sezione presenta tutte le risorse utilizzabili per la realizzazione del progetto, sia 
quelle messe a disposizione dall‟ente che quelle già in nostro possesso, le relative 
limitazioni di utilizzo e gli eventuali costi e benefici che queste possono apportare.  
2.2.1 Le risorse a disposizione 
Risorse umane 
Il personale della CAAF-CISL con il quale siamo stati in contatto durante tutto lo sviluppo 
del progetto è composto da tre persone: 
 Chiara Basile: Area Organizzativa CAAF-CISL srl e tutore aziendale del progetto 
di tesi 
 Marco Bertoncelli: Area Tecnica CAAF-CISL srl, promotore del progetto di 
analisi ed esperto del dominio 
 Giancarlo Montepaone: esperto area informatica CAAF-CISL S.R.L. 
 
I dati 
Dato l‟obiettivo del progetto (profilazione nuovi clienti), il soggetto dell‟analisi (modello 
730) e la durata temporale su cui basare il nostro studio (ultimi 5 anni), i dati messi 
inizialmente a disposizione sono stati i tracciati dei cinque database contenenti i dati dei 
modelli 730 compilati dal 2004 al 2008. 
Naturalmente alle spalle di questi cinque documenti risiedono altrettante basi di dati alle 
quali però non abbiamo avuto accesso completo per ovvi motivi di privacy e sicurezza che 
saranno descritti in una delle sezioni successive. 
Dopo una prima analisi, possiamo dire che i database in esame, sebbene abbiano una 
struttura leggermente diversa tra di loro, condividono molte caratteristiche in comune. 
Infatti ognuno di essi: 
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 Ha una dimensione molto grande (tra i 15 ed i 25 GB) 
 Contiene circa 40 tabelle i cui attributi si contano in decine di centinaia 
 Registra nei record delle proprie tabelle i dati di circa 300000 contribuenti 
 È associato ad una documentazione che indica per ogni tabella la lista dei suoi 
attributi con una breve descrizione ed il fomato dei dati che contiene. 
 
Per quanto riguarda la tipologia di informazioni presenti nelle tabelle dei singoli 
database, queste si dividono in tre categorie: 
I valori con cui sono stati riempiti i campi del modello 730 
I parametri interni per il calcolo di deduzioni e detrazioni d‟imposta 




La struttura di ogni database è lo specchio della struttura di un modello 730, quindi la 
composizione delle tabelle e dei loro attributi variano da DB a DB in base alle modifiche 
che ha subito il modello 730 negli anni. 
Tuttavia la maggior parte delle modifiche nei modelli consistono in aggiunte di nuovi 
campi da compilare: la variazione del contenuto informativo dei database si può quindi 
vedere come una crescita incrementale negli anni. 
Dal punto di vista strutturale, i cambi negli anni riguardano l‟aggiunta di nuove tabelle e il 
riposizionamento di dati in tabelle diverse da quelle in cui erano registrati in passato. 
Mostriamo di seguito le tabelle presenti nei DB dei vari anni partendo da quelle con i dati 
del 2004. Proseguiremo descrivendo per gli altri DB solo le modifiche che sono state 
apportate rispetto all‟anno precedente.  
 
Nome Database: CAAF_2004 
Nome tabella Descrizione 
DSt_431 Dati legge 431 sugli affitti degli immobili 
DSt_ana Dati anagrafici dei contribuenti 
DSt_aut Dati sulle autocertificazioni allegate ai modelli 
DSt_br4 Acconti/eccedenze da dichiarazioni dell'anno precedente 
DST_CON Contatore pratiche 
DST_CUD Dati relativi ai modelli CUD dei contribuenti 
DST_CUS Dettagli del sostituto d'imposta 
DSt_dcd dettagli degli oneri per i quali è richiesta una descrizione 
DSt_det Dettagli dei campi compilati e oneri CUD 
DSt_dic Dati su alcuni campi compilati del modello 
DSt_dqe Oneri e spese dei contribuenti (Quadro E) 
DSt_dsd dettagli degli oneri per i quali non è rischiesta una descrizione 
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DSt_fab Redditi da fabbricati (Quadro B) 
DSt_fam Dati sui familiari a carico 
DSt_fo4 Dati pratiche 
DSt_fod Fondi dichiarati e non dedotti 
DSt_ifa Dati di dettaglio dei fabbricati dichiarati 
DSt_ite Dati di dettaglio dei terreni dichiarati 
DSt_liq Dati del prospetto di liquidazione 
DSt_nog Note sugli immobili 
DSt_not Note sulle dichiarazione 
DSt_par Parametri di sistema 
DSt_pra Dati pratiche emesse dai sostituti d'imposta 
DSt_pro Storico pratiche 
DSt_quc Redditi da lavoro dipendente e assimilati (Quadro C) 
DSt_qud Altri redditi dei contribuenti (Quadro D) 
DSt_que Oneri e spese dei contribuenti (Quadro E) 
DSt_quf Redditi a tassazione separata 
DSt_rgs Numero righi e quadri compilati nelle dichiarazioni 
DSt_si4 Dati di dettaglio dei sostituti d'imposta 
DSt_sos Dati dei sostituti d'imposta 
DSt_Tae Spese per il recupero del patrimonio edilizio 
DSt_Tav Tabella di classificazioni interne 
DSt_ter Redditi da terreni (Quadro A) 





Nome Database: CAAF_2005 
Tabelle aggiunte rispetto a CAAF_2004 
Nome tabella Descrizione 
DSt_aep Acconti/Eccedenze Anno precedente Acconti/Eccedenze Anno precedente 
Dst_cre  Credito utilizzato per la griglia di 
liquidazione 
DSt_cur Dati relativi ai modelli CUD dei contribuenti 
DSt_doc Documenti Allegati Documenti allegati alle dichiarazioni 
DSt_rec  Redditi Esteri dichiarati nel modello CUD 
DSt_smc  Oneri presentati nel modello CUD 
 








Nome Database: CAAF_2006 
Tabelle aggiunte rispetto a CAAF_2005 
Nome tabella Descrizione 
DST_VERIFICHE  Contatori pratiche da segnalare 
 







Nome Database: CAAF_2007 
Tabelle aggiunte rispetto a CAAF_2006 
Nome tabella Descrizione 
DST_Assicurazioni Dettaglio assicurazioni vita ed infortuni 
DST_Comunicazioni Comunicazioni varie 
DST_Mutui Dettaglio mutui 
DST_OneriMutui  Spese per mutui 
DST_REDDITIESTERI Redditi esteri 
DST_Ristrutturazioni  Dettagli su ristrutturazioni 
DST_TASSAZIONESEPARATA Redditi a tassazione separata 
 





Nome Database: CAAF_2008 
Tabelle aggiunte rispetto a CAAF_2007 
Nome tabella Descrizione 
DST_ContrattiAssicurazioni Dati di dettaglio sulle assicurazioni 
DST_FamiliariBF Dati dei familiari per richiesta bonus fiscale 
DST_RIGHIAUTOCERTIFICAZIONE Dati di dettaglio sulle autocertificazioni 
 






Gli strumenti software che saranno utilizzati durante lo sviluppo del progetto sono i 
seguenti: 
SQL Server Management Studio: per il caricamento, la consultazione e la creazione 
dei database: sia quelli messi a disposizione che quelli creati da noi durante il progetto 
SQL SERVER Integration Service (SSIS): per la fase di preparazione dei dati (ETL) 
SPSS Clementine 10.1: per il controllo di qualità dei dati e la realizzazione delle 
analisi di data mining  
 
 
2.2.2 Limitazioni,  possibili problemi e ritardi nell’utilizzo dei dati 
Questa sezione riepiloga le condizioni di utilizzo dei dati sia in termini di limitazioni 
imposte sul loro utilizzo, che in relazione a possibili problemi che possono presentarsi 
durante lo sviluppo del progetto e verso i quali non bisogna farsi cogliere impreparati. 
Limitazioni 
Come accennato nel paragrafo precedente, non abbiamo potuto consultare l‟intero 
patrimonio informativo a disposizione della CAAF-CISL per eseguire la nostra analisi. 
Questo ha portato alla necessità di selezionare delle viste dei cinque database contenenti 
solo le tabelle di nostro interesse, cioè quelle con i dati relativi ai campi compilati nei 
modelli 730. Questa limitazione è volta a  tutelare l‟ente non divulgando dati sensibili. 
In realtà questo non ci ha creato problemi a livello di progetto perché molte delle 
informazioni alle quali non potevamo accedere non rappresentavano input interessanti per 
l‟applicazione di data mining. Inoltre dover trattare la mole di informazioni nel suo 
complesso ci avrebbe creato problemi di praticità e rallentamenti. 
Una seconda limitazione sull‟utilizzo dei dati è motivata da  motivi di privacy dei clienti 
della CAAF-CISL: in particolare non abbiamo potuto avere a disposizione le informazioni 
relative a: nome, cognome e codice fiscale dei contribuenti. Ogni persona è stata quindi 
rappresentata da un codice univoco e non reversibile che ne impediva l‟identificazione. 
 
Possibili problemi 
In tutto il progetto, ma soprattutto durante la fase di acquisizione dei dati e di definizione 
delle viste su cui lavorare, abbiamo riscontrato una serie di difficoltà che ci potevano 
portare a errori nell‟individuazione delle informazioni dai DB sorgenti e nel calcolo di 
alcuni dati aggregati. Questi problemi si riconducono alle seguenti cause: 
 Grande numero di tabelle e di attributi nelle fonti di dati che potevano causare 
dispersione delle informazioni 
 Documentazione poco chiara nella descrizione di alcuni attributi 
 Tabelle e attributi con nomi poco comprensibili e quindi spesso mal interpretabili 
 presenza di attributi con nomi molto simili in tabelle diverse 
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 Stesse informazioni ripetute in diverse tabelle 
 Stesse informazioni rappresentate da tabelle diverse in DB di anni diversi 
 Errori nell‟operazione di occultamento dei dati dei contribuenti 
 
Per superare queste difficoltà è stato necessario uno studio molto approfondito del dominio 
e della struttura di tutte la basi di dati. Tutto questo accompagnato da una collaborazione 
continua con l‟esperto del dominio che ci ha fornito le indicazioni necessarie per 
interpretare bene le sorgenti informative. 
 
Possibili rallentamenti 
In un progetto complesso si possono riscontrare dei rallentamenti causati dalla difficoltà di 
gestire i dati o da eventi esterni sui quali non è possibile intervenire. Possibili ritardi che si 
presenteranno nelle fasi del nostro progetto sono riconducibili a:  
 Tempo intercorso tra una richiesta all‟esperto del dominio e la comunicazione della 
risposta 
 Difficoltà di trovare nelle sorgenti i dati relativi alle informazioni di interesse. La 
vastità e la complessità dei DB rendevano questa operazione lenta e complessa 
 Necessità di adeguarsi alle variazioni fiscali che nel corso degli anni hanno portato 
a modifiche nel calcolo di deduzioni e detrazioni. Ad esempio la stessa detrazione 
poteva apparire in anni diversi con valori molto diversi. Anche in questo caso per 
non trovarsi spaesati nell‟interpretazione dei dati era necessario uno studio 
approfondito del dominio. Che richiedeva tempo 
 
2.2.3 Glossario di termini relativi al dominio d’analisi 
 
Acconto: è l'importo che il contribuente è tenuto a versare, usualmente in due rate (la prima 
nel mese di maggio e la seconda nel mese di novembre), come anticipo dell'imposta sui 
redditi dovuta per l'anno in corso. 
Credito d’imposta: indica l‟eventuale differenza, a favore del contribuente, tra l‟imposta 
dovuta per l‟anno a cui si riferisce la dichiarazione e quanto è stato già pagato sotto forma 
di ritenute, crediti ed acconti; tale eccedenza può essere utilizzata per compensare futuri 
debiti d‟imposta o ne può essere chiesto il rimborso. 
Deduzione: spesa che si può sottrarre dal reddito complessivo, con un beneficio rapportato 
all‟aliquota marginale raggiunta dal contribuente. Operano pertanto in modo diverso dalle 
detrazioni, che abbattono l‟imposta da pagare. 
Detrazione: agevolazioni consistenti nella possibilità di sottrarre determinate somme 
dall‟imposta lorda. In particolare spettano ai contribuenti che hanno familiari a carico o che 
possiedono redditi di lavoro dipendente o di pensione, di lavoro autonomo o professionale 
o di impresa minore. A differenza della deduzione fiscale che viene sottratta dalla base 
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imponibile, la detrazione viene sottratta all‟imposta lorda per determinare l‟imposta netta 
effettivamente dovuta. 
Dichiarazione congiunta: può essere presentata dai coniugi per i redditi da ciascuno di essi 
posseduti. La dichiarazione congiunta comporta la determinazione di un‟unica imposta 
IRPEF, da versare per entrambi i coniugi e quindi, consente anche la compensazione del 
debito di imposta di un coniuge con l‟eventuale credito dell‟altro. 
Liquidazione: è una procedura dell‟Amministrazione finanziaria diretta a rendere certo ed 
esigibile il credito erariale, sorto a seguito di un accertamento fiscale. 
Ritenuta: è un modo di riscossione delle imposte dirette che consiste nell'attribuire ad un 
soggetto (sostituto d'imposta) l'obbligo di trattenere e versare all'erario una parte delle 
imposte dovute da un altro soggetto. 
Sostituti d’imposta: sono tutti quei soggetti che corrispondono retribuzioni, compensi di 
lavoro autonomo o redditi di capitale. Il sostituto e‟ anche obbligato dalla legge al 
pagamento delle imposte in luogo di soggetti a cui corrisponde le retribuzioni. 
NO TAX AREA (deduzioni da lavoro e pensione) = è un meccanismo che esclude una parte 
del reddito dalla tassazione. La parte di reddito non soggetta a tassazione è inversamente 
proporzionale al reddito percepito fino ad annullarsi dopo un certo limite. Con la 
Finanziaria 2007 tali deduzioni sono state eliminate e sostituite da detrazioni. 
NO TAX FAMILY: introdotta nel 2005, trasforma le precedenti detrazioni per carichi di 
famiglia in deduzioni. Vengono pertanto fissate delle misure base di 3.200 euro per il 
coniuge e 2.900 euro per i figli e gli altri familiari a carico. Questa ultima deduzione, 
inoltre, può essere aumentata fino a 3.450 euro per i figli di età inferiore a 3 anni, a 3.200 
euro per il primo figlio in mancanza del coniuge, a 3.700 euro in caso di soggetto portatore 
di handicap 
 
2.3 Definire gli obiettivi di data mining 
In questa fase riprendiamo gli obiettivi di analisi definiti in termini di business e li 
riformuliamo secondo un‟ottica di data mining. Possiamo definire come scopo del nostro 
progetto: 
studiare le caratteristiche demografiche ed economiche delle persone che hanno compilato 
il modello 730 negli ultimi 5 anni : esiste un legame tra alcune di queste caratteristiche e il 
fatto che un cliente si avvalga del servizio per la prima volta? Se si, quale? 
Possiamo riformulare anche il quesito di secondaria importanza definito nel paragrafo 
2.1.3: 
ci sono state in questi cinque anni alcune variazioni nella struttura del modello 730 che si 
sono rivelate determinanti per l‟acquisizione di nuovi clienti? Se si, quali? 
 
Il tipo di quesiti appena descritti rientra nella classe di problemi risolvibili tramite una 




La classificazione è una tecnica che assume la presenza di una serie di oggetti, caratterizzati 
da alcuni attributi, e di una serie di classi a cui essi appartengono. Tali classi (o categorie) 
sono rappresentate dai valori di una variabile discreta (variabile target): il valore della 
variabile target è definito per ogni oggetto. 
Obiettivo della classificazione è quello di analizzare dei record in input e sviluppare 
un‟accurata descrizione (un modello) per ogni classe, usando i valori degli attributi che 
caratterizzano tali input.  
In genere, partendo dall‟utilizzo di insiemi esistenti e già classificati, si cerca di definire 
alcune regolarità che caratterizzano le varie classi. Le descrizioni delle classi vengono poi 
usate per classificare record di cui non si conosce la classe di appartenenza. 
Può risultare che due record appartenenti al medesimo gruppo in un processo di 
classificazione siano in realtà molto diversi fra loro.  
La classificazione è una delle più importanti categorie di problemi di data mining, in 
quanto possono essere utilizzati in un vasto range di situazioni. Problemi di data mining di 
natura diversa (costruzione di modelli predittivi) si possono trasformare in particolari 
problemi di classificazione. 
E‟ importante ricordare che prima di eseguire un algoritmo di classificazione bisogna fare 
un‟analisi di dipendenza tra gli attributi a disposizione e selezionare solo quelli che non 
sono correlati con la variabile target. 
Infine si può distinguere la classificazione in due categorie: una in cui i valori della 
variabile target sono determinate a priori, e una in cui queste si possono definire attraverso 
una analisi dati preliminare (segmentazione).  
Le principali tecniche di classificazione sono: 
 Regole di classificazione 
 Alberi decisionali 
 Reti neurali 
 RBF (Radial Basis Function) 
 
Alberi Decisionali 
Gli alberi di decisione costituiscono il modo più semplice di classificare degli oggetti in un 
numero finito di classi. Essi vengono costruiti suddividendo ripetutamente i record in 
sottoinsiemi omogenei rispetto alla variabile target. La suddivisione produce una gerarchia 
ad albero, dove i sottoinsiemi (di record) vengono chiamati nodi e, quelli finali, foglie.  
In particolare, i nodi sono etichettati con il nome degli attributi, gli archi (i rami 
dell‟albero) sono etichettati con i possibili valori dell‟attributo soprastante, mentre le foglie 
dell‟albero sono etichettate con le differenti modalità dell‟attributo classe che descrivono le 
classi di appartenenza.  
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Un oggetto è classificato seguendo un percorso lungo l‟albero che porti dalla radice ad una 
foglia. 
Reti neurali 
Le reti neurali cercano di riprodurre il processo di apprendimento del cervello umano. Le 
reti vengono costruite per prevedere il valore assunto da una variabile target e sono 
caratterizzate da strati di neuroni. Tutti i neuroni di uno strato sono collegati ad ogni 
neurone dello strato successivo mediante connessioni a cui sono associati dei pesi. Lo strato 
di input associa i neuroni alle variabili attive di analisi, lo strato di output associa uno o più 
neuroni alla variabile target. Tra questi 2 strati ci sono un certo numero di strati nascosti ed 
in genere se ne utilizza uno solo. 
Il tipo più diffuso di rete neurale ha un metodo di apprendimento back-propagation: riceve 
in input un‟unità, in base ai pesi iniziali associati ai neuroni formula una previsione e 
confronta il valore previsto con il valore reale. In caso di errore rivede i pesi associati alle 
varie connessioni partendo dagli ultimi strati fino ad arrivare agli strati di input. Le 
condizioni per fermarsi possono dipendere dall‟accuratezza di previsione richiesta, dal 
numero di iterazioni (passaggi attraverso la rete dei dati), o dal tempo trascorso dall‟inizio 
della costruzione del modello.  
Questi modelli, per essere costruiti, richiedono un notevole dispendio di risorse, ma hanno 
come vantaggio quello di riuscire a riprodurre interazioni comprese nei dati, interazioni che 
non vengono catturate ad esempio dai modelli lineari. Uno svantaggio delle rete neurali è la 
difficoltà di interpretazione dei risultati. 
Regole di classificazione 
le regole di classificazione sono delle formule logiche che cercano di legare alcuni 
parametri di ingresso a delle decisioni. Queste regole svolgono lo stesso compito svolto 
dagli alberi di decisione ma con un approccio diverso. 
Le regole infatti analizzano direttamente lo spazio di esempi e cercano di individuare le 
formule logiche in grado di riprodurre correttamente le scelte.  
Esistono molti algoritmi per implementare le regole di decisione ma in generale questi 
algoritmi cercano di individuare i parametri più significativi ed associano a questi le scelte 
più comuni. Gli esempi che vengono correttamente categorizzati da queste regole vengono 
rimossi dall'insieme di analisi e poi si ripete l'analisi fino ad ottenere un insieme di dati da 
analizzare vuoto. 
Procedendo con questa metodologia si incappa nel problema che le ultime regole generate 
spesso coprono solo dei casi particolari e quindi non mostrano un comportamento 
abbastanza generale della popolazione. Per risolvere questo problema si procede a 
effettuare una fase di potatura delle regole raggruppando le ultime regole create in regole 
più generali in modo da ottenere delle informazioni più utili. 
Finita la fase di potatura delle regole queste vengono applicate ad un insieme di test in 
modo da poter verificare l'effettiva validità delle regole nell'analizzare situazioni nuove. 
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A differenza degli alberi di decisione le regole soffrono di un problema di sovra copertura: 
per uno specifico caso possono attivarsi più regole. Alla luce di ciò  risulta importante  
l'ordine delle regole: prima vanno poste le regole più generali e in seguito quelle che 
intercettano i casi particolari dato che questi sono meno comuni. 
 
2.3.2 Dataset 
Negli algoritmi di classificazione i dati in input, chiamati anche training set, consistono in 
record ognuno dei quali avente attributi o caratteristiche multiple. Inoltre ogni record è 
etichettato con una etichetta della classe a cui appartiene. Il seguente schema mostra la 
struttura di un generico training set: 
 Attributo 1 Attributo 2 … Attributo N Var Target 
Record 1      
Record 2      
…      
Record M      
 
Nel nostro dataset ogni record conterrà i dati relativi a una dichiarazione dei redditi di una 
persona. In particolare: 
 Se un soggetto ha compilato il modello 730 tutti gli anni dal 2004 al 2008, allora il 
dataset conterrà 5 record relativi a quel soggetto, uno con i dati di ogni anno 
 In relazione ad ogni dichiarazione congiunta il dataset conterrà 2 record: uno con i 
dati dichiarati dalla moglie e uno con quelli del marito 
 La variabile target indicherà se il record contiene i dati di una dichiarazione di un 
nuovo cliente (cioè non esistono record di dichiarazioni relative allo stesso cliente 
presentate in anni precedenti) 
2.3.3 Variabili target 
Un cliente si classifica come nuovo quando si verificano entrambe le seguenti situazioni:  
Compila  il modello 730 per la prima volta nell‟anno X come dichiarante (in qualsiasi 
tipo di dichiarazione) o come coniuge non dichiarante in una dichiarazione congiunta  
Non ha mai compilato una dichiarazione  (ne congiunta né individuale) negli anni 
precedenti a X (X-1, X-2, …, X-n con n → ∞)  
Per indicare i nuovi clienti utilizziamo 2 variabili target di tipo FLAG. Le variabili sono:  
NUOVODICHIARANTE 
1 se il soggetto compila il modello 730 per la prima volta come dichiarante (da 
considerare sia per le dich. individuali che per quelle congiunte) 
0 altrimenti 
NUOVOCONIUGE  
1 se il soggetto compila il modello 730 per la prima volta come come coniuge non 
dichiarante (da considerare solo per le dich. congiunte) 
0 altrimenti 
In presenza di situazioni diverse, le due variabili target assumono i seguenti valori: 
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TIPO CLIENTE NUOVODICHIARANTE NUOVOCONIUGE 
dichiarante per la 1a volta 1 0 
dichiarante non nuovo 0 0 
coniuge non dich. 1a volta  0 1 
coniuge non dich. non nuovo 0 0 
 
La presenza di queste 2 variabili ci permette di profilare tre tipi diversi di nuovi clienti in 
base a quella che usiamo come variabile obiettivo nell‟analisi: 
 
TIPO DI NUOVI CLIENTI DA 
PROFILARE 
VARIABILE TARGET 
nuovi dichiaranti NUOVODICHIARANTE  
nuovi coniugi non dichiaranti NEW_CONIUGE 
NUOVOCLIENTE NUOVODICHIARANTE OR 
NUOVOCONIUGE 
 
Alla luce degli obiettivi dell‟analisi, dei dati a disposizione e della struttura del dataset, 
abbiamo deciso di utilizzare per il nostro progetto la tecnica di data mining delle regole di 
classificazione: questa tecnica è sicuramente più semplice nell‟implementazione e nella 
valutazione dei risultati rispetto a quella delle reti neurali. 
Inoltre è preferibile agli alberi di classificazione in quanto questi ultimi sono più adatti a 
definire modelli da utilizzare in ottica previsionale, cioè per classificare soggetti di cui non 
sappiamo il valore della variabile target. 
Il nostro obiettivo è invece quello di mettere in evidenza le relazioni tra singoli attributi o 
gruppi di attributi con la variabile target: è questo ci porta a determinare un insieme di 
caratteristiche comuni alle persone che si rivolgono al CAAF-CISL per la prima volta. La 
tecnica migliore per questo tipo di analisi è quindi quella delle regole di classificazione. 
2.4 Piano di progetto 
Passo Descrizione Strumenti 




2 Definire una vista per ogni DB sorgente: le 
tabelle di queste vista devono contenere i dati 
che ci permettono di riempire gli attributi del 
dataset 
SQL server Management 
Studio 
3 Fare la trasformazione dei dati e il riempimento 
del dataset 
SQL server Management 
Studio e SSIS 
4 Esplorazione dei dati del dataset Clementine 
5 Esecuzione modello di data mining  
6 Valutazione dei risultati di data mining Clementine 
7 Revisione progetto ed eventuale ripetizione dei 








CAPITOLO 3 - DEFINIZIONE DELLA STRUTTURA DELL’INSIEME 
DEI DATI 
Il dataset deve essere composto dalle variabili target e da una serie di attributi che 
identificano il cliente e i dati da lui dichiarati nell‟anno in cui presenta il modello 730. 
Maggiori sono le informazioni che registriamo di un contribuente e più preciso sarà il 
risultato dell‟analisi di data mining. 
In particolare i tratti comuni dei nuovi clienti che cerchiamo di estrapolare dall‟analisi sono 
calcolati a partire dagli attributi del dataset: meno sono questi attributi e minore saranno le 
informazioni che si possono ottenere. 
Alla luce della struttura del modello 730 abbiamo deciso di creare diverse categorie di 
attributi. Per ogni contribuente sono presenti attributi che descrivono: 
 Identificativo univoco e Variabili target 
 Dati anagrafici e sulla composizione della famiglia (in particolare sui familiari a 
carico) 
 informazioni su redditi da proprietà (terreni e fabbricati) 
 informazioni su redditi da lavoro dipendente o pensione 
 informazioni su redditi diversi dai precedenti 
 informazioni su oneri e spese 
 Indici sull‟impatto di particolari redditi o spese sul reddito totale o sulle spese totali 
 Campi di varia natura 
 Informazioni su adesioni a nuovi servizi introdotti nel modello 730 dal 2005 al 2008 
 
Per agevolarne la comprensione, presentiamo i singoli attributi con i quali abbiamo deciso 
di popolare il dataset dividendoli secondo le categorie descritte sopra. 
 
Identificativo univoco e Variabili target 
Nome   Descrizione Tipo 
HASHCODE Codice hash univoco rappresentante il dichiarante  Alfanumerico 
NUOVODICHIARANTE  Indicacliente è nuovo come dichiarante Flag 
NUOVOCONIUGE  Indica se il cliente è nuovo e non dichiarante in una 
dichiarazione congiunta 
Flag 







Dati anagrafici e sulla composizione della famiglia 
Nome Descrizione Tipo 
DICHIARAZIONECONGIUNTA Indica se la dichiarazione è congiunta Flag 
ISTUTORE Indica se il dichiarante è il tutore legale di 
un altro soggetto 
Flag 
ANNODINASCITA Anno di nascita del contribuente Flag 
ETA Età Alfanumerico 
SESSO Sesso Alfanumerico 
STATOCIVILE Stato civile Alfanumerico 
COMUNEDINASCITA Comuna di nascita Alfanumerico 
PROVINCIADINASCITA Provincia di nascita Alfanumerico 
COMUNEDIRESIDENZA Comune di residenza Alfanumerico 
PROVINCIADIRESIDENZA Provincia di residenza Alfanumerico 
CAMBIORESIDENZAULTIMOANNO Indica se nell'ultimo anno il contribuente ha 
cambiato residenza 
Flag 
COMUNEDOMICILIOFISCALE Comune del domicilio fiscal Alfanumerico 
PROVINCIADOMICILIOFISCALE Provincia del domicilio fiscale Alfanumerico 
NUMEROFAMILIARIACARICO Numero di familiari a carico Numerico 
RESIDENZADIVERSADALCONIUGE Indica se la residenza del dichiarante è 
diversa da quella del coniuge 
Flag 
CONIUGEACARICO Indica se il contribuente ha un coniuge a 
carico 
Flag 
NUMEROFIGLIACARICO Numeri di figli a carico del contribuente Numerico 
NUMEROFIGLIDISABILI Numero di figli disabili a carico del 
contribuente 
Numerico 
NUMEROFIGLIMINORITREANNI Numero di figli a carico del contribuente 
con età minore di tre anni 
Numerico 





Numero di figli ad affidamento congiunto Numerico 
ISSOGGETTOACARICODIALTRI Indica se il contribuente è a carico di un 
altro soggetto 
Flag 
ISEXFIGLIOACARICODICLIENTE Indica se in passato il contribuente è stato a 
carico di un altro soggetto 
Flag 
ISEXCONIUGEACARICODICLIENTE Indica se in passato il contribuente è stato 






Informazioni sui redditi da proprietà 
 
Nome Descrizione Tipo 





Numero di terreni con reddito dominicale 




Numero di terrenin con reddito agrario 




Numero di terreni posseduto al cento per 
cento dal contribuente 
Numerico 
GIORNIMEDIDIPOSSESSOTERRENO  Media dei giorni in cui il contribuente ha 
avuto il terreno in possesso durante l'anno di 
riferimento 
Numerico 
TITOLOPREVALENTEDEITERRENI  Tipo di utilizzo prevalente dei terreni Insieme 
TUTTIITERRENICONLOSTESSOTITOLO  Indica se tutti i terreni dichiarati hanno lo 
stesso tipo di utilizzo 
Flag 
NUMERODITERRENIINAFFITTO  Numero di terreni concessi in affitto Numerico 
REDDITODOMINICALETOTALE  Totale del reddito dominicale da terreni Numerico 
REDDITODOMINICALEMEDIO  Reddito dominicale medio Numerico 
REDDITOAGRARIOTOTALE  Totale del reddito agrario da terreni Numerico 
REDDITOAGRARIOMEDIO  Media del reddito agrario da terreni Numerico 
REDDITOTOTALEDATERRENI  Totale del reddito da terreni Numerico 
NUMERODIFABBRICATIDICHIARATI  Numero di fabbricati dichiarati Numerico 
RENDITADAFABBRICATITOTALE  Rendita totale da fabbricati dichiarata Numerico 
NUMERODIFABBRICATIPOSSEDUTIAL
CENTOPERCENTO  
Numero di fabbricati posseduti al cento per 
cento 
Numerico 
GIORNIMEDIDIPOSSESSOFABBRICATO  Media dei giorni in cui il contribuente ha 
avuto il fabbricato in possesso durante 




Tipo di utilizzo prevalente dei fabbricati Insieme 
NUMEROUTILIZZIDIVERSIFABBRICATI  Numero di utilizzi diversi dei fabbricati Numerico 
CASIPARTICOLARI  Indica se ci sono stati degli eventi particolari 
in relazione ai fabbricati 
Flag 
CASOPARTICOLAREPREVALENTE  Evento particolare verificatosi più 
frequentemente in relazione al fabbricato 
Flag 
NUMERIDIFABBRICATIDATIINAFFITTO  Numero di fabbricati dati in affitto Numerico 
CREDITIDIIMPOSTAPERACQUISTOPRI
MACASA  










Informazioni su redditi da lavoro dipendente o pensione 
 
Nome Descrizione Tipo 
PRESENZADIREDDITI  Indica se sono presenti dei redditi Flag 
NUMEROLAVORIDIPENDENTISEZIONE
1  
Numero di lavori svolti da dipendente 
dichiarati nel quadro C sezione 1  
Numerico 
TOTALEREDDITOQUADROCSEZIONE1  Totale dei redditi da lavori dichiarati nel 
quadro C sezione 1  
Numerico 
LAVORATOREINPENSIONE  Indica se il contribuente è in pensione e 
continua a lavorare 
Flag 
PASSAGGIOALLAPENSIONE  Indica se nell'anno di riferimento il 
lavoratore è andato in pensione 
Flag 
ISPENSIONATO  Indica se il contribuente è in pensione Flag 
PREVALENZALAVORITEMPODETERMI
NATOINDETERMINATO  
Indica se i lavori a tempo determinato 
prevalgono su quelli a tempo indeterminato 
nell'anno di riferimento 
Flag 
LAVORATORESTABILESEZIONE1  Indica se il contribuente ha lavorato per tutto 




Numero di lavori dichiarati nel quadro C 
sezione 2 
Numerico 
TOTALEREDDITOQUADROCSEZIONE2  Totale dei redditi da lavori dichiarati nel 
quadro C sezione 1  
Numerico 





Indica se i redditi dichiarati nel quadro C 
sezione 1 prevalgono sui redditi dichiarati 
nel quadro C sezione 2 
Flag 





Ritenute IRPEF sui lavori dichiarati nell 




Indica se è presente una ritenuta  addizionale 





Indica se sono  presenti lavori con codice 3 




Ritenute addizionale regionale  sui lavori 
dichiarati nel quadro C sezione 1 
Numerico 
 
Informazioni su redditi diversi dai precedenti 
 
Nome Descrizione Tipo 
PRESENZAREDDITIINQUADROD  Indica se sono presenti dei redditi nel quadro 
D 
Flag 
PRESENZADIREDDITIINQUADRODSEZ1  Indica se sono presenti dei redditi nel quadro 




Indica se sono presenti dei redditi a 
tassazione separata 
Flag 
UTILIEALTRIPROVENTIEQUIPARATI  Utili ed altri proventi equiparati Numerico 





Compensi da lavoro autonomo derivanti da 
attività professionale 
Numerico 
REDDITIDIVERSI  Redditi diversi Numerico 





Totale dei redditi dichiarati nel quadro D Numerico 
IMPOSTEEDONERIANNOPRECRIMBOR
SEDALTRI_TASSSEP  





Informazioni su oneri e spese 
Nome Descrizione Tipo 
PRESENZASPESEINSEZIONE1  Indica se sono presenti delle spese nella 




Spese sanitarie per patologie esenti Numerico 
SPESESANITARIEPROPRIE  Spese sanitarie proprie Numerico 
SPESESANITARIEFAMILIARINONACAR
ICO  
Spese sanitarie per familiari nona  carico Numerico 
SPESESANITARIEPERPORTATORIDIHA
NDICAP  
Spese sanitarie per portatori di handicap Numerico 
SPESEPERACQUISTOCANIGUIDA  Spese per l'acquisto di cani quida Numerico 
SPESESANITARIEANNIPRECEDENTIRA
TEIZZATE  
Spese sanitarie di anni precedenti rateizzate Numerico 
TOTALESPESESANITARIE  Totale delle spese sanitarie Numerico 
SPESEPERMUTUIPERACQUISTOABITA
ZIONEPRINCIPALE  










Spese per mutui  per acquisto di altri 
immobili 
Numerico 
SPESEPERMUTUI  Spese per mutui totali Numerico 
SPSESEPERASSICURAZIONI  Spese per assicurazioni Numerico 
SPESEFUNEBRI  Spese funebri Numerico 
SPESEDIISTRUZIONE  Spese di istruzione Numerico 





Totale spese con detrazione di imposta al 
19% 
Numerico 
PRESENZASPESEINSEZIONE2  Indica se sono presenti delle spese nella 














Spese per erogazioni liberali a favore di 
istituzioni religiose 
Numerico 
SPESEPERASSEGNOALCONIUGE  Spese per assegni al coniuge Numerico 
SPESEPERPREVIDENZACOMPLEMENT
ARE  
Spese per previdenza complementare Numerico 
SPESEASSISTENZAPORTATORIHANDIC
AP  
Spese per assistenza ai portatori di handicap Numerico 
ALTRIONERIDEDUCIBILI  Altri oneri deducibili Flag 
TOTALESPESEDEDUCIBILIDALREDDIT
OCOMPLESSIVO  
Totale delle spese deducibili dal reddito 
complessivo 
Numerico 
PRESENZASPESEINSEZIONE3  Indica se sono presenti delle spese nel 
















Totale delle spese con detrazione di imposta 
al 36% o 41% 
Numerico 





Indica se ci sono stati degli eventi particolari 




Presenza di detrazioni relative alla casa 
principale in affitto 
Flag 
SPESETOTALI  Spese totali Numerico 
TOTALESPESEDETRAIBILI  Spese detraibili totali Numerico 
 
Indici sull‟impatto di particolari redditi o spese sul reddito totale o sulle spese totali 
Nome Descrizione Tipo 
RAPPORTOREDDITOIMPONIBILEREDD
ITOCOMPLESSIVO 107  









O 109  




RDA 110  
Imposta netta/ Imposta lorda Numerico 
RAPPORTORITENUTEIMPOSTALORDA 
111  
Ritenute imposta lorda Numerico 
RAPPORTOTOTALEDETRAZIONIREDDI
TOCOMPLESSIVO 121  
Totale detrazioni / Reddito complessivo Numerico 
RAPPORTOREDDITOTERRENIREDDITO
COMPLESSIVO 112  
Reddito terreni / Reddito complessivo Numerico 
RAPPORTOREDDITOFABBRICATIREDD
ITOCOMPLESSIVO 113  
Reddito fabbricati / Reddito complessivo Numerico 
RAPPORTOREDDITOPOSSEDIMENTIRE
DDITOCOMPLESSIVO 114  
Reddito possedimenti / Reddito complessivo Numerico 
RAPPORTOREDDITOLAVOROSUREDDI
TOCOMPLESSIVO 115  
Reddito lavoro / Reddito complessivo Numerico 
RAPPORTOREDDITOALTRIREDDITISU
REDDITOCOMPLESSIVO 116  




RICOTOTALEDETRAZIONI 117  




DENTETOTALEDETRAZIONI 118  




TIDIIMPOSTAIMPOSTANETTA 119  





CREDIMPOSTA 120  
Crediti di imposta per imposte pagate all 









Spese con detrazione di imposta al 26% o 









Spese detraibili / Spese totali Numerico 
RAPPORTOSPESETOTALIREDDITOTOT
ALE  
Spese detraibili / Spese totali Numerico 
RAPPORTOSPESETOTALIREDDITODAL
AVOROOPENSIONE  





Rapporto spese titali / Reddito da proprietà Numerico 
RELAZIONEREDDITOESTEROREDDITO
TOTALE  
Reddito estero / Reddito totale Numerico 
RAPPORTOSPESESANITARIEREDDITOT
OTALE  
Spese sanitarie / Reddito totali Numerico 
RAPPORTOSPESESANITARIESPESETOT
ALI  
Spese sanitarie / Spese totali Numerico 
RAPPORTOSPESEPERMUTUIREDDITOT
OTALE  
Spese per mutui  / Reddito totale Numerico 
RAPPORTOSPESEMUTUI/SPESETOTALI  Spese per mutui / Spese totali Numerico 
 
Campi di varia natura 
Nome Descrizione Tipo 
CREDITODIIMPOSTAPERINCREMENTO
NELLOCCUPAZIONE  
Credito di imposta per incremento 
nell'occupazione 
Numerico 
REDDITOESTERO  Reddito estero Numerico 
ACCONTOIRPEFANNOPRECEDENTE  Acconto IRPEF dell'anno precedente Numerico 
ALTRERITENUTE  Altre ritenute Numerico 
ECCEDENZEIRPEFDAPRECEDENTIDIC
HIARAZIONI  
Eccedenze IRPEF da altre dichiarazioni Numerico 
RITENUTEEACCONTISOSPESIPEREVEN
TIECCEZIONALI  





Indica se il contribuente deve effettuare o 




IRPEF da pagare in presenza di agevolazioni Numerico 
 
Informazioni su adesioni a nuovi servizi introdotti nel modello 730 dal 2005 al 2008 
Nome Descrizione Tipo 
QUB_PRESENZA_COD10_2005  Indica se sono stati affittati die fabbricati a 
soggetti con disagio sociale nell'anno 2005 
Flag 
ASS_PERSONALE_2006  Indica se sono state sostenute spese 
sostenute per addetti all'assistenza personale 
nell'anno 2006 
Flag 
ASILO_NIDO_2006  Indica se sono state sostenute spese per asilo 
nido nell'anno 2006 
Flag 
ASSSOC_UNIV_RICERCA_2006  Indica se sono state erogoati contributi in 
favore di enti universitari, di ricerca o di 
promozione sociale 
Flag 
USO_CREDITO_PER_ICI_2007  Indica se il credito derivante dal 730 
dell'anno precedente è stato utilizzato per 
pagare l'ici nel 2007 
Flag 
ATT_SPORTIVE_2008  Indica se sono state sostenute spese per Flag 
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attività sportive nell'anno 2008 
FUORI_SEDE_2008  Indica se sono state sostenute spese per 
studenti fuori sede nell'anno 2008 
Flag 
INTERM_IMMOB_2008  Indica se sono state sostenute spese per 
intermediazione immobiliare nell'anno 2008 
Flag 
PC_DOCENTI_2008  Indica se sono state sostenute spese per 
l'acquisto di PC da parte di docenti nell'anno 
2008 
Flag 
EROG_IST_SCOL_2008  Indica se sono stati erogati contributi ad 
istituzioni scolastiche nel 2008 
Flag 
RIQUAL_ENERG_2008  Indica se sono state sostenute spese per 
riqualificazione energetica nel 2008 
Flag 
INVOLUCRO_EDIFICI_2008  Indica se sono state sostenute spese per 
interventi sull'involucro degli edifici nel 
2008 
Flag 
PANNELLI_SOLARI_2008  Indica se sono state sostenute spese per 
l'acquisto di pannelli solari nel 2008 
Flag 
CLIMATIZZATORI_2008  Indica se sono state sostenute spese per 
l'acquisto di climatizzatori nel 2008 
Flag 
NUOVE_DETR_55_2008  Indica se sono state sostenute spese con 
detrazione del 55% nel 2008 
Flag 
FRIGO_E_CONG_2008  Indica se sono state sostenute spese per la 
sostituzione di frigoriferi e congelatori nel 
2008 
Flag 
TV_DIGIT_2008  Indica se sono state sostenute spese per 
l'acquisto di decoder digitali terrestri nel 
2008 
Flag 
MOTORI_ALTA_EFFIC_2008  Indica se sono state sostenute spese per 
l'acquisto di motori ad alta efficienza 
Flag 
VARIAT_VELOCITà_2008  Indica se sono state sostenute spese per 
l'acquisto di variatori di velocità 
Flag 
NUOVE_DETR_20  Indica se sono state sostenute spese con 
detrazione al 20% 
Flag 
RICH_BONUS_FISC_2008  Indica se è stata fatta la richiesta per il bonus 
fiscale per familiari a carico nel 2008 
Flag 
DETR_AFFITTO_2008  Indica se sono state sostenute spese di affitto 
per la casa principale nel 2008 
Flag 
DETR_AFFITTO_GIOVANI_2008  Indica se sono state sostenute spese di affitto 
da parte di giovani con età compresa tra 20 e 






Una volta definita la struttura del dataset, ci apprestiamo a descrivere le fasi di acquisizione 
e di trasformazione dei dati che ci hanno permesso di popolarlo. Questa è sicuramente la 
fase più lunga e complessa di tutto il progetto in quanto richiede molto tempo (direttamente 
proporzionale al numero di attributi del dataset) ed una conoscenza approfondita sia della 
sorgente da cui vogliamo estrarre i dati che degli strumenti che ci permettono di 
trasformarli. 
Le operazioni che andremo a descrivere si articolano in due sottofasi: 
 progettare e realizzare una vista per ognuno dei cinque DB sorgenti: queste devono 
contenere un insieme di dati che ci permetta di popolare il dataset 





3.1 Progettare e realizzare una vista per ognuno dei db sorgenti 
Una volta ottenuti gli schemi delle tabelle a disposizione è stata svolta un‟analisi 
preliminare per cercare di capire come reperire le informazioni utili a popolare il dataset. 
Nell‟ordine: 
 Anno per anno, sono stati selezionati gli attributi ritenuti necessari, cioè quelli 
contenenti le informazioni con cui i contribuenti hanno compilato il 730 
 E‟ stata stilata una lista delle tabelle dalle quali prelevare gli attributi selezionati 
Per facilitare la successiva fase di preparazione dei dati, sono stati realizzati degli schemi 
rappresentati le relazioni tra le tabelle selezionate ed le informazioni contenute nelle stesse. 
Questa operazione di selezione ci ha permesso di risolvere due problemi: quello di 
rispettare la limitazione che ci impediva di lavorare su informazioni sensibili della CAAF-
CISL e quello di ridurre la quantità di dati su cui lavorare (con conseguente miglioramento 
delle prestazioni)  
In seguito sono riportati i grafici rappresentanti anno per anno le tabelle selezionate e le 



























3.2 Trasformazione dei dati 
In questa sezione verrà illustrato il procedimento che ha portato alla costruzione del sistema 
di trasformazione dei dati e verranno descritte le problematiche affrontate durante la sua 
realizzazione. 
Il sistema di trasformazione è stato sviluppato utilizzando Microsoft SQL Server 
Integration Services 10 al quale si farà riferimento col la sigla “SSIS”.  
Questo strumento è un componente di Microsoft SQL Server introdotto nella versione 2005 
in sostituzione del modulo “Data Trasformation Services”. SSIS costituisce una piattaforma 
per sviluppare sistemi di integrazione dei dati ed applicazioni workflow.  
L‟utilizzo primario di SSIS è nell‟ambito del data warehousing, per quanto riguarda la parte 
di ETL. Il pacchetto fornisce degli strumenti veloci e flessibili per l‟estrazione, la 
trasformazione e il caricamento dei dati. Altri ambiti nei quali questo modulo di SQL 
Server viene ampiamente utilizzato sono quelli della manutenzione automatica dei database 
e dell‟ aggiornamento di dati multidimensionali.  
Gli interi processi di trasformazione SSIS vengono rappresentati da dei grafi, ognuno dei 
quali viene eseguito in maniera sequenziale. Questi interi processi vengono descritti da file 
XML che rappresentano i pacchetti di trasformazione.  
Questo strumento è stato preferito rispetto ad altri software come SPSS Clementine poiché 
offriva una maggiore gamma di strumenti oltre che un sistema di scripting avanzato. 
Una caratteristica importante di SSIS infatti è quella di poter utilizzare script Visual Basic 9 
al suo interno. Questa funzionalità ha permesso di realizzare un pacchetto unico e facile da 
mantenere, senza dover ricorrere a programmi esterni per effettuare le elaborazioni più 
complesse. L‟alternativa all‟utilizzo dello script sarebbe stata quella di realizzare software 
ad - hoc scritti appositamente per eseguire trasformazioni particolari, questo tutto a danno 
della manutentibilità del sistema. Infatti, nel caso fosse stata necessaria una modifica al 
processo di trasformazione, sarebbe stato molto più semplice modificare un nodo da 
designer SSIS, che andare a cambiare il codice di un applicazione Java, dedita a questo 
compito. 
3.3 Preprocessing delle tabelle sorgenti ai fini di ottimizzare la 
performance di trasformazione 
Iniziato il lavoro di trasformazione sono state eseguite delle delle query banali come quella 
che associa ogni familiare al dichiarante, informazione ottenuta facendo la join della tabella 
Anagrafica con la tabella Familiari utilizzando l‟identificatore univoco come chiave di 
giunzione.  
Un problema che è subito emerso è stata la lentezza con cui veniva eseguita l‟operazione. Il 
processo di trasformazione finale avrebbe coinvolto decine e decine di join e se già una 
sola era così lenta ad essere eseguita, il pacchetto finale avrebbe impiegato un tempo 
eccessivo per essere completato.  
Per cercare di migliorare il tempo di elaborazione si è provato a ridurre la dimensione della 
chiave di giunzione. Il punto di partenza è stato questa chiave di tipo varchar(32), generata 
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dal CAAF-CISL per identificare univocamente un individuo nell‟archivio evitando di 
utilizzare informazioni sensibili.  
Come primo tentativo si è provato a cambiare il tipo di questa chiave univoca effettuando 
un ulteriore hash sulla chiave, questa volta utilizzando l‟algoritmo SHA-1, che avrebbe 
fatto scendere la dimensione della chiave a 160bit, quindi 20 byte. Il tipo risultante da 
questa operazione non sarebbe stato varchar(32) ma varbinary(20).  
Una volta applicata questa modifica alle tabelle sorgenti le giunzioni sono sembrate più 
veloci ma non ancora del tutto soddisfacenti per quanto riguardava i tempi di elaborazione. 
Un secondo tentativo di ottimizzazione è stato quello di indicizzare le tabelle. E‟ stata 
realizzata una tabella di mapping contenente gli identificativi univoci di tutte le persone 
presenti in anagrafica, ai quali veniva associato un identificatore sintetico a 4 bytes. Dopo 
aver generato la tabella di mapping è stato aggiunto ad ogni tabella un ulteriore attributo, 
denominato HASHKEY che conteneva l‟identificatore univoco associato ad una 
determinata persona. In questo modo le giunzioni sarebbero state effettuate utilizzando 
HASHKEY e non l‟identificatore univoco fornito dal CAAF.  
Quest‟ultima ottimizzazione ha portato le prestazioni ad un livello accettabile. Sono state 
quindi generate le tabelle di keymapping per ognuno dei 6 anni a disposizione ed è stato 
aggiunto l‟attributo HASHKEY ad ognuna delle 94 tabelle sorgenti. 
Modularizzazione del pacchetto 
Gli attributi presenti nella tabella di destinazione erano circa 175, il lavoro quindi si 
presentava abbastanza lungo ed impegnativo.  
Per evitare di lavorare su una tabella monoblocco e per poter parallelizzare il lavoro è stato 
scelto di spezzare la tabella in cinque sottotabelle, che in un secondo momento dopo essere 
state popolate avrebbero contribuito a riempire la tabella finale.  
I 175 attributi, sia preesistenti che generati sono stati distribuiti nelle cinque sottotabelle in 
base alla loro collocazione nel modulo 730. Questo tipo di distribuzione è stata scelta 
rispetto ad una semplice divisione in parti uguali poiché consentiva di lavorare su attributi 
simili e quindi coinvolti in operazione di trasformazione analoghe. 
Di seguito vengono elencate le tabelle ed il loro contenuto. 
 Tabella A 
Dati anagrafici 
 Tabella B 
Dati relativi ai redditi 
 Tabella C 
Dati relativi alle spese 
 Tabella D 
Altri dati non omogenei tra di loro 
 Tabella variazioni fiscali 




Ognuna di queste destinazioni avrebbe contenuto i dati dei contribuenti dal 2004 al 2008. 
Generazione e trasformazione degli attributi 
In questa fase è stato sviluppato un pacchetto SSIS, in grado di effettuare la trasformazione 
vera e propria dei dati. 
I nodi di trasformazione che avrebbero costituito il pacchetto SSIS sarebbero stati migliaia 
era quindi evidente che per poter lavorare in maniera agevole sarebbe stato necessario 
dividere il lavoro in più moduli.  
 
Lo sviluppo è stato diviso in base all‟anno dei dati di provenienza. E‟ stato scritto prima il 
modulo dell‟anno 2008, poi quello del 2007 e così via, fino al 2004. Il 2008 è stato il primo 
anno ad essere sviluppato perché era il più grande e complesso e perché parte del lavoro 
poteva essere riutilizzato negli altri anni, velocizzando in questo modo lo sviluppo. La 
decisione intrapresa è stata quella di creare un modulo per ogni tabella su ogni anno. 
Avendo cinque tabelle su 5 anni, i moduli totali sono stati 25. 
Ogni modulo di SSIS contiene un grafo composto da nodi di trasformazione che vengono 
applicati ad una sorgente dati. Principalmente in SSIS ci sono 3 modi per effettuare 
operazioni analoghe. 
1)Query SQL  
2)Nodo SSIS 
3)Script Visual Basic 9.0/ C#3.0 
Nel caso in oggetto, il DBMS su cui si lavorava era SQL Server 9.0. SQL Server ha un suo 
linguaggio proprietario chiamato T-SQL ed è un‟estensione proprietaria di Microsoft 
all‟SQL. Le Query utilizzate in SSIS potevano essere quindi scritte in T-SQL usufruendo 
delle potenzialità di questo linguaggio. 
Durante la scrittura di un nodo di trasformazione si è sempre cercato di realizzare una 
versione in T-SQL, poi se troppo complessa o lunga da sviluppare si è cercato di scrivere la 
trasformazione utilizzando nodi SSIS. Solo in ultima istanza si è fatto uno script, 
considerato come ultima scelta.  
La ragione che ha portato all‟attribuzione di un primo ordine di preferenza alla query T-
SQL è semplice: SSIS è un sistema sviluppato per funzionare con vari DBMS che vanno da 
IBM DB2 ad Oracle. I nodi SSIS quando eseguiti producono delle query SQL generiche 
che non sono in grado di sfruttare le particolari funzionalità offerte del DBMS sottostante. 
Per eseguire un‟operazione realizzabile in una sola query scritta in linguaggio proprietario a 
volte sono necessari vari nodi SSIS e quindi varie query. Una query T-SQL, su SQL Server  
è invece in grado di offrire dei tempi di elaborazione nettamente inferiori a tutto beneficio 
del tempo totale di elaborazione. 
L‟utilizzo dello script è stato considerato come ultima possibilità perché rappresenta la 
soluzione meno intuitiva e la meno mantenibile, questo a parità di prestazioni con i nodi 
SSIS. Il suo utilizzo è stato però indispensabile in alcune trasformazioni particolari dove 
non è stato possibile fare altrimenti. 
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Nella scrittura dei flussi di trasformazione si è proceduto in quest‟ordine: 
Flussi non comprendenti trasformazioni, per prelevare dati già presenti nelle viste 
sorgenti. 
In questa categoria rientrano tutti quei flussi che lavorano su campi che sono già presenti 
nel database e non devono essere generati ma solamente prelevati. La query necessaria in 
genere è molto semplice e serve solo a recuperare i dati dal punto giusto. 
Un esempio di flusso di questo tipo è quello che estrae i totali dei redditi agrari, dominicali 
e da fabbricati dal prospetto di liquidazione. I dati sono già disponibili senza necessità di 
applicare alcuna aggregazione sulle tabelle. Questa categoria rappresenta solo  una piccola 
parte dei flussi realizzati. 
 
Flussi per generare campi con semplici trasformazioni. 
Sono quei flussi che comprendono trasformazioni abbastanza semplici ed immediate da 
scrivere. Un esempio è rappresentato dal flusso che calcola la percentuale dei redditi da 
fabbricati sul reddito totale. In questa categoria rientrano anche quei flussi che fanno uso di 
semplici aggregazioni sui dati, come ad esempio quello che calcola il numero di fabbricati 
totali utilizzando un semplice group by. 
Durante lo svolgimento del lavoro, sono stati realizzate centinaia di questi flussi. 
 
Flussi per generare campi con complesse operazioni di trasformazione. 
In questa categoria rientrano le operazioni di trasformazione più complesse e lunghe da 
realizzare. Un esempio è costituito dal flusso per generare il flag “CONIUGEACARICO”, 
che se è ad uno indica che un dichiarante ha un coniuge a carico. In questa query vengono 
contate le persone a carico di un dichiarante facendo la giunzione tra la tabella anagrafica e 
quella dei familiari ed applicando alcune restrizioni. Se il conteggio è maggiore di zero il 
flag viene settato ad uno, zero altrimenti. 
Per alcuni esempi pratici dei flussi di trasformazione realizzati si rimanda all‟appendice. 
 
Problemi riscontrati 





Il primo lancio di questo pacchetto generale di trasformazione non ha avuto un buon esito. 
SSIS, a meno che non venga specificato diversamente, tende ad eseguire i flussi in 
parallelo. Nel caso in esame questo comportamento tendeva a saturare la memoria RAM 
disponibile sul sistema sul quale si stava eseguendo l‟esperimento. Terminata la memoria 
fisica disponibile, il sistema faceva grosso uso dello spazio di swap rallentandosi 
drasticamente. Il grande uso di memoria era dovuto alle delle decine di join necessarie ad 
unire tra di loro i risultati delle trasformazioni. Per risolvere questo problema è bastato far 
eseguire i moduli in sequenza partendo dal primo anno, il 2004 e facendo poi eseguire gli 
anni successivi fino al 2008. 
A questo punto si è presentato un secondo problema: il flussi relativi al tabellone B erano 
troppo grandi per essere eseguiti in un unico blocco. E‟ stato necessario dividere ognuno  di 





Il risultato finale è il seguente. 
 
Il pacchetto SSIS a questo punto è stato eseguito e dopo oltre due ore di elaborazione ha 
popolato le cinque tabelle di destinazione: “Tabella A”, “Tabella B”, “Tabella C”, “Tabella 
D” e “Tabella Variazioni Fiscali”. Prima di passare alla fase di data mining però è stato 
necessario riunire questi cinque output in un‟unica tabella sulla quale svolgere il lavoro  di 
costruzione dei modelli di analisi. E‟ stato quindi sviluppato un pacchetto SSIS 




Durante la scrittura del flusso di trasformazione si è riscontrata un‟eccessiva lentezza da 
parte del designer di SSIS, probabilmente dovuta al fatto che SSIS serializza ad ogni 
salvataggio l‟intero flusso in un file XML. Nella versione finale, il file XML ha 
oltrepassato la dimensione di 30 megabyte e probabilmente la serializzazione è diventata 






Popolata la tabella contenente i dati si è proceduto con la scrittura delle query per generare i 
valori degli attributi contenenti le variabili target. Non è stato possibile anticipare questa 
fase poiché era necessario avere a disposizione i dati relativi a tutti e cinque gli anni. 
Queste informazioni si sono rese disponibili sono dopo l‟esecuzione di tutti i flussi SSIS. 
Le query risultanti sono state le seguenti: 
Query NUOVODICHIARANTE 
 
Le tabelle interessate sono: 
Tabellone : E‟ la tabella che è stata generata nelle fasi precedenti e contiene i dati relativi 
ai dichiaranti per gli anni presi in esame, ovvero 2004,2005,2006,2007 e 2008 
Dst_Ana_2003 : E‟ la tabella anagrafica per l‟anno 2003 
AnagraficaGenerale: E‟ la tabella anagrafica per gli anni 2004,2005,2006,2007 e 2008 
Questa query è costituita da tre sottoquery che costituiscono le condizioni necessarie che un 
nuovo cliente come dichiarante deve soddisfare. Data una dichiarazione D redatta nell‟anno 
A dalla persona P le condizioni sono le seguenti: 
 P non deve aver compilato una dichiarazione negli anni precedenti ad A, escluso il 
2003. 
 P non deve aver compilato una dichiarazione nell‟anno 2003. 
 P deve aver compilato una dichiarazione nell‟anno D come dichiarante. 







Questa query è praticamente identica alla precedente, l‟unica differenza sta nella terza 
condizione da soddisfare che è la seguente: 
Data una dichiarazione D redatta nell‟anno A dalla persona P;  P deve aver compilato una 
dichiarazione nell‟anno D come dichiarante. 
 
Ulteriori attributi generati 
Generate le variabili target, sono state scritte le ultime due query che hanno consentito di 
terminare la popolazione del dataset destinato alla fase di analisi. Le query sono relative ai 
campi: 
 ISEXCONIUGEACARICODICLIENTE 
Indica se il cliente negli anni passati è stato coniuge a carico di un altro cliente 
 ISEXFIGLIOACARICODICLIENTE 
Indica se il cliente negli anni passati è stato figlio a carico di un altro cliente 
 
Come per le variabili target, anche questi attributi per essere calcolati necessitavano dei dati 
relativi a tutti gli anni in esame, questa è stata la motivazione che ha portato il posticipo del 




CAPITOLO 4 - ESPLORAZIONE E SELEZIONE DEI DATI 
Una volta acquisiti e trasformati i dati dalle varie sorgenti, abbiamo a disposizione il 
dataset con le tutte le informazioni che secondo uno studio iniziale erano state ritenute 
interessanti per la realizzazione del modello di data mining. 
Tuttavia il dataset in questione non può essere utilizzato direttamente per la modellazione 
perché era stato definito in una fase in cui non si conoscevano né le caratteristiche dei dati 
né la qualità delle informazioni in essi contenute. 
In questo capitolo analizzeremo il contenuto del dataset prima da un punto di vista generale 
e poi più in profondità per valutare e selezionare le informazioni che possono dare un 
apporto maggiore alla realizzazione di un modello di qualità. 
4.1 Descrizione dei dataset 
Il nostro dataset, che occupa circa 4 GB di memoria, consiste in una grande tabella 
contenente 172 attributi di cui tre sono i possibili target e gli altri sono le possibili variabili 
indipendenti del modello di data mining che andremo a creare. 
Gli attributi target sono di tipo flag mentre gli altri sono rappresentati nel seguente modo: 
 1 identificativo di tipo alfanumerico 
 54 di tipo flag 
 85 di tipo intervallo continuo 
 18 insiemi discreti ordinati 
 12 insiemi discreti non ordinati 
 
Per quanto riguarda il numero di record, il dataset conta 1336000 elementi contenenti 
ognuno i dati di un contribuente che ha compilato il modello 730 negli ultimi 5 anni.  
In relazione agli anni a cui si riferiscono, i record sono divisi nel seguente modo: 
 
 
Non sono presenti duplicati tra i record: questo ci indica che la qualità dei dati è buona. 
 
 
4.2 Esplorazione dei dati 
Quella di realizzare un‟analisi dettagliata del dataset esaminando le distribuzioni di ogni 
attributo è una fase cruciale in ogni processo di data mining. Questo per due ragioni 
fondamentali: da un lato ci permette di conoscere con maggiore precisione la natura del 
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fenomeno di studio, dall‟altro aiuta a sezionare solo gli attributi più interessanti 
tralasciando quelli che hanno un contenuto informativo minore.  
Questo secondo aspetto è molto importante in casi di studio come il nostro in cui cui gli 
attributi sono molti: applicare un modello di data mining su tutti gli attributi, oltre che 
inutile, porterebbe ad una complessità nella gestione dei dati ed ad un costo in termini di 
tempo di elaborazione troppo elevati. 
In questa sezione presentiamo le caratteristiche dei singoli attributi del dataset ed in 
relazione ad esse separeremo quelli più interessanti da mantenere per la fase di 
modellazione da quelli che invece saranno abbandonati a causa del loro scarso apporto 
informativo. 
La selezione degli attributi si divide in tre sottofasi: 
 Analisi delle distribuzioni dei dati 
 Analisi delle correlazioni tra attributi 
 Analisi degli attributi più rilevanti in relazione alla variabile target da analizzare 
 
4.2.1 Analisi delle distribuzioni dei dati 
Nella fase di creazione del dataset abbiamo analizzato il Modello 730 ed abbiamo definito 
una serie di attributi che contenessero (direttamente o indirettamente) i dati presenti in tutti 
i campi del modello. Mentre alcuni di questi campi sono compilati in tutte o quasi le 
dichiarazioni (es: dati anagrafici), ne esistono altri che registrano informazioni molto 
settoriali e che quindi sono lasciati bianchi nella maggior parte dei casi (es: redditi percepiti 
da eredità). Gli attributi derivati da questi campi rappresentano un esempio di dati non 
interessanti per la creazione del modello e saranno tralasciati durante le fasi successive. 
Inoltre durante gli anni in cui si articola il nostro studio (2004-2008), il modello 730 ha 
subito l„introduzione di alcune piccole novità (es: detrazione d‟imposta per l‟installazione 
di pannelli solari): sono stati quindi creati degli attributi che registrano se un cliente ha 
usufruito o meno di tali novità. Questi attributi non devono essere considerati in fase di 
modellazione ma possono essere utilizzati in uno studio separato in cui si vuole vedere 
l‟impatto di tali novità.   
Da quanto appena detto, si deduce che l‟analisi delle distribuzioni ha prodotto 4 diversi 
gruppi di attributi: 
 Attributi target  
 Attributi interessanti per il modeling 
 Attributi con distribuzione non interessante per il modeling 
 Attributi non utili per la profilazione di nuovi clienti 
 
Illustriamo in seguito la lista degli attributi appartenenti ad ognuno di questi quattro gruppi 
apportandone la motivazione ed illustrandone alcuni esempi. Per un‟analisi più 





Sono gli attributi di cui maggiormente ci interessa conoscere la distribuzione: a seconda di 
quanti contribuenti figurano come nuovi clienti saranno prese decisioni diverse in fase di 
modellazione. Come già detto, la variabile che indica i nuovi clienti è realizzata come OR 
tra quelle che indicano i nuovi dichiaranti e i nuovi coniugi non dichiaranti in una 
dichiarazione congiunta. 
CONSIDERAZIONE: dai grafici seguenti può sembrare che i clienti aumentino in modo 
minore con il passare degli anni e che il 2004 sia l‟anno in cui si registra il maggior numero 
di contribuenti. In realtà questa è un‟informazione approssimata: avendo avuto accesso ai 
dati a partire dal 2003 non è stato possibile individuare le persone che fino al 2002 erano 
clienti. Quindi, se ad esempio un contribuente compila il modello nel 2002 e nel 2004 ma 
non nel 2003, questo sarà classificato come nuovo cliente anche se non lo è.  
Il rischio di categorizzare come nuovi dei clienti che in realtà non lo sono diminuisce con il 



















Attributi interessanti per il modeling 
Un primo gruppo di attributi che sono definiti in quasi tutte le dichiarazioni ed hanno una 
distribuzione interessante sono quelli relativi ai dati della dichiarazione, ai dati anagrafici 
ed a quelli del nucleo familiare. Gli attributi di questo tipo che abbiamo deciso di 
mantenere sono relativi a: 
 
 Anno di nascita 
 Età 
 Sesso 
 Stato civile 
 IsPensionato 
 Provincia di nascita 
 Provincia di residenza 
 Dichiarazione congiunta 
 Numero familiari a carico 
 Numero figli a carico 
 Coniuge a carico 
 Residenza diversa dal coniuge 
 
Nei grafici seguenti vediamo come è distribuito l‟insieme dei contribuenti in relazione al 
loro stato civile e al numero di familiari a carico. La maggior parte dei soggetti esaminati è 
sposata ed ha familiari a carico, già questo ci potrebbe aiutarci nelle fasi successive per 
l‟interpretazione dei risultati di mining. Da notare anche una buona percentuale di single, 






1 - Celibe/nubile 
2 - Coniugato 
3 - Vedova 
4 - Separato/a 
5 - Divorziato/a 
7 - Ttelato/a 
8 - Minore 
 
 




Numero familiari a carico 
Definiamo un altro gruppo di attributi con distribuzione interessante: quelli che contengono 
informazioni relative ai possedimenti (terreni + fabbricati). Gli attributi di questo tipo che 
abbiamo segnalato come interessanti indicano: 
 Numero fabbricati dichiarati 
 Numero fabbricati dati in affitto 
 Numero utilizzi diversi fabbricati 
 Utilizzo prevalente fabbricati 
 Rendita da fabbricati totale 
 Giorni medi possesso fabbricati 
 Numero terreni dichiarati 
 Reddito totale da terreni 
 Numero terreni con reddito 
dominicale 
 Numero terreni con reddito agrario 
 Casi particolari 
 Titolo prevalente terreni 
 Reddito dominicale totale 
 Reddito dominicale medio 
 Reddito agrario totale 
 Reddito agrario medio 
 Tutti terreni con lo stesso titolo 
 Giorni medi possesso terreni 
 
La maggior parte delle persone possiede infatti almeno un fabbricato (quello adibito ad 
abitazione principale): questo fattore deve essere considerato in fase di modellazione. Molti 
meno sono invece i contribuenti che dichiarano di possedere uno o più terreni (meno del 






In figura: Nnumero fabbricati dichiarati 
 
CONSIDERAZIONE: Un aspetto interessante che è emerso dall‟analisi di questo gruppo di 
attributi riguarda l‟ammontare del reddito dominicale e agrario dei terreni: in molti casi tali 
attributi assumono valori molto bassi, addirittura inferiori a 10 euro. Questo  sembra essere 
un dato poco realistico, ma non è così: i valori in questione si riferiscono a terreni montani 
o collinari molto piccoli (frutto di frazionamenti per eredità che si sono succedute nel 
tempo) e con coltivazioni di poco pregio economico (pascoli, incolti, ecc.). Questa 
informazione dovrà essere tenuta in considerazione nelle fasi successive qualora questi 
attributi siano tra quelli che partecipano alla costruzione del modello. 
 
Alcuni attributi contenenti i dati sui vari redditi ricevuti dai contribuenti e sulla loro 
posizione lavorativa assumono una distribuzione interessante e quindi meritano di essere 
candidate alla definizione del modello di data mining. Questi attributi rappresentano: 
 Presenza di redditi 
 Totale reddito da lavoro 
 Presenza di redditi in quadro D 
 Lavoratore stabile 
 Totale reddito quadro C sezione 1 
 Passaggio alla pensione 
 
Un attributo che caratterizza fortemente il profilo dei contribuenti è quello che descrive il 
loro reddito da lavoro dipendente: dai grafici seguenti notiamo che il modello 730 è 
compilato da persone che hanno diversi livelli di reddito. Inoltre la distribuzione di tale 
attributo non ha subito forti variazioni durante gli anni: questo ci indica che eventuali 
informazioni relative al reddito derivanti dal modello di data mining descriverebbero una 






Per quanto riguarda le spese, solo una piccola parte degli attributi definiti in fase iniziale si 
sono rilevati interessanti in termini di contenuto informativo. Questo perché ci sono alcune 
spese che sono state sostenute da molti contribuenti (es: spese sanitarie), mentre altre che 
sono meno comuni (es: spese per acquisto di cani guida) e che quindi hanno un valore 
positivo per una minoranza trascurabile di persone. 
Gli attributi sulle spese che abbiamo deciso di selezionare come di possibile interesse per la 
modellazione sono relativi a:  
 Spese totali 
 Presenza spese in sezione 1 
 Presenza spese in sezione 2 
 Presenza spese in sezione 3 
 Spese per contributi 
assistenziali e previdenziali 
 Spese per mutui 
 Spese sanitarie proprie 
 Spese per assicurazioni 
 Presenza spese per la 
salvaguardia dei boschi 
 Totale spese con detrazione 
d‟imposta al 19% 
 Totale spese deducibili 
 Totale spese detraibili 
 Totale spese sanitarie 
 Totale spese con detrazione 
d‟imposta al 36% o 41% 
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 Spese mutui acquisto abitazione 
principale 
 Altri oneri deducibili 
 
 
L‟attributo più rappresentativo per quanto riguarda le spese è quello relativo alle spese 







Nella definizione del dataset abbiamo creato una serie di rapporti che per ogni contribuente 
ci potesse dare un‟indicazione sull‟impatto che hanno per lui alcune spese o alcuni redditi 
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sulla totalità delle spese da lui sostenute o sui redditi ricevuti. Un buon numero di rapporti 
ha dimostrato una distribuzione interessante che, se adeguatamente discretizzata per la fase 
di modellazione, ci potrebbe fornire delle tendenze sulla situazione economica dei nuovi 
clienti. 
I rapporti che presentano un buon contenuto informativo sono: 
 Spese deducibili / Spese totali 
 Spese sanitarie / Spese totali 
 Spese totali / Reddito da lavoro 
o pensione 
 Spese totali /Reddito da 
proprietà 
 Spese totali / Reddito totale 
 Redditi da proprietà / Reddito 
complessivo 
 Spese per mutui / Spese totali 
 Reddito da fabbricati / Reddito 
complessivo 
 Spese per mutui / Reddito 
complessivo 
 Spese sanitarie / Reddito totale 
 Spese con detrazione di 
imposta al 19% / Spese totali 
 Spese con detrazione di 
imposta al 36% o 41%/ Spese 
totali 
 
Come vedremo in seguito però, non tutti questi rapporti, pur presentando una distribuzione 
interessante, si riveleranno di grande importanza per la definizione del modello. 
Rappresentiamo adesso la distribuzione di un attributo che invece è molto indicativo del 
comportamento dei contribuenti e cioè quello che mostra il rapporto tra le spese sanitarie e 
il totale delle spese sostenute. Una nicchia di nuovi clienti che hanno molte spese di tipo 
sanitario può essere un risultato molto apprezzato dal CAAF. 
Dal grafico si nota che i contribuenti per cui la variabile assume valore „-1‟ sono quelli che 
non hanno registrato nessuna spesa significativa; questi sono circa il 18% del totale, un 
valore da non sottovalutare. Tra il restante 82% circa un terzo non ha sostenuto spese 
sanitarie mentre più di 200000 contribuenti (circa un sesto del totale) ha dedicato al settore 





Richiede un‟analisi particolare un ultimo gruppo di attributi che abbiamo deciso di 
classificare come interessanti per la modellazione anche se in realtà non presentano una 
distribuzione che lo faccia supporre. Questi attributi descrivono infatti caratteristiche molto 
dettagliate che possono avere i contribuenti e che possono definire quindi delle nicchie di 
nuovi clienti di piccole dimensione ma dai caratteri ben precisi. Inoltre alcuni dei dati 
contenuti in questi attributi sono molto legati alla compilazione del modello 730 (es: la 
presenza di eccedenze IRPEF in precedenti dichiarazioni). 
Gli attributi che appartengono a questo indicano: 
 Eccedenze IRPEF da precedenti 
dichiarazioni 
 Non effettuare pagamento acconto 
IRPEF 
 Pagamento acconto IRPEF in 
maniera minore 
 Numero figli minori di 3 anni 
 È soggetto a carico di altri 
 È stato coniuge a carico in passato 
 È stato figlio a carico in passato 
 Numero di interventi per il recupero 
del patrimonio edilizio 
 Ritenute addizionale comunale su 
lavoro dipendente 
 Ritenute addizionale regionale su 
lavoro dipendente 
 Ritenute IRPEF su lavoro dipendente 
 Spese funebri 
 Spese di istruzione 




CONSIDERAZIONE: alcuni attributi continui appartenenti a questo gruppo risultano 
definiti solo per una piccola percentuale di contribuenti: in fase di modellazione possono 
rivelarsi più utili se trasformati in flag da porre a uno quando l‟attributo assume un valore 
maggiore di zero. 
 
Attributi con distribuzione non interessante per il modeling 
Circa la metà degli attributi presenti nel dataset sono stati classificati come non interessanti 
per la fase modellazione a causa della distribuzione dei loro valori. 
Il motivo principale, come già accennato, è che molti attributi sono derivati da campi del 
modello 730 compilati da pochissimi contribuenti o presentano caratteristiche non rispettate 
quasi da nessuno. Il contenuto informativo di questi attributi non è quindi tale da ritenerli 
utili a caratterizzare il profilo dei nuovi clienti. 
In particolare ci riferiamo a: 
 Lavoratore in pensione 
 Ricezione assegni dal coniuge 
 Altre ritenute 
 Altre spese in sezione 1 
 Caso particolare prevalente 
terreni 




 Crediti imposta per canoni non 
percepiti 
 Crediti imposta per incremento 
occupazione 
 Imposte ed oneri anno 
precedente rimborsate 
 È tutore 
 Numero di terreni in affitto 
 Numero figli disabili 
 Detrazione per trasferimento 
residenza per lavoro 
 Presenza lavori con codice 3 
 Presenza redditi da erede 
 Presenza spese in altre 
detrazioni 
 Prevalenza reddito sez2 su sez1 
quadro C 
 Ritenute e acconti sospesi per 
eventi eccezionali 
 Spese assistenza portatori 
handicap 
 Spese acquisto cani guida 
 Spese per assegno al coniuge 
 Spese contributi servizi 
domestici 
 Spese erogazioni a istituzioni 
.religiose 
 Spese mutui acquisto altri 
immobili 
 Spese mutui acquisto abitazione 
principale 
 Spese sanitarie anni precedenti 
rateizzate 
 Spese sanitarie familiari non a 
carico 
 Spese sanitarie portatori 
handicap 
 Spese sanitarie proprie 
patologie esenti 
 Totale reddito quadro C sez 2 
 Numero lavori dichiarati 
quadro C sez 2 
 Reddito estero 
 Ha più di quattro figli 
 Totale redditi Quadro D 
 Presenza redditi a tassazione 
separata 
 Prevalenza lavoro tempo 
determinato su indeterminato 





Alcuni rapporti sono stati eliminati dalla modellazione perché avevano la maggior parte dei 
valori vicina a zero o a uno: nel primo caso il dato non avrebbe apportato nessuna 
conoscenza, mentre nel secondo avremmo ottenuto le stesse informazioni considerando 
solo l‟attributo con il valore assoluto del denominatore. 
Questi rapporti sono: 
 Altri redditi / reddito complessivo 
 Spese detraibili / spese totali 
 Reddito da terreni / reddito complessivo 
 Spese totali / reddito da proprietà 
 Reddito estero / reddito totale 




Un gruppo diverso rapporti è stato invece eliminato perché presenta una distribuzione 
molto diversa nei vari anni: ci riferiamo in particolare ai rapporti che hanno al numeratore 
dati relativi alle detrazioni per familiari a carico o per lavoro dipendente. Motivo di ciò 
sono alcune variazioni apportate alla normativa fiscale: l‟eliminazione e introduzione della 
“NO TAX AREA” e della NO TAX FAMILY” (vedi glossario).  
Questi tipi di attributi avranno un valore diverso in anni diversi per persone che effettuano 
le stesse spese ed hanno gli stessi redditi: risultano quindi non interessanti in fase di 
modellazione perché non caratterizzano in modo univoco il comportamento di un 
contribuente. 
Vediamo a livello esplicativo la distribuzione di un rapporto che è molto influenzato dalle 
variazioni nel calcolo di detrazioni e deduzioni: “Totale ritenute / Imposta lorda”. Notiamo 
come tale distribuzione varia nelle dichiarazioni del 2006 e del 2008 quando sono state 
rispettivamente abolita la NO TAX AREA e introdotta la NO TAX FAMILY. 
 
 
I rapporti eliminati per causa delle variazioni della normativa fiscale sono: 
 Detrazioni per familiari a carico / totali detrazioni 
 Detrazioni per lavoro dipendente / totale detrazioni 
 Imposta netta / Imposta lorda 
 Reddito imponibile / reddito complessivo 
 Ritenute / imposta lorda 
 Totale detrazioni / reddito complessivo 
 Totale detrazioni e crediti d‟imposta / reddito complessivo 
 totale detrazioni e crediti d‟imposta / reddito imponibile 





Alcuni attributi sono stati eliminati perché abbiamo incontrato delle difficoltà nel reperire i 
relativi dati nei database sorgenti o perché questi contenevano informazioni errate. Questi 
attributi avrebbero dovuto indicare: 
 Provincia domicilio fiscale 
 Numero terreni posseduti al 100% 
 Numero fabbricati posseduti al 100% 
 Numero lavori da dipendente 
 Altri redditi di capitale 
 Compensi da lavoro non derivanti da attività professionale 
 Redditi diversi 
 Utili ed altri proventi equiparati 
 Presenza redditi quadro D sez 1 
 Acconto IRPEF anno precedente 
 
Segnaliamo infine gli attributi che rappresentano insiemi discreti con moltissimi valori 
diversi e quindi poco significativi per identificare nicchie abbastanza numerose di nuovi 
clienti. 
 Comune di nascita 
 Comune di residenza 
 Comune domicilio fiscale 
 
Attributi non utili per la profilazione di nuovi clienti 
Descrivono se un contribuente ha compilato i campi del modello relativi a novità fiscali 
introdotte nell‟anno a cui si riferisce la dichiarazione. Tali attributi non saranno utilizzati in 
fase di modellazione in quanto sono definiti solo per le dichiarazioni di un solo anno 
(quello dell‟introduzione della novità).  
La loro distribuzione scoraggia dall‟intraprendere anche altre analisi che legano questi 
attributi alla variabile target. Questo perché l‟impatto di tutte le novità fiscali che abbiamo 
studiato è stato molto scarso e quindi costituisce una nicchia di clienti troppo piccola per 
portare a risultati interessanti. Si rimanda all‟APPENDICE per vedere in dettaglio la 
distribuzione di questi attributi. 
 
4.2.2 Analisi delle correlazioni tra attributi 
Una seconda misura di valutazione dei dati è quella del livello di correlazione che esiste tra 
coppie di attributi: risulta infatti ridondante considerare in fase di modellazione alcune 
variabili che contengono informazioni molto simili. 
In questo paragrafo analizziamo gli attributi ritenuti interessanti nella fase precedente e ne 
valutiamo eventuali correlazioni: da ogni coppia di attributi correlati ne selezioniamo solo 
uno (di solito quello contenente informazioni più generali) e tralasciamo l‟altro. 
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L‟unità di misura della correlazione che abbiamo utilizzato è il ”coefficiente i correlazione 
di Pearson”. 
In particolare, il coefficiente di correlazione di Pearson tra due variabili aleatorie o due 
variabili statistiche X e Y è definito il rapporto tra la loro covarianza ed il prodotto delle 
loro deviazioni standard: 
. 
dove 
, è la covarianza tra X e Y 
, sono le due deviazioni standard 
Il coefficiente assume valori compresi tra -1 e +1. Tanto più il valore assoluto del 
coefficiente si avvicina all‟unità tanto maggiore è la correlazione tra le due variabili.  
Se: 
, le variabili x e y si dicono direttamente correlate, oppure correlate 
positivamente; 
, le variabili x e y si dicono indipendenti; 
, le variabili x e y si dicono inversamente correlate, oppure correlate 
negativamente. 
 
Una volta calcolato il grado di correlazione tra tutte le coppie di attributi, abbiamo 
individuato quelle più significative che rappresentiamo nella tabella seguente. 































































































































































Dall‟analisi delle correlazioni sono emerse alcune interessanti relazioni tra gli attributi oltre 
a quelle descritte in tabella. La conoscenza di tali informazioni può essere molto importante 
perché descrive comportamenti generali della popolazione e quindi ci indica dei tratti 
condivisi da tutti i clienti della CAAF-CISL. Vale la pena sottolineare i seguenti: 
 la correlazione inversa che lega REDDITOLAVORO/REDDITOCOMPLESSIVO e 
REDDITOPOSSEDIMENTI/REDDITOCOMPLESSIVO (-0,717). Si evince che  i 
contribuenti si dividono in due gruppi: quelli che lavorano e che non possiedono 
terreni o fabbricati e quelli che invece non lavorano ma vivono sulla rendita delle 
loro proprietà. Probabilmente questo ultimo gruppo comprende la nicchia di 
lavoratori non dipendenti (che quindi non possono dichiarare redditi da lavoro 
dipendente) ma che hanno interesse a compilare il modulo 730 (possibili nuovi 
clienti). 
 Le correlazioni che legano ISSOGETTOACARICODIALTRI a 
PRESENZADIREDDITI (-0,871) ed a 
RAPPORTOREDDITOFABBRICATI/REDDITOCOMPLESSIVO (0,721) 
indicano un gruppo di persone simili a quelle descritte al punto precedente, e cioè 
prive di reddito ma possessori di terreni  e quindi interessati ad usufruire delle 
agevolazioni del modello 730. 
 L‟alto impatto delle spese sanitarie sul totale delle spese più comuni, quelle cioè 
con detrazione d‟imposta del 19% (0,675). Questa potrebbe essere una caratteristica 
che spinge i contribuenti a compilare il modello 730 
4.2.3 Analisi degli attributi più rilevanti in relazione alla variabile target da 
analizzare  
Un‟ultima selezione degli attributi su eseguire la modellazione è stata basata sulla 
valutazione della significatività degli attributi indipendenti in relazione alla variabile target.  
In particolare questa analisi è realizzata da un nodo Clementine chiamato “Selezione 
funzioni” che, prendendo in input l‟attributo target e la lista dei candidati alla creazione del 
classificatore, restituisce un suggerimento su quali attributi utilizzare e quali no. 




Per gli attributi che superano le cinque soglie definite, l‟algoritmo di selezione ordina gli 
attributi in termini di significatività utilizzando la tecnica chi-quadrato di Pearson. Questa 
tecnica si basa sull'indipendenza dell'obiettivo dai predittori senza indicare l'intensità o la 
direzione di qualsiasi relazione esistente. 
Il risultato di questa analisi ci ha portato all‟eliminazione dei seguenti attributi. 























Attributi selezionati per la modellazione 
In seguito alle tre fasi di selezione descritte, il gruppo di attributi interessanti per la fase di 
modellazione sono stati ridotti da 172 a 47. Sarà a partire da questo gruppo che eseguiremo le 


























































CAPITOLO 5 - MODELLAZIONE MEDIANTE CLASSIFICAZIONE 
Al termine della fase precedente abbiamo un insieme di 48 attributi con un contenuto informativo 
tale da poter essere considerati utili per la costruzione di modelli di data mining. In questo 
capitolo descriveremo tutte le fasi che abbiamo attraversato per estrarre le informazioni desiderate 
da questi 48 attributi: dalla scelta degli algoritmi di mining alla trasformazione dei dati nel 
formato adatto alla loro esecuzione, dalla definizione dei parametri con cui applicare la tecnica 
alla valutazione del/dei modello/i realizzati. 
5.1  Selezione della tecnica di data mining 
Già come accennato nella sez. 2.3, la tecnica più adatta per il nostro progetto risulta essere quella 
delle regole di classificazione: il nostro scopo non è quello di creare un classificatore che ci dica 
se un contribuente compila il 730 per la prima volta, ma è piuttosto quello di definire le 
caratteristiche distintive di nicchie di nuovi clienti. Queste caratteristiche si possono rappresentare 
attraverso delle regole che hanno come antecedente i caratteri distintivi della nicchia e come 
conseguente il fatto di essere un nuovo cliente.  
Per realizzare un‟analisi completa abbiamo deciso di applicare come algoritmo che implementa la 
tecnica delle regole di classificazione il C 5.0 
 
C5.0 
Un modello C5.0 suddivide il campione in base all‟attributo che fornisce il massimo guadagno 
informativo, secondo la misura di teoria dell‟informazione nota come information gain. Ogni 
sottocampione definito dalla prima suddivisione viene ulteriormente suddiviso, in genere in base 
a un campo diverso, e il processo viene ripetuto finché non è più possibile suddividere 
ulteriormente i sottocampioni. Vengono infine riesaminate le suddivisioni di livello più basso e 
quelle che non contribuiscono in modo significativo al valore del modello vengono rimosse o 
tagliate. 
C5.0 può produrre due tipi di modelli. Un albero decisionale è una descrizione semplice e diretta 
delle suddivisioni riscontrate dall'algoritmo. Ogni nodo terminale, o "foglia", descrive un 
particolare sottoinsieme dei dati di addestramento e ogni caso nei dati di addestramento 
appartiene a un nodo terminale specifico nell'albero. In altre parole, è possibile avere una sola 
previsione per ogni record di dati che viene presentato a un albero decisionale. 
Per contro, un insieme di regole cerca di fare previsioni per i singoli record. Gli insiemi di regole 
derivano dagli alberi decisionali e, in un certo qual modo, rappresentano una versione 
semplificata o "distillata" delle informazioni trovate nell'albero decisionale. Gli insiemi di regole 
spesso sono in grado di mantenere le informazioni più importanti di un intero albero decisionale 
ma con un modello meno complesso. Dato il modo in cui operano, gli insiemi di regole non 
hanno le stesse proprietà degli alberi decisionali. La differenza più importante è il fatto che, con 
un insieme di regole, a un particolare record può applicarsi più di una regola o nessuna. Se si 
applicano più regole, ognuna di esse riceve un "voto" ponderato in base alla confidenza associata 
a quella regola e la previsione finale viene decisa combinando i voti ponderati di tutte le regole 
che si applicano al record interessato. 
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I modelli C5.0 sono molto stabili in presenza di problemi quali dati mancanti e grandi numeri di 
campi di input. In genere, per la stima di tali modelli non sono necessari tempi di addestramento 
lunghi. Inoltre, i modelli C5.0 tendono a essere più facili da capire rispetto ad altri tipi di modello, 
dato che le regole da essi derivate sono di interpretazione molto diretta. 
L‟algoritmo C5.0 è in grado di ricevere in ingresso sia variabili di tipo continuo che discreto. 
Potrebbe essere interessante ed utile in termini di completezza di analisi, testare le tecniche di 
data mining su due diversi dataset: uno in cui i dati sono mantenuti nel formato di partenza ed uno 
in cui alcuni attributi sono raggruppati in intervalli interessanti in termini di business.  
 
 
Problemi relativi alla modellazione e relative contromisure 
LIMITAZIONI SUL TIPO DI DATI DA UTILIZZARE CON IL C5.0: abbiamo detto nel 
paragrafo precedente che l‟algoritmo C5.0 lavora sia su dati continui che discreti.abbiamo quindi 
deciso di rappresentare le informazioni a disposizione in due dataset con caratteristiche diverse:  
uno in cui sono presenti solo variabili continue e uno che presenta anche variabili discrete.  
 
RUMORE SUI DATI CHE CARATTERIZZANO I NUOVI CLIENTI: l‟algoritmo che abbiamo 
deciso di applicare si concentra sui record che hanno l‟attributo NUOVOCLIENTE=1 e da questi 
estrapola delle regole che li distinguono rispetto agli altri.  
La definizione di queste regole suppone dunque che i nuovi clienti abbiano delle caratteristiche 
diverse dai clienti vecchi: in realtà questo non è sempre verificato nel nostro dataset.  
Illustriamo il perché con un semplice esempio: 
Mario Rossi compila per la prima volta il modello 730 nell‟anno X 
Negli anni X+1 e X+2  Mario Rossi continua a compilare il modello 
Nel nostro dataset saranno presenti tre record con i record relativi al signor Rossi: di questi 
soltanto quello relativo all‟anno X avrà l‟attributo NUOVOCLIENTE=1. E‟ verosimile pensare 
che il signor Rossi manterrà durante i tre anni le stesse caratteristiche in termini di dati anagrafici, 
spese, redditi: in questo modo i suoi dati non saranno considerati come relativi ad un nuovo 
cliente (come dovrebbe essere) perché si ripetono in tre record diversi di cui solo uno è descrittivo 
di un nuovo cliente. 
La soluzione che abbiamo proposto è stata quella di caratterizzare i clienti che si presentano come 
nuovi tramite un solo record, quello cioè relativo all‟anno in cui hanno compilato il modello per 
la prima volta.  
Ritornando al nostro esempio, il signor Mario Rossi sarebbe presente nel dataset solo tramite il 
record dell‟anno X. In questo modo i suoi dati sarebbero analizzati come appartenenti ad un 
nuovo cliente. 
SPROPORZIONE TRA NUOVI E VECCHI CLIENTI: l‟applicazione della tecnica di 
classificazione potrebbe incontrare alcuni problemi nella definizione delle regole dovute alla 
bassa percentuale di nuovi clienti presenti nel dataset. Considerando il dataset iniziale, la 
percentuale dei vecchi clienti è circa del 87%: questo significa che un modello che classifica tutti 
i clienti come vecchi commette un errore del 13% che sembra buono ma in realtà non fornisce 
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nessuna indicazione utile. Per essere interessante, un classificatore dovrà fare meno di 13 errori su 
100, che è piuttosto difficile. 
Per ovviare a questo problema, già risolto in parte dalla decisione proposta al punto precedente 
che diminuisce il numero dei vecchi clienti, adottiamo la tecnica dell‟undersampling. 
L‟undersampling consiste nel togliere dall‟insieme di record su cui viene costruito il modello di 
data mining (il training set)  un certo numero di record (nel nostro caso relativi ai vecchi clienti) 
in modo che il rapporto tra i valori della variabile target sia meno sproporzionato che nel dataset 
di partenza. 
 
5.2 – Preparazione alla modellazione 
5.2.1 Preparazione dei dati 
Per applicare gli algoritmi di data mining e per attuare le contromisure ai problemi presentati nel 
paragrafo precedente, è necessario rivedere la struttura del nostro dataset applicando 
trasformazioni che riguardano sia il numero di record che il formato dei singoli attibuti.  In 
particolare questa fase di preparazione dei dati si compone di tre fasi distinte, ognuna in relazione 
ai problemi presentati in precedenza: 
 Eliminazione del rumore sui dati che caratterizzano i nuovi clienti 
 Discretizzazione del dataset per l‟applicazione dei diversi algoritmi 
 Eliminazione di record tramite undersampling 
 
Eliminazione del rumore sui dati che caratterizzano i nuovi clienti 
Come già detto in precedenza, questa operazione consiste nell‟eliminare, per ogni cliente,  i 
record relativi alle dichiarazioni successive alla prima. Per i clienti che erano presenti nell‟anno in 
cui inizia l‟analisi (2003) avremo tanti record quanti sono i modelli 730 da loro compilati fino al 
2008, mentre per i contribuenti che si avvalgono del servizio per la prima volta dal 2004 in poi 
avremo un solo record, quello cioè con i dati della loro prima dichiarazione. 
Questa selezione è stata realizzata tramite le due query seguenti che, rispettivamente, aggiungono 
un nuovo campo al dataset (CANCELLARE) e lo riempiono inserendo il valore „1‟ quando il 
record a cui appartiene va eliminato e „0‟ altrimenti. 
 
Query AddCancellare.sql 
ALTER TABLE TABELLONE 







SET CANCELLARE=(   
SELECT CASE WHEN ( 
       SELECT COUNT (*) FROM  [ProspectorDb].[dbo].[TABELLONE]  
WHERE HASHCODE=A.HASHCODE and NUOVOCLIENTE=1 
         )>0 
THEN 1 
  ELSE 0 
END AS Cancellare      
FROM [ProspectorDb].[dbo].[TABELLONE] AS A  
WHERE A.NUOVOCLIENTE=0 AND A.ANNO=TABELLONE.ANNO AND 
A.HASHCODE=TABELLONE.HASHCODE) 
 
L‟esecuzione di queste query ha portato alla cancellazione di 277584 record. In questo modo il 
rapporto il numero di record con variabile NUOVOCLIENTE=1 passano da essere il 16,9% al 
21,34%: questo risultato, oltre ad identificare in maniera più forte i tratti dei nuovi clienti, 
riequilibra leggermente la distribuzione della variabile target, aiutando a risolvere in piccola parte 
il problema per cui sarà applicato l‟undersampling. 
 
Eliminazione di record tramite undersampling 
L‟undersampling, ha lo scopo di riequilibrare la distribuzione della variabile target nei record su 
cui è costruito il modello, il training set, eliminando un certo numero di osservazioni in cui tale 
variabile assume valore zero (la composizione del training set sarà descritta in un paragrafo 
successivo). 
Non esiste a priori un numero di record da eliminare per rendere l‟undersampling più efficace, 
anche se è comune, in presenza di variabile target binaria, di cercare di non avere un numero di 
record con “Variabile target” = 1 inferiore al 20%. 
Nel nostro caso è stato deciso di eliminare in modo casuale il 50% dei record in cui  
NUOVOCLIENTE=0: in questo modo si ottiene un dataset in cui il numero di  nuovi è il 42,6% 
del totale, una proporzione molto più adatta alla creazione del modello rispetto al 19,6% della 
popolazione iniziale. 





Il flusso prende in input l‟insieme di dati iniziale, seleziona i record del training set, ne elimina 
casualmente il 50% e poi ricostruisce un dataset che contiene i record relativi ai nuovi clienti e gli 
altri che sono sopravvissuti alla selezione. 
 
 
Discretizzazione del dataset per l’applicazione dei diversi algoritmi 
Le decisioni che abbiamo preso in termini di algoritmi da applicare implicano la trasformazione 
dell‟insieme dei dati in due dataset distinti: uno in cui tutti gli attributi assumono valori discreti e 
uno in cui sono ammessi anche valori continui (per semplicità in seguito li chiameremo dataset 
“discreto” e “continuo”).  
Questo processo di trasformazione si divide un due parti: la prima, che consiste nella 
discretizzazione di 7alcuni attributi, produrrà come output il dataset continuo. Tale dataset sarà 
poi preso come input per la seconda fase in cui saranno discretizzati tutti gli attributi che non lo 
sono stati nella prima: il risultato sarà il dataset discreto. 
Risulta strano pensare che vi sia il bisogno di discretizzare alcuni attributi anche nel dataset da cui 
vogliamo creare dei modelli che accettano in input anche attributi continui. In realtà ci sono 
alcune informazioni che nell‟ottica di business hanno un valore maggiore se interpretate in 
termini di intervalli piuttosto che in valori assoluti: l‟esempio più comune è quello che riguarda i 
rapporti tra due grandezze in cui è più utile sapere in che intervallo ricade il valore di un attributo 
(0-20%, 21%-40%,  41%-60%, 61%-80%, 81%-100%) rispetto al suo valore esatto. 
 
Prima fase: discretizzazione dei rapporti 
I rapporti sono una grandezza molto importante per determinare il profilo dei clienti: un nuovo 
contribuente per cui una spesa specifica ha un impatto forte sul totale delle spese, può 
rappresentare un indizio che tale spesa induce i contribuenti a compilare il modello 730. Tuttavia, 
dato che stiamo cercando nicchie di clienti abbastanza numerose, non ha senso indicare come 
simili solo i contribuenti che hanno un valore esattamente uguale per tali rapporti. Per questo 
motivo abbiamo deciso di trasformare gli attributi rapporti in variabili discrete in cui si 
raggruppano insieme i clienti con valori simile. 
Abbiamo ritenuto abbastanza significativa la divisione dei valori assunti dai rapporti in intervalli 
di ampiezza 0,2. Nel procedere a questi raggruppamenti abbiamo notato due tipi di rapporti: quelli 
che assumono un valore compreso tra 0 e 1 (es: spesa specifica/ spese totali) e quelli che possono 
avere anche valori maggiori di uno (es: spesa specifica/reddito specifico). Per questi due tipi di 
attributi abbiamo realizzato una discretizzazione leggermente diversa. 
 







0 - 0,2 1 
0,2 - 0,4 2 
0,4 - 0,6 3 
0,6 - 0,8 4 
0,8 - 1 5 
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0 - 0,2 1 
0,2 - 0,4 2 
0,4 - 0,6 3 
0,6 - 0,8 4 
0,8 - 1 5 
>1 6 
 
Esistono alcuni contribuenti per cui il rapporto SPESETOTALI/REDDITOTOTALE non è 
definito (per assenza di redditi): a questi soggetti viene associato per default il valore 1. 
L‟approssimazione tuttavia è trascurabile in quanto solo pochissimi contribuenti non hanno 
dichiarato neanche un euro di reddito. 




Il dataset realizzato durante la fase di preparazione viene filtrato attraverso l‟eliminazione degli 
attributi con una distribuzione non interessante, correlati e non significativi per la definizione dei 
nuovi clienti. I sei nodi che seguono “VAR SIGNIFICATIVE” creano altrettanti nuovi attributi 
che contengono i valori dei rapporti originali ripuliti dalle poche incongruenze che presentano 
(valori  inferiori a zero o maggiori di uno). I nodi “discr.rapporti” e discr.rapporti 2” hanno il 
compito di discretizzare i 2 gruppi di attributi secondo le modalità descritte nelle tabelle 
precedenti. Il nodo “Filter” elimina i rapporti iniziali, che in futuro saranno sostituiti dagli 






Seconda fase: creazione dataset discreto 
Questa fase si presenta molto più complessa della precedente: dobbiamo discretizzare tutti gli 
attributi continui sia stando attenti che non perdano il loro valore informativo, sia fornendo una 
range di valori che siano interessanti per un‟analisi in ottica di business. Per fare un esempio 
prendiamo l‟attributo età: dividerlo in intervalli di ampiezza due anni non comporta una perdita di 
informazione ma in fase di analisi può essere fuorviante in quanto classifica come appartenenti a 
gruppi diversi le persone di 38 e 40 anni quando invece conviene inserire nello stesso gruppo. 
Risulta quindi importante analizzare ogni attributo in modo indipendente dagli altri e decidere sia 
il criterio da utilizzare per scegliere il range degli intervalli che il numero degli intervalli stessi. 
 
Criteri di discretizzazione  
I criteri scelti per discretizzare gli attributi continui sono stati due: 
 Intervalli di uguale ampiezza: questo criterio è stato utilizzato per il solo attributo ETA. 
Seguendo lo stesso ragionamento applicato alla discretizzazione dei rapporti abbiamo 
ritenuto interessante scegliere la dimensione degli intervalli in modo indipendente rispetto 
alla distribuzione della variabile, per una miglior interpretazione in termini i business. 
Ogni intervallo ha ampiezza 10 anni. 
 Intervalli con stesso numero di record: è il criterio attuato per tutti gli altri attributi che 
dimostravano una distribuzione interessante: per tali attributi non ci è sembrato necessario 
forzare l‟ampiezza degli intervalli perché non ci sono dei range che a priori si possono 
definire di particolare interesse: è quindi + saggio fare in modo che sia la popolazione 
stessa a creare tali divisioni. 
Per questo tipo di attributi è necessario fare alcune precisazioni: 
Nonostante i range l‟ampiezza degli intervalli siano dettati dal numero di record, è stato 
necessario decidere il numero di tali gruppi in cui dividere l‟insieme di valori: a seconda della 
distribuzione e del significato di business di ognuno degli attributi abbiamo deciso di dividere in 
tre, quattro o cinque intervalli. 
La definizione dell‟ampiezza degli intervalli è stata definita basandosi solo sui record 
appartenenti al training set e poi applicata a tutto l‟insieme di dati: questo perché è proprio 
sul training set che sarà costruito il modello, quindi è bene che tale modello sia poi testato su 
dati che hanno lo stesso formato di quelli da cui è stato creato. Il seguente screenshot mostra 
il flusso di definizione di tali intervalli 
 
 
 Creazione di flag: criterio utilizzato per quegli attributi che avevano parecchi valori 0 e 
quindi la distinzione tra valori uguali e maggiori di zero dava delle informazioni più 
interessanti rispetto ad una discretizzazione in molti intervalli con il primo con molte 
osservazioni e gli altri con pochissime. 
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Inoltre sono stati ridiscretizzati alcuni attributi che già assumevano valori continui (es: il numero 
dei fabbricati dichiarati): questo per frammentare meno i record e favorire la creazione di regole 
con supporto maggiore. 
 
Lo screenshot seguente presenta il flusso che ci ha permesso di creare il dataset discreto. 
 
  
Come prima operazione creiamo 12 nuovi campi di tipo “insieme ordinato” che sostituiscono gli 
omonimi attributi di tipo “Intervallo” prelevati dal dataset continuo. I nuovi attributi sono 
costituiti da intervalli definiti dall‟esecuzione del flusso nello screenshot della pagina precedente 
ed hanno ampiezza descritta dalle tabelle seguenti. Gli 11 nodi che iniziano da “Spese per mutui” 
hanno lo scopo di creare nuovi campi in cui altrettanti attributi sono trasformati in insiemi che 
assumono valori zero o uno (in pratica sono posti  uguali a uno quando il valore dell‟attributo 
originario è diverso da zero). Il nodo “Cambia tipi” e “SetToFlag” si occupano di cambiare il tipo 
di questi attributi da “insieme” a “flag” in modo da aver discretizzato in modo opportuno tutti i 




Discretizzazione degli attributi applicati durante la seconda fase 
 
NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
Reddito Dominicale medio 0 - 0 1 
0 - 0.018868 2 
0.018869 - 0,021739 3 






NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
Reddito agrario medio 
 
0 – 0 1 
0 - 0,014286 2 
0,014286 - 0,020833 3 
0,020833 - 0,032258 4 
>0,032258 5 
 
NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
reddito totale terreni  0 - 0 1 
0 - 1 2 
1 a 2 3 
2 a 3 4 
>3 5 
 
NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
rendita fabbricati totale 
 
0 - 0 1 
0 - 229 2 
230 - 403 3 
404 - 706 4 
> 706 5 
 
NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
totale reddito da lavoro 
 
0 - 9702 1 
9703 - 14806 2 
14807 - 18711 3 






NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
totale spese sanitarie 
 
0 - 0 1 
1 a 50 2 
51 - 409 3 
>409 4 
 
NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
totale spese con detrazione 19 
 
0 - 0 1 
1 a 535 2 
536 - 1426 3 
>1427 4 
 
NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
totale spese deducibili dal reddito 
complessivo 
0 - 0 1 
0 - 1 2 
1 a 40 3 
>40 4 
 
NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
spese totali 0 - 60 1 
61 - 812 2 
813 - 1863 3 
>1863 4 
 
NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 
Età 0 a 5 1 
6 a 15 2 
16 a 25 3 
26 a 35 4 
36 a 45 5 
46 a 55 6 
56 a 65 7 
66 a 75 8 
76 a 85 9 
86 a 95 10 
96 a 105 11 
>105 12 
 
NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 







NOME ATTRIBUTO INTERVALLO VALORE DI 
DISCRETIZZAZIONE 






Gli attributi trasormati in flag sono: 
 spese per mutui 
 spese per assicurazioni 
 spese funebri 
 spese di istruzione 
 spese per contributi assistenziali e 
previdenziali 
 pagamento irpef in maniera minore 
 figli minori di 3 anni 
 numero terreni dichiarati 
 eccedenze irpef da precedenti 
dichiarazioni 





5.2.2 Definizione di training set e test set 
La separazione dei dati in set di training e set di testing rappresenta una parte importante della 
valutazione dei modelli di data mining. In genere, quando si partiziona il dataset in analisi, la 
maggior parte dei dati viene utilizzata per il training e una parte più piccola viene utilizzata per il 
testing: è tuttavia consigliabile che il rapporto tra la dimensione dei due insiemi non superi il 4:1. 
Una tecnica molto diffusa per la determinazione degli elementi di training e test set è quella del 
campionamento casuale dei dati: questo assicura che le due partizioni siano simili o che 
comunque non subiscano l‟influenza di irregolarità nelle distribuzioni di alcuni attributi del 
dataset iniziale.  Ridurre al minimo gli effetti delle discrepanze di dati è infatti fondamentale per 
comprendere al meglio le caratteristiche del modello. 
Nel nostro caso, per come sono stati scelti gli attributi, la distribuzione delle variabili risulta 
omogenea e quindi possiamo procedere ad una distinzione tra le due partizioni in modo arbitrario 
senza rischiare di incappare in errori di incoerenza tra i dati.  
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In particolare, per avere un gruppo di dati abbastanza consistente su cui allenare i modelli, 
abbiamo deciso di considerare come training l‟insieme delle osservazioni relative ai primi tre anni 
disponibili: 2004, 2005 e 2006. Per quanto riguarda la fase di testing invece, per avere una 
valutazione più completa, abbiamo considerato due test set diversi: uno costituito dai record 
relativi al 2007 e l‟altro con quelli relativi al 2008. Questa scelta ci permette di mantenere per 
entrambe le attività di validazione un rapporto tra training set e test set che non superi il 4:1. Allo 
stesso tempo, la possibilità  di analizzare il modello in due realtà distinte (2007 e 2008) oltre che 
valutare il modello in periodi diversi, mette alla prova la qualità delle scelte prese durante le fasi 
di acquisizione ed elaborazione di dati.  
Da un punto di vista numerico il training set è composto da 685795 record ed i test set 
rispettivamente da 187607 e 185670 record: da ciò si deduce che il rapporto tra il numero di 
osservazioni nelle due analisi sono: 
Test sul 2007 = 1 : 3,65 
Test sul 2008 = 1 : 3,69 
 
  
5.3 Costruzione dei modelli 
Alla luce delle considerazioni fatte nei paragrafi precedenti, possiamo  descrivere quali sono i 
modelli che abbiamo deciso di costruire, in particolare settando i parametri che definiscono le 
caratteristiche di ogni modello. 
Le problematiche che abbiamo individuato nella parte iniziale di questo capitolo, ci impediscono 
di definire a priori le caratteristiche che deve avere il miglior modello realizzabile sul nostro 
insieme di dati. La strategia comune da seguire durante la fase di modellazione in un processo di 
data mining è infatti quella di identificare quali possono essere le “manopole” da muovere alla 
ricerca di un risultato migliore e definire una serie di modelli che implementino le scelte suggerite 
da tali manopole. Solo dopo aver creato e testato ognuno di questi modelli, possiamo scegliere il 
migliore o decidere di concentrarsi su quelli più interessanti allo scopo di aggiustare nuovamente 
le manopole o pianificare altri tipi di elaborazioni in un processo che può essere ripetuto 
ricorsivamente.    
Nel problema in esame le manopole sulle quali andremo a lavorare sono:  
Undersampling = proveremo a costruire due tipi di modelli che differiscono per la 
composizione del training set: nel primo saranno presenti tutti i record relativi agli anni 
2004, 2005 e 2006, mentre nel secondo saranno eliminati il 50% dei record in cui la 
variabile target NUOVOCLIENTE assume valore zero  
Tipo di dataset = ognuno dei modelli pianificati sarà costruito sia sul dataset in cui tutti gli 
attributi sono discreti che su quello contenente anche attributi continui 
Costi = in alcuni contesti , certi tipi di errori rappresentano un costo maggiore rispetto ad 
altri. Potrebbe essere più costoso, nel nostro caso, classificare un nuovo cliente come 
vecchio rispetto al contrario. I costi di errata classificazione permettono di specificare 
l'importanza relativa dei diversi tipi di errori di previsione. Essenzialmente questi costi sono 
pesi applicati a risultati specifici che vengono fattorizzati nel modello e possono realmente 
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modificare la previsione. La matrice dei costi mostra il costo per ciascuna possibile 
combinazione di categoria prevista e categoria effettiva. 
Data l‟importanza che può assumere questo parametro abbiamo deciso di creare molti 
modelli in cui il rapporto tra il costo degli errori è diverso.  
Nel dettaglio, se consideriamo come Falsi positivi (FP) i clienti vecchi classificati come 
nuovi e come falsi negativi (FN) quelli nuovi quelli con errore di classificazione opposto, il 
rapporto dei costi tra FP e FN su cui abbiamo costruito i modelli sono stati: 
 1 a 1 
 1,5 a 1 
 2 a 1 
 5 a 1 
 1 a 1,5 




I modelli che abbiamo deciso di realizzare sono 24 ed hanno le seguenti caratteristiche: 
CODICE 
MODELLO 




1 No Continuo 1 a 1 
2 Si Continuo 1 a 1 
3 No Continuo 1,5 a 1 
4 Si Continuo 1,5 a 1 
5 No Continuo 2 a 1 
6 Si Continuo 2 a 1 
7 No Continuo 5 a 1 
8 Si Continuo 5 a 1 
9 No Continuo 1 a 1,5 
10 Si Continuo 1 a 1,5 
11 No Continuo 1 a 2 
12 Si Continuo 1 a 2 
13 No Discreto 1 a 1 
14 Si Discreto 1 a 1 
15 No Discreto 1,5 a 1 
16 Si Discreto 1,5 a 1 
17 No Discreto 2 a 1 
18 Si Discreto 2 a 1 
19 No Discreto 5 a 1 
20 Si Discreto 5 a 1 
21 No Discreto 1 a 1,5 
22 Si Discreto 1 a 1,5 
23 No Discreto 1 a 2 







5.4 Analisi e valutazione dei modelli 
 
Questa rappresenta una delle fasi più importanti dl progetto, in cui si valutano le prestazioni 
dei modelli e si decide se l‟analisi ha portato a risultati soddisfacenti oppure se c‟è bisogno 
di eseguire altre operazioni. 
 
5.4.1 Analisi delle performance dei modelli 
Il primo passo per prendere tali decisioni consiste nella presentazione delle performance dei 
classificatori che abbiamo creato. Gli indicatori che ce li forniscono sono: misura 
dell‟accuratezza e grafico lift   
 
L‟accuratezza indica la relazione tra il numero di elementi classificati bene e il totale degli 
elementi classificati.  
In particolare, formalizzando quanto accennato in precedenza, possiamo dividere l‟insieme 
dei record classificati in quattro gruppi: 
 True Positive (TP) = nuovi clienti classificati correttamente 
 True Negative (TN) = vecchi clienti classificati correttamente 
 False Positive (FP) = vecchi clienti classificati come nuovi 
 False Negative (FN) = nuovi clienti classificati come vecchi 
 L‟accuratezza si può quindi definire tramite il seguente rapporto: 
(TP + TN) / (TP + TN + FP + FN) 
 
Il lift invece, come già presentato nel primo capitolo, fornisce una rappresentazione grafica 
della misura  del vantaggio di utilizzare il classificatore in esame rispetto a quello casuale.  
Le seguenti tabelle indicano i valori di lift e accuratezza dei modelli creati e testati sul 
dataset continuo e su quello discreto.  
Valutazione modelli su dataset continuo 
MODELLO 1 = NO UNDERSAMPLING – RAPPORTO COSTI FP/FN 1 A 1 





MODELLO 2 = UNDERSAMPLING 50% – RAPPORTO COSTI FP/FN 1 A 1 
Test su 2007 Test su 2008 
  
  
MODELLO 3 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 1,5 A 1 





MODELLO 4 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 1,5 A 1 






MODELLO 5 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 2 A 1 
Test su 2007 Test su 2008 
  
  
MODELLO 6 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 2 A 1 






MODELLO 7 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 5 A 1 
Test su 2007 Test su 2008 
  
  
MODELLO 8 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 5 A 1 




MODELLO 9 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 1 A 1,5 





MODELLO 10 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 1 A 1,5 




MODELLO 11 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 1 A 2 





MODELLO 12 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 1 A 2 





Valutazione modelli su dataset discreto 
MODELLO 13 = NO UNDERSAMPLING – RAPPORTO COSTI FP/FN 1 A 1 






MODELLO 14 = UNDERSAMPLING 50% – RAPPORTO COSTI FP/FN 1 A 1 




MODELLO 15 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 1,5 A 1 




MODELLO 16 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 1,5 A 1 





MODELLO 17 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 2 A 1 
Test su 2007 Test su 2008 
  
  
MODELLO 18 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 2 A 1 






MODELLO 19 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 5 A 1 
Test su 2007 Test su 2008 
  
  
MODELLO 20 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 5 A 1 




MODELLO 21 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 1 A 1,5 






MODELLO 22 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 1 A 1,5 
Test su 2007 Test su 2008 
  
  
MODELLO 23 = NO UNDERSAMPLING  – RAPPORTO COSTI FP/FN 1 A 2 






MODELLO 24 = UNDERSAMPLING 50%  – RAPPORTO COSTI FP/FN 1 A 2 






5.4.2 Valutazione delle qualità dei modelli 
Dopo uno sguardo attento ai dati di accuratezza ed ai grafici di lift dei modelli 
realizzati, abbiamo potuto trarre alcune considerazioni interessanti: 
 
• Prestazioni molto simili tra dataset continuo e discreto, questo ci indica che la 
discretizzazione eseguita rispetta la realtà descritta dal dataset originale ma allo stesso 
tempo non introduce grandi miglioramenti nelle prestazioni.  
 
•  I modelli che presentano i valori più interessanti per gli indicatori di performance 
scelti sono quelli in cui il rapporto tra il rapporto tra i pesi degli errori è di uno a uno e 
l‟insieme di training non prevede undersampling. L‟accuratezza media registrata nei 
test di questi modelli si aggirava attorno al 83%. Tuttavia non possiamo etichettare 
uno dei modelli realizzati come il migliore in assoluto: molti di questi hanno infatti 




•  Alcuni lift non sono regolari o presentano un andamento a scalini: questo fa pensare 
che solo poche regole sono utilizzate per classificare la maggior parte degli elementi 
del dataset. Il motivo può essere che le regole trascurate abbiano un supporto molto 
basso o che forniscano una classificazione di bassa qualità. 
 
• I risultati migliori si sono registrati per i modelli creati a partire dal dataset completo 
piuttosto che su quello con undersampling. 
 
• L‟introduzione di squilibri tra i pesi degli errori non si è rivelata particolarmente 
indicativa: infatti i risultati migliori si sono avuti nei modelli in cui il rapporto tra tali 
pesi era 1,5  a 1 ed 1 a 1. 
 
• Si nota che l‟accuratezza non è sufficientemente dettagliata per poter essere  presa 
come unico parametro per valutare la qualità dei classificatori: infatti esistono grandi 
differenze comportamentali anche tra modelli che presentano una accuratezza simile. 
  
• Il rapporto tra i costi degli errori è il parametro che influenza maggiormente i 
rendimenti dei classificatori.  Analizzando nel dettaglio notiamo che:  
 mettendo un peso maggiore all‟errore di classificazione FP, vengono 
classificati come nuovi clienti un numero maggiore di contribuenti.  
 mettendo un peso maggiore all‟errore di classificazione FN, vengono 
classificati come nuovi clienti un numero minore di contribuenti. 
 
Apportando un esempio pratico il modello 10 e il modello 5 pur avendo un valore non 
dissimile di accuratezza hanno una distribuzione dei record tra TP,TN, FP e FN molto 
diversa. Non possiamo dire a priori quale delle due soluzioni è preferibile: usando un 
costo alto per i falsi positivi, spingiamo il classificatore a commettere pochi errori tra i 
clienti definiti nuovi a scapito del numero totale degli stessi che risulta essere molto 
inferiore a quanto dovrebbe. in questo modo la classificazione è maggiormente 
corretta ma è facile che si perdano nicchie interessanti di clienti nuovi, che è 




CAPITOLO 6 - MODELLAZIONE MEDIANTE SELEZIONE DI 
REGOLE 
 
Lo scopo dell'analisi svolta non è stato quello di costruire un modello di classificazione in 
grado di dire se un cliente è nuovo o no, ma bensì quello di portare alla definizione di una 
serie di regole che descrivano ed identifichino nicchie di nuovi clienti.  
Poichè le tecniche illustrate precedentemente non hanno portato a risultati soddisfacenti, è 
stato chiaro che affidarsi ad un singolo modello di data mining sarebbe stato non 
sufficiente. I dati sono stati quindi analizzati con tre ulteriori tecniche, ognuna delle quali 
ha fornito un punto di vista differente contribuendo così allo sviluppo delle considerazioni 
finali. 
In seguito vengono presentati i tre studi eseguiti. Il primo, tramite un programma 
sviluppato su piattaforma Microsoft.NET, consiste nel filtrare le regole estratte nelle fasi 
precedenti, in base a determinati criteri.  Il secondo ed il terzo, poggiandosi su  software 
scritti in Java, rispettivamente identificano le regole con confidenza più alta e analizzano le 
proprietà più diffuse tra i nuovi clienti in particolari contesti.  
6.1 Selezione di regole di un modello di classificazione 
Il software .NET sviluppato prende in input le regole generate precedentemente ed effettua 
un vero e proprio collage, eliminando quelle non interessanti. Per ogni modello ottenuto 
nelle fasi precedenti, le regole vengono ordinate in base al supporto e alla confidenza e 
vengono selezionate le K migliori. L'output è un modello unico che contiene tutte le K 
migliori regole dei modelli dati in input. 
Il risultato di questo processo sarà quindi un gruppo di regole in grado di identificare i 
nuovi clienti in modo completo in quanto estrapolate da modelli creati in maniera diversa. 
La scelta di sviluppare un software ad-hoc è stata motivata dall‟impossibilità da parte di 
Clementine di eseguire il tipo di elaborazione richiesta in questa fase. La via obbligata è 
stata quindi quella di implementare un software da zero. 
6.1.1 Descrizione tool 
Il punto di partenza dell‟elaborazione è rappresentato dai modelli di data mining generati 
nelle fasi precedenti. Questi modelli sono strutturati secondo lo standard PMML (Predictive 
Model Markup Language), uno standard XML sviluppato dal DMG (Data Mining Group).  
Come primo passo è stata sviluppata una libreria DLL (Dynamic Link Library) in grado di 
leggere ed interpretare il contenuto di questi file, successivamente sono state aggiunte 
funzionalità di elaborazione e filtro dei dati.  
La seconda fase dello sviluppo del tool è stata quella di scrivere un interfaccia grafica in 
grado di prendere i parametri in input effettuare le chiamate verso la libreria sviluppata 
precedentemente e visualizzare i risultati ottenuti. 
Il programma scritto prende in input una serie di files XML PMML, e 3 parametri: K, 
supporto minimo e confidenza minima. Per ogni file vengono  eseguiti i seguenti passi. 
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 Vengono calcolati confidenza e supporto sul test set 
 Vengono scartate le regole con supporto inferiore al ”supporto minimo” e 
confidenza inferiore alla “confidenza minima” 
 Le regole non scartate vengono ordinate in base al loro peso nel modello di data 
mining. 
 Vengono selezionate le K regole migliori 
 
Tutte le migliori K regole dei files elaborati vengono unificate in un unico file. Il formato 
in cui viene scritto l‟output è sempre il PMML. Per motivi di leggibilità sono stati levati i 












6.1.2 Definizione nicchie di clienti in termini di business 
Presentiamo di seguito l‟elenco delle regole che abbiamo ritenuto più interessanti tra quelle 
fornite in output dal programma appena descritto. Rimandiamo all‟appendice per 




CAMBIORESIDENZAULTIMOANNO = 1 
TOTALEREDDITODALAVORO <= 10815 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 1150 0.830 









STATOCIVILE in (1,3,4,7,8) 
CAMBIORESIDENZAULTIMOANNO = 1 
ECCEDENZEIRPEFDAPRECEDENTIDICHIARAZIONI = 0 
TOTALEREDDITODALAVORO <= 11274 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 843 0.896 




Rappresenta soggetti che cambiano vita nell‟anno precedente. Si nota dallo stato civile (single, 
separati o divorziati), dal cambio di residenza e dal fatto che nessuno presenta eccedenze IRPEF 
da anni precedenti. Il reddito basso non necessariamente collegato all‟età giovane rafforza la 
convinzione che i soggetti in questione abbiano iniziato a lavorare da poco per volontà o necessità 








ECCEDENZEIRPEFDAPRECEDENTIDICHIARAZIONI = 1 NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 4467 0.766 




Soggetti che richiedono il rimborso di eccedenze IRPEF relative ad anni precedenti: sono 





NUMEROFAMILIARIACARICO = 0 
UTILIZZOPERVALENTEDEIFABBRICATI in (0,1,2,4,5,9) 
GIORNIMEDIDIPOSSESSOFABBRICATO <= 217 
REDDITODOMINICALEMEDIO <= 0,65 
TOTALEREDDITODALAVORO <= 6246 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 1622 0.903 




Soggetti indipendenti che probabilmente vivono di rendita: nessun familiare a carico e 
reddito da lavoro sospettosamente basso, compensato però dal possesso di fabbricati 




CAMBIORESIDENZAULTIMOANNO = 1 
NUMERODIFABBRICATIDICHIARATI = 0 
SPSESEPERASSICURAZIONI <= 284 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 2459 0.834 











CAMBIORESIDENZAULTIMOANNO = 1 
ETA <= 27 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 1023 0.923 




Regola importante che individua i giovani che cambiano residenza. Può rappresentare i soggetti 
che si allontanano dalla famiglia per andare a vivere da soli. Una analisi ulteriore rivela che questi 
contribuenti presentano il dato ISEXFIGLIOACARICODICLIENTE molto superiore alla media 




NUMEROFABBRICATIDICHIARATI IN (1,2) 
UTILIZZOPREVALENTEFABBRICATI IN (1,5) 
GIORNIMEDIPOSSESSOFABBRICATO <= 356 
REDDITOTOTALEDATERRENI <= 1 
ETA <=36 
SPESEPERASSICURAZIONI <= 201 
TOTALESPESESANITARIE <=72 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 776 0.858 




Regola importante che individua i giovani che cambiano residenza. Può rappresentare i soggetti 
che si allontanano dalla famiglia per andare a vivere da soli. Una analisi ulteriore rivela che questi 
contribuenti presentano il dato ISEXFIGLIOACARICODICLIENTE molto superiore alla media 








115_CAT = 5 
ETA <= 31 
SPSESEPERASSICURAZIONI <= 200 
TOTALEREDDITODALAVORO <= 8764 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 1838 0.926 




I cosiddetti “bamboccioni”: persone tra i 20 e i 30 anni con un reddito esclusivamente da lavoro 
dipendente troppo basso per permettersi di vivere da soli. Si può intuire che i soggetti vivono 
insieme ai genitori perché da una analisi più approfondita emerge che le spese di questi soggetti 





115_CAT = 5 
NONEFFETTUAREPAGAMENTOACCONTOIRPEF = 0 
ETA <= 22 
SPESETOTALI <= 156 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 834 0.985 




Descrive soggetti con tratti simili a quelli della regola precedente, solo con una età minore: 
giovani probabilmente usciti dal liceo che vivono con i genitori. Il supporto è basso ma la 








CAMBIORESIDENZAULTIMOANNO = 1 
RESIDENZADIVERSADALCONIUGE = 0 
SPESEPERASSICURAZIONI <= 284 
TOTALEREDDITODALAVORO <= 16682 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 3214 0.789 




Indica persone mature, sposate con un reddito superiore alla media che ha cambiato casa 
nell‟ultimo anno. Questa regola indica l‟importanza dell‟attributo 
CAMBIORESIDENZAULTIMOANNO che accomuna come nuovi dei contribuenti che hanno 




TITOLOPREVALENTEDEITERRENI in (0,1) 
NUMERODIFABBRICATIDICHIARATI = 1 
UTILIZZOPERVALENTEDEIFABBRICATI in (1,7) 
GIORNIMEDIDIPOSSESSOFABBRICATO <= 356 
REDDITOTOTALEDATERRENI <= 227 
SPESEDIISTRUZIONE <= 93 
SPESEPERASSICURAZIONI <= 201 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 869 0.737 




Persone che posseggono un fabbricato adibito ad abitazione principale ed un terreno da cui 




STATOCIVILE in (1,5) 
GIORNIMEDIDIPOSSESSOFABBRICATO <= 356 
TOTALEREDDITODALAVORO < 7701 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 2146 0.876 













ISEXFIGLIOACARICODICLIENTE=1 NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 406 0.830 




Giovani che sono stati figli di a carico di clienti in anni passati. Il supporto abbastanza basso  è 
dovuto al fatto che la nostra analisi è realizzata sui dati successivi al 2003. Avendo la possibilità 
di studiare anche i dati precedenti al 2003 si noterebbe in maniera migliore la validità di questa 





Eta_DISC in (1,2,3) 
ECCEDENZEIRPEFDAPRECEDENTIDICHIARAZIONI=0 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 537 0.985 




Il cambio di residenza recente, la giovane età e l‟assenza situazioni pendenti derivanti da redditi di 
anni precedenti, ci fanno classificare i contribuenti di questo gruppo come  giovani alla prima 





rendita fabbricati totale_DISC=1  
SPSESEPERASSICURAZIONI_1.0=0 
 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 2242 0.847 




Rappresenta le persone che cambiano casa per passare ad una casa non di proprietà: si può 








totale spese con detrazione 19_DISC in (1,2) 
spese totali_DISC in (2,3,4) 
Eta_DISC in (1,2,3) 
GIORNIMEDIDIPOSSESSOFABBRICATO_1=0 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 681 0.854 




Giovani (minori di 35 anni) con spese totali molto alte rispetto alla media dei coetanei. Aspetto 
molto interessante è che queste spese sono diverse da quelle dichiarate dalla maggior parte dei 








totale reddito da lavoro_DISC=1 
Eta_DISC in (1,2,3,4) 
 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 4170 0.824 




Regola che conferma quanto rilevato dal dataset continuo: giovani lavoratori con reddito molto 




STATOCIVILE in (1,2,5) 
RAPPORTOREDDITOLAVOROSUREDDITOCOMPLESSIVO 
115_CAT in (1,2,3,4,5) 
RAPPORTOSPESEMUTUI_SPESETOTALI_CAT =5 
reddito totale terreni_DISC in °(1,2) 
Eta_DISC in (3,4) 
SPSESEPERASSICURAZIONI_1_0=0 
GIORNIMEDIDIPOSSESSOFABBRICATO_1=0 
NUOVOCLIENTE = 1 
Anno Supporto test set Confidenza test set 
2007 1336 0.830 




Persone tra 25 e 45 anni che hanno la totalità delle spese dedicata all‟estinzione del mutuo. Fatto 
interessante è che questo gruppo racchiude contribuenti con redditi molto diversi (sia lavoratori 
dipendenti che possessori di terreni e fabbricati). La presenza di un mutuo da pagare può essere un 





Uno sguardo generale alle regole selezionate ci fa notare come la grande maggioranza dei 
clienti si trova nella parte più giovane della popolazione. In particolare, come segmento più 
importante, si distinguono i ragazzi alla loro prima esperienza lavorativa o che comunque 
cercano una certa indipendenza dalla famiglia.  
Un gruppo di contribuenti sulla falsa riga del precedente è formato dai giovani lavoratori 
che tuttavia non hanno una disponibilità di reddito tale da andare a vivere da soli: questi 
ragazzi hanno come fonte di reddito solo il lavoro dipendente; il loro stipendio è molto 
basso e la quasi totalità delle loro spese è coperta dai genitori. In molti casi questi 
contribuenti hanno un genitore che è attualmente o è stato cliente CAAF in anni precedenti. 
Un‟altra nicchia in cui sono presenti nuovi clienti è costituita da persone che hanno redditi 
da lavoro dipendente piuttosto bassi ma posseggono fabbricati, terreni o attività  che gli 
procurano rendite interessanti (regole 4 e 11). 
L‟informazione forse più interessante che deriviamo da queste regole è che i nuovi clienti 
sono soprattutto persone che nell‟anno precedente hanno cambiato notevolmente il loro 
stile di vita: parliamo sia di giovani al loro primo impiego lavorativo ma anche di single di 
tutte le età (celibi, divorziati o separati) che cambiano casa o iniziano una nuova attività. 
Tra queste persone è molto diffuso il cambio di residenza recente, un reddito da lavoro 
basso e l‟assenza di  eccedenze di imposta di cui chiedere il rimborso: questo fa pensare 
che siano alla prima esperienza di lavoro in assoluto o comunque in inattività da alcuni 
anni. 
Molti dei profili identificati, pur essendo molto diversi, hanno caratteristiche molto forti 
legate alla situazione immobiliare: si trovano clienti nuovi sia con reddito basso che 
cambiano casa per andare a vivere in affitto che persone che possiedono uno o più 
fabbricati ed hanno però mutui da estinguere. 
Altre considerazioni meno generali ma sicuramente interessanti si possono fare analizzando 
le nicchie di contribuenti definite da ogni regola. 
Guardando i singoli attributi, la presenza di eccedenze IRPEF di cui chiedere il rimborso 
può fornirci un importante dato: quando è positiva è garanzia che la persona in oggetto ha 
pagato le imposte in passato e quindi non è un nuovo lavoratore quindi, se conosce le 
normative fiscali, sarà più che interessato a compilare il 730 per ottenere il rimborso 
spettante. Se invece questo attributo è uguale a zero è possibile che il contribuente non 
abbia lavorato l‟anno precedente: per un cliente che risulta nuovo questa informazione è 
molto interessante. 
Anche il cambio recente di residenza appare in generale molto discriminante per la 
compilazione del modello 730. Questa tendenza è forte sia per i giovani (alla loro prima 
esperienza lontano da casa) che per le persone più mature e sposate (in particolare la regola 
10): incentrare delle politiche di marketing verso i cittadini che sono in procinto di 




6.2 Scoperta di regole in contesti 
L‟analisi precedente ci ha permesso di definire i profili di alcuni gruppi di persone 
particolarmente propensi a diventare nuovi clienti. Questo studio, sebbene produca risultati 
di facile applicazione in termini di business, tende a creare segmenti con caratteristiche 
molto generali  con il rischio di trascurare informazioni più di nicchia ma ugualmente 
interessanti. 
Per questo motivo abbiamo deciso di procedere con uno studio diverso, più dettagliato, in 
cui le caratteristiche che identificano i nuovi clienti non sono più studiate in relazione a 
tutta la popolazione ma sono valutate all‟interno di un contesto ristretto di clienti. 
In particolare, la scelta che facciamo è quella di identificare una caratteristica singola dei 
contribuenti (item), un contesto sul quale analizzarle (un gruppo di contribuenti che 
verificano alcune caratteristiche) e valutare quanto il verificarsi di tale caratteristica 
aumenta la probabilità di trovare nuovi clienti nel contesto scelto. 
In termini più formali possiamo definire: 
ITEM = coppia (attributo,valore) che rappresenta una caratteristica dei contribuenti, 
(ETA‟= 32) 
CONTESTO = insieme di item che rappresenta un gruppo di contribuenti in cui 
studiare la densità dei nuovi clienti (in un contesto non sono presenti item riferiti 
all‟attributo NUOVOCLIENTE)  
PATTERN = insieme di item senza limitazioni sulla presenza dell‟attributo NUOVO 
CLIENTE 
 
Le informazioni relative alle regole che vogliamo ottenere da questa analisi saranno 
rappresentate in output come segue: 




L‟elift di una regola è la misurazione sulla quale baseremo la validità del nostro studio: data 
una caratteristica A ed un contesto B, l‟elift indica quanto il verificarsi della caratteristica A 
aumenta la probabilità di trovare nuovi clienti nel contesto B. (es:elift  = 3.5 indica un 
aumento di tale probabilità del 250%). L‟elift è calcolato come risultato della seguente 
formula: 
elift(A,B→C) = conf (A,B→C) / conf (B→C) 
 
6.2.1 Descrizione algoritmo  
L‟analisi è stata realizzata tramite l‟utilizzo di un programma java che ci è stato messo a 
disposizione. Per ottenere gli output desiderati abbiamo dovuto affrontare le quattro fasi 
descritte successivamente.  
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Fase 1 - Selezione degli attributi 
La scelta dei contesti e delle caratteristiche determinanti in ognuno di essi è un‟attività 
molto dispendiosa in termini di risorse necessarie e di tempo di elaborazione, questo 
perché, come descritto in seguito, l‟algoritmo prende in ingresso un dataset ed 
analizza tutti i pattern lunghi da 0 ad N item che hanno un supporto superiore alla 
soglia minima prefissata. Risulta quindi necessario eliminare gli attributi che hanno 
un contenuto informativo minore. 
 
Mantenere nel dataset di input degli attributi che contengono item con un supporto 
molto alto (80% per i flag, 50% per gli altri) porta infatti due svantaggi importanti: 
non fornisce un aiuto per scoprire caratteristiche isolate in quanto questi item coprono 
la quasi totalità delle osservazioni 
rendono più complessa l‟elaborazione in quanto favoriscono la formazione di 
tantissimi pattern con supporto superiore alla soglia minima. Infatti se un item ha 
supporto pari al 90% del totale delle osservazioni, allora è facile che i pattern 
contenenti tale item abbiano anch‟essi un supporto molto alto. 
Inoltre la selezione deve essere fatta anche nell‟ottica del business: considerando che 
questa analisi ci deve fornire dei contesti e delle caratteristiche che migliorano la 
ricerca di nuovi clienti al loro interno, è bene eliminare gli item che renderebbero 
difficile l‟identificazione dei contesti stessi.  
Al termine di questa fase il dataset risulta composto da solo 27 attributi, data 
l‟eliminazione degli attributi relativi a: 
 IS SOGGETTO A CARICO DI ALTRI 
 IS EX CONIUGE A CARICO 
 PAGAMENTO ACCONTO IRPEF IN MANIERA MINORE 
 NON EFFETTUARE PAGAMENTO ACCONTO IRPEF 
 PASSAGGIO ALLA PENSIONE 
 SPESE FUNEBRI 
 NUMERO FIGLI MINORI DI 3 ANNI 
 SPESE DI ISTRUZIONE 
 DICHIARAZIONE CONGIUNTA 
 PRESENZA SPESE IN SEZIONE 3 
 REDDITO AGRARIO MEDIO  
 REDDITO DOMINICALE MEDIO 
 NUMERO TERRENI DICHIARATO 
 TITOLO PREVALENTE TERRENI 
 CASI PARTICOLARI 
 RITENUTE ADD REGIONALE SUL LAVORO DIP E ASSIMILATI 
 GIORNI MEDI POSSESSO FABBRICATI DISC 
 SPESE CONDETRAZIONE 36/ SPESE TOTALI 




 TOTALE SPESE DEDUCIBILI DAL REDDITO COMPLESSIVO 
 ANNO 
 
Fase 2 – Creazione degli item frequenti 
Selezionati gli attributi e trasformati i dati nel formato richiesto, sono stati calcolati 
tutti gli item frequenti presenti nel dataset che avevano un supporto superiore alla 
soglia minima. Dopo una serie di tentativi, tale soglia è stata fissata a 3000: un valore 
molto maggiore avrebbe trascurato molti pattern potenzialmente interessanti mentre 
uno minore li avrebbe considerati quasi tutti rendendo l‟elaborazione più complessa e 
i risultati poco significativi. 
I pattern che abbiamo deciso di selezionare contenevano al massimo 5 item, questo 
perchè, come detto prima, un contesto costituito da troppi item sarebbe stato difficile 
da identificare e gestire in ottica di business. 
 
Fase 3 - Selezione  dei pattern con l’item  NUOVOCLIENTE=1 
Di tutti i pattern identificati nella sezione precedente sono stati selezionati solo quelli 
in cui era presente l‟item “NUOVOCLIENTE=1” dato che è analizzando solo questi 
che possiamo avere informazioni relative ai nuovi clienti. 
Fase 4 - Definizione delle caratteristiche determinanti in determinati contesti  
Ognuno dei pattern selezionati nella fase precedente viene diviso nelle tre parti: 
A: caratteristica identificativa 
B: contesto 
C:  NUOVOCLIENTE = 1 
A partire da un pattern vengono create tutte le possibili combinazioni in cui il 
conseguente è sempre NUOVOCLIENTE=1, la caratteristica è costituita da un item e 
il contesto dagli item rimanenti. 
Per ognuna di queste combinazioni poi si calcola il valore dell‟elift  come presentato 
in precedenza e si selezionano solo le combinazioni che forniscono un elift superiore 
ad una soglia prefissata.  
 
6.2.2 Risultati interessanti 
Nella prima esecuzione dell‟algoritmo presentato nel paragrafo precedente abbiamo filtrato 
solo gli output che presentavano un elift superiore ad una soglia minima molto ambiziosa, 
5.0. Il risultato di questa selezione è stato molto interessante, infatti abbiamo notato che 
molte combinazioni superavano tale soglia e quindi ci fornivano delle caratteristiche che, 




Elemento ricorrente tra tutti questi risultati risulta essere la caratteristica 
ECCEDENZEIRPEFDAPRECEDENTIDICHIARAZIONI = 1, questo indica che sapere se 
un contribuente richiede il rimborso di eccedenze IRPEF favorisce notevolmente la ricerca 
di nuovi clienti in alcuni particolari contesti. 
Presentiamo di seguito i risultati più significativi ottenuti dall‟applicazione dell‟algoritmo 







Se consideriamo  la popolazione totale, concentrarsi sulle persone che hanno richiesto il rimborso di 








Se consideriamo i soggetti con rendita da fabbricati totale alta, concentrarsi sulle persone che 














Se consideriamo  soggetti che non hanno cambiato residenza durante l‟ultimo anno e che posseggono 
un numero di fabbricati maggiore di due, concentrarsi su quelli che richiedono il rimborso di 
















Se consideriamo i pensionati che hanno come unica fonte di reddito la pensione, concentrarsi sulle 
persone che richiedono il rimborso di eccedenze IRPEF migliora del 623% la probabilità di trovare 
nuovi clienti.  
 
 
Successivamente, ci è sembrato interessante ripetere l‟analisi senza considerare l‟attributo 
relativo alle eccedenze IRPEF, in questo modo sarebbe stato più semplice individuare delle 
informazioni importanti che però nello studio precedente sono state relegate in secondo 
piano dai dati di questo attributo. Naturalmente è stato necessario anche abbassare la soglia 
minima di elift per rendere visibili anche quelle regole che in precedenza non 
raggiungevano un elift del 5.0. La nuova soglia scelta è stata 2.5.   
Tuttavia, anche in questo caso secondo risaltano due caratteristiche che molto più delle 
altre discriminano i nuovi clienti in alcuni contesti: l‟aver cambiato la residenza durante 
l‟ultimo anno ed avere un‟età compresa tra 25 e 35 anni. 








Se consideriamo  la popolazione totale, concentrarsi sulle persone che hanno cambiato residenza 











Se consideriamo gli abitanti di Como, concentrarsi sulle persone che hanno cambiato residenza 








Se consideriamo i pensionati, concentrarsi sulle persone che hanno cambiato residenza nell‟ultimo 









Se consideriamo i soggetti con un familiare a carico che non è il coniuge, concentrarsi sulle 
persone che hanno cambiato redsidenza nell‟ultimo anno migliora del 256% la probabilità di 








Se consideriamo i soggetti coniugati, concentrarsi sulle persone che hanno cambiato redsidenza 











Se consideriamo  la popolazione totale, concentrarsi sulle persone di età compresa tra i 25 e i 35 








Se consideriamo i maschi, concentrarsi su quelli che hanno tra 25 e 35 anni migliora del 259% la 








Se consideriamo i soggetti con spese inferiori ai 60 euro, concentrarsi su quelli che hanno tra 25 e 
35 anni migliora del 217% la probabilità di trovare nuovi clienti  
 
 
Per completezza di analisi, abbiamo deciso di eseguire l‟algoritmo una terza volta, questa 
volta togliendo anche i due attributi presenti come caratteristica determinante in quasi tutti 
gli output dello studio precedente: l‟età e il cambio di residenza. 
La soglia minima di elift è stata abbassata nuovamente a 1.5. Questo ci ha permesso di far 
emergere quelle combinazioni in cui il contesto era vuoto, informazione molto utile per 











Se consideriamo  la popolazione totale, concentrarsi sulle persone senza reddito da lavoro migliora del 








Se consideriamo  la popolazione totale, concentrarsi sulle persone celibi o nubili migliora del 63% 








Se consideriamo  la popolazione totale, concentrarsi sulle persone che generano interamente il loro 









Se consideriamo  la popolazione totale, concentrarsi sulle persone senza fabbricati dichiarati 











Se consideriamo i pensionati della provincia di Padova, concentrarsi su quelli che non posseggono 









Se consideriamo i maschi non pensionati, concentrarsi su quelli che hanno un reddito da lavoro 








Se consideriamo gli abitanti di Padova , concentrarsi su quelli che non posseggono fabbricati 
migliora del 170% la probabilità di trovare nuovi clienti 
 
6.3 Scoperta di regole con confidenza elevata 
In seguito allo svolgimento dell‟analisi precedente, è nata l‟idea di un terzo ed ultimo tipo 
di analisi da seguire. 
Questa analisi ha lo scopo di fornire un output simile a quello ottenuto dal primo 
esperimento di questo capitolo, cioè un insieme di regole che definiscono i profili tipici dei 
nuovi clienti. La differenza sostanziale risiede nel fatto che, mentre nell‟analisi precedente 
le regole migliori erano selezionate in base all‟importanza assegnatale dall‟algoritmo di 
classificazione (C5.0), in questo caso etichettiamo come migliori quelle che garantiscono il 
minor errore possibile.  
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In termini di business vogliamo che le caratteristiche descritte nell‟antecedente di tali 
regole identifichino i gruppi  di contribuenti con miglior probabilità di successo in termini 
di ricerca di nuovi clienti. 
 Per ottenere dei risultati che siano al contempo interessanti e utili in ottica di business 
dobbiamo prendere in considerazione alcuni aspetti: 
 E‟ necessario eseguire la selezione delle migliori regole considerando tutte quelle 
che hanno come conseguente l‟item NUOVOCLIENTE = 1, non soltanto alcune 
come succedeva per il C5.0 
 Deve essere definita una soglia minima di supporto per evitare che emergano delle 
regole con antecedenti verificati da pochissimi contribuenti e quindi inutili. 
 Non esistono regole più importanti di altre, lo scopo non è quello di classificare 
meglio i contribuenti ma di trovare dei profili, anche di nicchia, con una confidenza 
molto alta  
 Le regole devono essere ordinate in base alla loro confidenza 
La selezione di queste regole è stata realizzata tramite una semplice modifica 
dell‟algoritmo presentato nella sezione 6.2. in particolare: 
 Sono stati eliminati gli attributi che contengono item con un supporto molto alto 
 Sono stati selezionati tutti gli item frequenti con un supporto minimo: anche in 
questo caso, dopo una serie di tentativi è stato scelto 3000 perché permette di 
estrarre i pattern da cui derivano regole con una confidenza abbastanza alta (>90%) 
trascurando allo stesso tempo quelli inutili 
 È stato fatto un filtraggio dei pattern in modo da tenere soltanto quelli da cui 
potessero derivare regole aventi come conseguente NUOVOCLIENTE = 1 
 A partire da ogni pattern sono state create delle regole aventi come conseguente 
NUOVOCLIENTE = 1 e come antecedente il resto degli item del pattern 
 Le regole ottenute al passo 4 sono state ordinate in base al loro valore di confidenza, 




6.3.1 Risultati interessanti 
Le regole estratte presentano una confidenza che si aggira tra il 91% e il 92%: tra queste 
presentiamo quelle che possono rivestire un interesse maggiore. 
Regola N°1  
Antecendente  Conseguente  
CAMBIORESIDENZAULTIMOANNO=SI 
REDDITOTOTALETERRENI=ASSENTE  
SPESETOTALI< 60 EURO 
NUMFABBRICATIDICH=0 




Soggetti che hanno cambiato la residenza nell‟ultimo anno e che non possiedono fabbricati né 





REDDITOTOTALETERRENI = 0 
RENDITAFABBRICATITOTALE= 0  
SPESETOTALI < 60 euro 










RENDITAFABBRICATITOTALE = ASSENTE  
SPESETOTALI < 60 euro 




Soggetti sposati che hanno cambiato residenza durante l‟ultimo anno; reddito da fabbricati assente e 







SPESETOTALI < 60 euro 
NUMFABBRICATIDICH = 0  
ECCEDENZEIRPEFDAPRECEDENTIDICHIARAZIONI= NO 




Soggetti che hanno cambiato residenza durante l‟ultimo anno, non hanno fabbricati, registrano 





CONCLUSIONI E SVILUPPI FUTURI 
Il problema trattato non è stato di semplice soluzione, sia per la complessità della struttura 
dei dati iniziali sia per la loro dimensione in termini di spazio occupato. Le attese per le 
varie elaborazioni sono state molto lunghe e questo ha contribuito non poco ad allungare il 
tempo di progetto. 
Si è cercato di ridurre al minimo i tempi morti derivanti dalle elaborazioni su dati 
parallelizzando al massimo il lavoro, in alcuni casi però, non se ne è potuto fare a meno. Il 
progetto ha richiesto inoltre solide conoscenze nell'ambito dello sviluppo software, capacità 
che in alcuni momenti del progetto sono state cruciali per risolvere particolari problemi non 
risolvibili in altra maniera. L'intero ciclo del lavoro è durato 7 mesi. 
Conclusioni 
Ricordiamo che il problema affrontato è stato quello di svolgere un analisi per conto del 
CAAF-CISL. L'ente ha manifestato un forte interesse nel voler migliorare la conoscenza 
relativa ai segmenti in cui si articola la clientela in seguito ad un recente aumento del 
numero di clienti che hanno richiesto il servizio di assistenza alla compilazione della 
dichiarazione dei redditi.  
 
Lo scopo del progetto è stato quello di mettere in risalto eventuali caratteristiche (fiscali o 
demografiche) in grado di identificare i contribuenti che usufruiscono per la prima volta del 
servizio di assistenza fiscale per la compilazione del modello 730. 
Gli obiettivi stabiliti ad inizio del lavoro si possono riassumere in due punti principali: 
1)Studio di fattibilità 
 E' stato fatto uno studio della situazione iniziale, in particolare sui dati e sul dominio  al 
fine di stabilire l'effettiva attuabilità di un'eventuale processo di analisi. Oltre alla fattibilità 
in senso proprio si è anche cercato di quantificare lo sforzo necessario al raggiungimento di 
risultati soddisfacenti. 
 
2)Caratterizzazione dei nuovi clienti 
 Verificata l'effettiva possibilità di istanziare il processo di KDD si è proceduto a stabilire 
in dettaglio le fasi da seguire e alla loro successiva esecuzione. Il risultato di questa fase è 
stato un modello di processo che potrà essere riutilizzato in futuro per svolgere ulteriori 
analisi con scopi più mirati. 
La soluzione proposta si articola in 3 passi principali 
1) ETL 
Sono stati sviluppati dei flussi di trasformazione sulla piattaforma Microsoft SQL 
Server 2008 Integration Services, in grado di prendere i dati dalle tabelle degli archivi 
CAAF-CISL (quelle utilizzate dai loro applicativi gestionali) e trasformarli in un 




2) Estrazione di conoscenza tramite algoritmi di data mining 
Una volta avuti a disposizione in formato corretto abbiamo applicato tre tipi di analisi. 
Nella prime due sono stati identificati dei gruppi di nuovi clienti che presentano 
caratteristiche simili: mentre nella prima le regole rappresentative di ogni gruppo sono 
state ordinate in base alla loro importanza (algoritmo C5.0), nella seconda abbiamo 
evidenziato quelle con maggiore probabilità di successo (alta confidenza). Nella terza 
analisi abbiamo invece identificato quali caratteristiche dei contribuenti possono 
favorire maggiormente la presenza di nuovi clienti all‟interno di un particolare 
contesto in base ad un indicatore chiamato elift. 
Terminato il lavoro, i risultati sono stati presentati a degli esperti del dominio, due dirigenti 
del CAAF-CISL per avere un riscontro sull‟effettiva utilità delle informazioni estratte. Il 
loro giudizio è stato molto favorevole in quanto è stato possibile riscontrare delle 
caratteristiche e delle tendenze seguite dai nuovi clienti che non era stato possibile 
individuare con precedenti analisi che utilizzavano strumenti diversi. Inoltre ci hanno 
potuto classificare come importanti delle informazioni a cui noi, data la scarsa conoscenza 
della normativa fiscale vigente, non avevamo potuto dare un‟interpretazione precisa. 
L‟interesse degli esperti del dominio si è anche manifestato con la volontà di proseguire 
nella realizzazione di altri studi di data mining che permettano di approfondire alcuni degli 
aspetti interessanti emersi durante il nostro studio. 
Sviluppi futuri 
Come ricordato precedentemente il processo risultante dallo studio svolto è in gran parte 
riutilizzabile, ad esempio tutto il modulo ETL è incredibilmente flessibile e può essere 
adattato a tantissimi tipi di analisi differenti. Lo stesso si può dire del software ad-hoc 
sviluppato, che è in grado di adattarsi alla maggior parte dei sistemi DBMS disponibili in 
commercio. Questo fatto, unito al notevole interesse mostrato dagli esperti verso i risultati 
delle analisi, suggeriscono lo sviluppo di studi successivi che si focalizzino sulle 
indicazioni ritenute più interessanti e su quelle a cui non è possibile dare un giudizio 





Grafi di trasformazione SSIS 
In questa parte dell‟ appendice verranno illustrati i grafi di trasformazione sis utilizzati 
nella fase di trasformazione dei dati. Tramite esempi pratici verranno descritte le operazioni 
di trasformazione maggiormente utilizzate nella suddetta fase. 
Sono stati selezionati tre esempi di grafi SSIS considerati significativi dal punto di vista 
esemplificativo.  
 Caso particolare prevalente dei terreni posseduti 
 Reddito agrario medio 
 Scrittura tabellone B Parte 1 su raw file 
 
Caso particolare prevalente dei terreni posseduti 
 





Query casi particolari: 
E‟ una query che restituisce la lista delle persone che hanno terreni con casi particolari , 
ordinati dal più frequente al meno frequente. La query T-SQL è la seguente: 
SELECT HASHKEY, FB3CASPAR, COUNT(FB3CASPAR) AS CONTATORE ,  
RANK () over (PARTITION BY HASHKEY order by COUNT(FB3CASPAR) 
desc) AS ORDINE 
        FROM  dst_fab_2008 
        where FB3CASPAR>0 
        GROUP BY HASHKEY, FB3CASPAR 
Split:  
Questo nodo di trasformazione SSIS consente di filtrare l‟output della query “casi 
particolari” e selezionare solo i casi con ordine 1, ovvero i casi particolari prevalenti. La 
condizione di split è “ORDINE==1”, tutti gli altri campi veranno scartati. 
Aggregazione: 
Nell‟output del nodo precedente può capitare che ci siano dei soggetti con più casi 
particolari prevalenti, in questo caso viene preso il caso particolare prevalente con codice di 
utilizzo più alto. Per fare questo viene fatto un group by per codice utente e il MAX(Codice 
di utilizzo). 
Ordinamento: 
Il risultato precedente viene ordinato per codice utente. Questo nodo è necessario per 
permettere la giunzione di questo grafo con altri grafi SSIS, poiché il successivo nodo di 








Restituisce per ogni persona che possiede terreni la lista di questi con il reddito agrario da 
essi generato. Il codice T-SQL è il seguente: 
 
SELECT TR3NR_IMM, TR3RDAGDI, HASHKEY 
FROM  dbo.dst_ter_2008 
 
TR3NR_IMM rappresenta il codice del terreno 
TR3RDAGDI rappresenta il reddito agrario per terreno 
HASHKEY rappresenta il codice del dichiarante 
 
Split su reddito agrario: 
Questo nodo elimina tutti terreni con reddito agrario nullo. La condizione di split è     
“REDDITOAGRARIO>0” 
 
Aggregazione terreni con reddito agrario 
Questo nodo conta il numero di terreni con reddito agrario positivo per ogni dichiarante. 
 
 






Coniuge a carico 
 
Questa query determina per ogni persona “persAna” presente nella tabella anagrafica se ha 
un coniuge a carico. La query interna al case conta il numero di persone presenti all‟interno 
della tabella Familiari e se questo numero è maggiore ad uno, l‟attributo 
“CONIUGEACARICO” assumerà valore 1. 
 
Residenza diversa da quella del coniuge 
 
  
SELECT  distinct  Dic.HASHKEY, ( 
   CASE WHEN ( 
     [Con].[AN3CAPRES] <> [Dic].[AN3CAPRES])THEN 1   
    ELSE 0  
    END) AS RESIDENZADIVERSADALCONIUGE 
FROM           
dbo.dst_ana_2008 AS Dic INNER JOIN 
dbo.dst_fam_2008 AS Fam ON Dic.HASHKEY = Fam.HASHKEY INNER JOIN 
dbo.dst_ana_2008 AS Con ON Con.CODFISC = Fam.FM3CODFIS 
SELECT [HASHKEY], 
    (CASE  
        WHEN (( 
            SELECT COUNT(*) 
            FROM [dbo].[dst_fam_2008] AS [persCarico] 
            WHERE [persAna].[HASHKEY] = [persCarico].[HASHKEY] 
AND 
            persCarico.FM3TIPPAR='C' AND 
            persCarico.FM3MESCAR > 0 
            )) > 0 THEN 1 
        ELSE 0 
     END) AS [CONIUGEACARICO] 




Soggetto a carico di altri 
 
Indicizzazione delle tabelle 
Per indicizzare le tabelle si sono seguite tre fasi principali: 
 Creazione di una tabella di mapping per ogni anno in grado di mappare un codice hash 
di un utente ad un indice sintetico a 4 byte 
 Riempimento della tabella di mapping 
 Aggiunta dell‟attributo contenente l‟indice a tutte le tabelle di tutti gli anni 
Fase 1: 
La query necessaria per creare la tabella di mapping è la seguente: 
Crea un campo identità e quindi auto incrementante che rappresenta l‟identificativo 
sintetico. Hash conterrà il codice di hash associato all‟identificativo sintetico. 
 
Fase 2: 
La query per popolare la tabella di mapping è la seguente: 
/*POPOLA LA TABELLA DI INDICIZZAZIONE */ 
INSERT INTO [KEYMAPPING]  ([HASH]) 
       SELECT distinct [HASH] 
       FROM [dst_ana_2004] 
[dst_ana_2004] 
 
Ogni persona presente in anagrafica nell‟anno 2008 viene inserita in KEYMAPPING e di 
conseguenza nell‟inserimento viene generato l‟identificativo univoco. 
SELECT [HASHKEY], 
    (CASE 
        WHEN (( 
            SELECT COUNT(*) 
            FROM [dbo].[dst_fam_2008] AS Fam 
            WHERE Ana.[CODFISC] = Fam.[FM3CODFIS] 
            and Fam.FM3MESCAR >0 
            )) > 0 THEN 1 
        ELSE 0 
     END) AS SOGGETTOACARICODIALTRI 





Ad ogni tabella è stato aggiunto il campo HASHKEY, contenente l‟identificativo sintetico. 
La query per aggiungere l‟attributo per l‟anno 2008 è la seguente: 
ALTER TABLE [dst_ana_2008]  
ADD HASHKEY int 
 
ALTER TABLE [dst_dic_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_dqe_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_fab_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_fam_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_familiaribf_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_mutui_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_liq_2008]  
ADD HASHKEY int  
CREATE TABLE [KEYMAPPING]( 
 [ID] [int] IDENTITY(1,1) PRIMARY KEY NOT NULL, 





ALTER TABLE [dst_pra_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_quc_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_qud_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_que_2008]  
ADD HASHKEY int 
 
ALTER TABLE [dst_redditiesteri_2008]  
ADD HASHKEY int 
 
ALTER TABLE [dst_rgs_2008]  
ADD HASHKEY int 
 
ALTER TABLE [dst_si4_2008]  
ADD HASHKEY int 
 
ALTER TABLE [dst_sos_2008]  
ADD HASHKEY int 
 
ALTER TABLE [dst_tae_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_tassazioneseparata_2008]  
ADD HASHKEY int  
 
ALTER TABLE [dst_ter_2008]  




ALTER TABLE [dst_tut_2008]  
ADD HASHKEY int  
 
Una volta aggiunto il campo, si è proceduto a popolarne i valori, la query per svolgere 
questo compito è stata la seguente: 
UPDATE [dst_ana_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_ana_2008].HASH =KEYMAPPING.HASH ); 
/*-----*/ 
 
UPDATE [dst_dic_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_dic_2008].HASH =KEYMAPPING.HASH ); 
 
UPDATE [dst_dqe_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_dqe_2008].HASH =KEYMAPPING.HASH ); 
/*-----*/ 
 
UPDATE [dst_fab_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_fab_2008].HASH =KEYMAPPING.HASH ); 
/*-----*/ 
 
UPDATE [dst_fam_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 





UPDATE [dst_liq_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 




UPDATE [dst_pra_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_pra_2008].HASH =KEYMAPPING.HASH ); 
 
/*-----*/ 
UPDATE [dst_quc_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_quc_2008].HASH =KEYMAPPING.HASH ); 
 
/*-----*/ 
UPDATE [dst_qud_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 




UPDATE [dst_que_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_que_2008].HASH =KEYMAPPING.HASH ); 
/*-----*/ 
 
UPDATE [dst_redditiesteri_2008]   








UPDATE [dst_rgs_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_rgs_2008].HASH =KEYMAPPING.HASH ); 
/*-----*/ 
 
UPDATE [dst_si4_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_si4_2008].HASH =KEYMAPPING.HASH ); 
/*-----*/ 
 
UPDATE [dst_sos_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_sos_2008].HASH =KEYMAPPING.HASH ); 
/*-----*/ 
 
UPDATE [dst_tae_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_tae_2008].HASH =KEYMAPPING.HASH ); 
 
UPDATE [dst_tassazioneseparata_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 






UPDATE [dst_ter_2008]   
   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 




   SET [HASHKEY] = (SELECT KEYMAPPING.ID 
FROM KEYMAPPING 
WHERE [dst_tut_2008].HASH =KEYMAPPING.HASH ); 
 
 




In questa appendice presentiamo una panoramica sulla distribuzione dei valori di tutti gli 
attributi del dataset illustrando brevemente quelli che il lettore può trovare poco 
comprensibili. 
Se analizziamo la Tabella n°… avendo alla mano un modulo 730, molti attributi ci 
risultano di facile lettura: ad esempio NUMEROFAMILIARIACARICO indica quanti sono 
i familiari che il contribuente deve mantenere economicamente oppure 
REDDITOTOTALEFABBRICATI rappresenta la rendita in euro dei fabbricati posseduti 
da chi compila la dichiarazione. La maggior parte degli attributi del dataset non ha bisogno 
di illustrazioni particolari. 
Tuttavia ce ne sono alcuni di difficile interpretazione che necessitano di essere spiegati:  
 Lo stato civile (STATOCIVILE) 
 Tipo prevalente terreni (TITOLOPREVALENTEDEITERRENI) 
 Utilizzo prevalente fabbricati (UTILIZZOPERVALENTEDEIFABBRICATI) 
 Casi particolari (CASIPARTICOLARI) 
 Caso particolare prevalente (CASOPARTICOLAREPREVALENTE) 
 I rapporti 
 Gli attributi relativi alle novità introdotte durante gli anni nel modello 730 
 
Attributo STATOCIVILE 
Indica lo stato civile del contribuente e può assumere uno tra sette possibili valori, 










Un terreno può avere posseduto a titolo diverso: questo attributo indica a quale titolo un 
dichiarante possiede la maggior parte dei suoi terreni. Per i contribuenti che non 
posseggono nessun terreno questo attributo assume valore zero.  
I possibili titoli sono codificati come segue: 
 Proprietario del terreno 




 Proprietario del terreno concesso in affitto in assenza di regime legale di 
determinazione del canone 
 Conduttore del fondo (diverso dal proprietario) o affittuario; 
 Socio di società semplice 
 Partecipante dell‟impresa familiare agricola diverso dal titolare 
 Titolare dell‟impresa agricola individuale non in forma di impresa familiare. 
 
Attributo UTILIZZOPERVALENTEDEIFABBRICATI 
Un fabbricato può essere utilizzato per diversi scopi: questo attributo indica a quale scopo 
un dichiarante utilizza la maggior parte dei suoi fabbricati. Per i contribuenti che non 
posseggono nessun fabbricato questo attributo assume valore zero. 
I possibili utilizzi sono codificati nel seguente modo: 
 Unità immobiliare utilizzata come abitazione principale 
 Unità immobiliare tenuta a disposizione per la quale si applica l‟aumento di un 
terzo 
 Unità immobiliare locata in assenza di regime legale di determinazione del canone 
 Unità immobiliare locata in regime legale di determinazione del canone (equo 
canone) 
 Unità immobiliare di pertinenza dell‟abitazione principale (box, cantina, ecc)  
 Unità immobiliare di società semplici o di società ad esse equiparate che 
producono redditi di fabbricati 
 Unità immobiliare sita in uno dei comuni ad alta densità abitativa e concessa in 
locazione a canone “convenzionale”  
 Unità immobiliare che non rientra nei precedenti casi 
 
Attributo CASIPARTICOLARI 
Possono esistere delle situazioni particolari relative all‟utilizzo o allo stato di un fabbricato: 
queste devono essere segnalate nel modello 730 sotto la voce “casi particolari”. Questo 
attributo è un flag che assume valore „1‟ se il contribuente ha dichiarato dei fabbricati a cui 
sono associati dei casi particolari. 
I casi particolari possibili sono codificate come segue: 
 Se il fabbricato è distrutto o inagibile a seguito di eventi sismici o altri eventi 
calamitosi 
 Se per l‟unità immobiliare inagibile è stata chiesta la revisione della rendita 
 Se per l‟unità immobiliare locata non sono stati percepiti i canoni di locazione, e 
ciò risulta da provvedimento giurisdizionale di convalida di sfratto per morosità; 
 Se l‟immobile è posseduto in comproprietà ed è dato in locazione soltanto da uno 
o più comproprietari per la propria quota 
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 Se per l‟immobile locato a soggetti che si trovano in particolari condizioni di 
disagio è intervenuta la sospensione della procedura esecutiva di sfratto per la 
durata di otto mesi 
 
Attributo CASOPARTICOLAREPREVALENTE 
Questo attributo associa ad ogni contribuente il codice del caso particolare che si verifica in 
maniera più frequente tra i suoi fabbricati. Nel caso in cui il soggetto non possegga nessun 




I rapporti indicano la relazione tra due attributi grandezze e vogliono dare un‟indicazione 
su l‟impatto che alcune spese o particolari tipi di reddito hanno sul totale delle uscite o 
delle entrate. In particolare i rapporti assumono questi valori: 
 „-1‟ se l‟attributo al denominatore non è definito o ha valore zero 
 „0‟ se l‟attributo al numeratore non è definito o ha valore zero 
 Valore maggiore di zero se sono definiti sia numeratore che denominatore 
 
Gli attributi relativi alle novità introdotte durante gli anni nel modello 730 
Descrivono tramite un flag se il contribuente si è avvalso della novità nella normativa 
fiscale descritta dal nome dell‟attributo. Questi attributi assumono valore „1‟ o „0‟ solo per 
le dichiarazioni relative all‟anno in cui la novità è stata introdotta mentre non sono definite 





Descrizione delle variabili presenti nel dataset 
Presentiamo le statistiche di base delle variabili del dataset con esclusione degli 
identificativi dei contribuenti e di quelle categoriche che hanno un numero troppo alto di 
valori per essere visualizzate in modo opportuno (COMUNEDINASCITA, 
COMUNEDIRESIDENZA, COMUNEDOMICILIOFISCALE). 
 













flag 0 1 -- -- 2 1336656 
3 NUOVOCONIUGE 
 





flag 0 1 -- -- 2 1336656 
5 ISTUTORE 
 
flag 0 1 -- -- 2 1336656 
6 ANNODINASCITA 
 










flag -- -- -- -- 3 1336656 
9 STATOCIVILE 
 














































































































































































































































































































































































































range -1 70424 2.447 175.317   1336656 
69 REDDITIDIVERSI 
 







































































































range 0.000 3286.000 0.864 33.015   1336646 
87 SPESEPERMUTUI 
 






































































































































































































































































































































































































VO 112  





ESSIVO 113  





PLESSIVO 114  














MPLESSIVO 116  
























































































































flag 0 1 -- -- 2 288774 
161 TV_DIGIT_2008 
 










flag 0 1 -- -- 2 288774 
164 NUOVE_DETR_20 
 















flag 0 1 -- -- 2 288774 
171 NUOVOCLIENTE 
 
flag 0 1 -- -- 2 1336656 
 
 
Concludiamo questa appendice presentando con dei grafici più precisi la distribuzione degli 
attributi: 
 di tipo FLAG deducibili dal modello 730 
 di tipo FLAG calcolate a partire da dichiarazioni di anni diversi 




Attributi di tipo FLAG deducibili dal modello 730 
 
 
Attributi di tipo FLAG calcolate a partire da dichiarazioni di anni diversi 
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