Abstract. For a finite real reflection group W with Coxeter element γ we give a case-free proof that the closed interval, [I, γ], forms a lattice in the partial order on W induced by reflection length. Key to this is the construction of an isomorphic lattice of spherical simplicial complexes. We also prove that the greatest element in this latter lattice embeds in the type W simplicial generalised associahedron, and we use this fact to give a new proof that the geometric realisation of this associahedron is a sphere.
Introduction
Let W be a finite real reflection group. Associated to W is a finite type Artin group or generalised braid group, A(W ). Much of the work on finite type Artin groups takes Garside's paper, [14] , as its starting point, using the set of fundamental reflections as a generating set for W and a corresponding standard generating set for A(W ). Recently it has been shown that when the set of all reflections is used as a generating set for W and a corresponding generating set is used for A(W ), a parallel theory can be constructed. In particular, the new positive monoid embeds in A(W ) and new K(π, 1)'s for A(W ) have been constructed. The larger generating set gives A(W ) a second structure as a Garside group. The larger generating set is proposed in [7] , but Daan Krammer has used it independently in unpublished work. In the case of the braid group B n , where W is the symmetric group Σ n , the larger generating set coincides with the band generators from [5] . The second Garside structure for B n is described in [2] and the structure for general finite W in [3] . The general construction of K(A(W ), 1)'s is described in [11] , using ideas from [4] .
A central result needed in the development of this parallel theory is that the closed interval, [I, γ] , bounded by the identity I and a Coxeter element γ, forms a lattice in the partial order on W induced by reflection length. The lattice property is used to prove the embedding of the positive monoid and the asphericity of the new K(π, 1)'s. Existing proofs of the lattice property use the classification of finite real reflection groups with different methods applied to the different groups. The symmetric group is handled in [8] , and the C n and D n groups in [10] . Bessis treats all cases in [3] .
Since the lattice in the symmetric group case coincides with the lattice of noncrossing partitions introduced by Kreweras in [16] , it has become customary to call this lattice, in the case of general W , the type W non-crossing partition lattice. The type C n and type D n lattices are studied in [17] and [1] , respectively.
In this paper we give a new proof of the lattice property that is independent of the classification of finite real reflection groups. For this purpose we introduce a new simplicial complex which is a geometric model for the partially ordered set [I, γ] . If n is the rank of W , this simplicial complex will lie in the (n − 1)-sphere, S n−1 , in R n , and its vertex set will consist of a set of positive roots for W . The layout of the paper is as follows. In Section 2 we motivate the construction we use. In Section 3, we recall definitions and results about the order on the set of roots. We define the simplicial complex X(γ) and give an example. We also collect results about the partial order on the orthogonal group. In Section 4 we extend some of the material from [18] and analyse the dot products of roots of W with elements in the γ orbits of vectors in the dual basis. In Section 5 we find simple systems for certain subgroups and describe X(σ) when σ has length two. After some preparatory work in Section 6, we characterise the geometric realisation of X(σ) and we prove the lattice property in Section 7. We conclude in Section 8 by explaining the connection between our construction and the generalised associahedra of [13] . In the process, we give a new proof that the latter is a spherical simplicial complex.
Motivation
The idea behind the proof of the lattice property can be described without many of the technicalities that appear later. Let W be a finite, irreducible, real reflection group with reflection set R. We recall from [10] the partial order on W given by the reflection length function l. For u, w ∈ W we say
where l(v) is the smallest positive integer k such that v can be written as a product of k reflections from R. Thus u ≤ w if and only if there is a shortest factorisation of u as a product of reflections which is a prefix of a shortest factorisation of w. Note that l is not the usual length function associated to a simple system for W . We note that the partial order on W is the restriction to W of a partial order on the orthogonal group O(n) which is introduced in [9] and investigated further in [10] . Some of the notation and results from those papers will be used here. In particular, if A ∈ O(n), we associate to A two subspaces of R n , namely
which we call the moved space of A and the fixed space of A, respectively. We recall that M (A) = F (A) ⊥ and note that F (A) = F (A −1 ). The main result of [9] implies that if V is a subspace of M (A), then there is a unique B ∈ O(n) satisfying M (B) = V and B ≤ A. It follows that the map M , which associates to an orthogonal transformation α its moved space M (α), restricts to give a poset isomorphism of the interval [I, γ] in W onto its image (in the set of subspaces of R n ). Here the set of subspaces of R n is partially ordered by inclusion and is, in fact, a lattice whose meet operation is given by subspace intersection. Unfortunately, the set of subspaces of the form M (σ) for σ ≤ γ is not closed under intersection. There are many examples of group elements α, β ≤ γ for which there is no element Each of α and β has a two-dimensional moved space, these moved spaces intersect inside the three-dimensional space M (γ) in a one-dimensional subspace, but no transposition precedes both α and β.)
It was noted in [10] that a group element α ≤ γ is characterised by its reflection set S α , where S α = {R ∈ R | R ≤ α}. It was also noted there that whenever α, β and δ are elements of the interval [I, γ] in W with the properties that δ ≤ α, β and S δ = S α ∩ S β , then δ must be the greatest lower bound of α and β in W ; that is, if τ ∈ W satisfies τ ≤ α, β, then τ ≤ δ. This suggests that reflection sets might have the correct intersection properties. We will see later (Theorem 7.8) that this is in fact the case. To prove this we fix a set of simple roots for W and replace M (α) by the positive cone on the positive roots associated to those reflections which precede α. Two surprising things happen: (i) the intersection of the positive cones associated to two elements α and β of [I, γ] is equal to the positive cone associated to some other element δ of [I, γ] , and (ii) this collection of positive cones intersects the unit sphere in a spherical simplicial complex which we denote X(γ).
Notation and main definitions
Several of the (now standard) case-free proofs of results about irreducible, finite real reflection groups are due to Steinberg [18] . We will use his numbering of the roots of W in the construction of our simplicial complex. Fix a fundamental chamber C with inward unit normals α 1 , . . . , α n and let R 1 , . . . , R n be the corresponding reflections. Assume that S 1 = {α 1 , . . . , α s } and S 2 = {α s+1 , . . . , α n } are orthonormal sets (from Lemma 2.2 of [18] ). Let γ denote the Coxeter element given by γ = R 1 R 2 . . . R n and let h denote the order of γ in W . We note that M (γ) is all of R n . As in [18] , we set ρ i = R 1 R 2 . . . R i−1 α i , where the α's and the R's are indexed cyclically modulo n. We will use the following explicit formulae which are easily verified:
It is proved in [18] that the positive roots relative to C are ρ 1 , . . . , ρ nh/2 while the negative roots are ρ (nh/2)+1 , . . . , ρ nh . Furthermore the last n − s positive roots are a permutation (possibly trivial) of S 2 . We use to denote the total order on the set of positive roots {ρ 1 , . . . , ρ nh/2 } determined by the subscripts. For each i, let R(ρ i ) denote the reflection in W with fixed subspace ρ
In what follows, we often consider group elements which precede γ. For such an element σ (i.e. σ ≤ γ) we let P σ = {τ 1 , τ 2 , . . . , τ t } be the set of positive roots whose reflections precede σ, and we assume that the subscripts are chosen so that τ i τ j whenever i ≤ j.
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We will use (often without mention) the following facts about spherical simplices. Any linearly independent set of vectors in R n determines a spherical simplex provided the angle between each pair of vectors is less than π. For such a set the spherical simplex is obtained by intersecting the unit sphere with the positive cone on those vectors. The spherical simplex determined by the linearly independent set {v 1 For σ ≤ γ, let X(σ) be the collection of simplices of X(γ) whose vertices lie in P σ .
Note 3.3. It will follow from Lemma 4.8 that a set of k ≤ n distinct vertices,
The largest possible dimension for a simplex of X is n − 1, and at least nh/2 − n + 1 of these occur by part (c) of Proposition 4.6 and by Lemma 4.8.
A large part of this paper is devoted to proving that X(σ) is a spherical simplicial complex for each σ ≤ γ and to characterising its geometric realisation. The case of H 3 is illustrated in Figure 1 and Figure 2 . Figure 1 shows the moved spaces of the elements in [I, γ] intersected with the 2-sphere and projected stereographically onto R 2 , while the second figure shows the simplicial complex X(γ). Note that the arrangement of the two-dimensional moved spaces in the first figure is the image of the Coxeter arrangement under the (non-orthogonal) linear transformation (γ − I) −1 . This follows because, whenever
The third equality follows from Lemma 3 of [9] , since γ has a trivial fixed space. Note 3.1 implies that each pair of consecutive positive roots lies in the moved space of some length two element of [I, γ] . The second figure shows the restriction of the moved spaces to the span of the positive roots within them, producing the spherical simplicial complex X(γ) with vertex set coinciding with the set of positive roots. Let {β 1 , . . . , β n } be the dual basis to {α 1 , . . . , α n }. Thus
With a slight change of notation from [18] we define the vectors modulo n. As with the ρ's the following explicit formulae are readily verified:
If σ is an arbitrary root, then we define
We will see in part (a) of Corollary 4.2 that if σ = ρ i for some i, then µ(ρ i ) = µ i . For convenience, we record some results which will be used in later calculations.
This equation follows from Corollary 1 of [9] .
This equation follows from Property (A-4) of Chapter 1 of [15] .
The first part of this equation follows from Proposition 3 of [9] while the second part follows from the fact that conjugation in W preserves reflection length.
This equation is a consequence of Theorem 1 of [9] . If l(α) = k and R i are reflections, then
The preceding equation follows since R 1 α has length k − 1 and
The first inequality follows from
and the second is similar. If R 1 and R 2 are distinct reflections with R 1 ≤ α and R 2 ≤ α, then
To show (3.7) we note that
Some geometry of the root system
Our later work relies heavily on a detailed analysis of the geometry of the vectors ρ i and µ i . We present the necessary results in this section.
Proof. Because of the recursions satisfied by both ρ i and µ i it is sufficient to establish this result for 1 ≤ i ≤ n. In this case µ i = β i and, since R j (
Corollary 4.2. With ρ i and µ i defined as above we have
Proof. Part (a) is immediate from Proposition 4.1. Part (b) follows from Proposition 4.1 and the fact that
, which is equivalent to statement (c). In what follows we make extensive use of the properties of the matrix of dot products [µ i · ρ j ]. Before establishing the general result we present some examples. 
where b = √ 2/3 and the dual basis is computed in the 2-dimensional subspace of R 3 given by x + y + z = 0. Using the formula for a reflection we can generate the following table:
The entry in the i th row and j th column of the following table is µ i · ρ j :
T. BRADY AND C. WATT Example 4.5. Consider the symmetry group C 3 of the cube. A simple system for
As in the preceding example we can generate the following table:
The second table in each of these examples exhibits certain symmetry properties which are valid in the general case and which we now address. 
we can assume that 1 ≤ i ≤ n and i < j ≤ nh/2. The result follows from the fact that ρ j is a positive root and µ i is part of the dual basis to {α 1 
(d) If j < i + n, this follows from part (c). If j ≥ i + n, this property follows from parts (a) and (b).
Proof. If the vector x is expressible as a non-negative linear combination of the
The following result provides information about the simplices in X(γ).
Then the following are equivalent:
is upper triangular with ones on the diagonal (Corollary 4.2 and part (c) of Proposition 4.6). Thus this matrix is non-singular and it follows that each of {σ 1 , . . . , σ k } and {µ(σ 1 ), . . . , µ(σ k )} is a linearly independent set.
Next we show that
(since this subspace has dimension k −i by the inductive hypothesis). As σ i is orthogonal to each vector in this basis it follows that
The simple system for σ ≤ γ
In this and the following sections we will consider a fixed element σ ≤ γ. As before, we let P σ = {τ 1 , τ 2 , . . . , τ t } be the set of positive roots whose reflections precede σ and we assume that τ 1 ≺ τ 2 ≺ · · · ≺ τ t . In this section we will characterise the simple system associated to σ and we will analyse the case where l(σ) = 2.
Let k = l(σ). Then P σ is the set of positive roots for a (possibly reducible) rank-
(Note that the elements of W σ need not necessarily precede σ.) Let ∆ = {δ 1 , δ 2 , . . . , δ k } be the simple system contained in P σ and choose the subscripts so that
Proof. Since τ t is the last root in P σ we can apply Corollary 4.7 to τ t and the set P σ − {τ t } to deduce that τ t cannot be a positive linear combination of the elements of P σ − {τ t }. Thus P σ − {τ t } cannot contain a simple system and δ k = τ t .
For i = t, we obtain ϕ · τ t = −1. Thus τ t is not an element of M (σ) ∩ ϕ ⊥ , and this subspace must also have dimension k − 1. Since M (σR(δ k )) is contained in M (σ) and
3) and equation (3.2)), it follows that U k ⊆ M (σ) ∩ ϕ ⊥ , and hence these subspaces are equal. Now suppose τ is an arbitrary element of P σ ∩ U k and write
The theorem follows since we can now apply the same arguments as above to the shorter element σ = σR(δ k ). 
The rest of the proof uses induction. Assume that r < t and that
We know that σ = R(τ i r )R(τ r ) for some i r > r. Thus
If j ≥ r, then Corollary 4.7 and the fact that M (σ) is two-dimensional imply that τ j can be expressed as a non-negative linear combination of τ r and τ t . As in the case r = 1, we obtain τ j · µ(τ i r ) ≥ 0 for r ≤ j ≤ t. It follows that each of the last t − r + 1 entries in row i r of A is non-negative. Since row j has j − 1 entries below the diagonal and no more than one of these can be zero, we get i r ≤ r + 1. Since we know that i r > r we deduce that i r must be equal to r + 1.
In the case l(σ) = 2, the action of the simple reflections on P σ can now be deduced. 
Proof. We will consider the case of τ 1 . The case of τ t is similar. From the proof of Theorem 5.4 it follows that the only expressions for σ as a product of two reflections are
Since R(τ 1 ) permutes P σ − {τ 1 } (Lemma A in I.4.3 of [15] ) and
we deduce that R(τ 1 )τ t = τ 2 . In general, suppose that 1 < i + 1 ≤ t and that
We deduce that R(τ 1 )τ i = τ (t−i+1)+1 = τ t−i+2 (by comparing with the list of factorisations for σ). Now use reverse induction on i, starting at i = t. Note 5.6. The proofs of Lemma 5.5 and Theorem 5.4 can be shortened considerably by using the notion of a reflection ordering as introduced in [6] and developed in [12] . It follows from the definition of ρ i together with Exercise 6.2 of Chapter 5 of [6] and Proposition 2.13 of [12] that
is a reflection ordering on W , in the sense that the induced order on the set of reflections in any dihedral subgroup is a < aba < ababa < · · · < bab < b, where a, b is a set of simple reflections for the dihedral group. From this it follows that when l(σ) = 2,
Lemma 5.5 follows immediately from this. The identities
also follow from the expressions of τ i in terms τ 1 and τ t , and Theorem 5.4 can be reduced to the argument that the subspaces M (R(τ i )σ) and M (σR(τ i )) are onedimensional. However, we prefer to use the current proofs which, although longer, do not require the rather technical facts about reflection orderings.
Lemma 5.7. Assume that R(ρ
Proof. Let P σ = {τ 1 , . . . , τ t } be the ordered set of positive roots whose reflections precede σ = R(ρ i )R(ρ j ). By Theorem 5.4, {τ 1 , τ t } is the corresponding simple system and the only expressions for σ as a product of two reflections are
Since σ = R(τ 1 )R(τ t ) is the only case in which the roots appear in increasing order, if i < j, then we must have ρ i = τ 1 and ρ j = τ t . Part (a) now follows from
and ρ j = τ r for some r ≥ 1. Thus we need to verify that τ i · τ i+1 ≥ 0 for i = 1, . . . , t − 1. Using Lemma 5.5 and the facts that reflection is an isometry and {τ 1 , τ t } is a simple system, we obtain
For the same reasons,
and the result follows by induction on i.
Note 5.8. It is immediate from Lemma 5.7 that the edges of X can now be characterised by the following geometric criterion. There is an edge joining the distinct vertices ρ i and ρ j if and only if the vectors subtend a non-obtuse angle and one of R(ρ i )R(ρ j ) or R(ρ j )R(ρ i ) precedes γ.
Walls of fat simplices
In this section we continue to investigate a fixed element σ of length k which precedes γ in W . Using the same notation as in the preceding section, we find a dual basis to {δ 1 , . . . , δ k } (Corollary 6.8). We also determine the first top-dimensional simplex of X(σ) in the lexicographic order. 
and for each i = 1, . . . , k
Proof. The first statement is a special case of Lemma D in Section I.4.3 of [15] . The remaining statements follow from
since each reflection has order 2. 
Proof. Fix i and let σ = R(δ 1 ) . . . R(δ i ) (which precedes σ and hence γ). Write µ(
. Applying Proposition 6.6 to σ yields
The following corollary is immediate from Corollary 6.3 and Proposition 6.7
Corollary 6.8. The dual basis to
It need not be the case that 1 ≺ . . . ≺ k . However the induced order on this set still determines a factorisation of σ (Proposition 6.11 below). First we make a definition.
Definition 6.9. Let θ 1 , . . . , θ k be the reordering of 1 , . . . , k for which θ i ≺ θ j whenever i < j. 
Lemma 6.10. If i < j but
However, since i < j, the identity 
However, Proposition 4.6 implies that whenever τ j < θ i , the dot product µ(θ i ) · τ j is non-positive, and hence it must be zero. Therefore
We finish this section with two examples. The first shows that the first k roots of P σ may fail to span a top dimensional simplex. The second example illustrates that even in the case σ = γ, it is possible that there is some i < j for which j ≺ i . Example 6.13. Consider the symmetry group of the 4-dimensional cube. One simple system of unit vectors for this group is
The element γ = [1, 2, 3, 4] (in the notation of [10] ) is one of the Coxeter elements determined by this simple system, where For notational convenience we will identify roots with the transpositions they determine. The global order is the following:
(1, 3), (2, 3), (1, 4) , (2, 4) , (3, 4) , (1, 2).
We use Proposition 5.1 to find the simple system. First δ 3 = (1, 2) since this is the last root. Since (1, 2, 3, 4)(1, 2) = (1, 3, 4), δ 2 = (3, 4) . Finally, δ 1 = (1, 3) . Thus
Characterisation of |X(σ)| and proof of the lattice property
In this section we show that if σ ≤ γ, then X(σ) is a simplicial complex. We characterise the geometric realisation |X(σ)| of the subcomplex X(σ) and use this characterisation to prove that the interval [I, γ] in W is a lattice. Throughout this section we continue to use the notation of the earlier sections.
We begin with a technical result (Proposition 7.2) about the separation properties of the hyperplanes {µ(τ i ) ⊥ } which is used in the proof of Proposition 7.6. It depends on Proposition 7.1 which is stated for convenient reference and which concerns the action of σ −1 on P σ . Using the factorisation σ
, this is a special case of Theorem B in Section I.4.3 of [15] .
Proposition 7.2. Let τ a and τ s be elements of
Then we can find two roots τ b and τ c in P σ with τ b , τ c ≺ τ a , which both lie on the hyperplane µ(τ a )
⊥ , but which are separated by the hyperplane µ(τ s ) ⊥ .
Proof.
Since τ s ≺ τ a , the proof of Lemma 5.7 implies that (i) the set {τ s , τ a } is a simple system which spans Q and (ii) τ s is the first root and τ a the last root of Q. By Lemma 5.5, the element τ b given by
As µ(τ s ) · τ c < 0, Proposition 4.6 implies that τ c ≺ τ s and hence τ c ≺ τ a .
Definition 7.3.
If τ i is a root in P σ and ρ is any positive root, we define
• X(σ, ρ) = the set of simplices of X whose vertices both lie in M (σ) and precede ρ in the total order, • c [X(σ, ρ)] = the positive cone on the set |X(σ, ρ)|, • Y (σ, ρ) = the positive cone on those roots which both lie in M (σ) and precede ρ in the total order,
Proof. We use induction on i. First note that X(σ, τ 1 ) = { τ 1 }, a zero-dimensional simplicial complex. Assume now that i ≥ 1 and that
It follows from Proposition 4.6 that the only vertices of X(σ, τ i ) that are not joined to τ i+1 by an edge in X(σ, τ i+1 ), lie in the interior of the halfspace µ(τ i+1 )
⊥ . Using this, it is straightforward to verify that the intersection of any two simplices in X(σ, τ i+1 ) is itself a simplex in X(σ, τ i+1 ).
Corollary 7.5. For each σ ≤ γ, X(σ) is a simplicial complex of dimension l(σ)−1.
In particular, X(γ) is a simplicial complex of dimension n − 1. 
Inductive step: Assume now that i ≥ i 0 and that c [X(σ, τ i )] = Z(σ, τ i ). Let F and V be the subcomplexes of X(γ) whose sets of vertices are
and
respectively. Then |V | is a cone with base |F | and apex τ i+1 . We prove that the
⊥ . Apply the procedures of Sections 5 and 6 to σ (i) to obtain a simple system {δ 1 , δ 2 , . . . , δ k−1 } for the set P σ of positive roots in M (σ ) and (ii) to calculate the reordering {θ 1 
where θ 1 ≺ θ 2 ≺ . . . ≺ θ k−1 and where j is given by
Therefore the length two element σ = R(τ i+1 )R( j ) precedes γ and hence σ by equation (3.4) .
Assume now that j τ i+1 and let Q = P σ ∩ M (σ ). Then, as in the proof of Lemma 5.5, {τ i+1 , j } is the simple system for Q, with τ i+1 the first root and j the last root. Thus R(τ i+1 ) j is a positive root and R(τ i+1 ) j τ i+1 (by Lemma 5.5). Now consider (σ ) −1 ( j ), which is negative, by Proposition 7.1. However ⊥ for some 
as required. 
Proof. Apply Proposition 7.6 with i = t.
We are now in a position to prove that [I, γ] is a lattice. Proof. Choose a simple system and Coxeter element γ for W as in Section 3. For σ ≤ γ and σ = I, construct the simplicial complex X(σ) and define X(I) to be the empty set ∅. We have seen that X(σ) has dimension l(σ) − 1 and its vertex set is , it follows that M (σ) contains and is spanned by the vertex set of X(α) ∩ X(β). However this vertex set is P α ∩ P β , and the theorem now follows by our remarks in Section 2.
Relationship with generalised associahedra
In this section we embed the complex X(γ) in a larger simplicial complex EX(γ) whose vertex set consists of all positive roots and the negatives of the simple roots, and we show that the geometric realisation of EX(γ) is a sphere. If W is crystallographic, then we show that EX(γ) coincides with the simplicial generalised associahedron for W (defined in [13] ).
Recall that S 1 = {α 1 , . . . , α s } and S 2 = {α s+1 , . . . , α n } is a partition of the set of simple roots into two orthonormal sets. We will use the notation −S 1 = {−α 1 , . . . , −α s } and − S 2 = {−α s+1 , . . . , −α n }.
We note that the subscripting on the ρ's can be applied to negative indices with the convention that ρ −k = ρ nh−k . Proof. Let C be the spherical cross-polytope whose set of vertices is {±α 1 ,. . ., ±α n }. Then C is a simplicial complex whose geometric realisation |C| is the unit sphere in R n . We will show that EX(γ) is a simplicial subdivision of C. Consider the simplicial subdivision C of C which is defined as follows. Let K be the sub-complex of C which consists of the simplex A = α 1 , . . . , α n and all its faces. We proved earlier that |X(γ)| = |K|. Thus X(γ) is a simplicial subdivision of K.
Extend this subdivision to the rest of C as follows. Any simplex of C whose vertices are contained in {−α 1 , . . . , −α n } is not subdivided. If B is a simplex of C which contains both positive and negative roots, then we can write It now follows that C = EX(γ) as required.
