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Cavity quantum electrodynamics allows one to study the interaction between light and 
matter at the most elementary level. The methods developed in this ﬁeld have taught us 
how to probe and manipulate individual quantum systems like atoms and superconducting 
quantum bits with an exquisite accuracy. There is now a strong effort to extend further 
these methods to other quantum systems, and in particular hybrid quantum dot circuits. 
This could turn out to be instrumental for a noninvasive study of quantum dot circuits and 
a realization of scalable spin quantum bit architectures. It could also provide an interesting 
platform for quantum simulation of simple fermion–boson condensed matter systems. In 
this short review, we discuss the experimental state of the art for hybrid circuit quantum 
electrodynamics with quantum dots, and we present a simple theoretical modeling of 
experiments.
© 2016 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
r é s u m é
L’électrodynamique quantique en cavité permet d’étudier l’interaction lumière–matière 
au niveau le plus fondamental. Les méthodes développées dans ce domaine permettent 
de sonder des systèmes quantiques modèles, comme les atomes ou les bits quantiques 
supraconducteurs, avec une précision inégalée. Ces succès ont motivé un effort pour 
étendre ces techniques à d’autres systèmes quantiques, notamment aux circuits hybrides à 
base de boîtes quantiques. Le couplage de cavités micro-ondes à de tels systèmes pourrait 
déboucher sur des caractérisations non invasives des boîtes quantiques, sur la réalisation 
de bits quantiques de spin à grande échelle, ou sur l’élaboration d’une plateforme de 
simulation quantique de systèmes spin–bosons en matière condensée. Nous présentons 
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706 J.J. Viennot et al. / C. R. Physique 17 (2016) 705–717dans ce court article de revue un état de l’art expérimental, et introduisons une description 
théorique simple des systèmes hybrides à base de boîtes quantiques développés pour 
l’électrodynamique en cavité.
© 2016 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Interest of the use of cQED techniques
Using an oscillator as a detector to readout the state of a system coupled with it is a widely used method in classi-
cal and quantum physics. Some of the most renowned example include Atomic Force Microscopy [1], Nuclear Magnetic 
Resonance spectroscopy [2] or mass sensing. In circuit quantum electrodynamics (cQED), these resonators can be in the 
quantum regime with discrete photon states interacting with mesoscopic circuits. For devices such as quantum dots, the 
high-frequency capacitive measurement offered by superconducting resonators is to be compared to the usual electronic 
transport techniques. In contrast with conductance measurements, it provides a fast and non-invasive detection and al-
lows measurements of devices with extremely small couplings with leads, thus avoiding decoherence caused by coupling 
with fermionic reservoirs. This issue was previously overcome using techniques such as radio-frequency charge sensing [3]. 
However, high-ﬁnesse, high-frequency (GHz) resonators go beyond and naturally provide a high sensitivity and high-speed 
measurements. Working at high frequencies also allows one to measure effects related to quantum capacitance [4,5], or in-
vestigate electronic transitions resonant with the cavity. By avoiding transport, cQED readout techniques could yield to QND 
[6,7] (quantum non-demolition) measurements of charge or spin states in quantum dot devices. Another signiﬁcant potential 
of cQED architectures is the scalability, which, combined with recently demonstrated spin–photon coupling [8], could allow 
us to tackle fundamental problems such as the coupling and entanglement of distant spins [9–16]. Finally, because modern 
nano-fabrication techniques, in general, allow one to build devices with arbitrary complexity, cQED provides a conciliating 
platform to go towards hybrid systems that combine different types of quantum degrees of freedom and their respective 
advantages. Superconducting circuits have already been used to couple microwave photons with large spin ensembles [17,
18], magnons [19], but also mechanical resonators [20,21], or optical photons [22].
2. Technical realization of hybrid circuit quantum electrodynamics devices with quantum dots
The realization of circuit quantum electrodynamics architectures with quantum dot circuits has been enabled by the 
progress of nanofabrication techniques. This combines low-dimensional conductors with metallic electrodes and supercon-
ducting resonators. Quantum dot circuits based on GaAs 2-dimensional electron gases [23], semi-conducting nanowires [24], 
carbon nanotubes [25], and graphene [26] have already been coupled with cavities. Depending on host materials, fabrica-
tion methods vary and present different challenges when it comes to obtaining high-quality factors. For instance, GaAs 
2-dimensional electron gases must be kept away from the resonator ﬁeld to avoid dissipation. GaAs substrates also have 
piezoelectric properties that can cause microwave loss. Carbon nanotubes require a step of chemical vapor deposition growth 
at high temperature under a hydrogen atmosphere, and the growth is associated with deposition of amorphous carbon that 
can cause strong dissipation. Various techniques have thus been developed to circumvent these issues [23,25,26].
3. Coupling with individual electronic states in quantum dots
Quantum dot individual states are naturally electrically coupled with the electromagnetic ﬁeld via their charge density. In 
a ﬁrst approach, one may use a circuit diagram as in Fig. 1 to explain how the quantum dot interacts with the ﬁeld trapped 
in a transmission line resonator. The quantum dot capacitance Cdot is typically of the order of the aF . The total inductance 
Lres of the transmission line and its total capacitance Cres to the ground are typically Lres ≈ 0.5 nH and Cres ≈ 1 pF (see, 
e.g., [27]). A small change in Cres due to the quantum dot total capacitance leads to a change in fc by  fc, i.e.
fc + fc = 1
2π
√
Lres(Cres + Cdot)
≈ fc
(
1− Cdot
2Cres
)
(1)
 fc ≈ − fc
2Cres
Cdot (2)
It is always practical to think in terms of an effective dot capacitance in order to evaluate the orders of magnitudes involved 
in a given experiment. However, one should keep in mind that the picture of Fig. 1 is a strong approximation since quantum 
dots circuits are in general non-linear systems that can for instance be used to obtain a lasing effect (see section 6.4).
Microscopically, the coupling between a simple quantum dot circuit (with no loops) and a cavity can be described by 
incorporating an electric potential term in the cavity+dot Hamiltonian [28]:
Hdot–cavity = e
∫
d3r ρˆ(r) v(r) V rms(a + a†) (3)
J.J. Viennot et al. / C. R. Physique 17 (2016) 705–717 707Fig. 1. Scheme of a dot system hosting an electronic orbital and coupled with the transmission line of a co-planar wave-guide resonator. The different 
capacitances possibly involved are summarized, plus some potential parasitic capacitances (light pink). CLres is the linear capacitance of the resonator to 
ground 
(∫
CLres = Cres
)
. The capacitances of the electrodes to the transmission line can be replaced by galvanic connections to increase coupling strength 
and/or selectivity. Connections to DC voltage sources and associated capacitances are not represented.
where ρˆ(r) is the electronic charge density operator on the quantum dot, v(r) is a form factor accounting for the mode 
geometry, V rms(a + a†) is the usual quantized form of the cavity central conductor potential, and e the elementary charge. 
In Eq. (3), we restrict ourselves to the case of a single mode for simplicity. As shown in ref. [28], Eq. (3) can lead to 
photo-induced tunneling terms that go beyond a capacitive circuit model. However, in simple situations where the tunnel 
coupling between the different circuit elements and/or the reservoirs density of states are suﬃciently low, these terms can 
be disregarded. In this limit, Eq. (3) leads to a picture qualitatively similar to the scheme of Fig. 1, where the potential 
of each electronic orbital is shifted linearly by the cavity potential. Two important cases then derive from the coupling 
Hamiltonian 3: the single dot case where
Hdot–cavity = e V rms αd nˆd(a + a†) (4)
and the double dot case where
Hdot–cavity = e V rms
(
αLnˆL + αRnˆR
)
(a + a†) (5)
with nˆd/L/R the operators associated with the total number of electrons in the dots. Above, the coeﬃcients αd, αL and αR
are assumed to be orbital-independent in each quantum dot, for simplicity. The coupling terms (4) and (5) lead to Eq. (2)
in simple situations, like for instance if the cavity frequency is the smallest scale in the problem [29]. The term Cdot
has generally two contributions, one arising from the geometrical capacitances connected to the dots and one “quantum 
capacitance” contribution due to the ﬁnite density of states in the dots. However, if the cavity frequency is larger than the 
tunneling rate between the dot and the reservoirs, one may instead ﬁnd an inductive dot contribution (see section 4.2).
In practice, the cavity frequency shift can be determined by measuring how the cavity reﬂects or transmits a microwave 
signal. Both the phase and the amplitude of the microwave output signal can be measured. In this review, we will mainly 
discuss the behavior of the phase signal, which directly reveals the cavity frequency shift. The amplitude of the output 
microwave signal can reveal cavity damping induced by the quantum dot circuit. A complete characterization of the photon 
statistics can also be performed with the cavity output ﬁeld tomography, which corresponds to a quasi-probabilistic map of 
the two output ﬁeld quadratures (see Fig. 8).
4. Coupling of single quantum dots
In this section, we focus on the case of a single dot coupled with fermionic reservoirs. The presence of these coupled 
reservoirs can affect the way electrons in the dot couple with photons, but it can also deeply modify the behavior of the 
electrons in the dot. It can for instance lead to the emergence of many body effects such as the Kondo effect, of which the 
high-frequency dynamics can be studied using a resonator [30]. Importantly, the ratio between the resonator frequency and 
the dot–lead coupling rate is a determinant factor for the system dynamics [31]. This problem has been recently revisited in 
the case of a single dot coupled with normal and superconducting contacts [32]. The regime in which the dot–lead coupling 
rate is dominant is instrumental for the study of charge relaxation in an open quantum dot [28]. This effect is expected 
to be universal at low temperature in the single contact limit [4,5], considering the coupling scheme of section 3. First 
708 J.J. Viennot et al. / C. R. Physique 17 (2016) 705–717Fig. 2. Effective dot–resonator coupling strength of a single quantum dot as a function of the dot’s differential conductance. For this speciﬁc device, the 
coupling strength increases with conductance, therefore with Lead. The intercept at zero conductance (closed dot) gives an estimate of the geometric bare 
coupling strength g0.
Source: [34].
Fig. 3. Resonator frequency shift (here referred to as ν0) as a function of the effective single dot gate voltage VR, for three different coupling rates lead. 
Estimated leads are (1) 20MHz, (2) 58MHz and (3) 125MHz. fc = 6.7 GHz. A negative ν0 corresponds to a dot capacitive behavior and a positive ν0
to a dominantly inductive behavior. Inset: equivalent circuit with quantum dot admittance gQD(ω) connected to the resonator lumped element circuit.
Source: [31].
signatures of the charge relaxation universality have been observed in the case of a single dot coupled with normal and 
superconducting contacts [32].
4.1. Coupling with open quantum systems
A quantum dot coupled with leads (i.e. fermionic reservoirs) is an open quantum system with a ﬁnite quantum capaci-
tance [4,5]. In the case of large coupling with the leads lead > fc, this contributes to the total capacitance of the dot and 
therefore renormalizes the coupling with the resonator. Fig. 2 shows an example of such a behavior for the effective dot–
resonator coupling g as a function of the lead coupling rate Lead (considering that Gdiff ∝ Lead). This measurement was 
performed on a device where the coupling with the resonator was dominated by capacitances to the leads. In this case, the 
increase of Lead leads to an increase in the effective lever-arm of the lead over the dot, hence the increase of the effective 
dot–resonator coupling.
4.2. Coupling with a nearly closed quantum dot
In the opposite case where coupling with the fermionic leads is small, lead < fc, one can look at the resonator response 
when dot–lead transitions take place. This has been studied with a GaAs 2DEG-based effective single dot–single lead device 
gate-coupled with a resonator [31]. As shown in Fig. 3, the sign of the cavity frequency shift  fc changes with the character-
istic dot frequency lead. In this experiment, the data are interpreted in a non-interacting formalism using scattering matrix 
theory [4], recalling the model of the quantum capacitance. As lead decreases and becomes comparable to the resonator 
frequency, the response of the dot system presents a crossover from capacitive to inductive. While the capacitive response is 
interpreted as the usual quantum capacitance contribution due to the low density of states in the quantum dot, the inductive 
component is interpreted as a lagging effect occurring because the dwell time of electrons on the dot is larger than f −1c .
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Although the interaction between the resonator photons and a single dot is in the weak coupling regime, it can be 
enough to mediate an interaction between distant quantum dots. Similarly to condensed matter situations, where several 
strongly correlated electronic orbitals can be coupled with bosonic modes (such as phonons), two artiﬁcial orbitals are 
coupled with a photonic mode [33]. The resulting interaction has the form of a polaronic shift. The orbital energy of a dot 
is thus shifted by a quantity proportional to the number of electrons in the distant dot and the coupling strengths of the 
resonator to the two dots. This is a ﬁrst step towards quantum simulations, where the quantum properties of the device 
under study can be engineered in order to emulate a more complex quantum mechanics problem.
5. “Dipolar” coupling of double quantum dots
5.1. Devices and coupling schemes
Compared to single quantum dots, double quantum dots (DQD) have the crucial advantage to have gate tunable internal 
(inter-dot) electronic transitions. As one changes the gate voltages of the two dots, electrons tunnel out or in the dots and 
ﬁll up their orbitals. The charge stability diagram of a DQD thus exhibits regions where transitions between different charge 
states are possible [34]. The stability diagram of a device can be obtain by sweeping local gate voltages while measuring the 
low-frequency conductance of the device, or measuring the transmission of the coupled resonator (see Fig. 4B). Inter-dot 
transitions happen near the so-called triple points, along the zero detuning lines, where the orbital of the two dots hybridize. 
These transitions can therefore be tuned in or out of resonance with the resonator frequency. Coupling with these transitions 
requires a very asymmetric capacitive coupling with each one of the dots (for instance |αL − αR|  αL), in order to couple 
and modulate the inter-dot energy detuning. This can be achieved in different ways and an example of coupling geometry 
is given in Fig. 4A. Fig. 4Aa shows a large-scale optical micrograph of the resonator. The double dot is located in the area 
surrounded by the red rectangle, enlarged in Figs. 4Ab and c. The gate RG visible in Fig. 4Ac has been designed to enhance 
the coupling between the right quantum dot RD and the cavity. This gate is galvanically coupled with the resonator central 
conductor, as visible in Fig. 4Ab.
Close to degeneracy between the two dots (small inter-dot detuning 	), the orbitals of the dots hybridize into bonding 
and anti-bonding states [35]. Although it has a relatively short coherence time, this charge doublet can be viewed as a qubit 
that is naturally coupled with the resonator [24,36–38]. This qubit can be described as a ﬁctitious 1/2 spin represented by 
the Pauli Matrices σx , σy and σz . The level detuning allows one to control the ﬁctitious magnetic ﬁeld (chosen along z), 
which is applied on the effective spin (see equation (6)). The spectrum of this qubit and the resulting resonator response 
for qubit in the ground state (〈σz〉 = −1) are given in Fig. 4C. In these experiments, coupling with the lead Lead is made 
as small as possible to reduce relaxation to the reservoirs, and the coupling strength only depends on capacitance ratios via 
geometrical facts.
5.2. Equation of motion for a DQD charge qubit in a cavity
We write here the equation of motion of the operators involved in the system Hamiltonian to calculate the cavity 
frequency shift in both the dispersive and resonant regimes. The DQD states form a charge qubit that can be readout using 
the cavity dispersive shift, but also driven out of equilibrium by DC transport or cavity photons. This treatment, introduced 
in Ref. [37] thus goes further than the theory developed for instance in [24,36,38] by integrating the non-linear regime with 
〈σz〉 	= −1.
Let us start with the Hamiltonian of the system with the ingredients necessary to conveniently describe electronic 
transport and out-of-equilibrium effects. The relevant states of the DQD are: {|∅〉, |B〉, |AB〉, |2〉}, where |∅〉 and |2〉 are the 
empty and doubly occupied states respectively. Here |B〉 and |AB〉 represent the bonding and anti-bonding states corre-
sponding to the hybridization of the dots’ orbitals. In this situation, it is convenient to introduce the following operators: 
σAB = |AB〉〈AB|, σB = |B〉〈B|, σ∅ = |∅〉〈∅| and σ2 = |2〉〈2|. We also have σ− = |B〉〈AB| = σ †+ and σz = σAB − σB . The Hamil-
tonian writes:
H= h¯ωc a†a + h¯
2
σz + E0 σ0 + E2 σ2 + h¯g
(
σ−a† + σ+a
)
+ h¯	in
(
e−iωdta† + eiωdta
)
+HBath +HcouplingBath (6)
where 	in is related to the microwave drive amplitude at the input of the cavity and ωd its pulsation. The energy difference 
 = √(4t2+	2) between bounding and anti-bounding states depends on the DQD hopping parameter t and on the inter-dot 
energy detuning 	 . Importantly, 	 is controlled via DC gates voltages. The Hamiltonian HBath describes environmental de-
grees of freedom like electronic leads (Hlead =∑q,r h¯ωq,rb†q,rbq,r with bq,r the creation fermionic operator in the lead r), but 
also phonons, ﬂuctuators, and the external photonic modes of the microwave cavity. It controls the decoherence processes 
of the DQD–cavity system. The term HcouplingBath couples the baths with the system. One can write the coupled equations of 
motion for the charge qubit–cavity system in a transport situation, i.e. when a ﬁnite bias is applied to the source-drain 
710 J.J. Viennot et al. / C. R. Physique 17 (2016) 705–717Fig. 4. (A) Coupling geometry for a GaAs double quantum dot and a superconducting Al resonator. Source: [36]. (B) Stability diagram of a double quantum 
dot obtained via DC current and resonator transmission phase measurements. Source: [25]. (C) Dispersion relation (	) and corresponding charge suscep-
tibility χ of a DQD charge qubit, readout through a coupled cavity, in the linear regime. When 2 t < fc , cavity and qubit spectral lines cross in the weak 
coupling regime (g0 < 2). The susceptibility changes sign with detuning  and qualitatively depends on whether decoherence is strong (dashed line) or 
weaker (full line).
electrodes of the double quantum dot. In the following, we only consider the coupling with the electronic bath and the 
dephasing term φ arising for example from low-frequency charge noise acting on the detuning 	 , yielding a 〈σz〉 term. In 
the rotating frame of the driving ﬁeld that oscillates at ωd , the system of equations to be solved within the rotating wave 
approximation is:
d
dt
〈a〉 = −(κ/2+ icd)〈a〉 − i	in − ig〈σ−〉 (7)
d 〈σ−〉 = −(γ /2+ φ + i)〈σ−〉 + ig〈a(σAB − σB)〉 (8)
dt
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dt
〈σAB〉 = −ig(〈aσ+〉 − 〈a†σ−〉)+
∑
i 	=AB
(AB←i〈σi〉 − i←AB〈σAB〉) (9)
d
dt
〈σB〉 = ig(〈aσ+〉 − 〈a†σ−〉)+
∑
i 	=B
(B←i〈σi〉 − i←B〈σB〉) (10)
d
dt
〈σ j〉 =
∑
i 	= j
(
 j←i〈σi〉 − i← j〈σ j〉
)
(11)
where  =  −ωd is the qubit-drive detuning, cd = ωc −ωd , κ is the total decay rate of the cavity. The coupling with the 
reservoir continuum α←β is determined by a Fermi’s golden rule:
α←β = Lα←β + Rα←β

r=1(2)
α←β =
2π
h¯
|γr |2νr fr
(
Eα − Eβ
)
(12)
where γr=1(2) is the bare coupling rate with the reservoir 1(2), νr=1(2) is the density of state in reservoir 1(2) and 
fr=1(2)
(
Eα − Eβ
)
its Fermi function taken at energy difference between states |α〉 and |β〉.
In order to obtain a closed set of equations, we make use of a semi-classical approximation for the cavity ﬁeld, which 
leads to: 〈a(σAB −σB)〉 ≈ 〈a〉 ×〈(σAB −σB)〉 and 〈aσ+〉 ≈ 〈a〉 ×〈σ+〉. This is justiﬁed in our case since we generally perform 
measurements with a number of photons in the cavity of the order of few 10 − 100. In the stationary regime, equations (8)
and (7) yield:
〈σ−〉 = χ
g
〈a〉〈σz〉 (13)
〈a〉 = −i	in
icd + κ2 + iχ〈σz〉
(14)
where χ is the charge susceptibility of the system:
χ = (g0 sin θ)
2
−i(γ /2+ φ)+  =
g2
−i2 + (15)
where 2 = γ /2 + φ is the inverse of the T ∗2 time of the charge qubit. Expression (14) yields a cavity frequency shift of 
the form
 fc = e[χ ]〈σz〉 (16)
We recover here the traditional expression of the cavity frequency shift [6], but this is now valid in an electronic trans-
port situation. The expression of 〈σz〉 = 〈σAB − σB〉 stems for the system of equation, arising from equations (9) to (11):
−2g2m[χ ]〈σAB − σB〉 |〈a〉|2 =
∑
i 	=AB
(AB←i〈σi〉 − i←AB〈σAB〉)
2g2m[χ ]〈σAB − σB〉 |〈a〉|2 =
∑
i 	=B
(B←i〈σi〉 − i←B〈σB〉)
〈σ2〉 = 2←AB〈σAB〉 + 2←B〈σB〉
B←2 + AB←2
〈σ∅〉 = 1− 〈σ2〉 − 〈σB〉 − 〈σAB〉 (17)
The overall set of equations thus accounts for the effects arising from electronic transport and microwave drive of the 
charge qubit populations and allows the computation of the resulting frequency shift. Note that the semi-classical decou-
pling scheme described in this section can be reﬁned in order to account for lasing, i.e. coherent photon emission due to 
transitions between the AB and B states, which will be discussed experimentally in section 6.4. Further details on these 
semiclassical calculation techniques can be found for instance in Refs [39,40]. In the next section, we show that this model 
allows quantitative comparison to the experiments.
6. Charge dynamics in hybrid double dot–resonator devices
6.1. Out-of-equilibrium transport and strong microwave drive
In the linear regime, the hierarchy of the energy scales eVSD < kBT   and m[χ ]nph  γ ensures that the system is 
on average close to its ground state, σz ≈ −1. We can then determine the microwave phase response of the cavity at fc, 
which directly reveals the DQD-induced cavity frequency shift:
712 J.J. Viennot et al. / C. R. Physique 17 (2016) 705–717Fig. 5. Measured DC current through the DQD (ﬁrst column), measured microwave phase (second column) and theory for microwave phase (third column) 
of the device at three different bias, as a function of the dots’ gate voltages Vg1 and Vg2. Big dashed lines outline the charge stability diagram of the 
double quantum dot. The direct current signal shows the characteristic bias triangles (marked with small dashed lines) developing next to the triple points. 
The phase signal is unchanged between the bias triangles, where the charge remains blockaded, whereas it is modiﬁed in the regions where transport is 
allowed.
Source: [37].
 fc = −e[χ ] = −g2 
22 + 2
(18)
where  (or equivalently 	) is directly controlled by DC gate voltages. Note that equation (18) directly gives the behavior 
depicted in Fig. 4C.
Finite bias When a ﬁnite bias is applied to the double quantum dot, electronic transport sets in and 〈σ∅〉 	= 0 and 〈σ2〉 	= 0 in 
general. Knowing the charge susceptibility χ from measurements in the linear regime, we now have a direct measurement 
of the qubit z projection 〈σz〉 when a ﬁnite electronic current is driven through the double dot. Fig. 5 shows such an 
experiment [37].
For VSD = 50 μV, the phase contrast seems weakly affected despite the non-linear regime imposed by a bias larger than 
qubit splitting (eVSD > 2 t ≈ 40μV). This is only because bias triangles appear to be small compared to the total distance 
between the triple points (determined by the mutual charging energy between the dots, ≈ 800 μeV here). At VSD = 250 μV, 
the length of the line between the triangle diminishes, and the phase contrast becomes weak under the top red triangle and 
a moderate under the bottom red triangle. This means that 〈σz〉 is strongly reduced under the top triangle (equal population 
for the bonding and anti-bonding states), whereas it stays ﬁnite (negative) under the bottom triangle. This difference of 〈σz〉
in the two triangles for positive bias reveals asymmetric dot–lead couplings. This shows the interest of the microwave phase 
signal in this out-of-equilibrium situation. For the opposite bias (V sd = −350 μV), 〈σz〉 goes to zero under both triangles as 
illustrated in the top panel of Fig. 5. This reveals symmetric and stronger dot–lead couplings of the DQD with both the 
leads at negative bias. As shown in the rightmost panels of Fig. 5, we are able to reproduce the observed features with the 
theory that is developed in section 5.2. Reproducing these features strongly constraints the bare lead couplings at positive 
and negative biases. Although it is not as restrictive, the internal relaxation rate γ is also constrained and this allows 
the differentiation of the pure dephasing rate φ from the decoherence rate ∗ = γ /2 + φ . In the device presented in 2
J.J. Viennot et al. / C. R. Physique 17 (2016) 705–717 713Fig. 6. Measured 〈σz〉 value (black points) obtained from the phase variation as a function of the estimated microwave power at the input of the cavity. 
The red line is the theory described in section 5. Inset: Bloch sphere of the charge qubit with bonding and anti-bonding sates. A large number of readout 
photons weakly detuned from the qubit excite transitions on average, and imposes 〈σz〉 > −1. At the inﬂection point, Equation (19) yields 〈σz〉 = −1/2
when 4m[χ ]nph = γ .
Source: [37].
Ref. [37], for the measured charge decoherence rate ∗2/2π = 450 MHz, the estimate of the relaxation γ  300 MHz yields 
φ  300 MHz.
Finite microwave power The number of photons nph in the cavity being |〈a〉|2, we can compute the cavity readout power 
dependence in the case of no transport: 〈σ∅〉 = 〈σ2〉 = 0 (we neglect thermal excitation of the AB state since kBT   and 
we neglect the self-consistency for determining the number of photons arising from the set (7), (9), (10), (11), (8) due to 
the weak coupling strength g0):
〈σz〉 = 〈σAB − σB〉 = −1
1+ 4m[χ ]nph/γ (19)
This formula yields the red solid line ﬁtting the power dependence of 〈σz〉 in Fig. 6. The power dependence of the phase 
contrast at zero detuning allows one to determine the ratio between the relaxation rate γ and the cavity photon number 
nph at a given power. On average photons excite the qubit populations, thereby reducing the value of 〈σz〉. Since the photons 
drive the effective spin, the eﬃciency of this process is directly related to the relaxation rate of the charge states. A direct 
measurement of the expectation value 〈σz〉 is displayed in Fig. 6 (from [37]) at zero inter-dot detuning.
The average projection 〈σz〉 increases from its ground state value −1 up to ≈ −0.2. Equation (19) implies 4m[χ ]nph/
γ = 1 when 〈σz〉 = −0.5 and m[χ ] is determined from the low-power study. We can in principle determine directly γ
provided nph is accurately known, but precise knowledge of attenuation on such setup is in general non-trivial. One can 
actually think of the opposite and use a precise knowledge of the qubit relaxation (i.e. through coherent manipulations) to 
determine nph using equation (19).
6.2. Detection of spin blockaded states with a high-Q, GHz resonator
As demonstrated in the previous section, the DQD charge qubit populations are affected by electronic transport taking 
place in the dots, and this can be precisely measured via the phase and the resonator transmission. This particular fact 
has been be used to readout spin states [24] when the charge qubit populations depend on spin blockade effects [41,42]. 
Starting from a two-electron charge conﬁguration with one charge in both the dots (1, 1), and pulsing the gate voltages to 
drive the system in the (0, 2) conﬁguration, the probability that the “left” electron tunnels on the “right” dot depends on 
whether the spin state of (1, 1) was a singlet or a triplet. Intuitively, if electrons spins are parallel, tunneling from (1, 1)
to (0, 2) is spin blockaded; if they are anti-parallel, tunneling can take place. After the gate voltage pulse, the population 
of the singlet/triplet qubit is encoded in coherent superpositions of (1, 1) and (0, 2), and the charge occupation is thus 
spin dependent. In ref. [24], the spin states are controlled with a classical AC ﬁeld applied directly to the DQD gates via 
intrinsic spin–orbit interactions of a InAs nanowire. The resonator is thus used as a high-frequency charge sensor to readout 
spin–orbit qubit states. This could for instance be used to readout the states of several spin–orbit qubits within a single 
resonator.
6.3. Noise measurements
The amount of charge noise in a solid-state environment is very important for future development of devices exploiting 
degrees of freedom such as spin or valley. It is a priori the limiting factor for dephasing time of spin qubits in the absence 
of nuclear spins.
714 J.J. Viennot et al. / C. R. Physique 17 (2016) 705–717Fig. 7. (a) Quadrature noise spectrum SQ measured on a double quantum dot at two different inter-dot detuning situations, corresponding to two different 
sensitivity to charge noise. (b) Charge noise spectral density SC of the surrounding environment of the double dot extracted from quadrature data sets. The 
two straight lines are guides to the eye corresponding to a white noise above 1Hz or a 1/ f divergence of the noise at low frequency.
Source: [45].
Because charge noise strongly affects the decoherence rate of the charge qubits considered here, one can make the 
assumption that it is the dominating mechanism for dephasing. This allows the use of experimental estimates of dephasing 
times φ to give an upper bound of the typical charge noise in a device. We use a simple semi-classical model for dephasing 
with 1/ f charge noise [43,44]. At zero detuning, the system is insensitive to charge noise at ﬁrst order in the charge 
ﬂuctuation. At second order:
φ ≈ d
2
d	2
〈σ	〉2 ≈ 〈σ	〉
2
2t
(20)
In carbon nanotubes, we typically obtain 〈σ	 〉 = 5 μeV. With a typical charging energy of 10meV in the device, one can 
convert 〈σ	〉 into a charge noise of 5 × 10−4 e/
√
Hz at 1Hz. This allows us to give an upper bound for the charge noise of 
5 − 15 × 10−4 e/√Hz at 1Hz, depending on gate settings.
One can also directly measure the noise power spectral density in the immediate environment of the double quantum 
dot. Charge noise, e.g., arising from ﬂuctuators in the vicinity of the local gates, can be directly mapped onto the noise in the 
two quadratures of the cavity output ﬁeld. Using a low noise (HEMT) ampliﬁer, as shown in Fig. 7, this allows one to obtain 
the full noise spectral density as a function of frequency and gate voltage [45]. For comparison, Ref. [45] has measured, 
in GaAs-based DQD, an interdot detuning noise spectral density of 7.5 μeV/
√
Hz at 1Hz, close to what had been found in 
carbon nanotubes, 5 μeV/
√
Hz in Ref. [37]. More recently, Josephson parametric ampliﬁers have also been used to measure 
power spectral densities with a much greater eﬃciency [45,46].
6.4. Photon emission
Because charge doublets in double quantum dot are by nature non-linear systems (two-level systems), they can be used 
to produce ampliﬁcation when coupled with microwave light [47,46,48]. One can invert the charge doublet populations by 
using a DC bias voltage. Then, electrons can relax in the DQD by emitting a photon in the resonator (and also phonons 
in their environment). This has been observed ﬁrst in DQD made out of InAs [47], and studied in more details in GaAs 
more recently [49]. Using two InAs-based double quantum dots in a resonator, lasing (or masing) has also recently been 
demonstrated [46] (see Fig. 8). The laser action was veriﬁed by studying the statistics of the two quadratures of the emitted 
microwave ﬁeld. Below the lasing threshold, this cavity ﬁeld tomography reveals a thermal occupation of the photon states 
J.J. Viennot et al. / C. R. Physique 17 (2016) 705–717 715Fig. 8. (A) and (C) Histograms of the resonator output ﬁeld quadratures acquired below and above the lasing threshold, respectively. (B) and (D) Photon 
number distribution, extracted from the data in (A) and (C), respectively. The data are compared with thermal and Gaussian distributions in both cases, 
showing evidence of lasing above the threshold.
Source: [47].
(Fig. 8A). Above the threshold, the coherence of the photonic emission was observed (Fig. 8C). Because these inter-dot 
transitions are widely tunable, they could be use to generate lasing in a wide range of frequency, up to the THz [46].
7. Spin–photon coupling
In a solid-state context, the electronic spin degree of freedom is naturally much more isolated from its environment 
than the electronic charge. In nuclear spin free host materials, electron spins have long dephasing times. For instance, 
T ∗2 > 100 μs has been observed for individual 31P donor electron spins in a silicon-based architecture [50], and T ∗2  360 ns
has been measured for a singlet–triplet qubit in Si/SiGe quantum dots [51]. The counterpart of this weak coupling with the 
environment is the equivalently weak magnetic coupling of a single electronic spin with the electromagnetic ﬁeld of a cavity, 
which is about gspin  50 Hz in standard planar geometries [52,53]. In order to reach the strong coupling limit (gspin >
2/T ∗2 and gspin > 2/κ ), one must ﬁnd a trick to increase gspin, utilizing the large charge–photon coupling to create an 
effective spin electric dipole moment. To do so, proposals rely either on intrinsic properties such as Overhauser ﬁelds [12,14], 
natural spin–orbit coupling [11,24] or on extrinsically engineered coupling such as spin–charge entanglement using a Raman 
transition [13] or artiﬁcial spin–orbit coupling [10]. Ref. [10] proposes to use local effective Zeeman ﬁelds induced in a DQD 
by the interface with ferromagnetic reservoirs. This has been recently demonstrated experimentally using a carbon nanotube 
DQD (Fig. 9), with a spin–photon coupling in the MHz range [8]. In this experiment, T ∗2 is estimated to be 60ns, which sets 
the system at the strong coupling threshold. As depicted in 9D, spin–photon coupling is enabled by the hybridization of 
charge and spin states in the DQD, a key ingredient being the non-colinearity of the local effective ﬁelds in the two dots. This 
gives a cooperativity that is large enough to observe the hybridization of the resonator with DQD transitions that correspond 
dominantly to a spin reversal, see Fig. 9C. A detailed data analysis reveals that the measured coherence time is limited 
by charge noise, and could possibly be further improved by optimizing the spin–charge hybridization [10]. Furthermore, 
because the coupling with the cavity is gate tunable, pulsed measurement could access the pure spin coherence time in 
carbon nanotubes, which has not been measured to date.
8. Conclusion and perspectives
The experiments described in this short review open up a wide spectrum of new studies in hybrid circuit QED with 
mesoscopic circuits such as quantum dots. Further progresses in the development of the spin–photon coupling could enable 
the distant coupling of spins through cavity photons, and various types of quantum spin manipulations. Furthermore, the 
versatility of nanofabrication techniques should enable one to study a very large variety of structures and situations. For 
a quantum dot with a single normal metal contact, a cavity would provide an accurate way to study the problem of the 
716 J.J. Viennot et al. / C. R. Physique 17 (2016) 705–717Fig. 9. (A) Optical micrograph showing the superconducting coplanar waveguide resonator and the double quantum dot device. (B) Magnetic force micro-
graph of the double quantum dot showing four (non-magnetic) top gates and the source S and drain D electrodes made out of a ferromagnetic alloy (PdNi). 
Black and white colors correspond to the north and south poles of the ferromagnetic domains. We indicate with a green dashed line the position of the 
carbon nanotube as it appears on the atomic force micrograph (not shown). (C) Microwave resonator spectrum as a function of external magnetic ﬁeld. Two 
spin transitions, strongly dispersing with magnetic ﬁeld, become resonant and hybridize with the resonator mode. (D) General principle of the coupling 
mechanism. The proximity of the noncollinear ferromagnets induces a different equilibrium spin orientation if an electron is localized in the left or in the 
right dot. Photons are coupled with transitions changing the localization of the wave function, hence coupled with transitions changing spin orientation.
Source: [8].
universality of charge relaxation [28], which is expected at low temperatures for a purely capacitive dot/cavity coupling [4]. 
Nonlocal transport effects are also predicted, where for instance the ﬁnite bias applied to a given quantum dot should 
trigger electron tunneling in another distant quantum dot [54–56]. One could also use the tools of circuit QED to probe 
electronic entanglement generated by the splitting of Cooper pairs in double quantum dot setups [57,58], or even the pecu-
liar properties of emergent Majorana fermions in superconducting/nanowire heterostructures [59,60]. Quantum computing 
schemes based on Majorana bound states coupled with microwave cavities have also been proposed recently [61]. Finally, 
it could be particularly interesting to extend further the ideas presented above to the THz spectral domain, which would 
match the characteristic energy scales of interacting wires (in the Luttinger liquid regime) or quantum dots (in the Kondo 
regime).
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