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INTERPOLATING HEREDITARILY INDECOMPOSABLE BANACH SPACES
S.A. ARGYROS AND V. FELOUZIS
Abstract. It is shown that every Banach space either contains ℓ1 or it has an infinite dimensional
closed subspace which is a quotient of a H.I. Banach space.Further on, Lp(λ), 1 < p < ∞, is a
quotient of a H.I Banach space.
Introduction .A Banach space X is said to be Hereditarily Indecomposable (H.I.) if for every
pair of closed subspaces Y , Z of X with Y ∩ Z = {0}, Y + Z is not a closed subspace.(By
“subspace”, in the sequel, we mean closed infinite dimensional subspace of X ). The H.I spaces
are a new and, as we believe, a fundamental class of Banach spaces. The celebrated example of
a Banach space with no unconditional basic sequence, due to W. Gowers and B. Maurey ([GM]),
is the first construction of a H.I. space. It is easy to see that every H.I. space does not contain
any unconditional basic sequence. Actually, the concept of H.I. spaces came after W.Johnson’s
observation that this was a property of Gowers - Maurey example. To describe even further the
peculiar structure of a H.I. space, we recall an alternative definition of such a space. So, a Banach
space X is a H.I. space if and only if for every pair of subspaces Y , Z and ε > 0 there exist y ∈ Y ,
z ∈ Z with ||y|| = ||z|| = 1 and ||y − z|| < ε. Thus, H.I. spaces are structurally irrelevant to
classical Banach spaces, in particular to Hilbert spaces. Other constructions of H.I. spaces already
exist. We mention Argyros and Deliyanni construction of H.I spaces which are asymptotic ℓ1 spaces
([AD2]), V.Ferenczi’s example of a uniformly convex H.I. space ([F2]) and H.I. modified asymptotic
ℓ1 spaces contained in [ADKM].
The construction of such a space is hard and builds upon two fundamental ideas. The first is
Tsirelson’s recursive definition of saturated norms ([Ts]) and the second is Maurey - Rosenthal’s
construction of weakly null sequences without unconditional basic subsequence ([MR]). It is natural
to expect that H.I. spaces share special and interesting properties not located in the previously
known Banach spaces. Indeed, the following theorem is included in [GM]: Every bounded linear
operator from a H.I. space X to itself is of the form λI + S, where I denotes the identity operator
and S is a strictly singular operator. We recall that an operator is strictly singular if its restriction
to any subspace is not an isomorphism. As a consequence of this theorem, every H.I. space is
not isomorphic to its hyperplanes. Later on, Gowers proved a new dichotomy for Banach spaces
([G]). The result is that every Banach space either contains an unconditional basic sequence or
has a subspace which is a H.I. space. We will use this result to prove our dichotomy related to
quotients of H.I. spaces. Also N.Tomczak-Jaegermann solved the distortion problem for H.I. spaces
by showing that every H.I. space is arbitrarily distortable ([To]) .
In the present paper we demonstrate that in spite of the fact that the structure of H.I. spaces
is irrelevant to that of spaces with an unconditional basis, still, there are ways to connect these
two classes. Thus we show that the class of Banach spaces which are quotients of H.I. spaces is
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extensive and, further on, large classes of operators between Banach spaces are factorized through
H.I. spaces.
The structure of the quotients of H.I. spaces has also been studied by Ferenczi in [F1], who,
showed that every quotient of Gowers - Maurey space is a H.I. space and, at the same time, there
exists a quotient of a H.I. space which is not a H.I. space. The answer to the question whether every
separable Banach space is a quotient of a H.I. space is negative, due to the lifting property of ℓ1 (N).
Indeed, as it is well known, every Banach space that has ℓ1 (N) as a quotient it has a complemented
subspace isomorphic to ℓ1 (N) and hence is not a H.I. space. The following result shows that ℓ1 (N)
is somehow the only exception. To be more precise we prove the following dichotomy:
Theorem 0.1. Every Banach space X either contains a subspace isomorphic to ℓ1(N) or it has a
subspace which is a quotient of a H.I. Banach space.
Further on, every member in the family of the, so called, classical Banach spaces not containing
ℓ1(N) is actually a quotient of a H.I. space. For example, we show that separable Hilbert spaces
or, even, Lp (λ), 1 < p < ∞, c0 (N), are quotients of H.I. Banach spaces. We point out, by
standard duality arguments, that Theorem 0.1. gives that the dual of a H.I. space could contain
isomorphically Lp (λ), 1 < p <∞, or ℓ1 (N).
The proof of these results is quite long and is based upon the following two ingrendients. The
first is a general construction of interpolation H.I. spaces and the second is the geometric concept of
a thin or an a-thin norming set. We will say more about these shortly. We now give the definition
of an a-thin set, suggested to us by B. Maurey, in order to present the factorization results of this
paper.
For a null sequence a =(an)n∈N of positive real numbers and a bounded convex symmetric subset
W of a Banach space X we say that W is an a-thin set if the sequence (|| ||n)n of the equivalent
norms on X, defined by Minkowski’s gauges of the sets 2nW + anBX , is not uniformly bounded on
the unit ball of every subspace of X.
The second result of this paper concerns factorization of operators and it is the following:
Theorem 0.2. Let T : X → Y be a bounded linear operator between Banach spaces such that
T [BX ] is an a-thin set. Then there exists a H.I. space Z and bounded linear operators F1 : X → Z,
F2 : Z → Y such that T = F2 ◦ F1. (i.e. T is factorized through a H.I. space.)
As a consequence of this theorem we show that every T ∈ L (ℓp, ℓq), where p 6= q, p, q ∈ [1,∞)
is factorized through a H.I. space. Additionally, the identity map I : L∞ (λ) → L1 (λ) is also
factorized through a H.I. space and so is for every strictly singular operator T ∈ L (ℓp, ℓp) .
The next result of the paper refers to the structure of the H.I. spaces. As we have already
mentioned at the beginning, Gowers and Maurey have shown that for X a H.I. space, every T
in L (X,X), is of the form λI + S. It is not known whether a Banach space X such that every
T in L (X,X) is of the form λI + K, where K is a compact operator, does exist. However, the
construction of strictly singular but not compact operators on a H.I. space does not seem easy.
What is already known is a construction, due to Gowers, of an operator T from a subspace Y of
Gowers - Maurey space X to the whole space which is strictly singular and not compact. It is
shown here that H.I. spaces with many strictly singular non compact operators do exist. More
precisely we have the following result:
Theorem 0.3. There exists a H.I. space X with the property that for every Y subspace of X there
exists a strictly singular non-compact operator T ∈ L (X,X) with the range of T contained in Y .
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The last result of the paper that we would like to mention concerns ℓp−saturated Banach spaces.
We recall that a Banach space X is said to be ℓp-saturated, for p ∈ [1,∞), if every subspace of X
contains a further subspace which is isomorphic to ℓp. (The class of c0-saturated Banach spaces is
similarly defined).
Theorem 0.4. Every reflexive Banach space X with an unconditional basis contains a subspace Y
satisfying the property that for every p ∈ [1,∞), there exists an ℓp-saturated space Z which has as
quotient the space Y . The same holds for some c0-saturated space Z.
We also show that when X is equal to some Lq(λ), 1 < q < ∞, the subspace Y coincides with
the whole space. Probably, the most interesting case of the above theorem is that of the quotients
of c0-saturated spaces and we mention that D.H. Leung ([Le]) has shown that separable Hilbert
spaces are quotients of c0-saturated spaces. Our methods are different from his.
We now move on to describe how the paper is organized and also to explain briefly the basic
ideas of the proofs of the theorems mentioned above.
As is indicated in the title of the paper, the general scheme that we follow is interpolation
methods. It is convenient for us to use the Davis, Figiel, Johnson and Pelczynski’s method ([DFJP])
which we extend for cases where the external norm is not necessarily unconditional. Thus in the
first section we introduce the d-product norm of the space Ω00 =
(
∞∏
n=1
Xn
)
00
, where (Xn)n is a
sequence of Banach spaces. Then for a sequence (|| ||n)n of equivalent norms on a given Banach
space X and a d-product norm on Ω00 =
(
∞∏
n=1
(X, || ||n)
)
00
we consider the diagonal space ∆X˜, in
the completion of Ω00, consisting of the vectors of the form x = (x, x, ...) such that x ∈ X and x
belongs to the completion of Ω00. That describes the interpolation spaces that we are going to use.
In the second section we define and study the key notions of thin and a-thin sets. The concept
of a thin set was introduced in Neidinger Ph.D. thesis ([N]) and it is defined as follows.
A convex bounded symmetric set W in a space X is called a thin set if there exists ε > 0 such
that for every subspace Z of X and every real λ we have that BZ is not contained in the set
λW + εBX . In a previous version of the paper we exclusively used the notion of a thin set. Then
B. Maurey made the important observation that everything works if we use the concept of a-thin
set, introduced above, instead of thin set. To explain the difference between these two notions we
notice that if W is a thin set then it is an a-thin set for every null sequence a = (an)n of positive
real numbers. We would like to point out that the use of a−thin sets has many advantages which
allow us to arrive to the present form of the paper. Further on, B. Maurey showed us how to prove
that BL∞(λ) is an a-thin set for an appropriate sequence a. Notice that Rosenthal had observed
that BL∞(λ) is not a thin set ([N],[N2]). Therefore BL∞(λ) separates these two classes. We use the
a-thin sets in the following manner: Start with a set W which for a sequence a = (an)n is an a-thin
set. Denote also by || ||n the equivalent norm defined by the set 2nW + anBX and suppose that
there exists a d-product norm on Ω00 =
(
∞∏
n=1
(X, || ||n)
)
00
which is block H.I. (Definition 2.3).Then
the diagonal space ∆X˜ is a H.I. space. Therefore the use of thin or a-thin sets is the essential tool
to construct H.I. interpolation spaces.
The next three sections are devoted to the construction of a-thin (or thin) norming sets. We
recall that a bounded set W in a Banach space norms a subspace Y of X∗ if there exists a constant
C > 0 such that for every x∗ in Y , ||x∗|| ≤ C sup {|x∗ (w) | : w ∈W}. Our goal is, given A, a
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member of a certain class of separable Banach spaces, to construct a corresponding space XA and
a set W , subset of XA, which is a-thin (or thin) and norms a subspace Y of X
∗
A isometric and
w∗-homeomorphic to A∗. It does not seem obvious how to construct such a W even for concrete
Banach spaces. However there were indications in the literature for the existence of such sets. We
mention a result due to J.Bourgain in Radon-Nikodym theory that describes a similar phenomenon,
from which we got the initial idea of constructing such sets. It is proven in [Bo2] that if K is a
bounded convex set in a Banach space and ε > 0 such that the convex combinations of slices of K
have diameter greater than ε, then the set K norms a subspace of X∗ isomorphic to ℓ1 (N). It was
somehow expected that one can construct such sets K, with the additional property to be thin sets.
Our construction concerns spaces A with an unconditional basis. For such a space A we consider
an auxiliary space XA which is of the form
(∑⊕
ℓ1 (kn)
)
A
and we “spread” the positive part of
the unit ball of A on the branches of an appropriate tree in the ball of XA. Thus after defining
such a set K, the set W is the set co (K ∪ −K) . It easily follows as a result of this construction
that W norms a subspace of X∗A isometric to A
∗. The difficult part is to show that W is an a-thin
set. This is not always true. For example if A contains ℓ1 (N) then W is not an a-thin set.
In the third section of the paper we prove that W is an a- thin set for some special cases of
reflexive Banach spaces with an unconditional basis. The case of classical spaces Lp (λ), 1 < p <∞,
is included.
In the fourth section we show that every reflexive space A with an unconditional basis contains
a block subspace B such that the set W in XB is an a-thin set. This is the most general result
that follows for our constructions. The proof depends on some earlier results from [AMT] on the
summability of weakly null sequences.
The fifth section contains the proof that the set W , defined for the space c0 (N), is a thin set.
To explain the role of a-thin (or thin ) norming sets let us assume that for a sequence (Xn)n∈N of
separable Banach spaces there exists a d−product norm on Ω00 =
(
∞∏
n=1
Xn
)
00
which is block-H.I..
In that case, as we mentioned earlier, the diagonal space ∆X˜A defined by the a-thin set W in XA
and the block H.I. d-product norm is a H.I. space. Further on, since W norms a subspace of X∗A
isometric and w∗-homeomorphic to A∗ we get that A∗ is isomorphic and w∗-homeomorphic to a
subspace of
(
∆X˜A
)∗
. This implies that A is a quotient of ∆X˜A.
The sixth section contains the general construction of block-H.I. d−product norms. In particular
we prove that for every sequence (Xn)n∈N of separable Banach spaces there exists a d-product norm
on the space Ω00 = (
∏∞
n=1Xn)00 which is block-H.I.. This means that for every block normalized
sequence (xn)n∈N in Ω00 the Banach space span[(xn)n∈N] is a H.I. space. We follow the scheme
presented in the construction of H.I. asymptotic ℓ1 spaces in [AD2]. Here we use a simpler sequence
of compact families instead of the Schreier families and hence the proofs are not so complicated.
For somebody experienced in such constructions it will be clear that it is possible to use either
the Gowers-Maurey scheme or the asymptotic ℓ1 scheme and to obtain variations of block-H.I.
d-product norms. The choice of the particular one has been made because it explains in a simpler
setting the approach through the analysis of functionals introduced in [AD2].
In the seventh section the final results, including the results mentioned above and some problems
related to this work, are presented.
We expect our results to contribute towards the better understanding of the structure of a H.I.
space and possibly help solve certain problems of the general theory.
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1. DIRECT PRODUCTS-DIAGONAL SPACES.
In this section we present a generalization of the Davis-Figiel- Johnson-Pelczynski’s interpolation
method, by extending this to cases where the connecting external norm is not necessarily uncondi-
tional. We will use this in the next sections to construct interpolation spaces which are Hereditarily
Indecomposable.
Notation. Let (Xn, || ||n)n∈N be a sequence of Banach spaces and Ω =
∞
Π
n=1
Xn their Cartesian
product.
The support of a vector, denoted by supp(x˜), is the set of all n ∈ N such that x˜(n) 6= 0. Ω 00 =
{x˜ ∈ Ω : supp(x˜)is a finite set}.
The range of a vector x˜ ∈ Ω, written rangx˜ is the interval of integers [minsuppx˜, maxsuppx˜].
For any A ⊆ N we define a linear transformation PA : Ω→ Ω by PA(x˜)(n) =
{
x˜(n) if n ∈ A
0 if n /∈ A
Pn = P{1,...,n}, Pnc = P{n+1,....}, πn = P{n}.
For any k ∈ N we denote by ik : Xk → Ω00 the natural embedding defined by
ik(x)(n) =
{
x if n = k
0 if n 6= k
Definition 1.1. A Banach space (X˜, || ||) is called d-product of the sequence (Xn, || ||n)n∈N if
the following conditions are satisfied.
1. Ω00 ⊆ X˜ ⊆ Ω and Ω00 is a dense subset of X˜.
2. ||x||n = ||in(x)||, for every n ∈ N and x ∈ Xn.
3. Pn : X˜ → X˜ is a bounded transformation for any n ∈ N and for any x˜ ∈ X˜, x˜ = lim
n→∞
Pnx˜.
If (Xn, || ||n)n∈N is a sequence of Banach spaces and A is a Banach space with 1-unconditional
basis (en)n∈N then(
∞∏
n=1
Xn
)
A
=
{
(xn)n∈N ∈
∞∏
n=1
Xn :
∥∥∥∥ ∞∑
n=1
||xn||nen
∥∥∥∥
A
<∞
}
with norm
||(xn)n∈N|| =
∥∥∥∥ ∞∑
n=1
||xn||nen
∥∥∥∥
A
is an example of d-product of the sequence (Xn)n∈N.
By the uniform boundedness principle there exists a C > 0 such that ||Pnx˜|| ≤ C||x˜||, for any
x˜ ∈ X˜ and any n ∈ N. Therefore the sequence (Xn)n∈N is a Schauder decomposition of the space
X˜ (for a detailed study of this notion see [LT] p. 47-52)
The family (Pn)
∞
n=1satisfies the following properties:
(P1) Pn ◦ Pm = Pmin{m,n},
(P2) sup
n∈N
||Pn|| <∞,
(P3) For every x ∈ X x = lim
n→∞
Pnx or equivalently,
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(P3)′ X =
∞⋃
n=1
Pn(X).
Conversely if in a Banach space X a family (Pn : X → X)∞n=1 of linear operators satisfies
(P1), (P2), (P3) the space X is the d-product of the family ((Pn − Pn−1)(X))∞n=1 where P0 = 0.
The norm || || of the space X˜ is called:
(a) C-bimonotone if there is a C > 0 such that ||PA(x˜)|| ≤ C||x˜|| for any interval A ⊆ N and
any x˜ ∈ X˜.
(b) unconditional if there is a C > 0 such that ||PA(x˜)|| ≤ C||x˜|| for any A ⊆ N and any x˜ ∈ X˜ .
(c) boundedly complete if for any x˜ ∈ Ω, if sup
n∈N
||Pnx˜|| <∞ then x˜ ∈ X˜.
(d) shrinking if for any x˜∗ ∈ X˜∗, x˜∗ = lim
n→∞
P ∗n x˜
∗, where
P ∗n x˜
∗(x) =
n∑
i=1
x˜∗(πi(x˜)) = x˜
∗(Pnx˜)
Since (P ∗n)
∞
n=1 satisfies (P1) and (P2) the norm of X˜ is shrinking if and only if X˜
∗ is a d-product
of the sequence (X∗n)
∞
n=1.
In the sequel we shall assume that || || is always 1-bimonote and therefore
||x˜||∞ ≤ ||x˜|| ≤ ||x˜||1
where , ||x˜||∞ = sup
n∈N
||x˜(n)||n, ||x˜||1 =
∞∑
n=1
||x˜(n)||n.
In general ||x˜||ℓp =
(
∞∑
n=1
||x˜(n)||p
) 1
p
.
Definition 1.2. Let (Xn, || ||n)n∈N be a sequence of Banach spaces such that Xn = X1 and || ||n
is equivalent to ‖ ‖1 for any n ∈ N. Let X˜ be any d-product of the sequence (Xn, || ||n)n∈N.
The diagonal space ∆X˜ of X˜ is the (closed) subspace of X˜ consisting of all x˜ ∈ X˜ such that
x˜(n) = x˜(1), for any n ∈ N.
Define J : ∆X˜ → X1, I : ∆X˜ → X˜, π1 : X˜ → X1 by J(x˜) = x˜(1), I(x˜) = x˜, π1(x˜) = x˜(1).
Then J = π1 ◦ I and J is a 1− 1, linear, continuous transformation.
The operator J is not always an isomorphism, i.e. J(∆X˜) is not necessarily a closed subspace of
X1.
If the norm of X˜ is boundedly complete and shrinking then J has an interesting property, it is a
Tauberian operator.
Definition 1.3. [KW] An operator T : X → Y is a Tauberian operator iff (T ∗∗)−1(Y ) ⊆ X
(for a study and characterizations of Tauberian operators see [N], [N2], [NR]).
The dual X˜∗ of X˜ is identified with a subspace of
∞∏
n=1
X∗n by the 1−1 linear map τ∗ : X˜∗ →
∞∏
n=1
X∗n
where
τ∗(x˜∗) = (x∗n)n∈N
and x∗n(x) = x˜
∗(in(x)), for any x ∈ Xn.
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The space X˜∗ is not always a d-product of the sequence (X∗n)n∈N. This happens if and only if
the norm of X˜ is shrinking.
We also define τ∗∗ : X˜∗∗ →
∞∏
n=1
X∗∗n by
τ∗∗(x˜∗∗) = (x∗∗n )n∈N
where x∗∗n (x
∗) = x˜∗∗(i∗nx
∗), for any x∗ ∈ X∗n and n ∈ N.
The map τ∗∗ is linear but not always 1 − 1. The latter condition is satisfied if the norm || || of
X˜ is shrinking. We notice that the space X˜ is reflexive if and only if each Xn is reflexive and the
norm of X˜ is boundedly complete and shrinking.(The proof is similar to that of the corresponding
theorem of James for spaces with Schauder basis [LT])
Proposition 1.1. Assume that the norm of X˜ is shrinking and boundedly complete then J : ∆X˜ →
X1 is a 1− 1 Tauberian operator.
Proof. We denote by Jn : ∆X˜ → Xn the operator πn ◦ I. Since X˜ is shrinking each x˜∗ in X˜∗ is
represented as (x∗n)n∈N and hence
I∗(x∗n)n∈N = (J
∗
nx
∗
n)n∈N(1)
Also, since X˜ is boundedly complete for any x∗∗ in (∆X˜)∗∗ we have by (1)
I∗∗(x˜∗∗) = (J∗∗n x
∗∗)n∈N(2)
I∗∗ is an isometry, therefore J∗∗ is 1− 1.
Suppose now that J∗∗(x˜∗∗) ∈ X1 then (J∗∗n x∗∗)n∈N ∈ X˜ and by (2), I∗∗(x˜∗∗) ∈ ∆X˜, hence x˜∗∗ ∈
∆X˜.
Therefore (J∗∗)−1(X1) ⊆ ∆X˜.
Definition 1.4. Let W be a bounded convex symmetric non-empty subset of a Banach space
(X, ||| |||), a = (an)∞n=1 a null sequence of positive numbers and Wn = 2nW + anBX .
Let || ||n be the Minkowski functional of Wn which is a norm equivalent of ||| |||, (X, || ||n)n∈N be
the above defined sequence of Banach spaces and X˜ be any d-product of (X, || ||n)n∈N. The diagonal
space ∆X˜ is called the (a, X˜,W )-diagonal space,or simply, a diagonal space.
Remark 1.1. If an = 2
−n for every n and X˜ =
(
∞∑
n=1
⊕Xn
)
ℓ2
then the (a, X˜,W )-diagonal space
is the space introduced in [DFJP].
Proposition 1.2. Let ∆X˜ be any diagonal space of the sequence
(X, || ||n)n∈N. Then the following hold:
(a) W ⊆ JB∆X˜
(b) For every ε > 0 there exists λ > 0 such that
JB∆X˜ ⊆ λW + εBX .
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Proof. : (a) If w ∈W then ||w||n ≤ 12n and therefore ||(w,w, ...)|| ≤
∞∑
n=1
1
2n ≤ 1
(b) If x ∈ JB∆X˜ then ||x||n ≤ 1 and so x ∈ 2nW + anBX for every n ∈ N. Choose n such that
an < ε. Then x ∈ 2nW + εBX so JB∆X˜ ⊆ 2nW + εBX .
Definition 1.5. Let (X, || ||) be a Banach space, A,B ⊆ X and ε > 0.
We say that
(i)The set A ε-absorbs B if there exists a λ > 0 such that B ⊆ λA+ εBX .
(ii)The set A almost absorbs B if A ε-absorbs B for any ε > 0.
The following Lemma is due to A.Grothendieck ([Gr]) and for a proof see [D]
Lemma 1.3. Let K be a weakly closed subset of the Banach space X.
Suppose for each ε > 0 there exists a weakly compact set Kε in X such that K ⊂ Kε + εBX
Then K is weakly compact.
Proposition 1.4. Let ∆X˜ be a (X˜,W )-diagonal space such that the norm of X˜ is boundedly
complete and shrinking. Then ∆X˜ is reflexive if and only if W is relatively weakly compact subset
of X.
Proof. . If ∆X˜ is reflexive then W is a relatively weakly compact subset of J∆X˜ since J−1(W ) is
a closed convex subset of B∆X˜ .
For the converse we observe that by Proposition 1.2 (b)W almost absorbs the set JB∆X˜ and hence
from Lemma 1.3 JB∆X˜ is relatively weakly compact set . It follows that JB∆X˜
w∗ ⊆ BX hence
J∗∗(∆X˜∗∗) ⊆ X. Since J is a Tauberian operator we get that ∆X˜ = ∆X˜∗∗.
2. THIN SETS
In this section we start the study of thin and a-thin sets that we will continue in the next three
sections. The notion of a thin set was introduced in [N],[N2] and that of a−thin set ,which is
weaker, was suggested to us by B.Maurey who also showed us how to prove that the unit ball of
L∞ (λ) is an a-thin subset of L1 (λ). It was observed by Rosenthal ([N],[N2]) that this set is not a
thin subset of L1 (λ) .
Thin or a-thin sets are important for our results since the interpolation diagonal space defined by
an a-thin set (and hence by a thin set) and an appropriate external norm is, as we show in this
section (Proposition 2.4), an H.I-space.
Definition 2.1. a) A bounded convex symmetric non-empty subset W of a Banach space X is said
to be a thin set if W does not almost-absorb the unit ball BY of any infinite dimensional closed
subspace Y of X. (i.e. for any Y , infinite dimensional closed subspace of X, there exists ε > 0
such that for all λ > 0, BY * λW + εBX).
b) An operator T : Z → X is called thin if TBZ is a thin subset of X.
Remark 2.1. (a) There are several examples of thin sets . The closed convex hull of the basis
(en)
∞
n=1 in any ℓ
p (N),for 1 < p <∞, or c0 (N) is a thin set.
(b) Every thin operator is always a strictly singular operator. The converse is not true. Indeed,as it
is shown in [N] and we mentioned above the set BL∞(λ) in L
1 (λ) is not a thin set and the identity
operator I : L∞ (λ)→ L1 (λ) is a strictly singular operator.
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(c) It follows easily from the definition that if W is a thin subset in a Banach space X and
a =(an)n∈N is a null sequence of positive numbers then the sequence of equivalent norms(|| ||n)n∈N
on X defined by the Minkowski gauges (2nW + anBX)n∈N are not uniformly bounded on the BZ ,
for every Z infinite dimensional closed subspace of X .
Definition 2.2. a) Let a = (an)
∞
n=1 be a null sequence of positive numbers. W is said to be a a-
thin subset of X if for any Y , infinite dimensional closed subspace of X, sup
n∈N
{
sup
y∈BY
||y||n
}
=∞,
where || ||n is the gauge of Wn = 2nW + anBX .
b) An operator T : Z → X is called a-thin if TBZ is an a-thin subset of X.
Remark 2.2. Every thin subset of X is a-thin for every null positive sequence a and every thin
operator is a-thin for every null positive sequence a. An a-thin operator is strictly singular. In
particular if W is a a-thin set then the operator J is strictly singular.
The two notions are not equivalent. More precisely we will show
(Lemma2.1,Proposition 2.2 ) that the unit ball BL∞([0,1]) of L
∞ ([0, 1]) is an a−thin subset of
L1 ([0, 1]) for an appropriate positive null sequence a. Therefore ,as follows from Remark 2.1 (b) ,
the identity operator I : L∞ ([0, 1])→ L1 ([0, 1]) is strictly singular but not thin.
A natural question that arises is if a strictly singular operator is a-thin for some null positive
sequence a.
Lemma 2.1. Let Z be an infinite dimensional subspace of L2[0, 1] such that Z ⊂ Lp[0, 1] for every
p <∞ and let
Cp(Z) = sup
{
‖f‖p : f ∈ Z and ‖f‖2 ≤ 1
}
then
lim inf
p→+∞
Cp(Z)√
p
≥ e− 12
Proof. Let us choose an orthonormal basis f = (f1, ..., fn, ...) for our subspace Z of L2[0, 1] and let
us fix p > 2.By assumption,we have Z = span[fj]
∞
j=1 ⊂ Lp[0, 1] and Cp(Z) is equal to the smallest
constant K such that ∥∥∥∥∥∥
n∑
j=1
cjfj
∥∥∥∥∥∥
p
≤ K
∥∥∥∥∥∥
n∑
j=1
cjfj
∥∥∥∥∥∥
2
= K

 n∑
j=1
|cj|2


1
2
for all n ≥ 1 and for all real scalars (cj).
For a subspaceG of L2(Ω, P )spanned by a Gaussian system g = (g1, ...gn, ...) of independent random
variables with the common distribution (2π)−
1
2 e−x
2
dx ,we know that all linear combinations
∑
j cjgj
such that
∑
j |cj |2 = 1 have the same distribution ,namely that of g1,therefore∥∥∥∥∥∥
n∑
j=1
cjgj
∥∥∥∥∥∥
p
= Cp(G)
n∑
j=1
|cj |2(2.1)
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for all real scalars and
Cp(G) = ‖g1‖p =

 +∞∫
−∞
|x|p e−x
2
2
dx
2π


1
p
=(2.2)
=
(
2
p
2√
π
Γ
(
p+ 1
2
)) 1p
∼
√
p
e
(2.3)
as p→∞,using Stirling’s formula..
Let us consider
n∑
j=1
fj(s)gj(t).By (1) we get that
∫ ∣∣∣∣∣∣
n∑
j=1
fj(s)gj(t)
∣∣∣∣∣∣
p
dt = (Cp(G))
p

 n∑
j=1
|fj(s)|2


p
2
therefore if p > 2
1∫
0
∫ ∣∣∣∣∣∣
n∑
j=1
fj(s)gj(t)
∣∣∣∣∣∣
p
ds dt = (Cp(G))
p
1∫
0

 n∑
j=1
|fj(s)|2


p
2
ds ≥
≥ (Cp(G))p

 1∫
0

 n∑
j=1
|fj(s)|2

 ds


p
2
= n
p
2 (Cp(G))
p
On the other hand,
1∫
0
∣∣∣∣∣∣
n∑
j=1
fj(s)gj(t)
∣∣∣∣∣∣
p
ds ≤ (Cp(Z))p

 n∑
j=1
|gj(t)|2


p
2
∫ 1∫
0
∣∣∣∣∣∣
n∑
j=1
fj(s)gj(t)
∣∣∣∣∣∣
p
dsdt ≤ (Cp(Z))p
∫  n∑
j=1
|gj(t)|2


p
2
dt
and
ϕ(p, n) =
∫  n∑
j=1
|gj(t)|2


p
2
dt =
∫
Rn
‖x‖p dγn(x) = υn−1
+∞∫
0
rpe−
r2
2 rn−1
dr
(2π)
n
2
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where υn−1 is the surface of the unit sphere in Rn.By change of variable ,
ϕ(p, n) = υn−1
2
p
2
+n
2
−1
(2π)
n
2
+∞∫
0
u
p
2
+n
2
−1e−udu = υn−1
2
p
2
−1
π
n
2
Γ
(
n+ p
2
)
Taking p = 2 gives
n = ϕ(2, n) =
υn−1
π
n
2
Γ
(n
2
+ 1
)
ϕ(p, n)
n
=
ϕ(p, n)
ϕ(2, n)
= 2
p
2
−1Γ
(
n
2 +
p
2
)
Γ
(
n
2 + 1
)
so that
ϕ(p, n) = 2
p
2
Γ
(
n
2 +
p
2
)
Γ
(
n
2
)
Summing up our informations,
n
1
2Cp(G) ≤ Cp(Z)(ϕ(p, n))
1
p
or
Cp(G) ≤
√
2
n
(
Γ
(
n
2 +
p
2
)
Γ
(
n
2
)
) 1
p
Cp(Z)
We know by Stirling’s formula that for any fixed x > 0 we have that Γ(t+x) ∼ txΓ(t) when t tends
to +∞.Applying this with x = p2 we get
lim
n→+∞
√
2
n
(
Γ
(
n
2 +
p
2
)
Γ
(
n
2
)
) 1p
= 1
and it follows that
Cp(G) ≤ Cp(Z)
This says that the Gaussian case is the best possible inequality between the Lp and L2 norms.By
(2) we already know that Cp(G) is equivalent to
√
p
e and this concludes the proof.
Proposition 2.2. The unit ball BL∞ is an a−thin subset of L1 for a =(an)n with an = 16−n.
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Proof. Assume the contrary;then there exists an infinite dimensional subspace Z of L1 and M > 0
such that
1
M
BZ ⊂ 2nBL∞ + anBL1
for every n ∈ N.
So,every z ∈ Z with ‖z‖1 ≤ 1M has a decomposition z = z0 + z1 with ‖z0‖ ≤ 2n and ‖z1‖1 ≤
16−n.This implies that
P
(
s ∈ [0, 1] : |z(s)| > 2n+1) ≤ P (s ∈ [0, 1] : |z1(s)| > 2n) ≤ 2−nan
Let λ > 2 and n ≥ 0 such that 2n+1 < λ ≤ 2n+2.We get that
P (s ∈ [0, 1] : |z(s)| > λ) ≤ 4λ exp
(
−λ4
44
)
Then
‖z‖pp ≤ 2p +
+∞∫
2
pλp−1
4
λ
exp
(−λ4
44
)
dλ
We set s =
(
λ
4
)4
and we get that
‖z‖pp ≤ 2p + p4p−1
+∞∫
0
s
p−1
4
−1e−sds = 2p + p4p−1Γ
(
p− 1
4
)
Applying Stirling’s formula we have that
‖z‖p ≤ O
(
p
1
4
)
when p→ +∞, uniformly for z in the unit ball of Z contradicting the Lemma 2.1
Notation a) For A,B finite non-empty subsets of N we write A < B iff maxA < minB.
b) If x˜, y˜ ∈
(
∞∏
n=1
Xn
)
00
we write x˜ < y˜ iff supp(x˜) <supp(y˜).
c) A sequence (x˜n)n∈N of non-zero vectors of
(
∞∏
n=1
Xn
)
00
is said to be a block sequence if x˜n <
x˜n+1 for any n ∈ N.
d) If X˜ is any d-product of a sequence (Xn, || ||n)n∈N of Banach spaces then a block subspace of
X˜ is the closed linear span of a block sequence (x˜k)k∈N.
Proposition 2.3. Let X be a Banach space, a = (an)
∞
n=1 a null sequence of positive numbers and
W a a-thin subset of X.
We denote by || ||n the nth equivalent norm defined by the set 2nW +anBX and Y be the (a,W, X˜)-
diagonal space.
Then for any ε > 0 and any infinite dimensional closed subspace Z of Y there exists a block subspace
X˜1 of X˜ and an infinite dimensional closed subspace Z1 of Z which are (1 + ε)-isomorphic.
12
Proof. . Given 0 < ε < 1, we say that a normalized vector x˜ ∈ X˜ has (1− ε)support the interval
E = [n,m] if max{||Pnx˜||, ||Pmc x˜||} < ε4 .
We identify Y with the linear space ∆X˜ = {y ∈ X : y˜ = (y, y, ...)}.
We start with the following observations:
(1) Any space (X, || ||n) is isomorphic to (X, || ||1), so
For any ε > 0 and n ∈ N there exists δ > 0 such that if y ∈ Y , ||y||1 < δ, then ||Pny˜|| < ε, where
y˜ = (y, y, ...).
2) SinceW is a thin set andW almost absorbs the set JY we get that J is a thin operator and hence
a strictly singular operator therefore any δ > 0 and any Y ′, infinite dimensional closed subspace of
Y , there is y ∈ Y ′ such that ||y||Y = 1 and ||y||1 < δ.
Observations (1) and (2) permit us to use a “traveling hump argument” to construct in Y ′ a
normalized basic sequence (yi)i∈N and a sequence (Ei)i∈N of intervals of N such that Ei < Ei+1 and
any yi has (1 − εi)-support the interval Ei, where (εi)∞i=1 is a given sequence of positive numbers.
It is easy to see that (yi)i∈N is (1 + ε) equivalent to (Eiy˜i)i∈N, provided
∞∑
i=1
εi < min
{
ε
4 ,
1
4
}
.
Definition 2.3. a) A Banach space X is called a hereditarily indecomposable space or H.I-
space if X has no subspace that can be decomposed as a topological direct sum of two infinite
dimensional subspaces, or equivalently for any pair of infinite dimensional subspaces Y ,Z of X and
any ε > 0 there exist y ∈ Y , z ∈ Z such that ||y − z|| < ε||y + z||.
b) A d-product X˜ is called a block-H.I space if any block subspace of X˜ is an H.I space.
Proposition 2.4. Let ∆X˜ be the (W, X˜)-diagonal space produced by a a-thin set W of a Banach
space X and such that X˜ is a block-H.I space. Then ∆X˜ is a H.I-space
Proof. Suppose that ∆X˜ is not a H.I-space. Then there exist Y˜1, Y˜2 infinite dimensional closed
subspaces of ∆X˜ and ε > 0 such that ||y˜ − z˜|| ≥ ε||y˜ + z˜||, for any y˜ ∈ Y˜1, z˜ ∈ Y˜2. We can
construct a sequence of vectors y˜1, z˜1, y˜2, z˜2, .... and a sequence of intervals E1, F1, E2, F2, ... such
that y˜i ∈ Y˜1, z˜i ∈ Y˜2, E1 < F1 < E2 < F2 < ..., each y˜i has (1 − 110i )-support the Ei and z˜i has
(1− 1
10i
)-support the interval Fi.
We set Y˜ ′i = 〈Eiy˜i〉∞i=1, Y˜ ′2 = 〈Fiz˜i〉∞i=1 and Z˜ ′ = 〈Eiy˜i, Fiz˜i〉∞i=1. Then Y˜ ′1 , Y˜ ′2 are block subspaces of
Z˜ ′ and there exists a constant ε′ > 0 such that for every y˜ ∈ Y˜ ′1 and z˜ ∈ Y ′2 , ||y˜ − z˜|| > ε′||y˜ + z˜||
therefore Z˜ ′ is not an H.I-space, a contradiction.
Definition 2.4. A bounded subset W of a Banach space X is called a C-norming set for a
subspace Z of X∗,where C is a positive number,if
||z|| ≤ C sup
w∈W
|z(w)|, for any z ∈ Z.
The set W is a norming set for the subspace Z if it is C-norming for Z for some C > 0.
Proposition 2.5. Let Y be any diagonal space produced by a subset W of a Banach space X, which
is a C-norming set of a subspace Z of X∗. Then Z is isomorphic to a closed subspace of Y ∗.
Proof. Denote by J∗ the adjoint of the operator J . From our assumption for any z ∈ Z there exists
wz ∈W such that ||z|| < 2C|z(wz)|.
SinceW ⊆ BY , ||J∗z|| ≥ |J∗(J−1(wz))| = |z(wz)| ≥ 12C ||z||. Therefore J∗|Z is an isomorphism onto
a subspace of Y ∗
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Proposition 2.6. Let X,Y,Z,W as before and A a Banach space such that A∗ is w∗-isomorphic
to Z. Then A is a quotient of Y .
Proof. Let S : A → Z be a w∗-continuous isomorphism. Then J∗ ◦ S is also a w∗-continuous
isomorphism hence (J∗ ◦ S)∗ maps the space Y onto the space A.
3. THIN NORMING SETS I
(special reflexive cases)
This is the first section devoted to the a−thin (thin) norming sets.
An a−thin subset W of a Banach space X is norming for a subspace Y of X∗ if it defines an
equivalent norm on Y (Definition 2.4 ).
In this section, for a reflexive Banach space A with an unconditional basis we construct a space XA
which is of the form
(
∞∑
n=1
⊕
ℓ1 (kn)
)
A
and a symmetric convex closed subset W of the unit ball
of XA which, in certain cases, is an a−thin subset of XA and norms a subspace of X∗A isometric to
A∗.
The set W is of the form co (K ∪ −K) where K forms a tree in the branches of which we have
“spread” in a regular way a dense subset of the positive part of the unit ball of A.
The fact that such a W norms A∗ is quite easy and it is true for all reflexive Banach spaces A with
an unconditional basis.
The difficult part to be shown is that W is an a−thin set. For this we need certain measure-
theoretical combinatorial results.
The first, Proposition 3.4, “the finite version”, will be used in the next section and the second,
Proposition 3.6, “the infinite version”, will be used in this section.
The property (P) given in Definition 3.1 is the main tool we use to show that for certain classes
of reflexive spaces the corresponding set W is an a−thin set. The formulation of this, in a slightly
different form, was suggested to us by B.Maurey.
We show that if A satisfies the property (P) then the setW in the space XA is an a−thin set for an
appropriate sequence a. Thus we are able to prove that for spaces like Lp (λ) , ℓp (N) , 1 < p <∞,
and others, the corresponding set W is an a−thin set.
Finally we prove a corresponding result for spaces with many complemented subspaces, suggested
to us by N. Tomczak-Jaegermann.
(a) Definition of the space XA
For every reflexive Banach spaces with 1-unconditional basis we shall construct a Banach space XA
and a subset W of XA which is norming for a subspace Z of X
∗
A isometric to A
∗ and it is a-thin,
for an appropriate sequence a if A satisfies some general further condition.
Consider a tree D of height ω with a least element ̺ such that every δ in D with height equal to
n has 34(n+1)+1 immediate successors. We can define D as the set of all finite sequences (k1, ...kn),
n ∈ N of natural numbers such that 0 ≤ ki ≤ 34i and with least element the empty sequence.
Consider the partial order ≺ in D: (k1, ...kn) ≺ (k′1, ..., k′ℓ) iff (k1, ..., kn) is an initial segment of
(k′1, ..., k
′
ℓ), i.e. n ≤ ℓ and ki = k′i for any i = 1, 2, ..., n. We write s ⊏ γ if s is an initial segment of
γ.
A segment is a subset of D of the form d = [δ1, δ2] = {δ ∈ D : δ1 ≺ δ ≺ δ2} .
A segment d of the form d = [ρ, δ] is called an initial segment of D .
For every segment d = [δ1, δ2]we define ext(d) = [ρ, δ2].
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A branch is maximal linearly ordered subset of D .
A branch is identified to an infinite sequence (ki)i∈N of natural numbers, where 0 ≤ ki ≤ 34i
The height of δ = (k1, ..., kn) is denote |δ| and it is equal to n.We set |ρ| = 0.
We denote by c00(D) the linear space of all functions f : D → R such that supp(f) = {δ ∈ D :
f(δ) 6= 0} is a finite set.
Also,denote by eδ the characteristic function of {δ}, δ ∈ D. The vectors (eδ)δ∈D, form a Hamel
basis for c00(D).
If A,B are finite subsets of D we write
A < B iff max{|α| : α ∈ A} < min{|β| : β ∈ B}, and
A ≺ B iff α ≺ β for any α ∈ A and any β ∈ B.
If f ∈ c00(D), we set range (f) = {δ ∈ D : |α| ≤ |δ| ≤ |β| for some α, β ∈supp(f)}.We call the set
range (f) the range of f .
If f, g ∈ c00(D) we write f < g iff supp(f) <supp(g) and f ≺ g iff supp(f) ≺supp(g).
For a given space A with an unconditional basis (en)n∈N we define the following norm of c00(D):
For f =
∑
δ∈D
λδeδ ∈ c00(D) we set
||f || =
∥∥∥∥∥∥
∞∑
n=0

∑
|δ|=n
|λδ |

 en
∥∥∥∥∥∥
A
We denote by XA the completion of c00(D) with the above defined norm.
It is clear that XA is isometric to
(
∞∑
n=0
⊕
ℓ1(kn)
)
A
for some sequence (kn)
∞
n=1 and if A has a
shrinking basis X∗A =
(
∞∑
n=0
⊕
ℓ∞(kn)
)
A∗
. If A is reflexive Banach space then XA is also reflexive.
Set y∗n =
∑
|δ|=n
e∗δ and Y
∗ = 〈(y∗n)n∈N〉. Then ||y∗n|| = 1 and it is easy to see that Y ∗ is isometric to
A∗. In the sequel we consider reflexive spaces A which the basis (en)n∈N of A is 1-unconditional.
b) Definition of the set W
For every δ = (k1, ..., kn)we set aδ =
kn
34n
For any infinite branch γ of D we denote by xγthe typical series
xγ =
∑
δ∈γ
aδeδ
where δn = (k1, ..., kn) ∈ D the initial segment of γ.
Also we set
|||xγ ||| =
∞∑
n=0
kn
34n
eδn
It follows from the definitions that if |||xγ ||| <∞ then xγ ∈ XA and ||xγ || = |||xγ |||.
We set
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K = {xγ : ||xγ || ≤ 1} and W = co(K ∪−K)
The set W is a closed bounded symmetric convex subset of BXA .
Lemma 3.1. The set K (and so W ) is a 14-norming set for the space Y
∗ ⊆ X∗A.
Proof. Let y∗ =
∞∑
k=1
λky
∗
k ∈ Y ∗ such that ||y∗|| =
∥∥∥∥ ∞∑
k=1
λke
∗
k
∥∥∥∥
A∗
= 1.
Define z∗ =
∞∑
k=1
λke
∗
k ∈ A∗. Then ||z∗||A∗ = ||y∗|| = 1
Let z =
∞∑
k=1
µkek ∈ A be such that |z∗(z)| =
∣∣∣∣ ∞∑
k=1
λkµk
∣∣∣∣ = 1. Since (en)n∈N is 1-unconditional and
bimonotone
1 =
∣∣∣∣∣
∞∑
k=1
λkµk
∣∣∣∣∣ ≤
∣∣∣∣∣∣
∑
µk>0
λkµk
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
µk<0
λkµk
∣∣∣∣∣∣
So, we can suppose that
∣∣∣∣∣ ∑µk>0λkµk
∣∣∣∣∣ ≥ 12 .
For any k ∈ N we define nk ∈ N as follows.
(i) If µk ≤ 0 then nk = 0
(ii) If µk > 0 then nk is the unique natural number with the property
nk
34k
≤ µk < nk+134k .
Since (en)n∈N is bimonotone, µk ≤ 1 for any k ∈ N and therefore nk ≤ 34k for any k ∈ N.
Let γ = (n1, n2, ...), an infinite branch of D. Then
||xγ || =
∥∥∥∥ ∞∑
k=1
nk
34k
ek
∥∥∥∥
A
≤
∥∥∥∥ ∞∑
k=1
µkek
∥∥∥∥
A
≤ 1, i.e. xγ ∈ K.
And,
|y∗(xγ)| =
∣∣∣∣ ∞∑
k=1
λk
nk
34k
∣∣∣∣ =
∣∣∣∣∣ ∑µk>0λk nk34k
∣∣∣∣∣ ≥
∣∣∣∣∣ ∑µk>0λkµk
∣∣∣∣∣−
∣∣∣∣∣ ∑µk>0λk
(
µk − nk34k
)∣∣∣∣∣ ≥
≥ 12 −
∞∑
k=1
1
34k
> 14 =
1
4 ||y∗||
and the proof is completed.
In the following lemma φ is a function on XA which is either
i) φ(x) = y∗(x) for some non-negative functional y∗ or
ii) φ(x) = ||x||.
In fact we may consider any real valued bounded sublinear function φ on XA such that for any
segments d1, d2 of D with d1 ⊂ d2, 0 ≤ φ(xd1) ≤ φ(xd2).
It is more convenient to consider the set W0 = co (K ∪ −K) instead of W =W0.
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Lemma 3.2. Let E be a subset of D of the form E = {δ ∈ D : m ≤ |δ| ≤ M}, φ a function on
XA as before and ε > 0.
There exists a decomposition of E into two disjoint subsets E′, E′′ such that
(1) |φ(E′w)| < ε for every w ∈W0
(2) If d = [δ1, δ2] is a segment of the tree such that |δ1| ≤ m, |δ2| ≥ M and d ∩ E′′ 6= ∅ then
|φ(Exd)| ≥ ε.
Proof. For every δ ∈ E let extE(δ) = ext(δ) ∩ E = [δE , δ], where δE is the unique element of E
such that δE < δ and |δE | = m. We set
E′′ = {δ ∈ E : ||xext(δ)|| ≤ 1 and φ(xextE(δ)) ≥ ε}
E′ = E\E′′.
Let w ∈W0, then Ew can be represented as
Ew =
∑
d∈L
λdxd
where L is a subset of segments of E such that ||xext(d)|| ≤ 1 for every d ∈ L and
∑
d∈L
|λd| ≤ 1.
For every d ∈ L the set d′ = d ∩ E′ is either empty or a segment of E and φ(xd′) < ε. So
|φ(E′w)| ≤ ∑
d∈L
|λd| |φ(xd′)| < ε, which proves property (1).
Property (2) of E′′ is obvious
The following two Propositions 3.4 , 3.6 ,are of combinatorial nature and we will use them to
show that the set W is an a-thin set. Both are related to the existence of incomparably supported
elements of the set W .The present form which is a variation of our original approach suggested by
B.Maurey.
The following lemma is well known and the sake of completeness we give a proof of it.
Lemma 3.3. Let (Ω, µ) be a measure space with µ(Ω) ≤ 1 and let B1, ..., BN be measurable subsets
of Ω which satisfy µ(Bi) ≥ ε for i = 1, ..., N . If k < Nε there exist Bi1 ...Bik 1 ≤ i1 ≤ ... ≤ ik ≤ n
such that
k⋂
j=1
Bij 6= ∅.
Proof. If not then the function
N∑
i=1
xBi is bounded by k on Ω and therefore
Nε ≤
∫
Ω
(
N∑
i=1
xBi
)
dµ ≤ k
a contradiction.
Next we prove the first incomparability result released to finite families of elements of the setW .
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Proposition 3.4. Let (Ei)
n
i=1 be a finite sequence of subsets of D of the form
Ei = {δ ∈ D : mi ≤ |δ| ≤Mi}, mi,Mi ∈ N, mi < Mi+1 for i = 1, ..., n − 1.
Then for every ε > 0, x∗ ∈ B+XA and (wi)ni=1 a finite sequence of vectors of W0 there exists a
partition D1, ...,DN of {1, 2, ..., n} and Fi ⊂ Ei for i = 1, ..., n such that
(1) If r, s belong to the same set Di and r < s then ext(δ) ∩ Fr = ∅ for every δ ∈ Fs (i.e. the sets
(Fr)r∈Di are pairwise incomparable for every i = 1, ..., N)
(2) x∗ ((Ei\Fi)wi) < ε for every i = 1, ..., n
(3) The number N of the members of the partition is less than 5ε2 .
Proof. Applying lemma 3.2 we find for every i = 1, ..., n a decomposition of Ei into two disjoint
subsets E′i, E
′′
i such that
(a) |x∗(E′iwi)| < ε2
(b) If d = [δ1, δ2] is a segment such that |δ1| ≤ mi, |δ2| ≥Mi and d ∩ E′′i 6= ∅ then x∗(xd) > ε2 .
For every i = 1, 2, ..., n the vector Eiwi has a representation
Eiwi =
∑
d∈Li
λdxd
where Li is a set of segments of Ei with ||xext(d)|| ≤ 1 for every d ∈ Li and
∑
d∈Li
λd ≤ 1.
This representation defines a positive measure µi on the set
seg(Ei) = {d : d is a segment of Ei and ||xext(d)|| ≤ 1}
,with ||µi|| ≤ 1, as follows:
µi(A) =
∑
d∈A∩Li
|λd| for every A ⊂ seg(Ei).
For every S ⊂ {1, ..., n} and every i ∈ {1, ..., n} we set
AiS =

d ∈ seg(Ei) : ext(d) ∩

 ⋃
s∈S\{i}
E′′s

 6= ∅

 .
Given any non-empty subset J of {1, ..., n} we inductively define a non-empty subset D)J) of J by
the following manner:
Suppose that J = {i1, ..., im} then
(1) min J = j1 ∈ D(J).
(2) i2 ∈ D(J) if and only if µi2
(
Ai2{i1}
)
< ε2 .
(3) If k ≤ m and we have selected the elements {j1, ..., jr} of D(J) up to k − 1 then the ik will
belong to D(J) if and only if
µik
(
Aik{j1,...,jr}
)
<
ε
2
.
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This complete the inductive definition of D(J).
We set also
Fj =
{
δ ∈ E′′j : ext(δ) ∩
⋃{
E′′s : s < j, s ∈ D(J)
}
= ∅
}
for every j ∈ D(J).
The sets (Fj)j∈D(J) are pairwise incomparable by definition.
We show that |x∗(Ej\Fj)wj | < ε for every j ∈ D(J).
For d ∈ Lj we set d′ = E′j ∩ d, d′′a = Fj ∩ d and d′′b = (E′′j \Fj) ∩ d.
It is clear that for every d ∈ Lj d′′b ∈ AjD(J) and since µj
(
AjD(J)
)
< ε2 we get that
|x∗((Ej\Fj)wj)| ≤ |x∗(E′jwj)|+
∣∣∣∣∣∣x∗

∑
d∈Lj
λdxd′′
b


∣∣∣∣∣∣ ≤
ε
2
+
∑
d∈Aj
D(J)
|λd| < ε.
We define the partition D1, ...,DN of {1, 2, ..., n} as follows: J1 = {1, ..., n}, D1 = D(J1), J2 =
J1\D1,D2 = D(J2) and we continue until the set JN+1 will be empty.
It remains to show that N < 5ε2 .
Indeed, since JN 6= ∅ let r ∈ JN . Then µr
(
ArDj
)
≥ ε2 for j = 1, ..., N − 1.
If N > 5
ε2
then (N − 1) ε2 > 2ε . By lemma 3.3 we can select Dj1 , ...,Djk with j1 < ... < jk and
k⋂
s=1
ArDjs 6= ∅ for some k such that
ε
2k > 1.
Let d ∈
k⋂
s=1
ArDjs then for every s = 1, ..., k there exists rs ∈ Djs such that d∩E′′rs 6= ∅ so x∗(Ersd) ≥
ε
2
and x∗(xext(d)) ≥ ε2k > 1 which is a contradiction.
Before we prove the infinite analogous of the above proposition we give the statement and the
proof of a known auxiliary result.
Lemma 3.5. Let (Ω, µ) be a measure space with µ(Ω) < ∞, ε > 0 and (Bn)∞n=1 be a sequence of
measurable subsets of Ω such that µ(Bn) ≥ ε for every n ∈ N. There exists an infinite subset M of
N such that
⋂
n∈M
Bn 6= ∅.
Proof. Since µ(Ω) <∞, it follows that
µ(lim supBn) = µ
(
∞⋂
n=1
∞⋃
m=n
Bn
)
≥ lim inf µ(Bn) ≥ ε.
Hence lim supBn 6= ∅ and for ω ∈ lim supBn there exists M infinite subset of N such that ω ∈⋂
n∈M
Bn.
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Proposition 3.6. Let (En)
∞
n=1 be a sequence of subsets of D of the form
En = {δ ∈ D : mn ≤ |δ| ≤Mn}, mn,Mn ∈ N and mn+1 > Mn ∀n ∈ N.
For every sequence (wn)
∞
n=1 of vectors of W0 and ε > 0 there exists an infinite subset I of N and
Fn ⊂ En for every n ∈ I such that
1. The sets (Fn)n∈I are pairwise incomparable
2. For every n ∈ I, ||(En\Fn)wn|| < ε.
Proof. We apply Lemma 3.2 to find a decomposition of each En into two disjoint sets E
′
n, E
′′
n such
that
(1) ||E′nwn|| < ε2
(2) If d = [δ1, δ2] is a segment with |δ1| ≤ mn, |δ2| ≥Mn and d ∩ E′′n 6= ∅ then ||Enxd|| ≥ ε2 .
For every n ∈ N the vector Enwn has a representation as
Enwn =
∑
d∈Ln
λdxd
where Ln ⊆ seg(En) = {d : d ⊂ En and ||xext(d)|| ≤ 1} and∑
d∈Ln
|λd| ≤ 1.
This representation defines a positive measure µn on seg(En) as in the previous proposition:
µn(A) =
∑
d∈A∩Ln
|λd|, for every A ⊂ seg(En).
Consider any probability measure ν on the compact metrisable space Γ of all infinite branches of
D such that ν(Wd) 6= ∅ for every d segment of the tree, where Wd is the basic clopen subset of Γ
consisting of all branches that contain d.
For instance we can consider the natural measure ν defined by
ν(Wext(δ)) =
1
k|δ|
for every δ ∈ D, where kn = #{δ ∈ D : |δ| = n}.
We define a measure µ on Γ as follows:
For every clopen subset B of Γ
µ(B) = lim
n→U
∑
d∈Ln
|λd|ν(Wd ∩B)
ν(Wd)
where the limit is taken with respect some non-trivial ultrafilter U on N.
Using a diagonal argument we may actually assume that this limit is an ordinary limit ,by passing
to some subsequence and we shall consider that this subsequence is the whole sequence of natural
numbers.
For every n, s ∈ N with n < s we define
Bn = {γ ∈ Γ : γ ∩E′′n 6= ∅}
Asn = {d ∈ seg(Es) : ext(d) ∩ E′′n 6= ∅}
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and observe that if d ∈ Asn then Wd ⊆ Bn and if d ∈ Ls\Asn then Wd ∩Bn = ∅.
Therefore ∑
d∈Ls
|λd|ν(Bn ∩Wd)
ν(Wd)
=
∑
d∈Ls∩Asn
|λd| = µs(Asn)
and so for every n ∈ N
µ(Bn) = lim
s→∞
µs(A
s
n)(1)
Claim: For every infinite subset I of N and θ > 0 the set Iθ = {n ∈ I : µ(Bn) < θ} is infinite.
Indeed, otherwise there exists an infinite subset J of I such that µ(Bn) ≥ θ for every n ∈ J and
by Lemma 3.5 there exists an infinite subset J ′ of J and γ ∈ ⋂
n∈J ′
Bn. For every n ∈ J ′, γ ∩E′′n 6= ∅
and so ||E′′nxγ || ≥ ε2 for infinite values of n. Select δn ∈ E′′n ∩ γ then ||xext(δn)|| ≤ 1 so ||xγ || ≤ 1
which contradicts the fact the basis of XA is boundedly complete.
We define
I˜1 =
{
n ∈ N : µ(Bn) < ε
22
}
, n1 = min I˜1,
I1 =
{
s ∈ I˜1 : µs(Asn1) <
ε
22
}
and
Fn1 = E
′′
n1
and inductively for k ≥ 1
I˜k+1 =
{
n ∈ Ik : µ(Bn) < ε
2k+2
}
, nk+1 = min I˜k+1,
Ik+1 =
{
s ∈ I˜k+1 : µnk+1(Asnk+1) <
ε
2k+2
}
and
Fnk+1 =

δ ∈ E′′nk+1 : ext(δ) ∩

 k⋃
i=1
E′′ni

 = ∅

 .
By the previous claim and relation (1) the sets I˜k+1, Ik+1 are infinite subsets of Ik and since
nk+1 ∈ Ik
µnk+1(A
nk+1
nk ) <
ε
2k+1
.(2)
We set I = {n1, n2, ...} and we observe that the sets (Fnj )∞j=1 are pairwise incomparable by their
own definition.
We show that ||(Enk\Fnk)wnk || < ε.
If k = 1 it follows for the fact that Fn1 = E
′′
n1 .
Let k ∈ N and set r = nk+1. Consider the set:
Ar = A
r
n1 ∪ ... ∪Arnk .
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by (2) we get that
µr(Ar) ≤ ε
22
+ ...+
ε
2k+1
<
ε
2
.(3)
Let d /∈ Ar then ext(δ) ∩ E′′ni = ∅ for every δ ∈ d and i = 1, ..., k, so d ⊂ Fr. Conversely if d ∈ Ar
then d ∩ Fr = ∅. So
||(E′′r \Fr)wr|| ≤
∑
d∈Ls∩Ar
|λd| ||(E′′r \Fr)xd|| ≤ µr(Ar) <
ε
2
.
Finally we have
||(Er\Fr)wr|| ≤ ||(E′rwr||+ ||(E′′r \Fr)wr|| <
ε
2
+
ε
2
= ε.
Definition 3.1. Let (A, || ||A) be a reflexive Banach space with an unconditional basis (en)∞n=1. We
say that A satisfies the property (P) if there exists a sequence (Ck)
∞
k=1of positive numbers, such
that:
For every block sequence (xn)
∞
n=1 of (en)
∞
n=1 and every k ∈ N there exists a normalized block se-
quence (yn)
∞
n=1 of (xn)
∞
n=1 satisfying the following condition.
For every infinite subset M of N there exists E ⊂M and (λn)n∈E ⊆ R+, (y∗n)n∈E ⊆ BA∗ such that
∑
n∈E
λn = 1,
∥∥∥∥∥
∑
n∈E
λnyn
∥∥∥∥∥
A
<
1
k
(i)
suppy∗n ⊆ suppyn and y∗n(yn) >
1
2
for every n ∈ E(ii)
For every x ∈ BA,
∥∥∥∥∥
∑
n∈E
y∗n(x)yn
∥∥∥∥∥
A
6 Ck(iii)
Remark 3.1. Condition (iii) in the above definition is equivalent to say that the norm of the op-
erator P : X →< (yn)n∈E > defined by the relation P (x) =
∑
n∈E
y∗n(x)yn is dominated by Ck.
There other conditions which imply condition (iii) and in some cases is more convenient to be
checked. We give two of them that we will use later:
(P1):
∥∥∥∥∑ y∗n
n∈E
∥∥∥∥ ≤ Ck
(P2): |E| ≤ Ck
In the sequel by property (Pi), i = 1, 2 we will mean property (P) where the condition (iii) has been
replaced by (Pi) i = 1, 2.
(P2)⇒(P1) is obvious.
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The implication (P1)⇒(P) follows from the unconditionality of the basis (en)n .
Indeed,given(yn)n∈E, (y
∗
n)n∈E such that the condition (P1) is fulfilled with
∥∥∥∥∑ y∗n
n∈E
∥∥∥∥ ≤ C,we set P (x) =∑
n∈E
y∗n(x)yn.In order to see that ‖P‖ ≤ C we observe that for x ∈ X, ‖x‖ = 1 there exists x˜ ∈ X
such that ‖x˜‖ = 1 and y∗n(x˜) = |y∗n(x)| for every n.Therefore for x ∈ X, ‖x‖ = 1 we have that
‖P (x)‖ =
∥∥∥∥∥
∑
n∈E
y∗n(x)yn
∥∥∥∥∥ ≤
∑
n∈E
|y∗n(x)| =
∑
n∈E
y∗n(x˜) =
(∑
n∈E
y∗n
)
(x˜) ≤ C
Lemma 3.7. If the Banach space (A, || ||A) satisfies the property (P ) then the same holds for the
space (XA, || ||) .
Proof. For every x =
∑
δ∈D
λδeδ we set
x =
∞∑
i=1

∑
|δ|=i
|λδ |

 ei
Let (xn)
∞
n=1 =
( ∑
|δ|∈En
λδeδ
)
n∈N
be a block sequence in XA, where E1 < E2 < ... are successive
subsets of N,then (xn)∞n=1 is a block sequence in A such that ||xn|| = ||xn||A, for every n.
Since A satisfies property (P ) for every k > 0 there exists a sequence (yn)
∞
n=1 =
( ∑
i∈Fn
λixi
)∞
n=1
of
normalized blocks of (yn)
∞
n=1 such that conditions (i),(ii),(iii) of Definition 3.1 are fulfilled. Notice
that if y∗n =
∑
i∈Fn
( ∑
j∈Ei
mje
∗
j
)
then y∗n(yn) =
∑
i∈Fn
λi
( ∑
j∈Ei
mj
( ∑
|δ|=j
|λδ |
))
and P (x) =
∑
n∈E
y∗n(x)yn.
We define
yn =
∑
i∈Fn
λixi =
∑
i∈Fn
λi

 ∑
|δ|∈Ei
λδeδ

 , y∗n = ∑
i∈Fn
∑
j∈Ei

∑
|δ|=j
(signλδ)mje
∗
δ


where signλ =


1 if λ > 0
−1 if λ < 0
0 if λ = 0
Then ||y∗n|| =
∥∥∥∥∥ ∑i∈Fn
( ∑
j∈Ei
mje
∗
j
)∥∥∥∥∥ = ||y∗n|| 6 1 , also
y∗n(yn) =
∑
i∈Fn
∑
j∈Ei
λimj

∑
|δ|=j
|λδ |

 = y∗n(yn) > 12
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and
∣∣∣∣∣
∣∣∣∣∣
∑
n∈E
θnyn
∣∣∣∣∣
∣∣∣∣∣ =
∥∥∥∥∥
∑
n∈E
θnyn
∥∥∥∥∥
A
<
1
k
It remains to prove that ||P || 6 Ck where P (x) =
∑
n∈E
y∗n(x)yn for every x ∈ XA.
Let x =
∑
δ∈D
tδeδ ∈ BXA and x =
∑
i∈Fn
∑
j∈Ei
( ∑
|δ|=j
|tδ |
)
ej . Then assuming that (en)
∞
n=1is 1-
unconditional
||P (x)|| =
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
n∈E
∑
i∈Fn
∑
j∈Ei

∑
|δ|=j
signλδtδmj

 yn
∣∣∣∣∣∣
∣∣∣∣∣∣
A
=
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
n∈E
∑
i∈Fn
∑
j∈Ei
mj

∑
|δ|=j
|tδ

 yn
∣∣∣∣∣∣
∣∣∣∣∣∣
A
= ||
∑
n∈E
y∗n(x)yn|| =
||
∑
n∈E
y∗n(x)yn||A =
∣∣∣∣P (x)∣∣∣∣ ≤ C
The following result is well known [N] and says that if a closed set almost absorbs the unit ball
BX of the whole space then it also absorbs BX .We will state it in the following form:
Lemma 3.8. Let W be a subset of a Banach space X such that
BX ⊆ λW + εBX , for some λ > 0 and ε < 1,then BX ⊂ λ
1− εW
Proof. By our assumption
BX ⊆ λW + εBX ⊂ λW + ε(λW + εBX) = λ(1 + ε)W + ε2BX
Inductively we prove that BX ⊂
∞⋂
n=1
(
λ
1− εW + ε
nBX
)
and by the completeness of the space this last set is equal to
λ
1− εW
Theorem 3.9. Let (A, || ||A) be reflexive Banach space with unconditional basis (en)∞n=1 which
satisfies property (P ) and a = (an)
∞
n=1 =
(
1
nCn2n
)∞
n=1
where (Cn)
∞
n=1 is the sequence defined by the
property (P ). Then W is a a-thin subset of XA.
Proof. Suppose that W is not a a−thin subset of XA. Then there exists a normalized sequence
(xn)
∞
n=1 of successive blocks of (eδ)δ∈D and λ > 0 such that for every n ∈ N
BX ⊆ λ(2nW + 2anBXA)(3.1)
where X = span(xn)
∞
n=1.
Fix a k ∈ N with k > 16λ.
24
By Lemma 3.7 XA also satisfies property (P ) for the same sequence (Ck)k, hence there exists a
normalized block sequence (yn)
∞
n=1 of (xn)
∞
n=1 such that for every M infinite subset of N we can
find E ⊂M , (θn)n∈E ⊆ R+, (y∗n)n∈E ⊆ BX∗A such that
∑
n∈E
θn = 1,
∣∣∣∣∣
∣∣∣∣∣
∑
n∈E
θnyn
∣∣∣∣∣
∣∣∣∣∣ < 1k2k ,(3.2)
suppy∗n ⊂ suppyn, y∗n(yn) >
1
2
(3.3)
and
||P || 6 Ck2k where P (x) =
∑
n∈E
y∗n(x)yn.(3.4)
Let wn ∈W such that ||yn − λ2kwn|| < ak and set En = suppyn.
By proposition 3.6 there exists an infinite subset M of N and a family (En)n∈M of pairwise incom-
parable subsets of D such that for every n ∈ N
Dn ⊂ Fn and ||Enwn − Fnwn|| < ak
2kλ
Let E ⊂M , (θn)n∈E ⊂ R+, (y∗n)n∈E ⊂ BX∗A to satisfy conditions (3.2) , (3.3) , (3.4) and set
z∗n = y
∗
n|Dn , R(x) =
∑
n∈E
z∗n(x)yn
It follows that
||R|| ≤ ||P || ≤ Ck2k , |z∗n(yn)| >
1
4
.(3.5)
Set YE = span[(yn)n∈E ]
Then by (3.1)
R(BYE ) ⊂ λ2kR(W ) + 2λakR(BXA)
and by (3.5) and Lemma 3.8 we have that
BYE ⊂ 8λ2kR(W )(3.6)
Since the sets (suppz∗n)n∈E are pairwise incomparable we get that
R(W ) ⊂ co[(yi)i∈E ](3.7)
Indeed,let w =
∑
γ∈L
λγxγ ∈W0,where L is a set of branches of the tree such that ||xγ || ≤ 1 for every
γ ∈ L and ∑
γ∈L
|λγ | ≤ 1.We set :
Ln = {γ ∈ L : suppz∗n ∩ γ 6= ∅} .
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The sets (Ln)n∈E are pairwise disjoint and so
R(w) =
∑
n∈E
z∗n

∑
γ∈Ln
λγxγ

 yn, where
∑
n∈E
z∗n

∑
γ∈Ln
λγxγ

 ≤∑
n∈E

∑
γ∈Ln
|λγ |

 ≤∑
γ∈L
|λγ | ≤ 1.
By (3.6) and (3.7) we get that
BYE ⊂ 8λ2kco[(yi)i∈E ]
But k2k
(∑
n∈E θnyn
) ∈ BYE and so k ≤ 8λ which is a contradiction since we selected k > 16λ.
Remark 3.2. If we assume that the sequence (Ck)
∞
k=1 in the above theorem is bounded then our
arguments can show that the set W is a thin subset of XA.
The following Lemma is well known (cf [LT] 1c8)
Lemma 3.10. Let A be a reflexive Banach space with an unconditional basis and P : A → Y a
projection of A onto a block subspace Y of A spanned by a normalized block sequence (yn)
∞
n=1.There
exists a projection R : A→ Y of the form
R(x) =
∞∑
n=1
y∗n(x)yn
where (y∗n)
∞
n=1 is a uniformly bounded sequence of members of A
∗ with supp(y∗n) ⊂ supp(yn) for
every n ∈ N.
Remark 3.3. If a reflexive Banach space satisfies the property of the above Lemma the same holds
for the space XA.
The following result has been proved by N.Tomczak-Jaegermann who kindly permit us to include
it here.
Proposition 3.11. Let A be a reflexive Banach space with an unconditional basis such that every
block subspace of A has a block subspace complemented in A. Then the set W is a thin subset of
XA.
Proof. Suppose that the set W is not a thin subset of XA.Then there exists a normalized block
sequence (xn)n of XA such that for every ε > 0 there exists a λ > 0 such that
BX ⊂ λW + εBXA(3.8)
where X = span[(xn)n].From Lemma 3.10 and Remark 3.3 we can suppose,by passing to a nor-
malized block sequence of (xn)n ,if necessary,that there exists a sequence (x
∗
n)n ⊂ X∗A , uniformly
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bounded by a number C > 0 ,such that for every n ∈ N ,supp(x∗n) ⊂ range(xn),
x∗n(xn) = 1 and the operator
P (x) =
∞∑
n=1
x∗n(x)xn(3.9)
is bounded.
Let ε =
1
8 ‖P‖ and λ > 0 such that the relation (3.8) is satisfied.
For every n ∈ N we select wn ∈W0 such that ‖xn − λEnwn‖ < ε
where En = range(xn).
Applying Proposition 3.6 we can find an infinite subset I of N and (Fn)n∈I pairwise incomparable
subsets of D such that for every n ∈ I
Fn ⊂ En and ‖Enwn − Fnwn‖ < 14λ
We set
y∗n = Fnx
∗
n and R(x) =
∞∑
n=1
y∗n(x)xn(3.10)
We observe that
‖R‖ ≤ ‖P‖ and |y∗n(xn)| >
1
4
(3.11)
Let Y = span[(xn)n∈I ]
By Lemma 3.8 , (3.10) and (3.11)
we get that BY ⊂ 8λR(W )
and since the sets (suppy∗n)n∈I are pairwise incomparable we have that
R(W ) ⊂ Cco[(xn)n∈I ] and so
BY ⊂ 8λCco[(xn)n∈I ](3.12)
This leads to a contradiction by a theorem of Linderstrauss and Phelps ([LP]) which asserts that a
convex body in a reflexive Banach space cannot have countable many extreme points.
We can also derive a contradiction by selecting a combination z =
∑
n∈E
θnxn ,
∑
n∈E
|θn| = 1 such
that ‖z‖ < 116λ which contradicts relation (3.12)
Definition 3.2. Let X be a Banach space with a basis (en)
∞
n=1 and 1 < p ≤ ∞. We say that X has
an upper p−estimate if there exists C > 0 such that for every normalized block sequence (xn)n,∥∥∥∥ n∑xi
i=1
∥∥∥∥ ≤ Cn 1p
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Remark 3.4. If a space X has an upper-p estimate for some p > 1 then it satisfies property (P2)
and hence property (P)(see Remark 3.1 ).Spaces with an upper p−estimate are Lp, 1 < p < ∞
and Banach spaces where ℓ1 is not uniformly block representable ([MS]).It follows that for every
such reflexive space with an unconditional basis has the property that the set W in the space XA is
a−thin for an appropriate sequence a depending on p.
It can be shown for A the Tsirelson’s space T,its dual ,Schlumprecht’s space S and other spaces the
set W in XA is also a−thin .
We pass now to show that certain classes of operators are thin operators .As we have pointed out
every thin operator is strictly singular but the converse is not always true. However,if we restrict
our interesting in the classes L (ℓp, ℓr) 1 ≤ p, r <∞ then the subsets of strictly singular operators
and thin operators coincide. This follows from the next lemmas:
Lemma 3.12. Let T be in L (X, ℓp) 1 ≤ p <∞ which is not a thin operator. Then there exists Z
block subspace of ℓp and a projection P : ℓp → Z with ||P || = 1 such that P ◦ T is a quotient map.
Proof. Choose any ε < 1. then there exists Z infinite dimensional closed subspace of ℓp and λ ∈ R+
such that BZ ⊂ λT [BX ] + εBℓp . Further we may assume that Z is a block subspace of ℓp hence
there exists P : ℓp → Z a projection with ||P || = 1. Therefore BZ ⊂ λP (T [BX ]) + εBZ and from
Lemma 3.8 BZ ⊂ λ
1− εP ◦ T [BX ] which implies that P ◦ T is a quotient map
Lemma 3.13. If T : ℓp → ℓp 1 ≤ p < ∞ is a bounded linear operator then there exists Z an
infinite dimensional closed subspace of ℓp such that T |Z is an isomorphism
Proof. Since the operator T is onto there exists C ≥ 1 and a sequence (zn)n∈N such that Tzn = en.
Further by passing to a subsequence we may assume that (zn)n is a block basic sequence in ℓ
p.
Therefore
(
n∑
i=1
|ai|p
)1
p ≤
∥∥∥∥∥
n∑
i=1
aiei
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
aiTzi
∥∥∥∥∥ ≤
≤ ||T ||
∥∥∥∥∥
n∑
i=1
aizi
∥∥∥∥∥ ≤ ||T || C
(
n∑
i=1
|ai|p
)1
p
and the proof is complete
Corollary 3.14. (a) If 1≤ p 6= r <∞ then every T ∈ L (ℓp, ℓr) is a thin operator.
(b) If 1≤ p 6= r <∞ and T ∈ L (ℓp, ℓp) is a strictly singular operator then T is a thin operator.
Proof. It follows from Lemmas 3.12 and 3.13
Remark 3.5. It follows readily that Lemma 3.12 and Lemma 3.13 remain true if instead of ℓp we
consider the space c0. Therefore we have similar results of the above Corollary if either ℓ
p or ℓr is
substituted by the space c0 (N)
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4. THIN NORMING SETS II
(general reflexive case)
In this section we prove that every reflexive space A with an unconditional basis has a subspace
B such that the setW in XB is an a−thin set for an appropriate null sequence a. The proof heavily
depends on the uniform control on a subspace of the rate of convergence in norm to zero of certain
convex combination. Therefore the ordinal order of the complexity of weakly null sequences seems
to be necessary and we strongly use the results from [AMT].
The main parts of this section are the following:
The first one contains the definitions of Schreier families, initially introduced in [AA], and R.A.-
Hierarchy from [AMT]. We also present some results from [AMT] that we will use here. The most
important of them are the dichotomy principle (Proposition 4.2) and the large families theorem
(Theorem 4.4).
In the second part for a countable ordinal ξ, a natural number n and B a subspace of A we introduce
a numerical quantity τξ,n(B) which is basic for our proof. We show that there exists a countable
ordinal ξ0 such that τξ,n(B) = 0 for every ξ ≥ ξ0 and n ∈ N and there exists B subspace of A on
which τξ,n is stabilized for any further subspace. This subspace B is the desired subspace of A. For
this, we need to show that for every ε > 0 there exists (ξ, n) such that 0 < τξ,n(B) < ε.
Finally, in the last part, (Propositions 4.19 , 4.17 ,4.20), we prove that the set W in XB is an
a−thin set.
The Schreier Families
For every countable ordinal ξ we define a family Sξ of finite subsets of N as follows:
1.: S0 = {{n} : n ∈ N} ∪ {∅}
2.: If Sξ has been defined then
Sξ+1 =
{
n⋃
i=1
Fi : n ∈ N, n ≤ F1 < F2 < ... < Fn, Fi ∈ Sξ
}
∪ {∅}
3.: If ξ is a limit ordinal and Sζhas been defined for every ζ < ξ we fix a strictly increasing
sequence (ξn)n∈N of non-limit ordinals with sup
n∈N
ξn = ξ and we define
Sξ = {F : n ≤ minF and F ∈ Sξn for some n ∈ N}
The Repeated Averages Hierarchy or RA-Hierarchy
We denote by S+ℓ1 the positive part of the unit sphere of ℓ1(N), i.e. the set of all sequences
(an)
∞
n=1 of non-negative numbers such that
∞∑
n=1
an = 1, set also (en)
∞
n=1 the usual basis of ℓ1(N).
For every countable ordinal ξ, every infinite subsetM of N there exists a sequence (ξMn )n∈N satisfying
the following properties:
1. ξMn ∈ S+ℓ1 for every n ∈ N and ξMn (m) ≤ 1minM for every M ∈ [N], n,m ∈ N, ξ > 0.
2. suppξMn < suppξ
M
n+1 and suppξ
M
n ∈ Sξ for every n ∈ N
3. M =
∞⋃
n=1
suppξMn
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4. For every M infinite subset of N and (nk)∞k=1 a strictly increasing sequence if we set
M ′ =
∞⋃
k=1
suppξMnk then ξ
M ′
k = ξ
M
nk
We recall the definition of (ξMn )n∈N from [AMT]. It is given by induction
1. For ξ = 0, M = {m1,m2, ...}, m1 < m2 < ... we set
ξMn = emn
2. If ξ = ζ + 1 and (ζMn )n∈N has been defined for all M ∈ [N].We set
M = (mn)
∞
n=1 and ξ
M
1 =
ζM1 + ...+ ζ
M
mm1
mm1
and then inductively we define
ξMn = ξ
Mn
1
where
M1 =M, Mn =M\
n−1⋃
i=1
suppξMi
3. If ξ is a limit ordinal we consider the sequence (ξn)n∈N of successors ordinals that defines Sξ .
For any M ∈ [N] M = {m1,m2...}we set n1 = m1
ξM1 = (ξn1)
M
1
and inductively Mk =M\supp[ξnk−1 ]
Mk−1
1 , nk = minMk
ξMk = (ξnk)
Mk
1
By standard induction one could verify the properties (1)-(4) listed above.
The following dichotomy principle is important for our proofs ; it permit us to stabilize functions
acting on the summability methods (ξMn )n∈N without loosing the order ξ.It is a consequence of
stability property (4) of the repeated averages hierarchy and the following combinatorial result
Theorem 4.1 (Nash-Williams,Galvin and Prikry,Silver,Ellentuck ). Let A be an analytic subset of
[N]Then for every M ∈ [N] there exists L ∈ [M ] such that either [L] ⊂ A or [L] ⊂ N|\A.
(for a proof we refer to [Ke] or [T] )
Proposition 4.2 (Dichotomy Principle). Let ξ < ω1, M ∈ [N] and n ∈ N. We set:
IM,n = {(ξNk1 , ..., ξNkn) : k1 < ... < kn , N ∈ [M ]}.
Clearly IM,n ⊂
(
S+ℓ1
)n
.
Then for every real function φ : IM,n → R and τ ∈ R one of the following holds:
(i) There exists L ∈ [M ] such that φ(s) > τ for all s ∈ IL,n
(ii) There exists L ∈ [M ] such that φ(s) ≤ τ for all s ∈ IL,n
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Proof. Consider the following partition of M.
A = {N ∈ [M ] : φ((ξN1 , ..., ξNn )) > τ}, B = [M ]\A.
It is clear that A is an open subset of [M ] hence from Theorem 4.1 we get that either there exists
L ∈ [M ] such that [L] ⊂ A or there exists L ∈ [M ] such that [L] ⊂ B.
Assume that [L] ⊂ A .Since (by property (4) of the R.A.Hierarchy)for N ∈ [L] and k1 < ... < kn
there exists N ′ ∈ [L] such that ξN ′i = ξNki for i = 1, ...n we get that for every N ∈ [L] and
k1 < ... < kn, φ((ξ
N
k1
, ..., ξNkn)) = φ((ξ
N ′
1 , ..., ξ
N ′
n )) > τ and case (i) is satisfied.
If [L] ⊂ B we obtain case (ii).
Notation Let M ∈ [N] and ξ a countable ordinal .We introduce two more families related to Sξ
and the set M .
If M = (nk)k∈N we set
SMξ = {G ⊂M : there exists F ∈ Sξ such that G = {nℓ : ℓ ∈ F}}
We also denote by
Sξ [M ] = {F ⊂M : F ∈ Sξ}
[SMξ ]
n =
{
n⋃
i=1
Ui : Ui ∈ SMξ , U1 < U2 < ... < Un
}
Let us observe that by the definition of the families Sξ , S
M
ξ ⊂ Sξ [M ] but the converse is not true.
The following lemma is due to G. Androulakis and T. Odell and shows that by passing to a subset
N of M we have that the members of Sξ [N ], S
M
ξ are almost equal.
Lemma 4.3. [AO]. For every ξ < ω1 and M ∈ [N] there exists N ∈ [M ] such that for every F ⊂ N
if F ∈ Sξ [N ] then F\{minF} ∈ SMξ .
(For a proof see also [AMT]).
Definition 4.1. A family F of subsets of N is said to be
(a): adequate if F ∈ F and G ⊂ F then G ∈ F
(b): compact if it is compact in the topology of pointwise convergence as a subspace of {0, 1}N
Definition 4.2. A compact adequate family F of subsets of N is said to be
(a): (ξ,M, ε)-large, where ξ < ω1, M ⊂ [N] and ε > 0 if for every L ∈ [M ] and n ∈ N there
exists F ∈ F such that
< ξLn , F >=
∑
k∈F
ξLn (k) > ε
(b): (n, ζ,M, ε)− large if for every N ∈ [M ],
sup
F∈F
inf
i
{< ζNi , F >}ni=1 > ε
The following result is proved in [AMT] and they will be fundamental ingrendients for our proofs
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Theorem 4.4. Let F be an adequate compact family of finite subsets of N such that for some
countable ordinal ξ, M infinite subset of N and ε > 0, F is (ξ,M, ε)-large((n, ξ,M, ε)-large for
some n ∈ N).Then there exists an infinite subset L of M such that SLξ ⊂ F ( [SLζ ]n ⊂ F).
Proof. For n = 1 the result follows from Proposition 2.32 and Theorem 2.26 of[AMT] ;for the
general n the result follows from Lemma 2.3.5 in [AMT] and the Remark after Corollary 2.2.8 in
[AMT].
From Lemma 4.3 and Theorem 4.4 we get the following result.
Corollary 4.5. Let F be a (ξ,M, ε)-large family;for any δ > 0 there exists a L ∈ [M ] such that
for every N ∈ [L] and n ∈ N there exists F ∈ F with the property 〈ξNn , F〉 > 1− δ.
Notation .Let X be a Banach space with a basis. We denote by:
1. Σ(X) the set of all normalized block sequences of basis i.e..
Σ(X) = {(xi)∞i=1 : xi < xi+1, ||xi|| = 1 and xi ∈ X}
2.
Σ(N) = {(Fi)∞i=1 : Fi < Fi+1, Fi ⊂ N}
3. For every F = (Fi)∞i=1 ∈ Σ(N) and s = (yi)∞i=1 ∈ Σ(X) we set
Yi(F , s) = 〈(yj)j∈Fi〉
Σ(s,F) = {(zi)∞i=1 : zi ∈ Yi(F , s), ‖zi‖ = 1 for every i}.
4. For s = (xk)k∈N ∈ Σ(X) we denote by
ξMn · s =
∞∑
k=1
ξMn (k)xk
and
5. further,if ξ is a countable ordinal, M ∈ [N], n ∈ N we denote by
||ξMn (s,F)|| = max
{||ξMn · t||, t ∈ Σ(s,F)} .
and
6. ∥∥∥∥ξN1 + ...+ ξNnn (s,F)
∥∥∥∥ = max
{∥∥∥∥ξN1 · t+ ...+ ξNn · tn
∥∥∥∥ , t ∈ Σ(s,F)
}
7. For s1, s2 ∈ Σ(X) we write s2 ≺ s1 if s2 is a normalized block sequence of s
8. If s1 = (xi)
∞
i=1 and s2 = (xi)
∞
i=n for some n ∈ N we say that s2 is a tail subsequence of s1.
9. If Y1 = span[(xi)
∞
i=1] and Y2 = span[(xi)
∞
i=n] for some n ∈ N we say that Y2 is a tail subspace
of Y1.
Definition 4.3. For every s ∈ Σ(X), ξ < ω1,we set
(a) τξ(s) = sup
F∈Σ(N)
sup
M∈[N]
inf
N∈[M ]
||ξN1 (s,F)||
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(b) τξ(X) = inf
s∈Σ(X)
τξ(s).
This is a complicated definition and we will attempt to explain its necessity after Lemma 4.6.
Remark 4.1. 1. We observe that
inf
N∈[M ]
||ξN1 (s,F)|| = inf
N∈[M ]
inf
n∈N
||ξNn (s,F)||
This follows from the stability property (4) of (ξNn )n∈N.
2. 0 ≤ τξ(s) ≤ 1 for every ξ < ω1 and s ∈ Σ(X)
Lemma 4.6. Suppose that for some s ∈ Σ(X), ξ < ω1 we have that τξ(s) = δ > 0.Then the
following properties hold:
1. For every F = (Fi)∞i=1 ∈ Σ(N) and M ∈ [N] there exists L ∈ [M ] satisfying:For every N ∈ [L]
and n ∈ N
||ξNn (s,F)|| < 2δ
2. There exists F = (Fi)∞i=1 ∈ Σ(N) and M ∈ [N] such that for all N ∈ [M ] ,n ∈ N
||ξNn (s,F)|| >
1
2
δ
3. There exists F ∈ Σ(N),M ∈ [N] such that for all N ∈ [M ] ,n ∈ N
1
2
δ < ||ξNn (s,F)|| < 2δ
Proof. Property (1)follows by Proposition 4.2(the Dichotomy Principle) and property (2) follows
from the definition .Property (3) is a combination of (1) and (2).
To explain the nature of the quantity τξ (s) let us assume that τξ (s) = δ > 0 . Then from the
previous Lemma 4.6 (2) we have that there exists F ∈ Σ (N) andM ∈ [N] such that ||ξNn (s,F) || > δ2
for every N ∈ [M ] .It follows readily for every N ∈ [M ] there exists tN ∈ Σ (s,F) such that
||ξNn
(
tN
) || > δ2 for every n ∈ N . The difficulty is that by changing from N to L we do not know
that tN remains equal to tL .This forces us to be more careful in our proofs. The advantage of the
above definition comes essentially from part (1) of Lemma 4.6 . Indeed if ,for a given ε > 0 , we
know that 0 < τξ (s) = δ < ε then for every F ∈ Σ (N) and every M ∈ [N] there exists L ∈ [M ] such
that ||ξNn (s,F) || < 2δ < 2ε for all N ∈ [L], n ∈ N .This permits us to have a uniform 2δ-control of
all convex combinations of a certain form and at the same time we know by part two of Lemma 4.6
that there are convex combination of the same form remaining greater than δ2 .This key observation
is crucial for our approach.
Lemma 4.7. Let ξ < ω1
(a): If s1, s2 ∈ Σ(X) and s2 ≺ s1 then τξ(s1) ≥ τξ(s2)
(b): If Y ≺ Z then τξ(Y ) ≥ τξ(Z)
(c): If s1, s2 ∈ Σ(X)and s2 is a tail subsequence of s1 for some n ∈ N then τξ(s1) = τξ(s2)
(d): If Z is a tail subspace of Y then τξ(Y ) = τξ(Z).
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Proof. (a) It is enough to show that if τ(s2) > θ then τ(s1) > θ.
Suppose that τ(s2) > θ for some θ ∈ (0, 1) then there exists F =(Fn)∞n=1 ∈ Σ(N)and
M ∈ [N] such that for every N ∈ [M ] we can select tN ∈ Σ(s2,F) with ||ξNn · tN || > θ.
Let s1 = (yn)
∞
n=1 and s2 = (zn)
∞
n=1with zn =
∑
i∈En
λiyi where (E1)
∞
n=1 is a sequence of successive
subsets of N.
We set
F ′n =
⋃
i∈Fn
Ei F ′ = (F ′n)∞n=1
then Σ(s2,F ′) ⊂ Σ(s1,F ′) and so for every N ∈ [M ] we select the above sequence tN ∈ Σ(s1,F ′)
with ||ξNn · tN || > θ.
The cases (b) ,(c),(d) are obvious.
Lemma 4.8. For every ξ < ω1 there exists a block subspace Y of X such that τξ(s) = τξ(Y ) for
every s ∈ Σ(Y ).
Proof. We inductively define sequences (si)
∞
i=1, (Yi)
∞
i=1 of normalized block sequences of Z ,block
subspaces of Z, respectively ,as follows:
For i = 1 we set s1 = (en)
∞
n=1 , Y1 = Z
If Yk, sk have been defined we select
sk+1 ≺ sk such that τξ(sk+1)− τξ(Yk) < 1
k + 1
(4.1)
and we define Yk+1 = span[sk+1]
Let s be a diagonal block sequence of (si)
∞
i=1 and set Y = span[s].
If t ≺ s for every k there exists a tk ≺ sk which is a tail subsequence of t so by Lemma 4.7 (a) and
(c) we get that
τξ(Yk) ≤ τξ(tk) = τξ(t) = τξ(tk+1) ≤ τξ(sk+1)
and therefore by the relation (4.1) above ,we get that τξ(s) = τξ(t)
The following definition is the natural extension of Definition 4.3 for n−averages of (ξNk )k∈N
which is going to use in a certain stage of our proof.
Definition 4.4. (a) For every s ∈ Σ(X), ξ < ω1,n ∈ N we set:
τξ,n(s) = sup
F∈Σ(N)
sup
M∈[N]
inf
N∈[M ]
||ξ
N
1 + ...+ ξ
N
n
n
(s,F)||
(b) τξ,n(X) = inf
s∈Σ(X)
τξ,n(s)
Remark 4.2. (a) For n = 1 the previous Definition coincides with Definition 4.3
(b) The corresponding results of Lemma 4.7 and 4.8 stated of τξ,n instead of τξ also hold and the
proofs are completely analogous .In particular for a given ξ < ω1 ,n ∈ N , there exists a block
subspace Y of X such that τξ,n(Y ) = τξ,n(s) for every s ∈ Σ(Y ).
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Definition 4.5. For δ > 0, s = (yi)
∞
i=1 ∈ Σ(X) and F = (Fi)∞i=1 ∈ Σ(N) we define:
Fδ(s,F) = {G ∈ [N]<∞ : ∃x∗G ∈ SX∗ such that ||x∗G|YFl || > δ ∀l ∈ G},
where YFl =< (yi)i∈Fl > .
Remark 4.3. If X is a reflexive Banach space with an unconditional basis then it is easy to check
that the set Fδ(s,F) is an adequate and compact family of finite subsets of N.
In the sequel we will denote by X a reflexive Banach space with an unconditional basis.
Lemma 4.9. Suppose that for some ξ < ω1, s = (yi)
∞
i=1 ∈ Σ(X), F = (Fi)∞i=1 ∈ Σ(N), there exists
M ∈ [N] and δ > 0 such that ||ξN1 (s,F)|| > δ for all N ∈ [M ].Then there exists L ∈ [M ] such that
SLξ ⊂ Fδ/2(s,F),i.e. for every G ∈ SLξ there exists x∗G ∈ SX∗ satisfying ||x∗G|YFl || >
δ
2 for every
l ∈ G ,where, YFl =< (yi)i∈Fl > .
Proof. Observe as we have mentioned above ,that from the stability property (4) of summability
methods we get that for all n ∈ N ,N ∈ [M ], ∣∣∣∣ξNn (s,F)∣∣∣∣ > δ.Further if t ∈ Σ(s,F) such that∣∣∣∣ξNn · t∣∣∣∣ > δ and x∗ ∈ SX∗ such that x∗(ξNn · t) > δ we get that
∑{
ξNn (l) : ||x∗|YFl || >
δ
2
}
>
δ
2
Therefore the compact and adequate family Fδ/2(s,F) is (ξ,M, δ)−large.
The result follows from Theorem 4.4 and the proof is complete
Lemma 4.10. Suppose that for s ∈ Σ(X),F ∈ Σ(X) and δ > 0 there exists M ∈ [N]such that SMξ
is a subset of Fδ/2(s,F).Let m0 = minM.Then for every ε > 0, there exist x∗ ∈ BX∗ , suppx∗ ⊂⋃
l∈Fm0
suppyl and L ∈ [M\ {m0}] satisfying the following property :
For every G ∈ SMξ , G ⊂ L
⋃ {m0} and minG = m0 there exists x∗G ∈ BX∗ , ||x∗G|YFl || > δ2 − ε for
all l ∈ G and x∗G|YFm0 = x
∗.
Proof. Set Y ∗Fm0
= span[e∗i : i ∈
⋃
l∈Fm0
suppyl] which is a finite dimensional subspace of X
∗. Choose
{x∗1, ..., x∗d} be a ε2 -net in BY ∗Fm0 and for 1 ≤ i ≤ d define the set
Ai =
{
N ∈M\{m0} : if N ′ = N ∪ {m0} and G = suppξN ′1
then
∥∥∥x∗G ∣∣∣YFnm0 − x∗i
∥∥∥ < ε2
}
Where x∗G denotes the functional in BX∗ witnessing the fact G ∈ Fδ/2(s,F).
Clearly [M\{m0}] =
d⋃
i=1
Ai .Then by Theorem 4.1, there exists L ∈ [M\ {mo} such that [L] ⊂ Ai0
for some io ∈ {1, ...d} .The set L is the desired .Indeed, it follows from the definition of Ai0 that for
every G = suppξN1 ,minN = m0, N\ {m0} ∈ [L] we have the desired property. In the general case
we simply observe that G a subset of some G′ = suppξN1 for an appropriate set N with minN = m0
and the proof is complete.
Before pass to the next result we make a brief introduction to the c0-tree.
A tree T is said to be well-founded if every linearly ordered subset of T is finite .For a well
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founded tree we define as the derivative tree T ′ the subtree of T consisting of all no maximal
elements of T ; inductively we define the ξ-derivative as T (ζ+1) = (T (ζ))′ and T (ξ) = ⋂ζ<ξ T (ζ) if
ξ is a limit ordinal. The order o(T ) of a well founded tree T is the smaller ordinal ξ such that
the ξ−derivative of T is an empty set.
c0-trees:Let X be a separable Banach space. We define ,for δ > 0,
T (c0, δ) =
{
(x1, ..., xn) : ||xi|| = 1 and (x1, ..., xn) is
1
δ − equivalent to the usual basis of ℓ∞n
}
Then T (c0, δ) with the natural order is a tree and further if c0 is not isomorphic to a subspace of
X then T (c0, δ) is a well founded tree.
The c0−index of the space X is defined to be
o(X) = sup {o(T (c0, δ)) : δ > 0}
The following result is due to J.Bourgain[Bo1]:
Theorem 4.11 (J.Bourgain). Let X be a separable reflexive Banach space Then the c0−index
o(X)is a countable ordinal.
Proposition 4.12. Let X be a reflexive Banach space with an unconditional basis and s ∈ Σ(X), ξ <
ω1, such that τξ(s) > 0 then the c0-index of X
∗is greater or equal to ξ.
Proof. Since τξ > 0 there exists F ∈ Σ(N) and M ∈ [N] such that for every N ∈ [M ]∣∣∣∣ξN1 (s,F)∣∣∣∣ > τξ(s)2 = δ
Therefore there exists L ∈ [M ] such that SLξ ⊂ Fδ/2(s,F)(Lemma 4.9).We consider for G =
{l1, ...ld} ∈ Fδ/2(s,F) the set {x∗G(1), ...x∗G(d)} defined by x∗G(l) = x∗G|YFl .Clearly {x∗G(1), ...x∗G(d)}
is equivalent to ℓ∞d −basis with constant 2δ .Notice that if ε < δ4 and {x∗1, ...x∗d} is such that ||x∗G(l)−
x∗l || < ε then {x∗1, ...x∗d} is equivalent to ℓ∞d −basis with constant 2δ2 .
We will proved the desired statement by induction
The inductive hypothesis:If ζ < ω1 and M ∈ [N]are such that SMζ ⊂ Fδ/2(s,F) then for every
N ∈ [M ], ε > 0 there exists a tree
Tζ ⊂ {(x∗1, ...x∗d) : d ∈ N and x∗i ⊂ BX∗} with o(Tζ) > ζ satisfying the following properties:
(i) : For every (x∗1, ...x
∗
d) ∈ Tζ , suppx∗1 < ... < suppx∗d
(ii): For every (x∗1, ...x
∗
d) ∈ Tζ there exists G = {m1, ...md} ∈ SMζ [N ] with ||x∗G(i)− x∗i || < ε for all
i = 1, ..., d.
Proof of the inductive hypothesis:We will prove it for N =M and the general case is similar.
Let M = {m1 < m2 < ....} .
1.For ζ = 1 is obvious.
2.If ζ is a limit ordinal we consider the sequence (ζn)
∞
n=1 which defines the family Sζ .Then for every
n ∈ N Sζn [N\ {1, ...n}] ⊂ Sζ therefore SMζn [N\ {1, ...n}] ⊂ Sζ ⊂ Fδ/2(s,F) and by the inductive
hypothesis there exists a treeTζn satisfying the inductive hypothesis for the ordinal ζn ,the number
ε and the set N =M\ {m1, ...mn}.
If Tζ =
⋃
n Tζn it is easy to see that Tζ satisfies the requirement properties.
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3.If ζ = η + 1 assume that m0 = minM > 1 and set ε
′ = ε/4.
Then there exists x∗ ∈ BX∗ and N ∈ [M\ {m0}] satisfying the conditions of Lemma 4.10.
by the inductive hypothesis there exists a tree Tη satisfying the properties (i) and (ii) for the set
N and the number ε′.
We define
Tζ = {(x∗, x∗1, ...x∗d) : (x∗1, ...x∗d) ∈ Tη}
It is easy to check that Tζ is the requirement tree and the proof of the inductive hypothesis is
complete.
To finish the proof we simply observe that for every ζ < ξ there exists a natural number n such
that Sζ [N\ {1, ...n}] ⊂ Sξ .(This can be proved by an easy inductive argument.)Therefore if SMζ ⊂
Fδ/2(s,F) then for every η < ζ there exists a kη ∈ N such that SMη [N\ {1, ...kη}] ⊂ SMζ and by the
inductive hypothesis we get the desired result.
Proposition 4.13. Every reflexive Banach space X with an unconditional basis contains a sub-
space Y with the following property:
There exists a unique ξY < ω1 such that :
(1) τξY (Y ) = 0 and τξ(Y ) 6= 0 for every ξ < ξY .
(2) For every ξ < ω1, every s ∈ Σ(Y ) and n ∈ N
τξ,n(s) = τξ,n(Y )
Proof. It follows from Lemma 4.8 that for every ξ < ω1 , Z ≺ X,the subspace Z contains a block
subspace Yξ such that for every s ∈ Σ(Yξ), τξ,1(s) = τξ(s) = τξ(Yξ). By a similar argument we
can show that for every n ∈ N and Z ≺ X there exists Yn ≺ Z such that τξ,n(s) = τξ,n(Y )
for every s ∈ Σ(Yn) and so we can find a sequence Y1 ≻ Y2 ≻ ... of block subspaces such that
τξ,n(s) = τξ,n(Yn) for every s ∈ Σ(Yn).A diagonal block space Y of the sequence (Yn)∞n=1 satisfies
τξ,n(s) = τξ,n(Y ) for every s ∈ Σ(Y ) and n ∈ N .Therefore for every ξ < ω1 and Z ≺ X there exists
Yξ ≺ Z such that τξ,n(s) = τξ,n(Yξ) for every s ∈ Σ(Yξ) and n ∈ N.
From Theorem 4.11 and Proposition 4.12 we get that there exists a countable ordinal ξ0 such that
τξ(s) = 0 for all s ∈ Σ(X)and ξ ≥ ξ0.
Enumerate the set {ξ : ξ ≤ ξ0} as (ξn)n∈N and inductively choose block subspaces Y1 ≻ Y2 ≻ ... of
X such that τξi,n(s) = τξi,n(Yi) for every s ∈ Σ(Yi) and n ∈ N.A diagonal block space Y of the
sequence (Yi)
∞
i=1 is the desired subspace of X.
Definition 4.6. A Banach space Y which satisfies the conditions of the previous proposition is
called a stabilized space.
We denote by ξY = min {ξ : τξ(Y ) = 0}
Lemma 4.14. Let s ∈ Σ(X),F ∈ Σ(N),M ∈ [N] and δ > 0 .Assume that for m > n ([2δ ]+ 1) and
ζ < ω1we have that for all N ∈ [M ]
∥∥∥ ζN1 +...+ζNmm (s,F)∥∥∥ > δ. Then there exists L ∈ [M ] such that
[SLζ ]
n ⊂ Fδ/4(s,F).
Proof. We observe that if x∗ ∈ BX∗ , t ∈ Σ(s,F) satisfy x∗( ζ
N
1 +...+ζ
N
m
m · t) > δ then there exists
{k1 < k2 < ... < kn} ⊂ {1, 2, ...,m} such that x∗(ζNki · t) >
δ
2
for all i = 1, ...n.
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Hence we can define a partition of
[M ] =
⋃{
A(k1,...kn) : 1 ≤ k1 < ... < kn ≤ m
}
,where N ∈ A(k1,...kn) if and only if there exists x∗ ∈ BX∗ with x∗(ζNki · t) >
δ
2
for all i = 1, ..., n.
From the dichotomy principle (Proposition4.2)there exists a L ∈ [M ] and 1 ≤ k1 < ... < kn ≤ m
such that [L] ⊂ A(k1,...kn) and from the stability property (4) of repeated averages hierarchy ,for
every N ∈ [L] there exists N ′ ⊂ N such that N ′ ⊂ A(1,...,n) .From this we can assume that actually
[L] ⊂ A(1,...,n).
Let N ∈ [L],choose x∗ ∈ BX∗ such that x∗(ζNki · t) >
δ
2
.Then for every i = 1, ..., n we get that∑{
ζNi (d) :
∥∥∥x∗ ∣∣∣YFd
∥∥∥ > δ
4
}
>
δ
4
.Therefore Fδ/4(s,F) is (n, ζ, L,
δ
4
)−large and the result follows
from Theorem 4.4
Lemma 4.15. Assume that for ξ < ω1, s ∈ Σ(X), F = {Fn}n∈N ∈ Σ(N) , δ > 0, k /∈ N we have
that τξ,m(s,F) ≥ δ for some m ≥ k(2δ + 1).Then there exists G ∈ Σ(N),G ⊂ F such that for everyG′ ⊂ G,M ∈ [N] we have that ∣∣∣∣
∣∣∣∣ζM1 + ...+ ζMkk (s,G′)
∣∣∣∣
∣∣∣∣ > δ4
Proof. It follows from Lemma 4.14 that there exists L ∈ [N] such that [SLξ ]k ⊂ Fδ/4(s,F).We set G =
{Gl}l∈N = {Fnl}l∈L . Observe that for G′ ⊂ G,G′ = {G′l}l∈N , we have [SLξ ]k ⊂ Fδ/4(s,G′).Therefore
for every M ∈ [N ],
∣∣∣∣∣∣ ζM1 +...+ζMkk (s,G′)∣∣∣∣∣∣ > δ4 and the proof is complete.
Remark 4.4. The content of the above Lemma is that at the moment that we know that∣∣∣∣∣∣ ζM1 +...+ζMkk (s,G′)∣∣∣∣∣∣ > δ for some δ > 0, the pair (s,F) and all N ∈ [L] then by going to a certain
G ⊂ F we know the conclusion for δ4 and all L subsets of N.
Proposition 4.16. Let X be a stabilized reflexive space with an unconditional basis .Then the
following hold:
(a) If ξ = ξX is a limit ordinal and (ξn)n∈N the increasing sequence that defines Sξ then limτξn = 0
(b) If ξ = ξX is of the form ξ = ζ + 1 then limτζ,n = 0.
Proof. We prove (a). The proof of (b) is similar. Assume that (a) fails. Then if s = (ek)k∈N,the
basis of X,since X is stabilized there exists a δ > 0 such that τξn(s) > δ for all δ > 0. For F1 = (F 1l ),
F2 = (F 2l ) , we denote by F2 ≺ F1 if F2 is a block subfamily of F1 i.e. every F 2l =
⋃
d∈Gl
F 1d for
G1 < G2 < .... subsets of N.
We inductively construct F1 ≻ F2 ≻ ... ≻ Fn ≻ ... such that for all n ∈ N, Gn ⊂ Fn , M ∈ [N],
l ∈ N. ||(ξk)M1 (s,Gk)|| > δ4 .
We show how we produce F1,F2 and in the same manner we get the general inductive step. Since
τξ1(s) > δ there exists G1 and M ∈ [N] such that for all N ∈ [M ], n ∈ N, ||(ξn)Nl · (s,G1)|| > δ.
From the previous lemma there exists F1 ⊂ G1 satisfying the desired property. Set s1 = (eln)n∈N
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subsequence of (en)n∈N such that F1 = (Fl)l∈N and nl ∈ Fl. Since τξn2 (s1) > δ there exists G2 and
M ∈ [N] such that for all N ∈ [M ], l ∈ N ||(ξn2)Nl (s1,G2)|| > δ.
Observe that from the choice of s2 the family G2 can be taken such that G2 ≺ F1. Choose, as before
,F2 ⊂ G2 satisfying the conclusion and the inductive definition of (Fk)k∈N is complete.
Each Fk = (F kn )n∈N and we set F∞ = (F kk )k∈N.
Claim: For every M ∈ [N] , ||(ξ)M1 · (s,F∞)|| > δ4 .
Indeed suppose that M = {m1,m2, ....} then by the definition of (ξ0)M1 we have that (ξ0)M1 =
(ξm1)
M
1 . Since for all k ≥ m1, Fk ≺ Fm1 it follows that the exists (Fm1ln )k≥m1 such that lm1 =
m1 and F
m1
lk
⊂ F kk set G = {Fm11 , ..., Fm1m1 } ∪ {Fm1lk }k>m1 then we have that for all L ∈ [N]
||(ξnm1 )L1 · (s,G)|| > δ8 .
Observe now that if G = [Gk]k∈N then for k ≥ m1 Gm ⊂ F kk hence for the given M
||(ξnm1 )M1 · (s,G)|| ≤ ||(ξnm1 )M1 · (s,F∞)||
and the proof, is complete.
Therefore τξ(s) >
δ
8 and this contradiction finishes the proof for the limit ordinal case.
The case of successor ordinal is proved by similar arguments.
Remark 4.5. With a more careful construction we can actually show that limτξnk = 0.
Proposition 4.17. Let X be a stabilized reflexive Banach with an unconditional basis such that
ξX is a successive ordinal. Then X satisfies the property (P2).
Proof. Let ξX = ζ + 1, τ = τζ(X) > 0. By Proposition 4.16 limτζ,n(X) = 0 and so for every k ∈ N
there exists nk ∈ N such that τζ,nk(X) < τ2k .
We set Ck = nk, for every k ∈ N.We will prove that for every (xi)∞i=1 ≺ X and k ∈ N there exists
t = (zi)
∞
i=1 ≺ (xi)∞i=1 such that for every M = {m1, ...mn, ...} ⊆ [N],
∥∥∥∥zm1 + ...+ zmnknk
∥∥∥∥ < 1k , which
implies the property P (2).
Let s = (xi)
∞
i=1 ≺ X and Y =< (xi)∞i=1 >. Since τζ,nk(s) = τζ,nk(X) <
τ
2k
,for every F ∈ Σ(N) and
M ∈ [N] there exists N ∈ [M ] such that if t ∈ Σ(s,F) then∣∣∣∣∣
∣∣∣∣∣ζ
N
1 + ...+ ζ
N
nk
nk
· t
∣∣∣∣∣
∣∣∣∣∣ < τ2k(4.2)
Since τζ(s) = τ there exists F1 ∈ Σ(N) and M1 ∈ [N] such that for every N ∈ [M1] and every n ∈ N
||ζNn (s,F1)|| > τ2 .
For every n ∈ N we choose tn = (y(n)i )i ∈ Σ(s,F1) such that
||ζM1n · tn|| >
τ
2
(4.3)
Let kn = maxsuppζ
M1
n and
s˜ = (y˜i)
∞
i=1 = (y
(1)
1 , ..., y
(1)
k1
, y
(2)
k1+1
, ...y
(2)
k2
, y
(3)
k2+1
, ..., y
(3)
k3
, y
(4)
k3+1
...).
Then for every n ∈ N
||ζM1n · s˜|| >
τ
2
(4.4)
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We set
zn =
ζM1n · s˜∥∥∥ζM1n s˜∥∥∥ , t = (zn)
∞
n=1(4.5)
Let M ∈ [M1], M = {m1,m2, ...}and set M2 =
∞⋃
k=1
suppζM1mk .
By the property (4) of the repeated averages hierarchy
||ζM1mk · s˜|| = ||ζM2k · s˜||(4.6)
By(4.5) ( 4.4) ( 4.2)and (4.6) and the unconditionality of the basis we get
∥∥∥∥zm1 + ...+ zmnknk
∥∥∥∥ ≤ 2τ
∥∥∥∥∥
ζM1m1 · s˜+ ...+ ζM1mnk · s˜
nk
∥∥∥∥∥ =
=
2
τ
∥∥∥∥∥
ζM2
1
· s˜+ ...+ ζM2
nk
· s˜
nk
∥∥∥∥∥ < 1k
and the proof is completed
Given A be a reflexive Banach space with an unconditional basis and we denote by XA the space
constructed in the previous section 3. We denote
Σ(XA) = {(xi)∞i=1 : ‖xi‖ = 1, and range(xi) < range (xi+1)} .
The indexes τξ(s), τξ,n(s) for s ∈ Σ(XA) are as in Definitions 4.3 and 4.4.We also define τξ,n(XA) =
inf{τξ,n(s) : s ∈ Σ(XA)}.
Lemma 4.18. If the space A is stabilized then XA is stabilized and for s ∈ Σ(A), s′ ∈ Σ(XA) we
have τξ,n(s) = τξ,n(s
′) for every ξ < ω1, n ∈ N.
Proof. It is similar to that of Proposition 3.7 that if the space A satisfies the property (P) the same
fact also holds for the space XA
Proposition 4.19. Let A be a stabilized reflexive space such that ξA is a limit ordinal. Then the
set W in XA is an a-thin set for a null sequence a = (an)n∈N of positive numbers.
Proof. It follows from Proposition 4.16 that for the sequence (ξn)n∈N that defines SξA we have
limτξn = 0.
For every k ∈ N we choose ξnk such that τξnk <
1
k2k
and we define ak =
τξnk
32k
.
We will show that W is an (ak)k∈N thin set.
Assume that it is not. Then there exists Z infinite dimensional subspace of XA and λ > 0 such
that for all n ∈ N
BZ ⊂ λ(2kW + akBXA).
Choose k > 1000λ and in the sequel we will denote by ζ the ordinal ξnk and by τ the number τξnk .
We also may assume that Z is a block subspace generated by a sequence (zl)l∈N such that rangezl <
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rangezl+1,where
range (z) = {δ ∈ D : ∃α, β ∈ suppz : |α| ≤ |δ| ≤ |β|}.
Since the space A is stabilized from Lemma 4.18 we get that for every s ∈ Σ(XA) and ξ < ω1,τξ(s) =
τξ(A). Therefore for the sequence s = (zl)l∈N there exists an F = (Fm)m, satisfying the property:
There exists M ∈ [N] such that ∀N ∈ [M ],
1
2
τ < ||ζN1 (s,F)|| < 2τ .(4.7)
Further we may assume that F satisfies the following stronger property:
For every N ∈ [N] there exists x∗ ∈ BX∗A with(4.8)
||x∗|ZFm || > τ/4 ∀m ∈ suppζN1 .
The property 4.8 follows from Lemma 4.9
For every m ∈ N we define ZFm = span[(zi)i∈Fm ] and
XFm = span[
{
eδ : δ ∈
⋃
i∈Fm
rangezi
}
].
Consider the following family of finite subsets of N
F =


G ⊂ N : ∃x∗G ∈ BX∗A , and (ym)m∈G such that
(a) ym ∈ ZFm and ||ym|| ≤ 1
(b) ∀m∃E′m ⊂ rangeym : x∗G(E′mym) ≥
τ
16
and
the sets (E′m)m∈G are pairwise incomparable
(c) ||x∗G|XFm || < 8τ


Claim: There exists ε > 0 such that F is (ζ,M, ε) large.
Suppose that the claim has been proved. Then we derive to a contradiction in the following manner.
By Theorem 4.4 and Lemma 4.3 (see also Corollary4.5 )there exists a L ∈ [M ] such that N ∈ Lthe
set GN =suppζN1 \{minsuppζN1 } belongs to F.
From Property (1) of the repeated averages hierarchy we may consider N ∈ [L]such that∑
m∈GN
ζN1 (m) >
1
2
.(4.9)
Also consider a functional x∗ = x∗
GN
∈ BX∗A and a sequence (ym)m∈GN to satisfy conditions
(a),(b),(c) above in order GN belongs to F.
We set
y˜ =
∑
m∈GN
ζN1 (m)ym, y =
∑
m∈GN
ζN1 (m)E
′
mym
Choose w˜ ∈W0 such that
∣∣∣∣ ||y˜||−1y˜ − λ · 2kw˜∣∣∣∣ < λak and set
wm = E
′
mw˜, w =
∑
m∈GN wm, u = ||y˜||−1y − λ · 2kw.Then
‖u‖ =
∥∥∥||y˜||−1y − λ · 2kw∥∥∥ < λak(4.10)
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By (4.7) we get that
||y˜|| < 2τ(4.11)
and by 4.9 and condition(b) of the definition of F
x∗ (y) >
τ
32
(4.12)
Since the sets (E′m)m∈GN are pairwise incomparable we get that w is a convex combination of
vectors w′m ∈ BXFm ,m ∈ GN .Therefore by property (c)of the definition of the family F we have
that
x∗ (w) ≤ 8τ(4.13)
Combining the above relations (4.11),(4.12) and (4.13) we get that
x∗ (u) >
1
2τ
τ
32
− 2kλ8τ > λak
which contradicts to (4.10)
Hence it remains to prove the claim.
Given any N ∈ [M ] set G =suppζNn and choose x∗ ∈ BX∗A such that ||x∗|ZFm || >
τ
4
for all m ∈ G.
We write x∗ = (x∗)+ − (x∗)− where (x∗)+ (eδ) =
{
x∗(eδ) if x
∗(eδ) > 0
0 otherwise
and (x∗)− (eδ) =
{ −x∗(eδ) if x∗(eδ) < 0
0 otherwise
.
We set G+ =
{
m ∈ G : ||(x∗)+|ZFm || >
τ
8
}
and
G− =
{
m ∈ G : ||(x∗)−|ZFm || >
τ
8
}
.
Then either∑
m∈G+
ζN1 (m) >
1
2 or
∑
m∈G−
ζN1 (m) >
1
2 .
Suppose that ∑
m∈G+
ζN1 (m) >
1
2
(4.14)
and set
z∗ = (x∗)+ , G1 = {m ∈ G+ : ||z∗|XFm || < 8τ}
Since for each t = (tm)m∈G, tm ∈ XFm , ||tm|| = 1 we have ||ζN1 · t|| < 2τ we get by 4.14 that∑
m∈G1
ζN1 (m) >
1
4
.(4.15)
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Further choose
ym ∈ ZFm : ||ym|| = 1, x∗(ym) >
τ
4
.(4.16)
For every m ∈ G1 choose wm ∈W such that
||ym − λ2kwm|| < λak(4.17)
Set ε1 =
1
32
τ
2kλ
,Em = range (ym) .
From Proposition 3.4,there exists a partition D1, ...DN of the set G and E
′
m ⊂ Em such that
(i) z∗ ((Em\E′m)wm) < ε1
(ii)The sets (E′m)m∈Di are pairwise incomparable for every i = 1, ..., N
(iii)N <
5
ε21
By (4.15) there exists i0 ∈ {1, ..., N}such that
∑
m∈Di0
ζN1 (m) >
1
4N
>
ε21
20
.
By (4.16) ,(4.17)and (i) :
z∗
(
E′mym
)
>
τ
8
− 2kλε1 − λak > τ
8
− 1
32
τ
2kλ
− λ τ
32k
>
τ
16
Therefore Di0 ∈ F
Hence for ε =
ε21
20
the set F is (ζ,M, ε) large and the proof is complete.
Theorem 4.20. Let A be a reflexive Banach space with an unconditional basis .Then there exists
a block subspace B and a null sequence a such that the set W in XB is an a−thin set
Proof. From Proposition4.13 we can choose a block subspace B of A which is stabilized .Then if ξB
is a successor ordinal or ξA = 0 the result follows from Proposition 4.17 and if ξB is a limit ordinal
then it follows from Proposition 4.19
5. THIN NORMING SETS III
(c0(N) case)
In this section for A = c0 (N) we construct a Banach spaceXA which is of the form
(
∞∑
n=1
⊕
ℓ1 (2n)
)
0
and a set W which norms a subspace of X∗A isometric and w
∗-homeomorphic to (c0 (N))
∗.The set
W is defined similarly to the reflexive spaces case. The proof thatW is a thin set uses the structure
of the w∗-closure of W in the second dual of XA.
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Theorem 5.1. There exists a Banach space X with separable dual X∗ and a closed, bounded convex
symmetric subset W of X such that W is a thin subset of X, c0(N)∗ is isometric and w∗-isomorphic
to a closed subspace Y of X∗ and W is a 12-norming set for Y
Proof. (i) The space X
We denote by D the dyadic tree, i.e. every δ ∈ D has exactly two immediate successors. The tree
D naturally coincides with the set of all finite sequences {(ε1, ..., εn) : n ∈ N and εi ∈ {0, 1}, for
i = 1, 2, ..., n}.
We will use the notation and the definitions about the tree D introduced in the reflexive case.
In the vector space c00(D) we define the following norm
∥∥∥∥∑
δ∈D
λδeδ
∥∥∥∥ = maxn∈N
( ∑
|δ|=n
|λδ |
)
The space X is the completion of c00(D) with the above defined norm. It is clear that X is
isometric to the space
( ∑
n∈N
⊕ ℓ1(2n)
)
0
. The space X∗ is isometric to the space
( ∑
n∈N
⊕ ℓ∞(2n)
)
1
and X∗∗ is isometric to
( ∑
n∈N
⊕ ℓ1(2n)
)
∞
. The last space is not a d-product of (ℓ1(2n))n∈N.
(ii) The space Y
The space Y is defined in a similar way as in the reflexive case. We set
y∗n =
∑
|δ|=n
δ(n)=1
e∗δ , where δ = (ε1, ..., εn), δ(n) = εn, and
Y = < (y∗n)n∈N >.
It is easy to see that the space Y is isometric to ℓ1 and w∗-isomorphic to c∗0(N).
(iii) The set W
For any initial segment s of D we denote
xs =
∑
δ∈s
eδ
Clearly, ||xs|| = 1.
We set W = co{±xs : s is an initial segment}.
For any infinite branch γ of D we set
xγ =
∑
δ∈γ
eδ = w
∗ − lim
n→∞
xγ|n
where the series is taken in the w∗-topology and xγ ∈ X∗∗.
Proposition 5.2. The set W is 12 -norming for the space Y .
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Proof. Let y∗ ∈ Y such that ||y∗|| = 1. Then y∗ =
∞∑
n=1
λny
∗
n and
∞∑
n=1
|λn| = 1. Set M = {j ∈ N :
λj > 0}. We can assume that
∑
j∈M
λj ≥ 12 and let γ = (εi)i∈N where εi =
{
1 if λi > 0
0 if λi ≤ 0 .
Then xγ(y
∗) ≥ 12 and hence limn→∞xγ|n(y
∗) ≥ 12 which proves that W 12 -norms Y.
Proposition 5.3. The set W is a thin subset of X.
Proof. Assume on the contrary that W is not a thin set. Then for every ε > 0 there exists a
normalized block sequence (zn)n∈N in X and λ > 0 such that
BZ ⊂ λW + εBX
where Z = < (zn)n∈N >.
We denote by W˜ the w∗-closure of W in X∗∗ and by the compactness of W˜ in the w∗-topology we
get that
BZ∗∗ ⊂ λW˜ + εBX∗∗ .
We denote by Br(D), S(D) the sets of infinite branches, initial segments of D respectively.
Define
Kc = {xγ : γ ∈ Br(D)}
Kd = {xs : s ∈ S(D)}
K = Kc ∪Kd
It is easy to check that W˜ = cow
∗
(K ∪ −K).
Finally M(Kc) denotes the space of the regular finite Borel measures on Kc, M1(Kc) = {µ ∈
M(K) : ||µ|| ≤ 1} and Q : X∗∗ → X∗∗/X the natural quotient map.
Lemma 5.4. If R :M1(Kc)→ W˜ is the natural affine map from the unit ball of the Borel measures
on Kc onto W˜ then QR is an isometry between M1(Kc) and Q(W˜ ).
Proof. Notice, first that (Kc, w
∗) is a compact metric space homeomorphic to the Cantor set {0, 1}N.
Hence for any δ ∈ D the family (Nδ)δ∈D, where Nδ = {xγ : δ ∈ γ} is a basis for the topology of Kc
and each Nδ is a clopen subset of Kc.
Now for µ ∈ M1(Kc) ||µ|| = lim
n→∞
∑
|δ|=n
|µ(Nδ)| = lim
n→∞
∑
|δ|=n
|Rµ(eδ)| = d(Rµ,X) = ||QRµ||, and this
completes the proof of the lemma.
Lemma 5.5. Let (µξ)ξ∈Ξ be an uncountable family of measures in M1(Kc). Then for any δ > 0
there exists an uncountable family {{ξi, ζi}, i ∈ I} of pairwise disjoint two-points sets such that
{µξi − µζi , i ∈ I} are pairwise δ-singular, i.e. for every i ∈ I there exists a vi ∈ M1(Kc) such
that ||vi|| < δ and the elements of the family {µξi − µζi − vi}i∈I are pairwise singular.
Proof. : It is well known ([L]) that M1(Kc) is isometric to( ∑
γ<2w
⊕ L1(µγ)
)
1
where {µγ}γ<2w is a maximal family of pairwise singular probability measures
in M1(Kc).
The isometry assigns to each µ ∈ M(Kc) the vector
{
dµ
dµγ
}
γ<2w
.
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Since Kc is a compact metric space, each L
1(µγ) is a separable Banach space.
Given δ > 0, for each ξ ∈ Ξ we choose a finite subset Fξ of 2w such that∥∥∥∥∥µξ − ∑γ∈Fξ
dµξ
dµγ
∥∥∥∥∥ < δ4 .
Apply Erdo¨s-Rado theorem ([KM]) to get an uncountable Ξ′ subset of Ξ and F subset of 2ω
such that for ξ1, ξ2 ∈ Ξ′, ξ1 6= ξ2 we have Fξ1 ∩ Fξ2 = F . If F = ∅ then the measures (µξ)ξ∈Ξ′ are
pairwise δ4 -singular, hence for any family {{ξi, ζi}, i ∈ I} of pairwise disjoint two-point subset of Ξ′,
the measures {µξi − µζi}i∈I are pairwise δ2 -singular. Therefore we assume that F 6= ∅.
We set τξ =
∑
γ∈F
dµξ
dµγ
for any ξ ∈ Ξ′.
Since
(∑
γ∈F
⊕ L1(µγ)
)
1
is a separable Banach space there exists an uncountable family {{ξi, ζi}}i∈I ,
of pairwise disjoint two-point subsets of Ξ′ such that for each i ∈ I
||τξi − τζi || < δ4 .
It is easy to check that the members of the family {µξi − µζi : i ∈ I} are pairwise δ-singular
In the sequel by a normalized block sequence in the space X we understand a sequence (zn)n∈N
of vectors of X with finite supports (En)n∈N and
max{|δ| : δ ∈ En} < min{|δ| : δ ∈ En+1}
Lemma 5.6. Let (zn)n∈N be a normalized block sequence in the space X and {Mξ}ξ∈Ξ an uncount-
able almost disjoint family of subsets of N.For any ξ ∈ Ξ set z∗∗ξ =
∑
n∈Mξ
zn, in the w
∗-sense. Then
the family {Qz∗∗ξ }ξ∈Ξ is isometrically equivalent to the usual basis of c0(Ξ).
Proof. Since (Mξ)ξ∈Ξ are almost disjoint and (zn)n∈N is a normalized block sequence then∥∥∥∥ n∑
i=1
λiQz
∗∗
ξi
∥∥∥∥ = limn→∞
∥∥∥∥ n∑
i=1
λiz
∗∗
ξi
|{δ : |δ| ≥ n}
∥∥∥∥ = max{|λi| : 1 ≤ i ≤ n}
Completion of the proof of Theorem 5.1
For ε = 116 choose a normalized block sequence (zn)n∈N and a λ > 0 such that
BZ ⊂ λW + εBX , where Z = < zn)n∈N >.
Let (Nξ)ξ∈Ξ be an uncountable almost disjoint family of subsets of N and for any ξ ∈ Ξ define
z∗∗ξ =
∑
n∈Nξ
zn.
Since (z∗∗ξ )ξ∈Ξ is a subset of BZ∗∗ there exists a family {µξ}ξ∈Ξ in M1(Kc) such that
||λQRµξ −Qz∗∗ξ || < ε.
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Since ||Qz∗∗ξ || = 1, it follows that
1− ε < ||λµξ || = ||λQRµξ || < 1 + ε.
By lemma 5.5 we get an uncountable family {λµξi − λµζi}i∈I which is 116 -singular. Since||Q(z∗∗ξi − z∗∗ζi )|| = 1, we get that
1− 2ε < ||λQL(µξi − µζi)|| < 1 + 2ε
and also we have that
||λQL(µξi − µζi)− (z∗∗ξi − z∗∗ζi )|| < 2ε.
Hence
1 =
∥∥∥∥ n∑
i=1
Q(z∗∗ξi − z∗∗ζi )
∥∥∥∥ ≥
∥∥∥∥ n∑
i=1
λQR(µξi − µζi)
∥∥∥∥− 2ε ≥
(1− 2ε− 2δ)n − 2ε ≥ (1− 14)n− 24
which leads to a contradiction for n ≥ 4 and the proof is complete.
6. CONSTRUCTIONS OF BLOCK-H.I. SPACES
In this section we present a general method of constructing block-H.I. Banach spaces; thus for
any sequence (Xn)n∈N of separable Banach spaces we define a d-product such that the resulting
space is a block H.I. space (Definition 2.3 ). They are mainly two ways to define such a norm. The
first is to follow Gowers-Maurey methods and the second is the method developed in [AD2] using
the analysis of the norming functionals. There are several variations that give more information but
we do not use them since the whole construction becomes more complicated. Thus, for example,
one can define a block-H.I. d-product norm such that every block subspace has to be an asymptotic
ℓ1 space.
Notation. Let [N] be the space {0, 1}N of all the subsets of N with the product topology, [N]<ω
the set of all finite subsets of N. A set M ⊆ N<ω is compact if it is a closed subset of [N] and
adequate if whenever B ⊂ A and A ∈ M then B ∈ M.
A sequence (E1, ..., En), n ∈ N, of finite subsets of N is called M-admissible if there exists a
set {m1, ...,mn} ∈ M such that
m1 ≤ E1 < m2 ≤ E2 < ... < mn ≤ En.
A sequence (x˜1, ..., x˜n), n ∈ N of vectors of Ω00 =
(
∞∏
Xn
n=1
)
00
is calledM-admissible if the sequence
(suppx˜1, ...,suppx˜n) is M-admissible.
Let θ ∈ R and M⊆ [N]<w. A subset K of Ω00 is called (M, θ)-closed if for any M-admissible
sequence (x˜1, .., x˜n) of elements of K, θ
n∑
i=1
x˜i ∈ K. If A ⊆ Ω00 and (Mn, θn)n∈N is a sequence such
that Mn ⊆ [N]<ω and θn ∈ R for every n ∈ N, K(A, (Mn, θn)n∈N) is the smallest subset of Ω00
which contains A and it is (Mn, θn)-closed for every n ∈ N.
In the sequel we consider families Mn ⊆ [N]<ω which are compact, adequate and θn ց 0.
Let (Xn, ||.||)n∈N be a sequence of separable Banach spaces. For each n ∈ N let Fn ⊆ X∗n such
that:
1) Fn is a countable symmetric subset of BX∗n
2) For every x ∈ Xn ||x|| = sup
f∈Fn
f(x).
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Every f = (fn)n∈N ∈
(
∞∏
n=1
X∗n
)
00
is a functional f :
∞∏
n=1
Xn → R defined by the rule f(x˜) =
∞∑
n=1
fn(xn), where x˜ = (xn)n∈N ∈
∞∏
n=1
Xn. Every f ∈ X∗n is coincides with the element (0, 0, ..., f, 0, ...)
of
(
∞∏
n=1
X∗n
)
00
.
Definition 6.1. The (Mn, θn)n∈N-d-product of a sequence (Xn, ||.||n)n∈N of separable spaces is the
completion of
((
∞∏
n=1
Xn
)
00
, ||.||K
)
, where ||x˜||K = sup
f∈K
f(x˜) and K = K
( ⋃
n∈N
Fn, (Mn, θn)n∈N
)
.
If for every n ∈ N dimXn = 1 then the (Mn, θn)n∈N-d-product coincides with the mixed-Tsirelson
space T ((Mn, θn)n∈) introduced in [AD2], where Fn = {e∗n,−e∗n}, e∗n(en) = 1 for en ∈ Xn such
that ||en||n = 1.
The sequence (en)
∞
n=1 is a 1-unconditional basis of T ((Mn, θn)n∈N).
Remark 6.1. It is easy to see that the set K in the above definition is also defined inductively in
the following manner
K =
∞⋃
s=0
Ks where K0 =
⋃
n∈N
Fn and if s > 1 Ks = Ks−1
⋃( ∞⋃
i=1
Kni
)
where
Kni =
{
θi
d∑
k=1
fk : (f1, ..., fd) is Mi-admissible and fk ∈ Ks−1
}
.
We denote by
A∗0 = K
0 and if n > 0 A∗n =
∞⋃
s=0
Ksn. For n > 0 the set A
∗
n is described as.
{
θn
d∑
k=1
fk : d ∈ N, (f1, ..., fd) is Mn-admissible and fk ∈ K
}
.
For every f ∈ K we define
j(f) = max{n : f ∈ A∗n}
As in the case of previously defined H.I-spaces ([GM], [AD2]) we need an appropriate auxiliary
function that we define below
We denote by
K = {(f1, ..., fd) : d ∈ N, f1 < ... < fd, fi ∈ K, i = 1, ..., d}.
Notice that the set K is countable.
There exists σ : K → {2j : j ∈ N} such that
a) σ(f) > j(f) for any f ∈ K
b) If (f1, ..., fn, fn+1) ∈ K then σ(f1, ..., fn) < σ(f1, ..., fn, fn+1)
c) σ is a one to one function.
The injection σ defines a subset L of K as follows:
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L =
∞⋃
s=0
Ls where
(i) L0 = K0 =
⋃
n∈N
Fn, L0j = ∅ for every j ∈ N
(ii) If s > 0 Ls =
∞⋃
s=0
Lsi where
Ls2j = ±Ls−12j
⋃{θ2j(f1+ ...+ fd) : d ∈ N, (f1, ..., fd) is a M2j-admissible sequence of elements of
Ls−1}
L
′s
2j+1 = ±Ls−12j+1
⋃{θ2j+1(f1 + ... + fd) : d ∈ N, (f1, ..., fd) is M2j+1-admissible sequence of
elements of Ls−1, f1 ∈ Ls−12k with k > n2j+1 and fi+1 ∈ Ls−1σ(f1,...,fi) for i ≥ 1}, where (nj)∞j=1 will be
a strictly increasing sequence of positive integers.
Ls2j+1 = {f |[k,+∞) : f ∈ L
′s
2j+1 and k ∈ N}.
We set B∗i =
∞⋃
s=1
Lsi .
Definition 6.2. The (Mn, θn)σn∈N-product of a sequence (Xn, ||.||n)n∈N of separable spaces is the
completion of
((
∞∏
n=1
Xn
)
00
, ||.||L
)
.
Remark 6.2. The norms ||.||K , ||.||L defined above by the sets K,L satisfy the implicit relations:
||x˜||K = max
{
||x˜||∞, sup
K∈N
{
sup θk
d∑
i=1
||Eix˜||K
}}
where the second “sup” is over all the Mk-admissible sequences (E1, ..., Ed), d ∈ N of intervals and
||x˜||L = max
{
||x˜||∞, sup
K∈N
{
sup θ2k
d∑
i=1
||Eix˜||L
}
, sup(f(x))
}
,
where f ∈
∞⋃
s=1
B∗2s−1 (E1 < ... < Ed)M2k-admissible sequence of intervals.
Remark 6.3. Let i(M) be the Cantor-Bendixson index of M. If i(M) ≥ ω we set 1i(M) = 0. A
modification of the arguments of Proposition 1.1 in [AD2] proves the following:
Proposition 6.1. Let (Xn, ||.||n)n∈N be a sequence of separable Banach spaces
(a) The norm (Mn, θn)σn∈N on
∞∏
n=1
Xn is shrinking.
(b) If there exists n ∈ N such that θn > 1i(Mn) then this norm is also boundedly complete.
(c) If (b) is satisfied then the (Mn, θn)σ-product is a reflexive space if and only if every Xn is
reflexive.
Our goal is to show that for appropriate choice of sequences (Mn)n∈N, (θn)n∈N we get that the
(Mn, θn)σn∈N-product norm on
∞∏
n=1
Xn is a block H.I-space for every sequence (Xn, ||.||n)n∈N of sep-
arable Banach spaces.
There are several choices of such sequences. We will use the following two sequences that enable
us to give a relative simple proof.
We denote by An the compact family
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An = {F ⊂ N : |F | ≤ n}.
We select two sequences of natural numbers in the following manner.
Set m1 = 2 and inductively mi+1 ≥ m5i . Next we set ni = 3, ni+1 = nsii , where si is an integer such
that 2si > m3i+1.
Theorem 6.2. Let (Xn, ||.||n)n∈N be a sequence of separable Banach spaces. Then the
(
Ani, 1mi
)σ
-
d-product of the sequence (Xn, ||.||n)n∈N is a block H.I-space.
Notation. We denote (X˜j , |.|j) the norm defined on
∞∏
n=1
Xn by the set of functionals Kj =
K
( ⋃
n∈N
Fn, (Ani , 1mi )
j
i=1
)
we first prove the following proposition that gives some upper p-estimates
for the |.|j norm.
Proposition 6.3. For every j = 1, 2, ... and x˜ ∈ X˜j , |x˜|j ≤ ||x˜||p where p = min{pi : 1 ≤ i ≤ j}
and pi =
1
1−logni mi
.
Proof. It is enough to show that |f(x˜)| ≤ ||x˜||p for every f ∈ Kj =
∞⋃
s=0
Ksj .
We will prove it by induction.
For s = 0 and f ∈ K0j we have that |f(x˜)| ≤ ||x˜||∞ ≤ ||x˜||p.Assume that the statement has been
proved for 0, 1, ..., s and let f ∈ Ks+1j \Ksj . Then f = 1mk (f1 + ... + fd) for some 1 ≤ k ≤ j and
f1, ..., fd successive elements of K
s
j , d ≤ nk.
If 1qk = 1−
1
pk
then 1qk = lognk mk so mk = n
1/qk
k . Let Ei = ranfi for i = 1, ..., d. Then
|f(x˜)| ≤ 1mk
d∑
i=1
|fi(x˜)| ≤ 1mk
d∑
i=1
||Eix˜||p ≤ 1mk d1/qk
(
d∑
i=1
||Eix˜||pkp
)1/pk
≤
≤
(
d
nk
)1/qk ( d∑
i=1
||Eix˜||pp
)1/p
≤ ||x˜||p.
Definition 6.3. Let K = K
( ⋃
n∈N
Fn, (Mn, θn)n∈N
)
and φ ∈ K. An analysis of φ is a sequence
(Ks(φ))ms=0 such that
(1) Ks(φ) = {f1, ..., fds} where f1 < ... < fds and fi ∈ Ks for i = 1, ..., ds
(2)
⋃
f∈Ks(φ)
suppf =suppφ
(3) If s > 0 and f ∈ Ks(φ)\Ks−1(φ) there exist n ∈ N and a Mn-admissible sequence (f1, ..., fd)
of elements of Ks−1(φ) such that f = θn
d∑
i=1
fi.
(4) Km(φ) = {φ}.
If φ = 1mq (f1 + ...+ fd), where f1, ..., fd ∈ Km−1(φ) we define w(φ) = 1mq .
Remark 6.4. (a) It follows from the inductive definition of the set K that every φ ∈ K has an
analysis. Further if L is the subset of K that defines the (Mn, θn)σn∈N-product norm on
∞∏
n=1
Xn then
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every φ ∈ L has an analysis in elements that also belong to L.
(b) The analysis of a functional φ is important for the proof that the space is block-H.I. Essen-
tially it will permit us to estimate the action of a functional φ ∈ L on a certain block average by
using a functional ψ acting on an average of the unit vectors of the basis in the following space
T
[(
A2ni , 1mi
)∞
i=1
]
defined below.
Definition 6.4. For (mi)i∈N, (ni)i∈N we denote by T
[(
A2ni , 1mi
)∞
i=1
]
the mixed Tsirelson space
defined by these sequences.
Remark 6.5. Us we mentioned before mixed Tsirelson spaces are special cases of the (Mn, θn)n∈N-
d-product norm of
∞∏
n=1
Xn where dimXn = 1.
In this special case we denote B∗i =
∞⋃
i=1
Ksi which is equal to the set{
1
mi
(f1 + ...+ fd) : d ≤ 2ni, f1, ..., fd ∈ K and f1 < ... < fd
}
.
Further for f ∈ B∗i we denote w(f) = 1mi to be the weight of the functional f .
Lemma 6.4. For the sequences (mi)i∈N, (ni)i∈N defined above we have that the sequences p
′
i =
1
1−logni mi
, pi =
1
1−log2ni mi
, are strictly decreasing to 1 hence the T
[(
A2ni , 1mi
)j
i=1
]
is isomorphic
to ℓpj .
Proof. The first part follows easily follows easily from the choice of (mi)i∈N, (ni)i∈N and for the
second we refer to [AD1].
Lemma 6.5. Let k ∈ N and x = 1nk
nk∑
i=1
ei. Then
(a) For every q = 1, 2, ... and φ ∈ B∗q
|φ(x)| ≤
{
2
mqmk
if q < k
1
mq
if q ≥ k
(b) If φ ∈ B∗q and there exists an analysis (Ks(φ))ms=0 of φ such that for every f ∈
∞⋃
s=0
Ks(φ),
f /∈ B∗k then |φ(x)| ≤ 1m3k .
Proof. (a): If q ≥ j the estimate is obvious.
Let q < j, φ = 1mq (f1 + ...+ fd), d ≤ 2nq, f1 < ... < fd ∈ K and (Ks(φ))ms=0 be an analysis of φ.
We set
I =

 i : 1 ≤ i ≤ nk and there exists f ∈
m⋃
s=0
Ks(φ)
such that w(f) < 1mk and i ∈ suppf

 and
J = {1, ..., nk}\I
x1 =
1
nk
∑
i∈I
ei, x2 =
1
nk
∑
i∈J
ei.
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Clearly |φ(x1)| ≤ 1mqmk
Also for estimating we observe that
n
1
qk−1
k = n
sk−1
qk−1
k−1 =
(2nk−1)
sk−1
qk−1
2
sk−1
qk−1
≥ m
sk−1
k−1
2sk−1
≥ 25sk−1
2sk−1
≥ 24sk−1 ≥ m12k
and by lemma 6.4 and Proposition 6.3
|φ(x2)| ≤ |x2|k−1 ≤ 1nk
∣∣∣∣ nk∑
i=1
ei
∣∣∣∣
k−1
≤ 1nkn
1
pk−1
k =
1
n
1
qk−1
k
≤ 1
m3
k
.
So |φ(x)| ≤ |φ(x1)|+ |φ(x2)| ≤ 1mqmk +
1
m3
k
≤ 2mqmk
(b) If q > k then |φ(x)| ≤ 1mk+1 <
1
m3
k
If q < k then we observe that φ|J where J is defined as in the case K belongs to the norming set
of T
[(
A2ni , 1mi
)k−1
i=1
]
hence∣∣∣∣φ|J
(
1
nk
nk∑
i=1
ei
)∣∣∣∣ ≤
∣∣∣∣ 1nk nk∑
i=1
ei
∣∣∣∣
k−1
≤ 1
m12
k
Definition 6.5. A vector x˜ ∈
(
∞∏
n=1
Xn
)
00
is called a nj-average if there is a sequence x˜1 < ... <
x˜nj of normalized vectors of
(
∞∏
n=1
Xn
)
00
such that x˜ = 1nj (x˜1 + ...+ x˜nj).
A nj-average x˜ is called seminormalized if ||x˜|| ≥ 12 .
Definition 6.6. 1) A sequence (xj)
nk
j=1 of successive elements of
(
∞∏
n=1
Xn
)
00
is called a nk-rapidly
increasing sequence or a nk RIS if
(i) For every j = 1, ..., n, x˜j is a seminormalized nrj -average where k < r1 < r2 < ... < rk.
(ii) ||x˜j ||ℓ1 ≤
mrj+1
mrj+1−1
for every j = 1, 2, ... .
For every k ∈ N the vector x˜ = 1nk (x˜1 + ...+ x˜nk) is called a nk-RIS average.
2) A sequence (xj)
∞
j=1 of successive elements of
(
∞∏
n=1
Xn
)
00
is called a rapidly increasing se-
quence or a RIS if
(i) For every j = 1, ..., n, x˜j is a seminormalized nrj -average where r1 < r2 < ....
(ii) ||x˜j ||ℓ1 ≤
mrj+1
mrj+1−1
for every j = 1, 2, ...
Remark 6.6. The above definitions are similar to the corresponding in Gowers-Maurey’s example
[GM]. The existence of seminormalized nj-averages for every block sequence is established in the
following proposition and the proof follows their method.
Proposition 6.6. Let (y˜i)
∞
i=1 be a normalized block sequence of
(
∞∏
n=1
Xn
)
00
. For every k > there
exist x˜1, ..., x˜nk normalized blocks of .(y˜i)
∞
i=1 such that
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∥∥∥∥ 1nk nk∑
i=1
x˜i
∥∥∥∥ ≥ 12 .
Proof. Case 1: k = 2j + 1 for some j ∈ N.
We define n2j+1-averages x˜
(t)
k in Y˜ =< (y˜i)
∞
i=1 > as follows:
For every k ∈ N we set x˜(0)k = y˜(0)k = y˜k and inductively
x˜
(t+1)
k =
1
n2j+1
kn2j+1∑
i=(k−1)n2j+1+1
y˜
(t)
i and y˜
(t+1)
k =
x˜
(t+1)
k
||x˜
(t+1)
k
||
.
We claim that for some t, 1 ≤ t ≤ s2j+1 − 1 and k = 1, ..., ns2j+1−12j+1 , ||x˜(t)k || ≥ 12 . Indeed, if this not
true then
||x˜(s2j+1)1 || ≥ 2s2j+1−1 1ns2j+12j+1 ||
n
s2j+1
2j+1∑
i=1
y˜i|| = 2
s2j+1−1
n2j+2
||
n2j+2∑
i=1
y˜i|| ≥ 2
s2j+1−1
m2j+2
> 1, which is a contradiction.
Case 2: k = 2j for some j ∈ N.
We define n2j-averages x˜
(t)
k in Y˜ =< (y˜i)
∞
i=1 > as in previous case and then for some 1 ≤ t ≤
s2js2j+1 − 1 and k = 1, ..., ns2js2j+1−12j , ||x˜(t)k || ≥ 12 because if this is not true then
||x˜s2js2j+11 || ≥ 2s2js2j+1−1 1n2j+2 ||
n2j+2∑
y˜i|| ≥ 2
s2js2j+1−1
m2j+2
i=1
> 1
which is a contradiction.
Remark 6.7. (a) From the above Proposition 6.6 we get that for every (y˜i)
∞
i=1 a normalized block
sequence of vectors of
(
∞∏
n=1
Xn
)
00
there exists a sequence (x˜i)
nk
i=1 of successive blocks of (y˜i)
∞
i=1
which is a nk-RIS.
(b) Our strategy in order to prove that the space X˜ is a block H.I-space is the following.
In the first step we will show that every nk-RIS average behaves like the nk-average of the vectors
of the basis in the space T
[(
A2ni , 1mi
)∞
i=1
]
. Then we shall introduce the dependent sequences which
will give us the desired result. To estimate the norms on the averages of the dependent sequences
we will use again the space T
[(
A2ni , 1mi
)∞
i=1
]
. The main tool for passing the estimates from one
space to the other is the analysis of the functionals that we introduced above.
Lemma 6.7. Let j ≥ 2 and x˜ ∈
(
∞∏
n=1
Xn
)
00
be a nj-average. Then for every n ≤ nj−1 and
E1 < ... < En successive intervals of integers
n∑
i=1
||Eix˜|| ≤ 2.
Proof. Let x˜ = 1nj
nj∑
k=1
x˜k where x˜1 < ... < x˜nj and ||x˜k|| = 1 for every k = 1, ..., nj . For every
i = 1, ..., n define
Ai = {k : 1 ≤ k ≤ nj and suppx˜k ⊂ Ei}
Bi = {k : 1 ≤ k ≤ nj and suppx˜k ∩Ei 6= ∅}
The sets Ai are pairwise disjoint and |Bi| ≤ |Ai|+ 2
Since the norm is bimonotone, for every i = 1, ..., n
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||Eix˜|| ≤ 1nj ||
∑
k∈Bi
xk|| ≤ 1nj |Bi| ≤ 1nj (|Ai|+ 2)
Therefore
||
n∑
i=1
Eix˜|| ≤ 1nj
(
n∑
i=1
|Ai|+ 2n
)
≤ 1nj (nj + 2nj−1) ≤ 2.
The proof is complete.
Proposition 6.8. Let k ≥ 2 and (xj)nkj=1 be a nk-RIS with xj be a nrj -seminormalized average and
φ ∈ K such that w(φ) = 1mr . Then there exists a functional ψ ∈ KT such that for every j = 1, ..., nk|φ(x˜j)| ≤ 2ψ(ej).
Moreover if r < r1 then ψ ∈ B∗r and if rt ≤ r < rt+1 then ψ = 12 (ψ1 + e∗t ) where ψ1 ∈ B∗r−1 and
t /∈suppψ1.
Proof. Let (Ks(φ))ms=0 be an analysis of φ. For every f ∈
m⋃
s=0
Ks(φ) we set
Df = {j : suppφ ∩ suppx˜j = suppf ∩ suppx˜j 6= ∅}.
Using induction on s = 0, ...,m we shall define for every f ∈
m⋃
s=0
Ks(φ) a functional gf ∈ KT with
the following properties.
(a) suppgf ⊂ Df
(b) For every j ∈ Df , |f(x˜j)| ≤ 2gf (ej)
(c) gf ∈ KT
Moreover gf ∈ (B∗r ) if r < r1 and if rt ≤ r < rt+1 gf = 12(g1f + e∗t ) and t /∈suppg1f .
If f ∈ K0(φ) and Df 6= ∅ then Df = {k} for some k, 1 ≤ k ≤ n. In this case we set gf = e∗k.
Let s > 0 and suppose that gf has been defined for every f ∈
s−1⋃
i=0
Ki(φ) and let f ∈ Ks(φ)\Ks−1(φ).
Then f = 1mq (f1 + ...+ fd), d ≤ nq, f1, ..., fd successive functionals of K.
Case 1: q < r1
Define I = {i : 1 ≤ i ≤ d and Dfi 6= ∅} and T = Df\
⋃
i∈I
Dfi
We set
gf =
1
mq

∑
i∈I
gfi +
∑
j∈T
e∗j


Property (a) is obvious. Since |I| ≤ nq and |T | ≤ nq. We get that gf ∈ KT hence property (c).
To prove (b) let j ∈ Df . If j ∈ Dfi for some i = 1, ..., d then
|f(x˜j)| = 1mq |fi(x˜j)| ≤ 2mq gfi(ej) = 2gf (ej).
If j ∈ T , let Ei = ranfi for i = 1, ..., d. Then by lemma 6.7
|f(x˜j)| ≤ 1mq
d∑
i=1
||Eix˜j|| ≤ 2mq = 2mq e∗j(ej) = 2gf (ej)
Case 2: q ≥ r1
54
Let t the integer with the property rt ≤ q < rt+1 for t = 1, ..., nk.
Subcase 2a: t /∈ Df or t ∈
⋃
i∈I
Dfi .
We set
gf =
1
mq−1

∑
i∈I
gfi +
∑
j∈T
e∗j


gf satisfies properties (a) and (c) since |I|+ |T | ≤ nk < nr1−1 ≤ nq−1.
To prove (b), let j ∈ Df . If j ∈ Dfi for some i = 1, ..., d then
|f(x˜j)| = 1
mq
|fi(x˜j)| ≤ 2
mq
gfi(ej) <
1
mq−1
gfi(ej) = gf (ej).
If j ∈ T and j < t then rj+1 ≤ rt ≤ q and by the property (ii) of RIS we get
|f(x˜j)| ≤ 1
mq
d∑
i=1
|fi(x˜j)| ≤ 1
mq
||x˜j ||ℓ1 ≤
1
mq
mrj+1
mrj+1−1
≤ 1
mq−1
=
=
1
mq−1
e∗j (ej) = gf (ej)
If j ∈ T and t < j then by Lemma 6.7 we get
|f(x˜j)| = 1mq |
d∑
i=1
fi(x˜j)| ≤ 1mq
d∑
i=1
||Eix˜j || ≤ 1mq < 1mq−1 e∗j(ej) = gf (ej)
Subcase 2b: t ∈ T . Then we set
g1f =
1
mq−1

∑
i∈I
gfi +
∑
j∈T\{t}
e∗j


as in subcase 2a, |f(x˜j)| ≤ g1f (ej) for every j ∈ Df\{t}.
For j ∈ T , j 6= t by the previous subcase we get that |f(x˜j)| ≤ 2gf (ej).
For j ∈ Dfi then |f(x˜j)| ≤ 1mq |fi(x˜j)| ≤ gfi(ej) ≤ 2mq−1 gf (ej).
We set gf =
1
2 (g
1
f + e
∗
t ). Then |f(x˜t)| ≤ 1 = 212e∗t (et) = 2gf (et). This completes the proof.
Proposition 6.9. Let (x˜j)
nk
j=1 be a nk-RIS of elements of
(
∞∏
n=1
Xn
)
00
, φ ∈ K such that w(φ) = 1mr
and x˜ = 1nk (x˜1 + ...+ x˜nk). Then
(a) |φ(x˜)| ≤


4
mkmr
2
mr
2
mr−1
+ 2nk ≤
4
mk
if r < k
if k ≤ r < r1
if r1 ≤ r
(b) If k = 2k′ for some k′ ∈ N
1
2mk
≤ ||x˜|| ≤ 4mk
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Proof. (a) it follows from the above Proposition and Lemma 6.5 (a)
(b) The fact ||x˜|| ≤ 4mk follows from (a) If k is an even there exist successive functionals fj ∈ L
such that fj(xj) ≥ 12 for every j = 1, ..., nk hence the functional f = 1mk (f1 + ... + fnk) ∈ L. So
||x˜|| ≥ f(x˜) ≥ 12mk .
We pass now to the final stage of the proof. In the following we introduce the (2j+1)-dependent
sequences that we will use to prove that the space is block-H.I.
Definition 6.7. Let j ≥ 2. A sequence (y˜k)n2j+1k=1 of successive vectors of
(
∞∏
n=1
Xn
)
00
is called a
(2j+ 1)-dependent sequence if there exists a sequence (y∗k)
n2j+1
k=1 of successive elements of L such
that for every k = 1, ..., n2j+1
(a) y∗k ∈ B2rk
(b) n2j+1 < r1 < ... < rn2j+1
(c) 2rk = σ(y
∗
1 , ..., y
∗
k−1) for k = 2, ..., n2j+1
(d) Each y˜k is a n2rk-RIS average
(e) suppy˜∗k ⊂ [minsuppy˜k, maxsuppy˜k] = range(y˜k) and
1
2m2rk
≤ y˜∗k(y˜k) ≤ 4m2rk .
The sequence (y∗k)
n2j+1
k=1 is called the dual sequence of (y˜k)
n2j+1
k=1 .
Given a (2j +1)-dependent sequence (y˜k)
n2j+1
k=1 for every k we set θk to be the positive number such
that y∗k(θkm2rk y˜k) = 1. Clearly
1
2 ≤ θk ≤5.
Remark 6.8. For every j > 2 and for every normalized block sequence (x˜i)
∞
i=1 there exists a
(2j + 1)-dependent sequence (y˜k)
n2j+1
k=1 such that each y˜k is a block vector of (x˜i)
∞
i=1.
Lemma 6.10. Let (y˜k)
n2j+1
k=1 be a (2j + 1)-depended sequence and (m2rk)
n2j+1
k=1 , (θk)
n2j+1
k=1 as in defi-
nition 5.7. For every sequence (z∗s )
d
s=1 of elements of L, d ≤ n2j+1 such that z∗s ∈ B∗2ts s = 1, ..., d
and n2j+2 < t1 < ... < ts, and for every k = 1, ..., n2j+1 such that rk 6= ts for every s = 1, ..., d∣∣∣∣
(
d∑
s=1
z∗s
)
(m2rk y˜k)
∣∣∣∣ ≤ 1n22j+1
Proof. y˜k =
1
n2rk
n2rk∑
j=1
x˜j where (xj)
n2rk
j=1 is a n2rk -RIS.
Let s1 be the maximal integer with the property ts1 < rk. If s ≤ s1 then by Proposition 6.9 we get
|z∗s (y˜k)| ≤ 4m2tsm2rk and therefore∣∣∣∣
(
d∑
s=1
z∗s
)
(m2rk y˜k)
∣∣∣∣ ≤ 4 s1∑
s=1
1
m2ts
≤ 8m2t1 ≤
1
2n22j+1
.
For every s ≥ s1 + 1 set
Ds = {j :suppx˜j∩suppz∗s =suppx˜j∩supp
(
d∑
s=s1+1
z∗s
)
6= ∅}.
The sets Ds are pairwise disjoint. We define also
I = {s ≥ s1 + 1 : Ds 6= ∅} and
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∣∣∣∣∣
d∑
s=s1+1
z∗s (y˜k)
∣∣∣∣∣ ≤ ∑s∈I
∣∣∣∣∣z∗s
(
1
n2rk
∑
j∈Ds
x˜j
)∣∣∣∣∣+ ∑j∈T 1n2rk
∣∣∣∣∣
(
d∑
s=s1+1
z∗s
)
(x˜j)
∣∣∣∣∣.
By Proposition 6.9 for every s ∈ I∣∣∣∣∣z∗s
(
1
n2rk
∑
j∈Ds
x˜j
)∣∣∣∣∣ ≤ 2m2ts−1 + 2n2rk .
So
∑
s∈I
∣∣∣∣∣z∗s
(
1
n2rk
∑
j∈Ds
x˜j
)∣∣∣∣∣ ≤
d∑
s=s1+1
2
m2ts−1
+
2n2j+1
n2rk
.
If j ∈ T , x˜j is a nlj -average and lj > 2j + 1 and by Lemma 6.7∣∣∣∣∣
(
d∑
s=s1+1
z∗s
)
(x˜j)
∣∣∣∣∣ ≤ 2. So
∑
j∈T
1
n2rk
∣∣∣∣∣
(
d∑
s=s1+1
z∗s
)
(x˜j)
∣∣∣∣∣ ≤ 2n2j+1n2rk .
Putting all this estimates together∣∣∣∣ d∑
s=1
z∗s (y˜k)
∣∣∣∣ ≤ 12n22j+1 +
d∑
s=s1+1
2
m2ts−1
+
4n2j+1
n2rk
≤
≤ 1
2n22j+1
+ 4m2t1−1
+
4n2j+1
n2rk
≤ 1
n22j+1
Lemma 6.11. Let (y˜k)
n2j+1
k=1 be a (2j + 1)-dependent sequence, (y
∗
k)
n2j+1
k=1 its dual and (θk)
n2j+1
k=1 ,
(m2rk)
n2j+1
k=1 as above
Then for every φ ∈ B∗2j+1
φ
(n2j+1∑
k=1
(−1)kθkm2rk y˜k
)
≤ 1.
Proof. Let φ ∈ B∗2j+1. Then there exists a σ-dependent sequence (z∗1 , ..., z∗d), d ≤ n2j+1 and an
interval E = [l,+∞) such that φ = 1m2j+1E(z∗1 + ...+ z∗d). We set k1 = min{k = 1, ..., d : Ez∗k 6= ∅}
and k2 = max{k = 1, ..., d : (z∗1 , ..., z∗d) = (y∗1, ..., y∗d)} otherwise we set k2 = 0.
Then φ = 1m2j+1 (x
∗
k1
+ y∗k1+1 + ...+ y
∗
k2
+ z∗k2+1 + ...+ z
∗
d) where
x∗k1 = Ey
∗
k1
, z∗k2+1 6= y∗k2+1.
We set z˜k = θkm2rk y˜k and note that ||z˜k|| ≤ 16.
We get the following estimates:
(a)
∣∣∣∣∣φ
(
k2−1∑
k=k1+1
(−1)k z˜k
)∣∣∣∣∣ ≤ 1m2j+1
∣∣∣∣∣
k2−1∑
k=k1+1
(−1)ky∗k(θkm2rk y˜k)
∣∣∣∣∣ =
= 1m2j+1
∣∣∣∣∣
k2−1∑
k=k1+1
(−1)k
∣∣∣∣∣ ≤ 1m2j+1
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(b) |φ(z˜k1)| = 1m2j+1
∣∣x∗k1(z˜k1)∣∣ ≤ 1m2j+1 ||z˜k1 || ≤ 16m2j+1
(c) |φ(z˜k2)| ≤ 1m2j+1
∣∣y∗k2(z˜k2)∣∣+ 4m2j+1
∣∣∣∣∣
(
d∑
k=k2+1
z∗k
)
(z˜k2)
∣∣∣∣∣
If k ≥ k2 + 1 then z∗k ∈ B∗2tk ,
2tk = σ(y
∗
1 , ..., y
∗
k1
, z∗k−1) > σ(y
∗
1) > 2n2j+1
2tk = σ(y
∗
1 , ..., y
∗
k1
, z∗k−1) 6= σ(y∗1 , ..., y∗k2−1) = 2rk2 and we apply Lemma 6.10 to get
4
n2j+1
∣∣∣∣∣
(
d∑
k=k2+1
z∗k
)
(z˜k2)
∣∣∣∣∣ ≤ 4m2j+1 1n22j+1 and so |φ(z˜k2)| ≤ 2m2j+1
(d) |φ(z˜k2+1)| ≤ 1m2j+1
∣∣z∗k2+1(z˜k2+1)∣∣+ 1m2j+1
∣∣∣∣∣
( ∑
k>k2+1
z∗k
)
(z˜k2+1)
∣∣∣∣∣ ≤ 17m2j+1
(by Lemma 6.10)
(e) If k < k1 then φ(zk) = 0
If k > k2 + 1 then |φ(z˜k)| = 1m2j+1
∣∣∣∣∣
(
d∑
l=k2+1
z∗l
)
(z˜k)
∣∣∣∣∣.
Since l ≥ k2 + 1 and k > k2 + 1 z∗l ∈ B∗2tl where
2tl = σ(y
∗
1 , ..., y
∗
k2
, .., z∗l−1) 6= σ(y∗1 , ..., y∗k2 , ..., y∗k−1) = 2rk and by Lemma 6.10
|φ(z˜k)| ≤ 1m2j+1
θk
n22j+1
< 1
n22j+1
.
By (a), (b), (c), (d), (e)∣∣∣∣φ
(n2j+1∑
k=1
(−1)k z˜k
)∣∣∣∣ ≤ 1m2j+1 + 16m2j+1 + 2m2j+1 + 17m2j+1 + n2j+1n22j+1 ≤ 1.
Lemma 6.12. Let φ ∈ L, (y˜k)n2j+1k=1 , (m2rk)
n2j+1
k=1 , (θk)
n2j+1
k=1 as in Definition 6.7 and
x˜ = 1n2j+1
n2j+1∑
k=1
(−1)kθkm2rk y˜k, then there exist a ψ ∈ KT and an analysis (Ks(ψ))ms=0 of ψ such
that w(g) 6= 1m2j+1 for every g ∈
m⋃
s=0
Ks(ψ) and (φ(x˜)| ≤ 2ψ
(
1
n2j+1
n2j+1∑
k=1
ek
)
Proof. Let φ ∈ L and {Ks(φ)}ms=0 be an analysis of φ such that
m⋃
s=0
Ks(φ) ⊂ L. Let F1, ..., Fl be the maximal elements of
m⋃
s=0
Ks(φ) which belong to B∗2j+1, i.e.
there is no h ∈
m⋃
s=0
Ks(φ), such that w(h) = 1m2j+1 and suppFi $supph for some i = 1, ..., l. The
functionals F1, ..., Fl have disjoint supports.
For every f ∈
m⋃
s=0
Ks(φ) we define Df = ∅ if f  Fi for some i = 1, ..., l.
Otherwise we define
Df = {k = 1, ..., n2j+1 :suppy˜k∩suppf =suppy˜k∩suppφ}.
For every f ∈
m⋃
s=0
Ks(φ) we shall define a functional gf ∈ KY with the following properties:
(a) suppgf ⊆ Df
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(b)
∣∣∣∣∣f
(
1
n2j+1
∑
i∈Df
(−1)iz˜i
)∣∣∣∣∣ ≤ 2gf
(
1
n2j+1
n2j+1∑
k=1
ek
)
If f ∈ K0(φ) and Df = {k} then we define gf = e∗k. Let f ∈ Ks+1(φ)\Ks(φ) and suppose that gf
has been defined for every f ∈ Ks(φ).
If w(f) = 1m2j+1 and Df 6= ∅ then f = Fi for some i = 1, ..., l. Let kf = min{k : k ∈ Df} we define
gf = e
∗
kf
.
By Lemma 6.11
|f(x˜)| ≤ 2n2j+1 = 2e∗kff
(
1
n2j+1
n2j+1∑
k=1
ek
)
= 2gf
(
1
n2j+1
n2j+1∑
k=1
ek
)
.
If w(f) 6= 1m2j+1 and Df 6= ∅ we define gf as in the Proposition 6.8.
Finally ψ = gφ . It follows from the inductive construction of ψ that the family {gf : f ∈ ∪Ks(φ),
Df 6= ∅} defines an analysis of ψ in KT hence w(g) 6= 1m2j+1 for every g ∈ ∪Ks(φ).
Proposition 6.13. Let (y˜k)
n2j+1
k=1 be a (2j + 1)-dependent sequence, (y
∗
k)
n2j+1
k=1 its dual, (rk)
n2j+1
k=1 ,
(θk)
n2j+1
k=1 as in Definition 6.7.Then
(a)
∥∥∥∥n2j+1∑
k=1
1
n2j+1
θkm2rk y˜k
∥∥∥∥ ≥ 1m2j+1
(b)
∥∥∥∥n2j+1∑
k=1
(−1)k
n2j+1
θkm2rk y˜k
∥∥∥∥ ≤ 2m32j+1
Proof. (a) Since f = 1m2j+1 (y
∗
1 + ...+ y
∗
n2j+1) ∈ L∥∥∥∥n2j+1∑
k=1
1
n2j+1
θkm2rk y˜k
∥∥∥∥ ≥
∣∣∣∣f
(n2j+1∑
k=1
1
n2j+1
θkm2rk y˜k
)∣∣∣∣ = 1m2j+1
(b) It is a consequence of Lemma 6.12 and Lemma 6.5(b).
Proof of the Theorem 6.2:
Let Y˜ , Z˜ be two block subspaces of X˜ and ε > 0. Let j such that 2
m22j+1
< ε and r1 > 2j+2. By
Proposition 6.6 there is a y˜1 ∈ Y˜ which is a n2r1-RIS average and y∗1 ∈ B∗2r1 such that y∗1(y˜1) ≥ 12m2r1 .
Let y˜2 ∈ Z˜ such that suppy˜2 > rangy∗1 which is a n2r2-RIS average, where 2r2 = σ(y∗1) and y∗2 ∈ B∗2r2
such that y∗2(y˜2) ≥ 12m2r2 .
In this manner we obtain a (2j + 1)-dependent sequence (y˜k)
n2j+1
k=1 such that y˜k ∈ Y˜ if k is an odd
number and y˜k ∈ Z˜ if k is an even number.
Let (y∗k)
n2j+1
k=1 its dual sequence and (θk)
n2j+1
k=1 such that y
∗
k(θkm2rk y˜k) = 1.
If y˜ =
n2j+1∑
k=1
k odd
θkm2rk y˜k
z˜ =
n2j+1∑
k=1
k even
θkm2rk y˜k then y˜ ∈ Y˜ , z˜ ∈ Z˜ and by Proposition 6.13.
||y˜ + z˜|| ≥ 1m2j+1
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||y˜ − z˜|| ≤ 2
m32j+1
so
||y˜ − z˜|| ≤ 2
m22j+1
||y˜ + z˜|| ≤ ε||y˜ + z˜||. and the proof is complete.
Corollary 6.14. Let X be a separable Banach space and W a bounded convex closed symmetric
thin subset of X. If ||.||n is the equivalent norm on X defined by the set 2nW + 2−nBX and X˜ the(
Ani , 1mi
)σ
-product of the sequence (X, ||.||n)n∈N then the diagonal space ∆X˜ is a H.I. space.
Proof. It follows from Theorem 6.2 and Proposition 2.4.
In the sequel by T3 we denote the mixed Tsirelson space T
(
A3ni , 1mi
)
i∈N
, where (mi)i, (ni)i are
the sequences used in the definition of X˜
Proposition 6.15. Let (x˜i)
∞
i=1 be a RIS in X˜ of (nri)i−averages. Then for every φ ∈ K there
exists ψ ∈ KT3 such that for every (λi)∞i=1 ⊂ R
φ
(
∞∑
i=1
λix˜i
)
≤ 2ψ
(
∞∑
i=1
|λi|ei
)
+ 2max{|λi| : i ∈ N}
Proof. For φ ∈ K, we choose (Ks(φ))ms=0 an analysis of φ. For each i ∈ N we denote by f i the
unique element of
m⋃
i=0
Ks(φ) such that
(1) suppf i∩suppx˜i =suppφ∩suppx˜i
(2) f i ∈ Ksi(φ) and for s < si there is no f ∈ Ks(φ) satisfying (1) for the vector x˜i.
We set M =
{
i ∈ N : w(f i) 1mri+1
}
and I = N\M and for every f ∈
m⋃
s=0
Ks(φ) we set Df = {i ∈
I :suppf∩suppx˜i =suppφ∩suppx˜i}. We inductively define for every f ∈
m⋃
s=0
Ks(φ) a functional
ψf ∈ 2KT3 such that, for every i ∈ I
(a) suppψf ⊂ Df
(b) f(x˜i) ≤ 2ψf (ei) and either
(c1) ψf ∈ KT3 and w(ψf ) = w(f) or
(c2)There exists ψ
1
f ∈ KT3 and i ∈ I, i <suppψ1f such that w(ψ1f ) = w(f) and ψf = e∗i + ψ1f .
For s = 0 the construction is obvious. Suppose that for all f ∈
s−1⋃
t=0
Kt(φ), ψf has been defined and
let f ∈ Ks(φ), f = 1mq (f1 + ... + fd), f1 < ... < fd are successive elements of Ks−1(φ). We set
J = Df\
d⋃
j=1
Di.
Case 1. For every i ∈ I, q /∈ [ri, ri+1). In this case we simply observe from the definition of I that
q < ri for all i ∈ Df\
d⋃
j=1
Dfj Hence
∣∣∣∣∣
d∑
j=1
fj(x˜i)
∣∣∣∣∣ ≤ 2. We set F1 = {j ≤ d : ψfj ∈ KT3}. Then define
ψf =
1
mq
[ ∑
j∈F1
ψfj +
∑
j∈F c1
ψ1j +
∑
j∈F c1
e∗ij +
∑
i∈J
e∗i
]
. It can be easily checked that ψf ∈ KT3 .
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Case 2. There exists (a unique) i0 ∈ J such that ri ≤ q < ri+1. In this case we set
ψ1f =
1
mq
[ ∑
j∈F1
ψfj +
∑
j∈F c1
ψ1fJ +
∑
j∈F c1
e∗ij +
∑
i∈J\{i0}
e∗i
]
and ψf = ψ
1
f + e
∗
i0
and the inductive construc-
tion is complete.
It follows that there exists ψ = ψφ such that either ψφ ∈ KT3 and w(ψφ) = w(φ) or ψ = e∗i0 + ψ1φ
with w(ψ1φ) = w(φ) and φ(x˜i) ≤ 2ψ(ei). The desired result follows easily from this and the proof
is complete.
Corollary 6.16. Let (x˜i)
∞
i=1 be a RIS in X˜, Z =< (x˜i)
∞
i=1 > and S : T3 → Z the linear operator
defined by S(ei) = xi for every i ∈ N. Then S is a bounded non-compact operator.
Remark 6.9. The space T3 has property (P2). Indeed if (x˜i)
∞
i=1 is any block sequence in T3 by
Proposition 6.6 there exists a RI block sequence of (x˜i)
∞
i=1. Since very subsequence of a RIS is RIS
we easily get that T3 satisfies (P2) with (Ck)k = (nk)k.
7. FINAL RESULTS-PROBLEMS
This final section contains the main results of the paper. These are theorems concerning quotients
of H.I. spaces and factorization of a−thin operators through H.I. spaces. In the final part we prove
similar results for quotients of ℓp-saturated Banach spaces.
Theorem 7.1. Let A be a reflexive Banach space with an unconditional basis satisfying property
(P). Then there exists a reflexive H.I. Banach space X such that A is a quotient of X.
Proof. Recall that Property (P) is defined in Definition 3.1. By Theorem 3.9 it follows that the
set W in XA is an a−thin set for an appropriate positive null sequence a =(an)n∈N ,that norms a
subspace Y of X∗A isometric to A
∗.
If || ||n is the equivalent norm defined by Minkowski’s gauge 2nW + anBXA then by Proposition
6.1 the
(
Ani ,
1
mi
)σ
-d−product of the sequence ((XA, || ||n))n∈N is reflexive.
Since W is a thin subset of XA by Theorem 6.2 and Proposition 2.4 the diagonal space D is a
H.I.space.The space D as a subspace of a reflexive space is in itself reflexive and further A∗ is
isomorphic to a subspace of D∗ (Proposition 2.5) . It follows that D is the desired space X and
the proof is complete
Theorem 7.2. Suppose that A is either c0 or a reflexive space with an unconditional basis such
that every block subspace B contains a further block subspace Z complemented in A . Then A is a
quotient of a H.I. space X.In the late case X can be chosen to be reflexive..
Proof. The proof is completely analogous to the previous one. For the space XA and the set W , as
defined in sections 5 for the space c0 (N) and section 3 for the reflexive space A, we have in both
cases that W is a thin norming set.Then we continue the proof in the same manner as before.
Next, we list some classical spaces that are quotients of an H.I space.
Corollary 7.3. Every Lp (λ), 1 < p <∞, ℓp (N), 1 < p <∞, is a quotient of a reflexive H.I. space.
Further on, Tsirelson’s space T together with its dual and Schlumprecht’s space S are quotients of
a reflexive H.I.space.
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Proof. It was shown in section 3 (Remark3.1, Remark3.4) that Lp (λ), 1 < p <∞, ℓp (N), 1 < p <
∞, satisfy the property (P) and as it is well known, they have an unconditional basis. Therefore
the result follows from Theorem 7.1 .
For Tsirelson’s space T , its dual and Schlumprecht’s space S it is known that they satisfy the
complemented subspace condition of Theorem 7.2 hence there also exists the corresponding reflexive
H.I. space mapping onto them
.
Remark 7.1. (i) It follows by standard duality arguments that Lp (λ), 1 < p <∞, ℓp (N), 1 < p <
∞, the spaces T , T ∗, S, S∗ are isomorphic to a subspace of X∗ for a reflexive H.I. space X .
In particular, the imbedding of ℓ1 (N) into X∗ shows that the dual of a H.I. space is not necessarily
arbitrarily distortable. Recall that in [To] it has been shown that every H.I. space is arbitrarily
distortable.
(ii) As we mentioned in the Introduction it is not possible ℓ1 (N) to be a quotient of a H.I. space.
What’s more, it is not possible c0 (N) , L1 (λ) to be isomorphic to a subspace of X∗ for X a H.I.
space.
Indeed, it is well known that if X∗ contains some of c0 (N), L1 (λ) then ℓ1 (N) is isomorphic to a
subspace of X which is impossible if X is a H.I. space.
We pass now to prove the dichotomy that we mentioned in the Introduction concerning the
quotients of H.I. spaces.
Theorem 7.4. Let A be a Banach space. Then either ℓ1 (N) is isomorphic to a subspace of A or
there exists B infinite dimensional closed subspace of A which is a quotient of a H.I. space.
Proof. Suppose that ℓ1 (N) is not isomorphic to a subspace of A.Then by Gowers’ Dichotomy
Theorem ([G]) there exists Z subspace of A which is either a H.I. space or it has an unconditional
basis.
If the first case occurs then we have finished.
In the second case, by James Theorem ([J]), either Z is a reflexive space or it contains a subspace
isomorphic to c0 (N).
If c0 (N) is a subspace of A then as we showed in Theorem 5.1 c0 (N) is a quotient of a H.I. space
and therefore we get the desired result.
The remaining case is that of the space Z being reflexive.
It follows from Theorem 4.20 that Z has a subspace B such that the set W in the space XB is an
a-thin subset of XB and norming for a subspace of X
∗
B isometric to B
∗. As we have seen before
(Theorem 7.1) this implies that B is a quotient of a H.I. space so the proof is complete
.
The next result is related to the factorization of linear operators between Banach spaces through
H.I. spaces.
We recall that a bounded linear operator T : X → Y is a-thin if T [BX ] is an a-thin subset of Y ,
for a positive null sequence a = (an)n∈N.
Theorem 7.5. If X, Y are Banach spaces and T : X → Y is an a-thin operator then there exists
D a H.I. space such that T is factorized through D.
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Proof. Set W = T [BX ], which is by our assumption an a-thin subset of Y , where a =(an)n∈N is a
positive null sequence. Denote by || ||n the equivalent norm on Y defined by the Minkowski gauge
of the set 2nW + anBY . We assume the
(
Ani , 1mi
)σ
-product of the sequence ((Y, || ||n))n∈N which
is by Theorem 6.2 a block H.I. space. The diagonal space D of that d-product is by Proposition 2.4
a H.I. space and further on the ball of D contains the set W . Therefore the operator Q : X → D,
defined by Q (x) = T (x), is a bounded linear operator and T = j ◦ Q, where j : D → Y , is the
natural inclusion map.
Theorem 7.6. (a) For every r 6= p, 1 ≤ r, p < ∞ and T ∈ L (ℓr, ℓp), T is factorized through a
H.I. Banach space.
This remains valid if one of ℓr (N), ℓp (N) is substituted by c0 (N).
(b) Every T ∈ L (ℓr (N) , ℓp (N)) is factorized through a H.I. space.
(c) The identity map I : L∞ (λ)→ L1 (λ) is factorized through a H.I. space.
Proof. (a) and (b) follow from the above Theorem 7.5 and Corollary 3.14.
(c) follows from the theorem above and Proposition 2.2 that asserts that BL∞ is an a-thin set
.
The next result concerns the structure of L (X,X) for X a H.I. space. It was shown in [GM] that
any such operator is of the form λI + S, where I is the identity map and S is a strictly singular
operator. It is an open question if there exists a H.I. space such that every bounded linear operator
is of the form λI +K where K is a compact operator .W.Gowers has constructed a subspace Y of
Gowers-Maurey space X and an operator T : Y → X which is strictly singular but not compact.
In the next Theorem we show that there exists H.I. spaces X with “many ” T : X → X which are
strictly singular and not compact.
Theorem 7.7. There exists a H-I space X such that for every infinite dimensional closed subspace
Z of X there exists a strictly singular operator T : X → Z which is not compact.
Proof. Let T3 denote the space T
[(
A3ni , 1mi
)∞
i=1
]
then by Remark 6.9 the set W in XT3 is a a-thin
set hence the diagonal space ∆ defined by the setW and the connecting norm defined by the family(
Ani , 1mi
)σ
i∈N
is an H-I space that has as quotient the space T3. Given any Z closed subspace of ∆.
Then there exists a normalized basic sequence in Z equivalent to a block subsequence (yi)
∞
i=1 of X˜ .
It follows for Corollary 6.16 that there exists a non compact operator S : T3 → Z. If Q denotes the
surjection of ∆ onto T3 then S ◦ Q is a non compact strictly singular operator from ∆ to Z and
the proof is complete.
A by-product of our method is the following result related to ℓp(N) (1 < p <∞) and c0 (N)-
saturated Banach spaces. First we recall their definition.
Definition 7.1. A Banach space X is said to be ℓp(N)−saturated (c0 (N)-saturated ) if every
subspace Y of X contains a further subspace isomorphic to ℓp(N) (c0 (N) ).
Theorem 7.8. Let A be a reflexive Banach space with an unconditional basis .Then there exists B
subspace of A such that for every p ∈ (1,∞) there exists Xp ℓp(N)−saturated reflexive space which
has as quotient the space B.Further there exists c0 (N)-saturated space with the same property.
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Proof. It follows from Theorem 4.20 that there exists B subspace of A with an unconditional basis
such that the closed bounded symmetric set W in XA is an a− thin set ,norming a subspace Y of
X∗A isometric to B
∗.We denote by || ||n the equivalent norm defined on XA by the set 2nW+anBXA
and by Xn the space (X, || ||n) . Then each Xn is a reflexive space and we have the same property
for the space (
∑∞
n=1
⊕
Xn)p , 1 < p < ∞ . Since W is a thin set ,as follows from Proposition
2.3 ,the diagonal space is ℓp(N)−saturated and if we consider the space (
∑∞
n=1
⊕
Xn)0 then the
diagonal space is also c0-saturated .Also B
∗ is isomorphic to a subspace of D∗. Therefore B is a
quotient of the space D and the proof is complete
Remark 7.2. (a) It follows from the above Theorem that for every p, r ∈ (1,∞) ,ℓp (N) is a quotient
of a reflexive ℓp (N)-saturated space. The result that ℓ2 (N) is a quotient of a c0 (N)-saturated space
has been proved with a different method by D.Leung ([Le]).
(b) It can be shown that also Lp (λ) , 1 < p <∞, Tsirelson’s space T ,Schlumprecht’s S are quotient
of reflexive ℓp (N)-saturated or c0 (N)-saturated spaces
We close this section by a list of questions related to our results.
Problems
1. Given X a separable Banach space not containing a subspace isomorphic to ℓ1 (N). Is it true
that X is a quotient of a H.I. space ?
2. If X is an H.I space does there exist a Y subspace of X∗ which is a H.I. space ?
3. If X is an H.I space does there exist a Y subspace of X such that Y ∗ is a H.I. space ?
4. Does there exists a bounded linear operator T : X → Y which is strictly singular but not
a-thin for every positive null sequence a ?
5. Can the existence of quotient maps from H.I. spaces onto reflexive spaces be used for the
solution of the distortion problem for general reflexive spaces ?
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