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L IMIT  PROPERTIES  OF FUNCTIONALS 
ON IRREGULAR SEMI -MARKOVIAN PROCESSES 
N.A. RUq.EVI~ 
Institute of Applied Problems of Mechanics and Mathematics, Lvov, USSR 
Abstract. In this article the limit behaviour of additive functionals on irregular semi-Markovian pro- 
cesses given on general phase space with countably generated a-algebra is considered. The processes 
are irregular in the sense of unboundedness of the mean stationary sojourn t ime of a state. It is 
supposed that the "tail" of distribution of sojourn time in a state is of regular variation and the 
embedded Markov chain is ergodic. 
1. INTRODUCTION 
Let X(t) ,  t > 0 , be a right continuous emi-Markovian process in a general measurable space 
(E, .4.) with countably generated a-algebra ~.  
Denote by rk a moment of the k-th jump of the process 
r~ = in f{ t  : t  > Tk--l,X(t)#X(Tk--1}, k> 1, 
T I=T , To=O.  
The sequence Xk = X(Tk), k > 0,  generates a so-called embedded Markov chain with k - step 
transition probability pk(., .). Suppose that this sequence is ergodic in the following sense: 
n 
.(A) = Jim 
k=l  
exists for all x E E, A E .,4 and does not depend on x, so that lr is the unique invariant probability 
measure of the embedded chain. 
This definition is equivalent with an ordinary one, namely, 
n 
limoo E f(Xk) = f f(y)zr(dy) 
k=l  E 
P~ - almost surely 
for any bounded .A-measurable function f (see Kovalenko et. al., [2], page 281). 
Denote 
Fx(t) = Px(r _< t); ~(s, x, y) = Ex,te-'~ IX(T) = y), 
0o 
0 
to(s) = E,e -st : / ~(s, xfir(dx) 
E 
where Px is a regular conditional probability measure under the condition that the process tarts 
from point x and E~ is the conditional mathematical expectation under condition X(0) = x, 
respectively. 
Let £1 = £1(E, .4., 7r) be the space of lr-integrable A-measurable functions g with norm 
Ilgll = / I g(x) I 
E 
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and let B + be the Borel a-algebra on the half axis. 
2. RESULTS 
Let us consider the functional 
vl-- 1 
o ,  = ~ S(Xk)(~k+~ -- ~), 
k=l  
where ut is the number of jumps of the process on interval [0, t). 
THEOREM 1. Suppose that there exist a number (~ E [0, 1) and a function L slowly varying in 
zero such that 
- ----*a(x) (1) (1 ~,( , .~O)/~"L(s)  _.o 
in the metric of the space £1 and 7r - almost everywhere and 
i a(x)~r(dx) > O. 
E 
Then 
lim P~(O~/t <_ y) = H(y) 
f -'* O0 
exists for all x E E, all continuity points y of the limit function H and for all bounded .,4 - 
measurable functions f ,  where 
i (~,+ y)-~dH(.)= ~'-' ja(.).(d.)l./'(~, + ,(.))'d(=).(d.), A >-  inf, e , f(x)" 
-oo  E E 
PROOF. We introduce a random variable 
,1, = t - supO, : ,~ < t. x (u )  # x(t)) 
and consider the joint distribution of three variables Or, rh and X(t) .  
Without loss of generality let us assume that 
0 < inf f(x) < sup f(x) < 1. 
xEE - -  xEE  - -  
(2) 
By formula of total probability we have 
E~(e-'e)',rh > v ,X( t )  E A, vk <_t < Vk+l) 
t 
A 0 
x Eu(e- ' ° ' - ' ,~t_u > v , r  > t -  u). (3) 
Since ®~ = 0,~t = t on 0 ~ t < r and O, = O,  k on rk < t < vk+l, the right side of (3) under 
t > v equals 
t - -V  
J 0 
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where 
oK*(x, du, dy) = E~(e- ' ° '~,  rk E du, X(rk) E dy), 
g(y,t) = 1 - F~(t). 
Thus 
for t > v, where 
E:'e-'o' X(O e A) i / u) t ,17t ~ V, ---- 
A 0 
Do 
n,@,du, dy) = ~ C*(~, du, dy). 
k=O 
It is clear that the asymptotic behaviour of the variable 
(4) 
E~(e -'®'1', rhlt > v, X(t) e A), 
where v E [0, 1] as t ~ oo is defined by asymptotic properties of the variables R,/t(x,tdu, dy) 
and g(y,t(1 - u)) as t ~ oe. 
Note that by the Yegorov theorem the whole space E is partitioned into a countable number 
of sets Do, D1, .... such that 7r(D0) = 0 and 
sup I (1 -~(s ,x ) ) l s "L (s ) -a (x )  I ,--S-~0,j >_ 1. 
xEDi  
Hence we can show by means of Tauberian theorems that 
(1 - Fy(ut))/t-"L(1/t) ~ a(y)u-"/F(1 - a) 
uniformly in u E [a, b], y E Dj for all 0 < a < b < oo, j >_ 1. Thus 
g(y,t(1 - u)) lt-aL( l l t)  ~ a(y)/(1 - u)"r(1 - a) (5) 
uniformly in u E [0, 1 - v],y E Dj as 0 < v < 1. 
Fix s > 0, ~ > 0 and the sequence tm T oo. Denote 
s,,, = s / t . , ,  ),,,, = .Vtm,  
gm(x,y) = ~(,mf(x) + ~m,~, Y). 
It is obvious that 
where again 
o A 
¢1, (x, du, dy) = e-'S(~)~P~(r E du, X(v) E dy). Sra 
Under such selection of gin(x, y) the integral 
/e-~'~UR°.~ (x, du, A) 
o 
(6) 
coincides with the potential defined by Surenkov [3]. Control the uniform 7r-integrability of 
sequence 
urn(x) = Ex(1 - gm(Xo, Xt))/E,~(1 - gm(Xo, X1)). 
136 N .A .  RU2EVI~ 
Since 0 < f (x)  ~ 1 , 
and so 
 ,(sm + _< v) < 
cml(1 - 9(Am,x))/(1 - ~o(Am)) < urn(x) < cm(1 - ~(Am + sin, x))/(1 - ~p(A,n + sin)), 
where 
em = (1 - 9(A.~ + s.~))/(1 - ~(A.~)). 
Taking into account of (1) and concrete form of sequences and Am we have that cm --~ ((s + 
A)/A a) as rn --. c~. Thus the sequence Urn is bounded by two converging sequences in E1 which 
makes possible its uniform r-integrability. Hence according to Theorem 2 of Surenkov [3] the 
sequence 
E.~ ..~ E. (1 - gm(Xo,Xl)) as m --* oc (7) 
which in turn means that 
em 
E 
(8) 
It follows from Corollary of Theorem 1 of Surenkov [3] that the integral (6) after multiplication 
by multiplier (7) converges to r(A)  as m --~ oo for r-almost all x e E uniformly in A • .A.  
Hence, by continuity theorem for Laplace transform we obtain 
oo 
lirnoo tTn"L(1/tm ) f R,I,.. (x, t,~du, A)h(u) 
0 
= 
0 
(9) 
uniformly in A E .4 ,  for ~r-almost all x E E , for all continuous bounded functions h, where the 
measure p. is defined by its Laplace transform (! )1 
/ e-~Ups(du) = (A + sf(x))~a(x)r(dx) , 
0 
A > 0. (10) 
Furthermore, we replace t by t,n , s by s/t,n, v by t,~v in (4).Then we obtain 
Ex(e-'e''l*',rl,../tm >v,X(tm) e A) 
1--v 
= f / R.D~(x,tmdu, dy)g(y, tm(1-u)). 
A 0 
(11) 
It follows from (2), (10), (11) 
sup t~L(1/ tm)R, / ,m(x,  [0, oo),E) < cxD 
rn_>l 
for r-almost all x E A . Hence, we easily find that for r-almost all x E E the right side of (11) 
as m ---* oo equals 
1--v 
/ r (dy)a (y )  f #s(du l (1 -u) -a /F (1 -o~) ,  (12) 
A 0 
wheres>_0,  v>0,ACDj  for somej>__l. 
We show that the expression (12) is reduced to unity under v I O, A T E, s I 0 . The existence 
of this limit follows from monotonicity of expression (12) on v, s and A which, in turn, follows 
from (11). 
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Further we obtain from (10) that s-ap,(du/s) = pl(dU) for all s > 0. That is why the integral 
(12) equals 
(1--v)8 
f=(dy).(u) f t~l(du)(s-e)-~/r(l-a). 
A 0 
We multiply the last expression by e -x '  and integrate on s between zero and infinity. As a 
result we obtain 
oo oo  
A 0 uv / (1 - -u )  
After change of variable s' = ,~s and limit transition as v ~ 0, A T E this expression equals 
oo 
E 0 
Further, following (10), the last integral equals 
E E 
(13) 
After multiplication by ~ this expression obviously tends to unity as ~ ~ oo which was to be 
proved. 
Hence it follows by standard means that 
lim E~(e -'°'1' yt/t > v, X(t) E A) 
1--v 
= f 7r(dy)a(y) / p,(du)(1- u)-~/r(1- a) 
A 0 
(14) 
for all z E E,s > 0,0 < v < 1,A E ,4 and that (13) really is the Laplace transform of the limit 
distribution function H. 
The theorem is proved. 
REMARK. The semi-Markovian process is irregular in the sense that the mean of stationary 
sojourn time in a state is infinite, i.e., 
oo 
E 0 
THEOREM 2. In the conditions of Theorem 1, for a E (0, 1), 
co  
lim P~(rh/t > v) = ~r -1 sin(c~r) f(1 - u)-~u~-ldu 
t---~OO 
0 
for a/l z E E, v E [0, 1] and 
P~ - almost surely as ~ = O. 
PROOF. Since we have 
lim rhlt = 1 
t---~ OO 
po(du) = u~-ldu/r(~) / r(dy)a(y) 
E 
CAMWA 19/I--J 
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as a > 0 ,s  = 0 for measure  ~to = ] i~gs ,  so f rom (14) 
lim P,O?dt > v) = / u~'-l(1 - u) - "du / r (a ) ,  r(1 - a) 
g--* OO 
0 
1 - -U  
-- 7r - i  sin(a~r) / ua- i (1  - u)-adu 
ass=O,A  = E. 
The first part of the theorem is proved. 
Now let c~ = 0. Then the measure/zs degenerates in zero for each s > 0 where the value of 
jump equals 
Hence and from (14) it follows that 
lim E~(e -Bed' ,  rh/t > v, X(t) E A) 
~----~ OO 
= / Tr(dy)a(y)/ / ~r(dy)a(y) 
A E 
(15) 
as a = 0 where z E E, A E .A, v E [0, 1], s > 0. 
Hence, as A 1" E, s = 0, we obtain that 
lim Px(rl, lt > v) = 1 
f--* Oo 
for all x E E, v E [0, 1]. 
The second part of theorem is proved. 
REMARK. It is obvious that, for a = 0, 5, 
l imP~(Th/ t>v)=2~r  -1 arcsin41-v, vE[O, 1],xEE. 
~.--~ OO 
It is possible to generalize Theorem 1 in the following way: 
vt - 1 
Consider the functional (t = ~ ¢(Xk, Tk+l --7"k) where ¢(., .) is a ~txB + measurable function. 
k=0 
THEOREM 3. If function ¢ satisfies conditions 
lim ¢(z, t)/t = f (z) ,  x E E, (16) 
"t--* oo 
sup¢(x,t) / (1 + t) < o0 (17) 
then, under the condition of Theorem 1, the limit distribution 
lim P~((t/t < y) = H(y) 
~ ---* 00  
exists for MIx E E where the distribution function H is of the same type as in Theorem 1. 
PROOF. The proof is completely analagous to that of Theorem 1 with some obvious changes. 
Since in this ease 
gm(x,y) = Ex(exp(-sm¢(Xo,X1) - Amr) IX1 = y), 
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we get 
• ~*(x,du,dy) = e-S'¢(~'u)Px(r • du, X1 • dy). 
Thus we need to check only the uniform ~r-integrability of the sequence urn. 
Without loss of generality, using (17), we assume that 
0 < inf ¢(x,t)  < sup ¢(x,t)  < t. 
zEE  -- zEE  -- 
Then, using (1), we get 
v( rn + 8rn, x, y) _< grn(x, y) < Y) 
and so 
0 <_ urn(z) < (1 - ~(Arn + srn, x ) ) / (1  - ~(Arn)) .  
Furthermore, in the same way as in Theorem 1 we have that the right side of the last inequality 
equals 
((s + 
E 
Thus urn is a uniform ~-integrable sequence. 
Hence, (7) follows from Theorem 2 (see ~urenkov, [3]) and that is why (S) is true from conditions 
(1), (16). 
Then the proof is analogous to that of Theorem 1 without changes. 
R,EMAR.K. If the function ¢ is bounded then H degenerates in zero, i.e., here we use over - strong 
normalization. 
This fact follows from the simple inequality 
Q/t < ~t MIt 
where M = sup [ ¢(x,t)  [ and the right side of the inequality equals ta - lM  as t -* co (see Feller, 
X,t 
[1]). 
EXAMPLES. We can show in specific examples that the function H has explicit form. 
(1) If a = 0 or f(x) = 0 for all x e A where A = {x: a(x) > 0} then H degenerates in zero. 
(2) If a = 0,5 and f(x) = 1 on A then 
H(y) = 271" -1 arcsin %/~, y e [0, 1]. 
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