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Exact multilocal renormalization on the effective action : application to the random
sine Gordon model statics and non-equilibrium dynamics
Gregory Schehr and Pierre Le Doussal
CNRS-Laboratoire de Physique The´orique de l’Ecole Normale Supe´rieure, 24 rue Lhomond, F-75231 Paris
We extend the exact multilocal renormalization group (RG) method to study the flow of the
effective action functional. This important physical quantity satisfies an exact RG equation which
is then expanded in multilocal components. Integrating the nonlocal parts yields a closed exact
RG equation for the local part, to a given order in the local part. The method is illustrated on
the O(N) model by straightforwardly recovering the η exponent and scaling functions. Then it
is applied to study the glass phase of the Cardy-Ostlund, random phase sine Gordon model near
the glass transition temperature. The static correlations and equilibrium dynamical exponent z
are recovered and several new results are obtained. The equilibrium two-point scaling functions
are obtained. The nonequilibrium, finite momentum, two-time t, t′ response and correlations are
computed. They are shown to exhibit scaling forms, characterized by novel exponents λR 6= λC , as
well as universal scaling functions that we compute. The fluctuation dissipation ratio is found to be
non trivial and of the form X(qz(t − t′), t/t′). Analogies and differences with pure critical models
are discussed.
PACS numbers:
I. INTRODUCTION
Recently a method was devised, the exact multilocal
renormalization group (EMRG) [1], to obtain perturba-
tive renormalization group equations from first princi-
ples, in a controlled way to any order, and for arbitrary
smooth cutoff function. It starts, as numerous previous
exact RG studies [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12], from
the exact Polchinski-Wilson renormalization group equa-
tion [13, 14] for the action functional S(φ). The next
step however consists in splitting it onto local and higher
multilocal components [15], and integrating exactly all
multilocal components in terms of the local part. This
yields an exact and very general RG flow equation for
the local part of the action, i.e. a function, expressed in
an expansion in powers of the local part.
The aim of this paper is first to develop a similar
method using instead the effective action functional Γ(φ).
This is needed because Γ(φ) is a very important physical
object, both as the generating function of proper vertices,
and related to the probability distribution of an arbitrary
macroscopic mode φq [16]. A multilocal expansion is also
performed and yields a RG equation again in terms of
the local part. The major advantage compared to the
previous method [1] is that one actually follows directly
physical observables and that correlations are immedi-
ately obtained (while in the previous method one had to
use a second formula to compute correlations from the
flowing action). The price to pay is a slightly more in-
volved RG equation, but this inconvenience arises only
at higher orders. As a simple check the η exponent of
the O(N) model will be recovered to lowest order.
A motivation to develop such EMRG methods comes
from disordered models. The physics of these being
more complex than standard field theories for pure sys-
tems, it is useful to be able to control the RG procedure.
This is crucial for instance in the functional RG (FRG)
which describes pinned elastic manifolds [17, 18, 19],
relevant for e.g. superconductors and density waves
[20, 21, 22, 23, 24], and the EMRG has been applied
to study that problem [1, 15]. Here, and this is the sec-
ond aim of this paper, we will study another instance of
a glass phase, arising in the random phase sine Gordon
model excluding vortices, as discovered by Cardy and
Ostlund [25]. This model has been studied extensively,
in its statics [19, 26, 27, 28, 29, 30, 31] and its dynamics
[32, 33], as one of the simplest but non trivial example
of a topologically ordered glass, a continuation to two di-
mension [21, 34] of the fixed point describing the Bragg
glass phase in three dimension [19]. We first show that
the present method allows to recover very simply and in a
controlled way previous results for correlation functions
in the statics and in the equilibrium dynamics. Next
we obtain new results, such as the full scaling functions
for both equilibrium and non-equilibrium dynamics. We
obtain the corresponding exponents λ and θ. We also ob-
tain the full and non trivial behavior of the fluctuation
dissipation ratio in the glass phase.
The outline of the paper is as follows. First in Section
II we derive the EMRG method for the effective action,
and give the explicit general lowest order RG equations.
In Section III we apply these RG equations to the pure
O(N) model, as a test of the method. In Section IV we
consider the Cardy Ostlund model statics. In Section V
we study the CO model equilibrium dynamics. Section
VI is devoted to the non-equilibrium dynamics of the
CO model. All calculational details are contained in the
appendices.
2II. METHOD
A. Exact RG method
We want to study interacting bosonic degrees of free-
dom described by a set of fields denoted φ ≡ φix where
x is the position in space and i a general label denoting
any quantity which will not undergo the coarse-graining
(e.g. fields indices, spin, replica indices, additional coor-
dinate). The problem is defined by an action functional:
S(φ) = 1
2
φ : G−1 : φ+ V(φ) (1)
and by the functional integral (i.e. the partition function)
Z =
∫
Dφ e−S(φ). The action consists of a quadratic
part (Gxyij = G
yx
ji is a symmetric invertible matrix) and
V(φ) the interaction, a functional of φ. The notation :
denotes full contractions over x, i (i.e. φ : G−1 : φ =∑
ij
∫
xy φ
i
x(G
−1)xyij φ
j
y). We will denote
∫
x ≡
∫
ddx where
d is the space dimension, and
∫
q ≡
∫
ddq
(2π)d for integra-
tion in Fourier. Our aim is to compute the effective action
Γ(φ), i.e. the generating function of proper vertices, since
once it is known, all correlation functions are known be-
ing simply obtained as sums of all tree diagrams drawn
using Γ. For all observables to be well defined one usu-
ally requires both an ultraviolet UV cutoff (e.g. Λ0 in
momentum space) and an infrared IR cutoff (noted here
Λl = e
−lΛ0). For example, in a single scalar theory one
chooses G ≡ Gl with:
Gql = q
−2c(
q2
2Λ2l
,
q2
2Λ20
) (2)
in Fourier. Here c(z, s) is a cutoff function which de-
creases to zero as z → 0 or s → ∞ and for convenience,
see below, we choose c(z, z) = 0. To study finite momen-
tum observables in a massless theory one is also inter-
ested in the zero IR cutoff limit, Λl = 0 with G ≡ Gl=∞
denoting c(z) = c(∞, z).
In this paper we will use that Γ(φ) satisfies the fol-
lowing exact RG functional equation when the quadratic
part G is varied (for a fixed V(φ)):
∂Γ(φ) =
1
2
Tr∂G−1 : [
δ2Γ(φ)
δφδφ
]−1 +
1
2
φ : ∂G−1 : φ (3)
Derivations and more details are given in Appendix A.
This can be used to express how the effective action
Γ(φ) ≡ Γl(φ) of the model (1) with G ≡ Gl depends
on the IR cutoff Λl. Indeed the following property holds:
Γl(φ) = −1
2
Tr lnGl +
1
2
φ : G−1l : φ+ Ul(φ) (4)
with Ul(φ) ≡ UGl(φ) satisfies the exact flow equation:
∂lUl(φ) = 1
2
Tr∂lGl : (G
−1
l −G−1l (1+Gl :
δ2Ul
δφδφ
)−1) (5)
with the initial condition Ul=0(φ) = V(φ), simply reflect-
ing that the effective action equals the action when all
fluctuations are suppressed (at l = 0 where the run-
ning propagator satisfies Gl=0 = 0
+ from the property
c(z, z) = 0). The above equation (3) simply expresses
how Γ(φ) in (4) depends on the final value G ≡ Gl. The
zero IR cutoff limit Λl = 0 can then studied by integrat-
ing the above equation up to l =∞.
For actual calculations, simpler and useful choices
read, in momentum space:
Gql =
1
q2
(c(q2/2Λ20)− c(q2/2Λ2l )) (6)
where the cutoff function c(x) satisfies c(0) = 1 and
c(∞) = 0. With the choice c(x) = 1/(1 + 2x) one finds
the massive, Pauli-Villars like, propagator:
Gql =
1
q2 +m2
− 1
q2 +M2
(7)
with m = Λ2l ,M = Λ
2
0, where the IR cutoff massm ≡ ml
is lowered from m = ∞ (l = 0) to m = 0 (l = ∞) (and
∂l → −m∂m). Whenever one needs a stronger UV cutoff
and one may use:
Gqm =
1
q2 +m2
c(
q2
2Λ20
) (8)
a different choice.
The full exact RG equation (5) can also be expanded
in series of Ul as:
∂lUl(φ) = 1
2
Tr∂lGl :
δ2Ul(φ)
δφδφ
−1
2
Tr∂lGl :
δ2Ul(φ)
δφδφ
: Gl :
δ2Ul(φ)
δφδφ
+O(U3l ) (9)
which admits the graphical representation given in Fig.1.
To summarize, the philosophy of the method is, in
a sense the exact opposite of the Wilson one, since it
amounts to start from the action with no fluctuations
Λl = Λ0, and then add modes and their fluctuations un-
til one reaches the desired theory Λl ≪ Λ0. In that limit
one expects that the effective action reaches a fixed point
form, given by the asymptotic solution of (5) at large l.
d
dl
+= + +...
FIG. 1: Representation of the exact RG equation (3), (9).
The dot is the vertex Ul, the solid line a propagator Gl and
the crossed solid line the on shell propagator ∂Gl. The sum
is over all one loop graphs with a factor (−1)p−1/2 for each p
vertex graph represented.
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FIG. 2: Schematic representation of the splitting of the func-
tional U vertex into local, bilocal, trilocal etc.. parts respec-
tively (top line). Representation of the exact RG equation
for the bilocal, trilocal, etc.. as well as local vertex (last sev-
eral lines). Note that by definition the ERG equation for the
bilocal part contains only exactly two feeding terms, trilocal
three etc... The solid lines represent a propagator Gl and the
crossed soli lines the on shell propagator ∂Gl. Combinatorial
factors are not represented. P here denotes the projection
operator on the local part (denoted P 1 and P1) in the text).
B. Multilocal expansion
To handle the formidably complicated functional equa-
tion (5) we follow the method introduced in [1] and ex-
pand the interaction functional Ul in local, bilocal, trilo-
cal etc.. components as:
Ul(φ) =
∫
x
Ul(φx) +
∫
xy
Vl(φx, φy, x− y)
+
∫
xyz
Wl(φx, φy , φz, x, y, z) + .. (10)
The local part depends only on the function Ul(φ),
uniquely defined from the projection operator P¯1. This
operator is fully defined in [1] (see also Appendix B).
We recall here only its action on a bilocal operator
F (φx, φy , x − y), namely (P¯1F )(φ) =
∫
y
F (φ, φ, y). It
can be used to split an action depending only on two
points into:
∫
xy
F (φx, φy , x− y) =
∫
x
(P¯1F )(φx)
+
∫
xy
((1− P1)F )(φx, φy, x− y) (11)
where, by definition, (P1F )(φ, ψ, z) = δ(z)
∫
y
F (φ, ψ, y),
in such a way that the second part is properly bi-local
(i.e. (P¯1(1−P1)F )(φ) = 0). A similar construction holds
for higher multilocal operators .
The idea is then to project the functional equation (5)
so that the bilocal, trilocal etc.. can be expressed ex-
actly in terms of the local part Ul only. One notices that
there is a simplest way to do it so that the bilocal part is
V ∼ O(U2), trilocal W ∼ O(U3) etc.. This determines
one possible splitting of the higher multilocal components
(e.g. bilocal vs trilocal) as is represented in the Fig. 2,
and further explained in [1]. This expansion is clearly
suited to the situations where the flowing functional Ul
becomes ”small” and dominated by its local part (e.g.
in the context of a dimensional expansion), but it has
a more general validity, since in all cases it is an exact
expansion in series of the local part of the full effective
action functional.
We now pursue the analysis exactly to order O(U2l ),
sufficient to a number of one loop applications. Details
are given in Appendix B. The bilocal part is exactly
given by:
Vl(φ1, φ2, x) =
1
2
(Fl(φ1, φ2, x)− δ(x)
∫
y
Fl(φ1, φ2, y))
(12)
with:
Fl(φ1, φ2, x) = −
∫ l
0
dl′(∂1.∂Gxl′ .∂
2)(∂1.Gxl′ .∂
2)
e−
1
2∂
1.Gx=0
l′l
.∂1− 12∂2.Gx=0l′l .∂2−∂1.Gxl′l.∂2Ul′(φ1)Ul′(φ2)
(13)
to all orders (by definition), and the resulting exact RG
equation for the local part of the effective action (i.e. the
exact β-function up to O(U3l )) is:
∂lUl(φ) =
1
2
∂Gx=0l,ij ∂i∂jUl(φ) −
1
2
∫
x
∂Gxl,ij∂j∂kUl(φ)(G
x
l )km∂m∂iUl(φ) (14)
−1
2
∫
x
∂1.(∂Gxl − ∂G0l ).∂2
∫ l
0
dl′(∂1.∂Gxl′ .∂
2)(∂1.Gxl′ .∂
2)e−
1
2∂
1.Gx=0
l′l
.∂1− 12∂2.Gx=0l′l .∂2−∂1.Gxl′l.∂2Ul′(φ1)Ul′(φ2)|φ1=φ2=φ
We use the following notations: ∂i ≡ ∂φi , ∂1i (resp. ∂2i ) denotes derivation with respect to the first argument
4(resp. second argument) of a function of two vectors φ1,
φ2, ∂
1·Gxy ·∂2 ≡∑ij Gxyij ∂1i ∂2j etc.. Also one notes in real
space Gxy ≡ Gx−y and Gxl′l = Gxl′ −Gxl = −
∫ l
l′ ∂G
x
l′′dl
′′.
Note that the first line contains two one loop diagrams
(tadpole and bubble) with one ”on shell” propagators,
and the second line represents a sum over diagrams with
at least two loops.
III. APPLICATION TO THE O(N) MODEL.
We first illustrate the method on the O(N) model de-
fined by (1) with
V(φ) = g2
2
∫
x
φ2x +
g4
4!
∫
x
(φ2x)
2 (15)
φx being a N-component vector, φ
2
x =
∑
i(φ
i
x)
2. The
propagator is diagonal, and using an infrared cutoff Λl,
it reads G ≡ Gl with:
Gql,ij = δijG
q
l (16)
with Gql as in (2). We study this model near the di-
mension 4, in d = 4 − ǫ, and compute the effective ac-
tion to order O(ǫ2). For some explicit calculations, we
will further use the form (6) with the following conve-
nient parametrization and notation for the cut-off func-
tion c(z):
c(z) =
∫ +∞
0
dacˆ(a)e−az ≡
∫
a
e−ax (17)
The condition c(0) = 1 imposes
∫
a
= 1.
A. Derivation of the β-functions and fixed points.
The local part of the running effective action admits
the polynomial expansion:
Ul(φ) = g0,l +
g2,l
2!
φ2 +
g4,l
4!
(φ2)2 +
g6,l
6!
(φ2)3 + ..
(18)
From power counting, it is more convenient to introduce
the dimensionless couplings g˜2n,l defined from:
g2,l = Λ
2
l g˜2,l
g4,l = Λ
ǫ
l g˜4,l (19)
and more generally g˜2n,l = g2n,lΛ
(d−2)n−d
l which flows to
some fixed point values g˜∗2n, as discussed below. Since
g˜∗6 ∼ O(ǫ3) and g˜∗2n ∼ O(ǫn) for n ≥ 3 (see Appendix C
for the RG equation of g˜6,l and the free energy g˜0,l), we
drop from now on these higher monomials and study only
the coupled RG equation for g˜4 and g˜2 easily obtained by
inserting (18) into (14) as detailed in Appendix C:
∂lg˜4,l = ǫg˜4,l − N + 8
3
I˜
(1)
l g˜
2
4,l = −β[g˜4,l] (20)
∂lg˜2l = 2g˜2l +
N + 2
6
I˜
(0)
l g˜4,l −
N + 2
3
I˜
(1)
l g˜2,lg˜4,l
−N + 2
3
∫ l
0
dl′I˜(2)l,l′ g˜
2
4,l′ (21)
with the integrals:
I˜
(0)
l = Λ
−2+ǫ
l
∫
q
∂lG
q
l , I˜
(1)
l = Λ
ǫ
l
∫
q
∂lG
q
lG
q
l (22)
I˜
(2)
l,l′ is given in (C7) where we show that the coefficient of
the term proportional to g˜24,l′ in (21) is well defined in the
limit l →∞. One finds that I˜(0)l = I˜(0) is l-independent
and that liml→∞ I˜
(1)
l = I
(1) is universal (independent of
c(s)) in dimension d = 4:
I˜(0) = − 1
4π2
∫ ∞
0
dssc′(s) +O(ǫ) (23)
I˜(1) = Sd
∫
s>0
(2s)−ǫ/2c′(s)(c(s) − 1) = 1
16π2
+O(ǫ)
where Sd is the unit sphere area divided by (2π)
d and we
recall c′(s) < 0. Finally eq. (20,21) together with (22)
lead to the fixed point values
g˜∗4 =
48π2
N + 8
ǫ+O(ǫ2) (24)
g˜∗2 = −
N + 2
12
I˜(0)g˜∗4 +O(ǫ
2) (25)
This fixed point describes the standardO(N) critical sys-
tem exactly at the critical temperature T = Tc. The ini-
tial conditions which end up for l = ∞ exactly at the
fixed point describe the critical manifold.
Besides we obtain the correction of the critical expo-
nent characterizing the divergence of the magnetic sus-
ceptibility near the critical temperature from the positive
eigenvalue λl (corresponding to the instable direction)
∂l(g˜2l − g˜∗2) = λl(g˜2l − g˜∗2) (26)
λl = 2(1− N + 2
2(N + 8)
ǫ) (27)
which gives correctly [35] the exponent γ to order ǫ
γ =
2
λ∗
= 1 +
N + 2
2(N + 8)
ǫ+O(ǫ2) (28)
B. Computation of the 2 and 4 points proper
vertices.
We now compute the effective action on the critical
manifold, up to order O(ǫ) for the local part, and O(ǫ2
5for the bi-local part (i.e. the q dependent part), in the
limit of large l. Eq. (12) allows to construct the bilo-
cal term in the effective action by inserting (18) in (13).
As we restrict our analysis to order ǫ2, we do not con-
sider monomials higher than (φ2)2 in (18), and therefore
we expand the exponential in (13) to order one. Using
the combinatorics already explained for the local part in
Appendix C, one gets
Vl(φ1, φ2, q) =
1
2
∫
x
(eiqx − 1)Fl(φ1, φ2, x) (29)
Fl(φ1, φ2, x) =
N + 2
3
φ1 · φ2
∫ l
0
dl′∂l′Gxl′G
x
l′G
x
l′lg˜
2
4l′Λ
2ǫ
l′
−(N + 4
(3!)2
φ21φ
2
2 +
4
(3!)2
(φ1 · φ2)2)
∫ l
0
dl′∂l′Gxl′G
x
l′ g˜
2
4l′Λ
2ǫ
l′
where we have not written terms of the form f(φi, x)
(i.e. which depend only on one field argument) as they
cancel out from the effective action. To this order in ǫ
(O(ǫ2)) there are no other contributions. The explicit
expressions of Gxl and ∂lG
x
l using (17) are given in Ap-
pendix C (C10). This bi-local term (29) allows to treat
the renormalization of the wave function and compute
the exponent η to order ǫ2. A natural way to obtain it,
within this method, is to compute directly the 1 particle
irreducible (1PI) two-points function and then take the
limit l → ∞ (directly at Tc). Its local part comes from
the quadratic contribution of (18) and the bi-local part
is the sum of G−1l (q) (4) and the quadratic contribution
of (29)
Γ
(2)
l,ij(q) =
δ2Γl
δφiqδφ
j
−q
∣∣∣∣
φ=0
= δijΓ
(2)
l (q) (30)
Γ
(2)
l (q) = G
−1
l (q) + Λ
2
l g˜2,l −
N + 2
18
g˜24,l
∫
x
(eiqx − 1)(Gxl )3
In the appendix C, we show that it has the form, up to
terms of order (Λl/Λ0)
2
Γ
(2)
l (q) = G
−1
l (q) + Λ
2
l g˜2,l − q2η[g˜4,l](ln
Λl
Λ0
+ χ(2)(
q
Λl
))
η[g˜4,l] =
N + 2
18(4π)4
g˜24,l (31)
with the following asymptotic behaviors
χ(2)(k) ∼ ak2 k ≪ 1
χ(2)(k) ∼ ln k k ≫ 1 (32)
with a some non universal (i.e. dependent of the cutoff
function (17)) coefficient. The two-point scaling function
χ(2)(k) which is computed here (see Appendix C) for an
arbitrary infrared cutoff function c(x), is up to an addi-
tive constant, independent of the UV cutoff [61]. For the
particular choice (7) one recovers the result of [36].
The large argument behavior of χ(2)(k) allows to take
the limit l → ∞, using the fixed point value g˜∗4 (24), we
have (for q ≪ Λ0):
lim
l→∞
Γ
(2)
l (q) = (q
2 − q2 N + 2
2(N + 8)2
ǫ2 ln
q
Λ0
) (33)
which coincides with the expansion of liml→∞ Γ
(2)
l (q) ∼
q2(q/Λ0)
−η to order ǫ2 with the universal value of the η
exponent to this order
η = η[g˜∗4 ] =
N + 2
2(N + 8)2
ǫ2 (34)
in agreement with standard results [35].
Let us focus on the construction of the quartic term
in Γl(φ), obtained from the quartic contribution of (18)
and (29). After combinatorial manipulations, we obtain
Γquartl =
g˜4lΛ
ǫ
l
4!
∫ ′
qi
(φq1 · φq2 )(φq3 · φq4)
−g˜42l
1
(3!)2
∫ ′
qi
(
(
N + 4
4
)(φq1 · φq2)(φq3 · φq4)
+(φq1 · φq3 )(φq2 · φq4)
)
χ
(4)
l (q3 + q4) (35)
with χ
(4)
l (q) defined by
χ
(4)
l (q) =
∫
x
(eiqx − 1)(Gxl )2 +O(Λ−20 ) (36)
and where we used the notation
∫ ′
qi
≡∫
q1,q2,q3,q4
(2π)dδ(d)(q1 + q2 + q3 + q4). The local
term, i.e. the first line in (35), contains a contri-
bution of order ǫ2 which is divergent in the limit
l → ∞. Indeed, expanding it to second order gives
g˜4,lΛ
ǫ
l = g˜4,l(1 + ǫ ln Λl) + O(ǫ
3) and at first sight this
term would lead to a divergent contribution in the limit
l → ∞. However, the analysis of χ(4)l (q) = χ(4)(q/Λl)
shows the following asymptotic behaviors
χ(4)(k) ∼ bk2 k ≪ 1 (37)
χ(4)(k) ∼ − 1
16π2
ln(k2) k ≫ 1 (38)
with b a non universal constant. When considering the
large l limit of the effective action, we are interested in the
large argument behavior of χ(4)(k) (38). Using the fixed
point value g˜∗4 (24), one gets that this cancels exactly the
divergence when l → ∞ due to the local term. Thus we
obtain:
lim
l→∞
Γquartl =
2π2ǫ
(N + 8)
[Λǫ0
∫ ′
qi
(φq1 · φq2 )(φq3 · φq4)
+
4ǫ
(N + 8)
∫ ′
qi
(
(
N + 4
4
)(φq1 · φq2 )(φq3 · φq4)
+(φq1 · φq3 )(φq2 · φq4)
)
ln(
|q3 + q4|
Λ0
)] (39)
which is independent of Λ0 to order O(ǫ
2). Note that in
the large N limit one recovers correctly the ”screened”
6[37] four point renormalized vertex ∼ ǫqǫ (where q is the
transfer momentum).
The result of this analysis is that we have constructed
the large scale theory by obtaining directly a fixed point
for the effective action, keeping the UV cut-off Λ0 finite,
which is the relevant object for statistical physics, and
for an arbitrary cutoff function.
C. Relation with field-theoretical methods
It is interesting to make the connection with standard
field-theoretical methods for critical phenomena. There
one is usually interested in the limit Λ0 → ∞. Note
that in this limit (33) diverges. It is however possible to
define a “renormalized” effective action ΓR(φR) which is
well defined in that limit.
One can first check directly on (33) the standard
Callan-Symanzik (CS) ”bare” RG equation [16] for the
physical correlation function of the massless theory at the
fixed point
(Λ0
∂
∂Λ0
− η)( lim
l→∞
Γ
(2)
l )(q) = 0 +O(ǫ
3) (40)
One can also connect to the CS equation for the renor-
malized theory. One defines:
ΓR(φ) = Γl(
√
Zφ) (41)
where Z ≡ Z( ΛlΛ0 , g˜4,l) is the so called ”wave-function
renormalization” factor such that
Γ
(2)
R (q) = m
2
R + q
2 +O(q4) (42)
Using (30) and noting that G−1l (q) = − 2Λ
2
l
c′(0) + Aq
2 +
O(( ΛlΛ0 )
2), with A = c
′′(0)
2c′(0)2 one finds the renormal-
ized mass m2R =
1
AΛ
2
l (
2
|c′(0)| + g˜2,l) and Z =
1
A (1 +
η(g˜4,l) ln(
Λl
Λ0
)). One can see that up to higher order
terms, Λl plays the role of the renormalized mass. From
(31) one finds, to order (ǫg˜24,l, g˜
3
4,l)
mR∂mR |Λ0 lnZ(
Λl
Λ0
, g˜4,l) = −∂l lnZ = η[g˜4,l] (43)
these derivatives being taken at fixed g˜4,l. This is the
standard definition for the η(g) function. One can go
further, define a renormalized coupling gR , e.g. through
Γ
(4)
R (q = 0) = m
ǫ
RgR, with gR = g˜4,l up to higher order
terms, and derive the CS equations for the renormalized
vertices. Here, we just mention one such equation [16]
for the “renormalized” two-point vertex function in the
critical regime Λl ≪ Λ0 but finite
(∂l + η[g˜4,l])Γ
R(2)
l (q) ≃ 0 q/Λl ≫ 1 (44)
obtained using the large k behavior of χ(2)(k) (32). We
get again the universal value of the η exponent form η =
η[g˜∗4 ] (34).
The connection between the EMRG method and the
standard field theoretical methods in themassless scheme
(i.e. imposing Γ
(2)
R (q = 0) = 0) is more subtle here (since
one should use l =∞ strictly).
IV. CARDY OSTLUND MODEL: STATICS
In this section, we show how this EMRG method can
be used to study perturbatively the Cardy Ostlund model
[25] near its glass transition.
A. Model, choice of propagator
This model is a random phase Sine-Gordon model
which can represent an XY model in a random magnetic
field where the vortices are excluded by hand. As men-
tioned in the introduction, the statics of this model has
been extensively studied using various methods [19, 26,
27, 28, 29, 30, 31]. The system at equilibrium is described
by the partition function Z =
∫
Dφe−H
CO [φ]/T , T being
the temperature with the hamiltonian
HCO[φ] =
1
2
∫
d2x(∇φx)2−
∫
d2x(h1x cosφx+h
2
x sinφx)
(45)
whith φx ∈] − ∞,+∞[ as there are no vortices, where
hx = (h
1
x, h
2
x) is a 2d random Gaussian vector of zero
average with fluctuations decorrelated from site to site:
〈hixhjx′〉 = 2g0Λ20δijδ(2)(x− x′) (46)
The quenched average over this random variable is per-
formed by the means of replicas, which is used here as
a simple trick to restore translational invariance and to
organize perturbation theory. After averaging over the
disorder, one obtains
lnZ = lim
n→0
Zn − 1
n
, Zn =
∫
Dφae−
Hrep[φa]
T
Hrep[φa]
T
=
1
2T
∑
a,b
∫
d2x∇φax∇φbxδa,b
−g0Λ
2
0
T 2
∑
ab
∫
x
cos (φax − φbx) (47)
where a, b = 1, .., n are replica indices. We use the same
propagator as for the O(N) model, the Gaussian part of
(47) being diagonal in replicas, one has
Gql ab = δab
T
q2
(c(q2/2Λ20)− c(q2/2Λ2l )) (48)
with the same decomposition of the cutoff function c(x)
(17). Notice that the hamiltonian Hrep possesses the
statistical tilt symmetry (STS) [38]: the last term in (47)
is invariant under the change of variable φax → φax + ux
which protects the diagonal (in replica space) quadratic
term in the effective action to all orders in perturbation
theory [29, 34].
7B. β-functions and fixed point
For this model, the Fourier representation in the fields
(B4) is more natural. Although only one harmonic is
present in the starting hamiltonian (47), higher harmon-
ics are generated by perturbation theory and we write
the local interacting part of the effective action (10) as
Ul(φ) = −Λ2l
∑
K 6=0
gKl
T 2
eiK.φ (49)
where K = (K1, ...,Kn), φ = (φ
1, ..., φn) are n-
components vectors and one defines K.K ′ =
∑
aKaK
′
a.
The sum is over all K such that Ka are integers not all
zero with
∑
aKa = 0. Ul(φ) is real, imposing g
K
l = g
−K
l ,
and the symmetry under replica indices permutation,
which is assumed here, imposes gKl = g
σ(K)
l , σ(K) being
any vector obtained from K by a permutation of the Ka.
By inserting (49) in (14) (see also (B6) in Appendix B)
one obtains the RG equation for the local part to second
order in gK :
∂lg
K
l = (2 −
TK2
4π
)gKl +
J˜
(1)
l
2T 2
∑
P,Q,P+Q=K
gPl g
Q
l (P.Q)
2
− 1
2T 2
∑
P,Q,P+Q=K
(P.Q)3
∫ l
0
dl′J˜2l,l′g
P
l′ g
Q
l′ (50)
with the integrals
J˜1l = Λ
2
l
∫
x
∂Gxl G
x
l (51)
J˜2l,l′ = Λ
−2
l
∫
x
(∂Gxl − ∂Gx=0l )∂Gxl′Gxl′Λ4l′
×e(P
2
2 +
Q2
2 )G
x=0
l′l
+P.QGx
l′l (52)
The glass transition temperature Tc below which the
charges of minimal modulus such that K1,−1 =
(0, .., 1, ..,−1, .., 0), K21,−1 = 2 become relevant is
Tc =
8π
K21,−1
= 4π (53)
and a small parameter τ = (Tc − T )/Tc > 0 can be
defined, which allows to construct perturbatively the ef-
fective action of this model (47) in its glass phase. In-
deed just below Tc the higher harmonics are irrelevant
(the eigenvalues (2 − TK24π ) are negative and of order
one). Such irrelevant higher harmonics include for in-
stance 3 replicas term [62] g1,−2,1l
∑
a 6=b6=c e
i(φax−2φbx+φcx),
corresponding to K21,−2,1 = 4. We denote gl = g
1,−1
l the
coupling constant associated to K1,−1, and obtain its RG
flow from (50) by taking into account the 2(n−2) possible
fusions such that P +Q = K1,−1, P,Q being themselves
obtained by a permutation of the components of K1,−1
(gPl = g
Q
l = gl) with P.Q = −1 [25]. After some trans-
formations detailed in the Appendix D one obtains
∂lgl = (2− T
2π
)gl − Blg2l (54)
Bl = 2∂γ0(0)
∫
x˜
γl(x˜)
+
2
Tc
∫
x˜
(∂γ0(x˜)− ∂γ0(0))(eTcγl(x˜) − 1) +O(τ)(55)
where we used the dimensionless variable x˜ = xΛl and
defined:
∂Gxl′ = T∂γµ=l−l′(x˜)
Gxl′l = −Tγµ=l−l′(x˜) (56)
where the two functions ∂γµ(x) and γµ(x) are given in
(D8).
As shown in the appendix, we can transform the inte-
gral over x˜ in (Eq. 55) and express its cutoff dependence
in a simple way. One finds B∞ = 4πT 2c e
−(γE−
∫
a
ln 2a) yield-
ing for T < Tc, the stable fixed point of the RG flow is
given by
g∗ = 8πe(γE−
∫
a
ln 2a) τ +O(τ2) (57)
with τ = (Tc − T )/Tc and γE = 0.577216 the Euler con-
stant.
C. Bilocal term and 2-point correlation function.
Eq. (B5) allows to construct the bilocal term in the ef-
fective action to lowest order (i.e. O(τ2)) using a Fourier
representation (B4):
Vl(φ, ψ, x) =
∑
K,P
Vˆ KPxl e
iK·φ+iP ·ψ (58)
Just below Tc, only the charges of minimal modulus
K21,−1 = 2 are relevant, therefore to this order the sums
in (B5) are restricted to such harmonics. By inserting
(49) into (B5) one has
Vˆ KPql =
1
2
∫
x
(eiqx − 1)FˆKPxl
FˆKPxl = −
(K.P )2
T 4
∫ l
0
dl′∂Gxl′G
x
l′
e
K2+P2
2 G
x=0
l′l eK.PG
x
l′lΛ4l′g
K
l′ g
P
l′ (59)
where K,P are of the form K1,−1, and thus gKl = g
P
l =
gl. Performing the integral over l
′ as explained in Ap-
pendix D we have:
FˆKPx˜l = −
Λ4l
T 2
g2l
(
1
T 2
(e−TcK.Pγl(x˜) − 1) +K.P γl(x˜)
T
)
(60)
8with x˜ = Λlx. For the charges K,P we are consider-
ing here, there are a priori 5 different cases of K.P =
−2,−1, 0, 1, 2 to consider. However we see immediately
on the previous expression (60) that the charges such
that K.P = 0 do not contribute to the bilocal part
of the effective action (they correspond to four replicas
terms g2l
∑
a 6=b6=c 6=d e
i(φa−φb)+i(ψc−ψd)). We show in Ap-
pendix D that Vˆ K,P,ql takes the form, up to terms of order
(Λl/Λ0)
2
Vˆ K,P,ql = −Alq2(δK,−P ln
Λl
Λ0
+ χK.P (
q
Λl
)) (61)
Al =
πg2l
4T 4c
e−2γE+2
∫
a
ln 2a (62)
where χK.P (k) behaves aymptotically at small argument
as
χK.P (k) ∼
{
aK.P K.P 6= −2
a−2k2 K.P = −2
k ≪ 1 (63)
and at large argument (relevant for the limit l →∞) as
χK.P (k) ∼


bK.P
1
k2 K.P = 1, 2
b−1 ln kk2 K.P = −1
ln k K.P = −2
k ≫ 1 (64)
The large argument behavior of χK.P (x) allows to take
the limit Λl → 0 of (61) as the logarithmic divergence
(which only exists for K = −P ) is cancelled. We no-
tice also that only such terms whith K = −P sur-
vive in this limit : in particular, three replicas term as
g2l
∑
a 6=b6=c e
i(φa−φb)+i(ψb−ψc) do not exist in the effective
action to order τ2 at the fixed point for Λl = 0. Besides,
by inserting the fixed point value g∗ (57) in Al (62), we
see that the cut-off dependence (encoded in the factor
e
∫
a
ln 2a) disappears in liml→∞ Al leading to
lim
l→∞
Vˆ KPql = −δK,−P
τ2
16π
q2 ln
q
Λ0
(65)
Eq. (4) together with (65) allow to construct the bilocal
term as
lim
l→∞
Γbilocl (φ) =
1
2T
∑
a
∫
q
q2
c( q
2
2Λ20
)
φaqφ
a
−q (66)
+
∑
a,b
∫
x,x′
∫
q
lim
l→∞
Vˆ K,−Kql e
iq(x−x′)ei(φ
a
x−φbx)e−i(φ
a
x′
−φb
x′
)
from which we extract the two-point 1 PI function
liml→∞ Γ
(2)
l,ab(q) :
Γ
(2)
l,ab(q) =
δ2Γl(φ)
δφaqδφ
b−q
∣∣∣
φ=0
(67)
lim
l→∞
Γ
(2)
l,ab(q) =
q2
Tc(q2/2Λ20)
δab +
τ2
4π
q2 ln
q
Λ0
(68)
from which we extract the correlation function at the
fixed point (up to terms of order Λ−20 )
〈(φx − φ0)2〉 = lim
l→∞
2
∫
q
(1− eiqx)[Γ(2)l ]−1aa (69)
= 2Tc
∫
q
1− eiqx
q2
c(
q2
2Λ20
)(1 − τ − τ2 ln
(
q
Λ0
)
c(
q2
2Λ20
))
∼ 2τ2 ln2 (|x|Λ0) + 4(1− τ +O(τ2)) ln (|x|Λ0)) (70)
which shows that the amplitude of these anomalous fluc-
tuations in ln2 (|x|Λ0) is universal ([34]).
We finally mention that, due to the STS, the
connected correlation function 〈(φx − φ(0))2〉 −
〈(φx − φ(0))〉〈(φx − φ(0))〉 is the same as in the
pure system.
V. CARDY OSTLUND: EQUILIBRIUM
DYNAMICS
We now turn to dynamics, which, within the EMRG
framework can be conveniently studied by introducing
an infrared cutoff on space only, keeping the full time
dependence.
A. Model and propagator.
Within this EMRG framework we want to study the
dynamics of the model (45) [32, 33], described by a
Langevin type equation :
η
∂
∂t
uxt = −δH
CO
δuxt
+ ζ(x, t) (71)
where 〈ζ(x, t)〉 = 0 and 〈ζ(x, t)ζ(x′, t′)〉 = 2ηT δ(x −
x′)δ(t − t′) is the thermal noise and η the friction co-
efficient. A convenient way to study the dynamics is to
use the Martin-Siggia-Rose [39] generating functional, on
which perturbation theory can be done. Moreover, using
the Ito presription, it can be readily averaged over the
disorder. The disorder averaged generating functional
reads
Z[j, jˆ] =
∫
DuDiuˆe−S[u,iuˆ]+j:u+jˆ:iuˆ (72)
S[u, iuˆ] = S0[u, iuˆ] + Sint[u, iuˆ]
S0[u, iuˆ] =
∫
qt
iuˆ−qt(η∂t + cq2)uqt − ηT
∫
xt
iuˆxtiuˆxt
Sint[u, iuˆ] = −g0Λ20
∫
xtt′
iuˆxtiuˆxt′ cos (uxt − uxt′)
where
∫
t
=
∫∞
ti
dt, where in this section the initial time
ti is sent to ti = −∞ before taking Λl/Λ0 large, in order
to describe equilibrium dynamics.
9In our formulation (1), the field φ is now a two com-
ponents vector
φxt =
(
uxt
iuˆxt
)
(73)
and from S0 in (72), we compute the inverse bare prop-
agator G−1l
G−1l (q) =
(
0 δ(t− t′)(−η∂t + cq2)
δ(t− t′)(η∂t + cq2) −2ηT δ(t− t′)
)
× 1
c(q2/2Λ20)− c(q2/2Λ2l )
(74)
By inverting this matrix we obtain the bare response and
correlation functions
Cl
q
tt′ = Cl
q
t′t = 〈uqtu−qt′〉 (75)
=
T
q2
e−q
2|t−t′|(c(q2/2Λ20)− c(q2/2Λ2l ))
Rl
q
tt′ =
δ〈uqt〉
δh−qt′
= 〈uqtiuˆ−qt′〉
= θ(t− t′)e−q2(t−t′)(c(q2/2Λ20)− c(q2/2Λ2l )) (76)
where we have set the bare η = 1. As we consider here
the equilibrium dynamics of the system, the time transla-
tion invariance (TTI) and the fluctuation dissipation the-
orem (FDT) hold. These properties hold to all orders in
perturbation theory and, as we will see has strong conse-
quences on the structure of the effective action Γl(u, iuˆ).
This means for the dressed (i.e. exact) response and cor-
relation functions:
Clqtt′ = Clqt−t′ (77)
Rlqtt′ = Rlqt−t′ (78)
Rlqt−t′ = −θ(t− t′)
1
T
∂tClqt−t′ (79)
B. Response function and dynamical exponent.
We will study the dynamics near the transition tem-
perature Tc (53), below which the lowest harmonic of
the disordered pontential becomes relevant. Near Tc, we
showed previously that the higher harmonics, although
generated by perturbation theory, are irrelevant.
As we considered here static disorder, the average over
the disorder generates an effective interaction Sint[u, iuˆ]
in (72) which is non local in time, so we expect the fric-
tion coefficient to be renormalized by the disorder. We
therefore construct the effective action to order one in
τ = (T − Tc)/Tc, and extract the dynamical exponent
z from the response function. In the starting dynamical
action (72) the interacting part is purely local in space, so
to order one the interacting part of the associated effec-
tive action Γl(u, iuˆ) will remain so. We therefore search a
perturbative solution of the equation for Γl(u, iuˆ) of the
form (10):
Ul(u, iuˆ) =
∫
x
Ul(ux, iuˆx) (80)
=
∫
xt
iuˆxtFlt(ux)−
1
2
∫
xtt′
iuˆxt∆ltt′(ux)iuˆxt′ (81)
where Flt(ux) and ∆ltt′(ux) are functionals only with re-
spect to the time dependence, i.e. functions of the ”vec-
tor” ux ≡ {uxt} at a given point x in space. In addition
these will acquire an explicit time dependence, indicated
by their t and t′ indices. One has the initial conditions
∆l=0tt′(u) = 2g0Λ
2
0 cos (ut − ut′)
Fl=0t(u) = 0 (82)
The Flt(u) term is indeed generated by perturbation the-
ory and is related - in the case of equilibrium dynamics
- to ∆ltt′(u) by a generalized FDT relation, namely a
Ward Identity, which can be written to lowest order:
δFlt(u)
δuxt′
= − 1
T
∂t′∆ltt′(u) t > t
′ (83)
where ∂t′ acts only on the explicit time dependence (i.e.
not on ut′). Notice finally that terms containing higher
powers of the field iuˆ, ie (iuˆ)p+2 are of order τp+1. They
correspond to higher cumulant of the disorder (i.e. higher
number of replica terms in the statics). The exact RG
equation to order one (14) then reads (see Appendix E)
∂l∆ltt′(u) =
∫
t1t′1
k
(1)
lt1t′1
∆ltt′(u) (84)
∂lFlt(u) =
∫
t1t′1
k
(1)
lt1t′1
Flt(u)−
∫
t1>t′1
k
(2)
lt1t′1
∆ltt′1(u)
with
k
(1)
lt1t′1
=
1
2
δ
δuxt1
∂lCl
x=0
t1t′1
δ
δuxt′1
k
(2)
lt1t′1
=
δ
δuxt1
∂lRl
x=0
t1t′1
(85)
The solution of this coupled set of equations (84) together
with (82) is given by
∆ltt′(u) = 2Λ
2
l gle
Cl
x=0
t−t′ cos(uxt − uxt′) (86)
δFlt(u)
δuxt′
= −2Λ2l gleCl
x=0
t−t′Rl
x=0
t−t′ cos(uxt − uxt′) t > t′
where we can check explicitly the previously mentioned
generalized FDT relation (83). Finally, as we consider
here static disorder, the flow of gl is given by the previous
study, the fixed point value g∗ being given by (57).
From Γl[u, iuˆ], we obtain the response function in the
following way
Rqlt−t′ = 〈uqtiuˆ−qt′〉 =
(
δ2Γl
δiuˆqt1δu−qt′1
∣∣∣
u=iuˆ=0
)−1
q,t,t′
(87)
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We define
Dltt′ = ∆ltt′(u = 0)
Σltt′ =
δFlt(u)
δuxt′
∣∣∣
u=0
(88)
notice that in the case of equilibrium dynamics Dltt′ =
Dlt−t′ and Σltt′ = Σlt−t′ . One gets
δ2Γl
δiuˆqtδu−qt′
∣∣∣
u=iuˆ=0
= δ(t− t′)(q2 + ∂t) + Σlt−t′ (89)
When considering equilibrium dynamics, the use of
Fourier transform allows to compute this matrix element
(87) in a simple way
Rqlω =
1
q2 − iω +Σlω (90)
where Rqlt =
∫
dω
2π e
−iωtRqlω and Σlω is the Fourier trans-
form, of Σlt−t′ . In Appendix E we show that it has the
following form (up to terms of order Λ2l /Λ
2
0)
Σlω = iωBl(ln
Λ2l
Λ20
+ χ(dyn)(
ω
Λ2l
)) (91)
Bl =
gle
∫
a
ln 2a
2Tc
(92)
whith the following asymptotic behaviors
χ(dyn)(ν) ∼ adyn ln ν ν ≪ 1 (93)
χ(dyn)(ν) ∼ ln ν ν ≫ 1 (94)
where adyn is a non universal constant. The large argu-
ment behavior of χ(dyn) (94) allows to take the large l
limit in (91) as the logarithmic divergence is cancelled,
which gives
lim
l→∞
Rqlω =
1
q2 − iω + iωB∗ ln ω
Λ20
(95)
B∗ = lim
l→∞
Bl = e
γEτ (96)
where we have used (57) to compute B∗ which is uni-
versal : the cut-off dependence encoded in e2
∫
a
ln 2a has
disappeared. On the other hand we expect that the scal-
ing function in Fourier should read:
lim
l→∞
Rqlω =
1
q2 − iω( ω
Λ20
)2/z−1
(97)
from scaling. If the initial model possess STS then the
coefficient of q2 is fixed to unity. The q-independence of
the self-energy is expected to hold only to the order in
τ that we are working at, and it should be corrected by
higher loops. Expansion of the denominator of (95) co-
incides with the expansion to order τ of the denominator
of (97) and yields the universal value of the dynamical
exponent z
z − 2 = 2B∗ = 2eγEτ + O(τ2) (98)
in agreement with previous studies.
It is interesting in view of later applications to non-
equilibrium dynamics, and a useful check, to compute
this response function in the time domain. Indeed, writ-
ing simply the identity Γ
(2)
l Γ
(2)
l
−1
= I, where Γ
(2)
l is the
matrix of the second functional derivatives of the effective
action with respect ot the fields uxt and iuˆxt, we obtain
a system of closed equations for the exact response and
correlation functions Rlxx
′
tt′ and Clxx
′
tt′ to order one (more
generally, Flt(u) and ∆ltt′ can be bilocal in space)
∂tRlxx
′
tt′ −∇2Rlxx
′
tt′ +
∫ t
ti
dt1Σltt1Rlxx
′
t1t′ = δ(t− t′)δ(x− x′) (99)
∂tClxx
′
tt′ −∇2Clxx
′
tt′ +
∫ t
ti
dt1Σltt1Clxx
′
t1t′ = 2ηTRlxx
′
t′t +
∫ t′
ti
dt1Dltt1Rxx
′
t′t1 (100)
We remind that we have chosen the Ito presription, which
fixes the following initial condition for the response func-
tion
lim
ǫ→0
Rlt,t−ǫ = 1
Rlt,t = 0 (101)
Before using these equations to study non-equilibrium
dynamics, we show how the equation for the response
(Eq. 99) function allows to recover the dynamical expo-
nent z. Using (88) together with (86) and TTI (which
holds for equilibrium dynamics), the equation for the re-
sponse function reads
(∂t + q
2)Rlqt−t′ = (102)
2glΛ
2
l
∫ t
−∞
dt1R
x=0
lt−t1e
Cx=0lt−t1 (Rlqt1−t′ −Rl
q
t−t′)
The limit l → ∞ is taken as explained in the Appendix
E (E20), and a way to solve this equation is simply to
say that in the rhs, we may replace Rlqt1t′ , by its bare
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value, which is simply θ(t1− t′)e−q2(t1−t′) as this term is
already of order τ .
One expects that the response function can be written
as:
Rqt−t′ = lim
l→∞
Rql,t−t′ = q˜z−2F eqR (q˜z(t˜− t˜′)) (103)
where q˜ = q/Λ0, t˜ = tΛ
2
0, t˜
′ = t′Λ20, with F
eq
R a universal
scaling function (up to an overall non universal scale)
such that F eqR (v) ∼ v(2−z)/z for v → 0. As a function it
admits an expansion in powers of τ , obtained as:
F eqR (v) = F
0
R(v) + τF
1eq
R (v) +O(τ
2) (104)
F 0R(v) = e
−v
F 1eqR (v) = e
γE((v − 1)Ei(v)e−v + e−v − 1)
v = q˜z(t˜− t˜′)
as shown in the appendix E. This is established by iden-
tifying the direct expansion of (103) in terms of the ar-
gument v′ = q˜2(t˜− t˜′):
Rq˜
t˜
= F 0R(v
′) + (z − 2) ln q˜(F 0R(v′) + v′F 0
′
R (v
′))(105)
+τF 1eqR (v
′) +O(τ2)
with the result of solving (102). Note that the term pro-
portional to ln q˜ has precisely the expected v dependence,
a check of the calculation. Since there is an overall non-
universal scale q˜ → λq˜, F 1eqR (v) is defined up to a change
in the constant ρ defined in the Appendix E (E34).
One can check explicitly that the scaling function in
the time domain obtained by this second method coin-
cides with the inverse Fourier transform of (97) to the
lowest order in τ . The asymptotic behavior of the scal-
ing function in the time domain is:
F 1eqR (v) ≈ eγE ln(1/(eγEv)) , v → 0 (106)
F 1eqR (v) ≈ eγEv−2 , v →∞ (107)
the slow time decay 1/t1+
2
z , for z > 2, arises from the
disorder. Notice that a similar power law tail for large
q˜z t˜ has already been obtained for the diluted Ising model
[40].
Using the FDT we also obtain the equilibrium correla-
tion function in the scaling regime as:
Cqtt′ = T q˜−2F eqC (q˜z(t˜− t˜′)) (108)
F eqC (v) =
∫ +∞
v
dwF eqR (w) (109)
We conclude this section on equilibrium dynamics by
noticing a few interesting properties. The first one is
an exact consequence of the scaling form (103) combined
with the STS. Indeed, the STS imposes:
lim
t→∞
∫ t˜
t˜i
dt′Rq˜
t˜t˜′
=
1
q˜2
(110)
Using the scaling property we showed previously, this
symmetry (110) implies∫ ∞
0
dtq˜z−2F eqR (q˜
zt) =
1
q˜2
⇒
∫ ∞
0
duF eqR (u) = 1 (111)
from which it follows that
Rx=0tt′ =
∫
q
q˜z−2F eqR (q˜
z(t˜− t˜′)) = 1
2πz(t− t′)
Cx=0
t˜t˜′
=
T
2πz
ln (t− t′) (112)
where we have used FDT in the last line. Note that the
unrescaled time t appears in these formulae. Although
the scaling form (103) is only valid for small q˜ we be-
lieve that the behaviors (113) may actually be the exact
leading ones in the large t − t′ limit, their coefficients
being fixed (non-perturbatively) by the STS. This would
be interesting to check numerically.
The second property is a comparison with the so-called
Porod’s law [41]. If the form (97) were to hold to all
orders, the scaling functions would decay at large argu-
ments as F eqR (v) ∼ 1/v1+
2
z and F eqC (v) ∼ 1/v
2
z . That
yields
Cq
t˜t˜′
∼ 1
(t− t′)2/zq4 (113)
as in the Porod’s law with d = 2 and n = 2 [41]. Here
this property holds to the order of our calculation O(τ).
VI. NON-EQUILIBRIUM DYNAMICS OF THE
CO MODEL
Applying standard scaling arguments, we expect Rqtt′
and Cqtt′ to be functions of the scaling variables q˜z t˜ and
q˜z t˜′ where q˜ = q/Λ0 and t˜ = Λ20t and z is the dynamical
exponent. As is the case for pure systems at a critical
point one can write from RG arguments [42] with little
restriction:
Rq˜
t˜t˜′
= q˜−2+z+η
(
t˜
t˜′
)θ
FR(q˜
z(t˜− t˜′), t˜/t˜′) (114)
C q˜
t˜t˜′
= T q˜−2+η
(
t˜
t˜′
)θ
FC(q˜
z(t˜− t˜′), t˜/t˜′) (115)
where the exponent θ is defined by imposing the following
behavior of the response scaling function FR(v, u) when
u → ∞ :
FR(v, u) = FR,∞(v) +O(u−1) (116)
This has been checked for pure systems [42, 43, 44, 45]
and, partially for one case of a disordered system (only
for the response function in [40] and for the Fourier mode
q = 0 for both functions in [46]). It was found in all the
pure cases that one also has
FC(v, u) =
FC,∞(v)
u
+O(u−2) (117)
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These forms (116,117) yield a non trivial Fluctuation Dis-
sipation Ratio (FDR) characterizing the violation of the
Fluctuation Dissipation Theorem (FDT) [47, 48]. It has
been computed exactly for the spherical model in d > 2
[43], using dynamical RG methods for the pure O(N)
model at criticality up to two loops in an ǫ = 4 − d ex-
pansion [45], and up to one loop for the critical diluted
Ising model in a
√
ǫ expansion [46].
Another standard definition for the autocorrelation ex-
ponent λC [49, 50, 51] and for the autoresponse exponent
λR [52] is:
C q˜
t˜t˜′
= t˜
d−λC
z φC(q˜
z t˜) (118)
Rq˜
t˜t˜′
= t˜
d−λR
z φR(q˜
z t˜) (119)
in the limit t˜ → ∞, q˜ → 0 with t˜′ fixed and q˜z t˜ fixed,
with φR,C(0) = Cst. Assuming the behaviors (116,117)
one finds the connection:
(d− λC)z−1 = θ − 1 + (2− η)z−1 (120)
λR = λC
φC(v) = Tv
η−2
z FC,∞(v)(t′)1−θ
φR(v) = v
η−2+z
z FR,∞(v)(t′)θ
which seems to hold for pure models, together with the
inequality d/2 ≤ λC = λR [49, 53].
For the nonequilibrium dynamics of the CO model, we
obtain similar scalings (114, 115), (η = 0 in this case
because of STS) but with a different asymptotic behavior
at large u of the scaling function FC(v, u). As we will
see, this has strong consequences on the FDR. Note that
although C q˜
t˜t˜′
is the full correlation function, to this order
in the τ expansion it coincides with the connected one
(which is the correct one to consider e.g. to obey FDT in
the equilibrium regime), the difference between the two
being of order g2 = O(τ2).
A. General framework
We want to study the dynamics of the system described
by (71) which, at the initial time ti = 0, is in a non equi-
librium configuration uxti = u
0
x, whose statistical weight
is given by e−H0[u
0] (where H0[u0] 6= HCO[u0]). The
general framework to incorporate this feature in the MSR
formalism has been developped in [42], and it amounts to
describe the system in terms of the generating functional
S[u, iuˆ]→ S[u, iuˆ] +H0[u0x]. If the system is prepared in
a high temperature state, with short range correlations
〈u0xu0x′〉 = m−20 δd(x − x′), the corresponding H0[u0] is
given by
H0[u
0] =
m20
2
∫
x
(u0x)
2 (121)
any addition of anharmonic terms in H0[u
0] is irrelevant
as longm20 6= 0. Moreover by power counting one has that
m−20 is irrelevant [42], so that to study the leading scaling
behavior it is sufficient to assume m−20 = 0, i.e. u
0
x = 0.
The effect of this nonequilibrium initial condition is then
completely encoded in the lower bound ti = 0 on the time
integrals in the MSR functional (72). The running bare
response and correlation functions are given by [42]:
Rl
q
tt′ = θ(t− t′)e−q
2(t−t′)
(
c(
q2
2Λ20
)− c( q
2
2Λ2l
)
)
(122)
Cl
q
tt′ =
T
q2
(
e−q
2|t−t′| − e−q2(t+t′)
)(
c(
q2
2Λ20
)− c( q
2
2Λ2l
)
)
B. Nonequilibrium response function
In order to compute the response function, we solve
perturbatively the equation for Rqtt′ (99) using the trick
explained above, i.e. replacing the exact Rqtt′ in the rhs
of (99) by its bare value. Doing this, we obtain a per-
turbative expansion of the exponents z (already obtained
previously (98)), θ and of the scaling function FR(v, u) in
the same spirit as (104). Indeed, as shown in Appendix
F, one has the scaling (114), in terms of the scaling vari-
ables v = q˜z(t˜− t˜′) and u = t˜/t˜′ with
FR(v, u) = F
0
R(v) + τF
1
R(v, u) (123)
F 1R(v, u) = F
1eq
R (v) + F
1noneq
R (v, u)
θ = eγEτ +O(τ2)
which is established by comparison with the direct per-
turbative expansion of (114) in powers of τ :
Rq˜
t˜t˜′
= F 0R(v
′) + (z − 2) ln q˜(F 0R(v′) + v′F 0
′
R (v
′))
+θ lnuF 0R(v
′) + τF 1R(v
′, u) +O(τ2) (124)
with v′ = q˜2(t˜ − t˜′) and F 1eqR (v) is given by (104) and
F 1noneqR (v, u) given in (F16) has a complicated expres-
sion left in the Appendix (F18). However its asymptotic
behaviors, which we now focus on have remarkably sim-
ple forms. First, in order to compare with the prediction
for pure critical systems one is interested in the limit
of large u, keeping v fixed. This defines FR,∞(v) (116)
which, we find to be:
FR,∞(v) = e−v + eγEτ
{
−√πvErf√v
−e−v
(
(1 − v) ln (4veγE )
−2v(v − 1
2
)2F2({1, 1}, {3
2
, 2}, v)
)}
+O(τ2)(125)
where Erf(z) is the error function and
2F2({1, 1}, { 32 , 2}, z) is a generalized hypergeomet-
ric series [54, 55, 56]. This shows that the response
function has a scaling behavior as predicted for pure
systems at a critical point (116). The small v behavior
of FR,∞(v) ∼ 1− eγEτ ln v shows that φR(v) (120) has a
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good limit when v → 0, φR(0) = Cst, and this gives the
autocorrelation exponent λR (119):
λR = 2 +O(τ
2) (126)
It is also interesting to analyze the asymptotic behavior
in the limit of large v (and in particular v ≫ u ), keeping
u fixed. This limit is relevant e.g. to study the behavior
at fixed q, large t, t′ with u = t˜/t˜′ fixed. It is obtained
from (F16) as explained in the Appendix F. The behavior
of the response function in this limit is then given by
lim
v→∞,ufixed
FR(v, u) ∼ e−v + τ
v2
PR(u) +O(τv
−3, τ2)
PR(u) = e
γE
u+ 1
2
√
u
(127)
Notice that in the limit u → 1 we recover the result of
the equilibrium dynamics (107). This is more general as
one can check from (F18) that F noneqR (v, u) = O((u−1)2)
as u→ 1. Finally, one must keep in mind that the limits
v →∞ and u→∞ do not commute, indeed one expects
that a scaling function of v/u ∼ qzt′ interpolates between
these limits, left for future investigation.
Another interesting behavior is the limit of vanishing
momentum q˜ = 0, the so called diffusion mode. Although
well defined, this limit is a bit peculiar due to the pref-
actor q˜z−2 in the scaling function (114). However, the
function FR(v, u) behaves when v → 0 in such a way
to cancel this divergence as in (106) and leads to well
a defined response function Rq˜=0
t˜t˜′
which has the scaling
form
Rq˜=0
t˜t˜′
=
1
(t˜− t˜′)(z−2)/z
(
t˜
t˜′
)θ
F diffR
(
t˜
t˜′
)
(128)
F diffR (u) = F
diff0
R (u) + τF
diff1
R (u)
F diff0R (u) = 1
F diff1R (u) = 2e
γE ln
(
1 +
√
u
2
√
u
)
which is identified with the perturbative expansion of
Rq˜=0
t˜t˜′
straighforwardly obtained from the general expres-
sion (F18).
C. Nonequilibrium correlation function.
To compute the correlation function, instead of solv-
ing the equation for Cqltt′ (100), we obtain it using the
following formal solution for t˜ > t˜′
C q˜
t˜t˜′
= lim
l→∞
C q˜
lt˜t˜′
(129)
= 2T
∫ t˜′
0
dt1Rq˜t˜t1R
q˜
t˜′t1
+
∫ t˜
0
dt1
∫ t˜′
0
dt2Rq˜t˜t1Dt1t2R
q˜
t˜′t2
whereDt1t2 = liml→∞Dlt1t2 is defined in (88) and explic-
itly given in (F4), that we expand perturbatively using
the expression we obtained for Rq˜
t˜t˜′
(124). In the Ap-
pendix, we show that C q˜
t˜t˜′
has the following scaling form
(115) with
FC(v, u) = F
0
C(v, u) + τF
1
C(v, u) (130)
F 0C(v, u) = e
−v − e−v 1+uu−1
and F 1C(v, u) given in Appendix. Again, this is estab-
lished by identifying the direct perturbative exansion of
(115):
C q˜
t˜t˜′
=
T
q˜2
(
F 0C(v
′, u) + (z − 2) ln (q˜)v′ ∂F
0
C(v
′, u)
∂v′
+θ lnuF 0C(v
′, u) + τF 1C(v
′, u)
)
(131)
with v′ = q˜2(t˜ − t˜′), which is similar to the scaling form
expected for pure systems at a critical point (115). How-
ever, the large u behavior is different, indeed one has in
the large u limit, keeping v fixed
lim
u→∞
FC(v, u) ∼ 2e
−vv
u
+ τ
F 1C,∞(v)√
u
+O(u−2, τu−1, τ2)
F 1C,∞(v) = e
γEe−v
√
πv Erfi
√
v (132)
which decays more slowly than the predicted scaling for
pure system at a critical point (117). Besides, using (F23)
F 1C,∞(v) ∼ v+O(v2), φC(0) = Cst (120), this defines the
autocorrelation exponent λC :
λC = d− z
2
+O(τ2) = 1− eγEτ +O(τ2) (133)
where we have used the explicit expressions of the ex-
ponents z (98), θ (123) and the relation (d − λc)z−1 =
θ− 1/2+(2− η)z−1 arising from 1/√u decay of F 1C(v, u)
(132). Note first that λC is different from its trivial value
λC 6= d. Besides we note that λC 6= λR and finally that it
violates the bound λC < d/2 predicted for pure systems.
For the correlation function it is also instructive to look
at the asymptotic behavior v ≫ 1, u fixed. As detailed
in the Appendix F one has
lim
v→∞
FC(v, u) ∼ F 0C(v, u) +
τ
v
PC(u) +O(τv
−2, τ2)
PC(u) = PR(u) (134)
Finally we also study the correlation function in the
limit of vanishing momentum q˜ = 0. As mentionned
previously for the response function this limit is a bit
peculiar due to the q−2 prefactor in (115). The small v
behavior of FC(v, u) leads to the scaling form (up to a
non universal scale)
C q˜=0
t˜t˜′
= 2t˜′T
1
(t˜− t˜′)(z−2)/z
(
t˜
t˜′
)θ
F diffC (u) (135)
F diffC (u) = F
diff0
C (u) + τF
diff1
C (u)
F diff0C (u) = 1
F diff1C (u) =
1
2
eγE
(
4
√
u+ (u + 1) ln (u− 1)
−2(u− 1) ln (1 +√u)− 2 lnu+ 6− 8 ln 4
)
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with the asymptotic behaviors
F diffC (u) ∼ 1 + τeγE ln (u − 1) u→ 1+ (136)
F diffC (u) ∼ 1 + τeγE
√
u u≫ 1
These behaviors are such that the singularity as t˜−t˜′ → 0
cancels and one finds that the diffusion of the zero mode
become anomalous at large time:
C q˜=0
t˜t˜′
∼ At˜′2/z (137)
A = 2Tc +O(τ)
this formula being valid for t˜− t˜′ ≪ t˜′, the random walk
result being recovered when z = 2.
D. Fluctuation Dissipation Ratio.
We now give the results for The Fluctuation Dissipa-
tion Ratio (FDR) Xqtt′ defined by [47]
T
Xqtt′
=
∂t′Cqtt′
Rqtt′
(138)
Starting from the scaling laws that we established above,
we can compute the FDR Xqtt′ ≡ X q˜t˜t˜′ as a function of the
scaling variables q˜z(t˜− t˜′) and t˜/t˜′. As we saw previously,
both the exponent z and the scaling function associated
with the FDR will have an expansion in powers of τ , i.e.
T
X q˜
t˜t˜′
= FX(q˜
z(t˜− t˜′), t˜
t˜′
) (139)
FX(v, u) = F
0
X(v, u) + τF
1
X(v, u) +O(τ
2)
the expansion of z to order τ being given by (98).
F 0X(v, u) corresponds to the Gaussian model and from
the perturbative expansions that we obtained for Rq˜
t˜t˜′
(124) and C q˜
t˜t˜′
(131) one can identify (perturbatively) this
scaling form, with
F 0X(v, u) = 1 + e
−2 v
u−1 (140)
F 1X(v, u) = −
θ
τ
u− 1
v
(1− e−2 vu−1 )− evF 1R(1 + e−2
v
u−1 )
−ev
(
∂F 1C(v, u)
∂v
+
u(u− 1)
v
∂F 1C(v, u)
∂u
)
)
Inserting the formulae for F 1R and F
1
C obtained in the Ap-
pendix yields the general result for FX as a non trivial
function of the two variables u, v. Here we only give the
behaviors of this scaling function in the different asymp-
totic limits studied previously. First, we note that this
formula gives back the FDT result FX = 1 for u = 1.
Second, focusing on the limit u ≫ 1, keeping v fixed
one has
FX(v, u) = 1 + e
−2 v
u−1 +
√
π
2
eγEτ
√
u
v
Erfi
√
v
+O(τu0, τ2) (141)
Thus in this regime X decreases below its FDT value
XFDT = 1. Looking at this result one is tempted to
conclude that Xqtt′ vanishes as t/t
′ → ∞ when qz(t− t′)
is kept fixed. In particular for q = 0 (see below the direct
calculation in this case) one finds the analogous quantity
Xq=0∞ computed in [45, 46] for several models. However
one must keep in mind that (141) is perturbative in τ and
the divergence of the coefficient of τ could also be a sign
of a non analyticity in τ of the u =∞ result. Elucidation
of this point is left for future study.
In the other limit that we studied previously, corre-
sponding to v ≫ 1, keeping u fixed, we obtain straight-
forwardly the following behavior
FX(v, u) = 1 + e
−2 v
u−1 − e
γEτev
2v2
(u − 1)2
2
√
u
+O(τevv−3, τ2) (142)
This limit is relevant to study fixed q. It shows that
there is still aging behavior in a given non zero mode,
and appears to contradict some claims [45] that only the
zero mode (diffusion) exhibits interesting aging behavior.
Note also that in this regime one has X > XFDT , a
feature found in other disordered models [57].
Finally in the limit of vanishing momentum q˜ = 0,
the FDR is a function of the scaling variable t˜/t˜′ whose
perturbative expansion is given by
T
X q˜=0
t˜t˜′
= F diffX
(
t˜
t˜′
)
(143)
F diffX (u) = F
diff0
X (u) + τF
diff1
X (u) +O(τ
2) (144)
F diff0X (u) = 2
F diff1X (u) = 2F
diff1
C (u)− 2u
dF diff1C (u)
du
− 2F diff1R (u)
+
2(z − 2)
zτ(u− 1) − 2
θ
τ
Using the results of previous Sections we find:
T
X q˜=0
t˜t˜′
= 2 + τeγE (
√
u+ ln(
√
u− 1√
u+ 1
) + σ) (145)
where σ is a numerical constant. This constant depends
on additive constants to respectively F 1R and F
1
C , each
of them being nonuniversal as discussed above (see Ap-
pendix). However, a distinct possibility is that F diffX (u)
is universal (i.e. that the non universal parts cancel).
Checking this can be done with the present method,
and is left for future study. The value obtained here,
σ = 5 − 12 ln 2, may only be indicative since we did not
keep track of all additive constants. In particular, in the
scaling regime t˜≫ t˜′ ≫ 1, one obtains
T
X q˜=0
t˜t˜′
∼ 2 + τeγE√u+ O(τu0, τ2) (146)
Notice that taking the limit v → 0 (using (F23)) on
the asymptotic expression (141) where we have taken the
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limit u ≫ 1 before v small one recovers the same result
(146).
One way to understand the result (145), i.e. the di-
vergence of X q˜=0tt′ when t
′ → t is to note that the same
divergence occurs for a simple diffusion process with the
same close times asymptotic behaviors:
C q˜=0tt′ ∼ t′
2/z
(147)
Rq˜=0tt′ ∼ (t− t′)(2−z)/z (148)
which yields straigforwardly X q˜=0tt′ ∼ A(u − 1)(2−z)/z as
u→ 1. Note however that to obtain the correct amplitude
A one needs to take into account further corrections to
C q˜=0tt′ , specifically we note that one can rewrite (135) as:
C q˜=0tt′ = t′2/zA(u) (149)
and that the detailed asymptotics of A(u) near u = 1
determines the amplitude of the divergence.
VII. CONCLUSION
In this paper we have developped a novel EMRG
method to perform first principle perturbative calcula-
tions based on exact RG. Contrarily to previous works it
is based on a multilocal expansion of the effective action
functional. It allows to perform conveniently calculations
with an arbitrary cutoff function in a fully controlled way
and check explicitly the universality of the observables.
We have tested the method on the standard O(N)
model. We have shown that the exponent η to order
O(ǫ2) can be simply recovered within the exact RG mul-
tilocal expansion. This is interesting since previous ap-
proaches relied on approximations such as polynomial
and derivative expansions, which are not needed here.
We have also obtained several two-point scaling functions
and explicitly checked universality. Finally, we explained
how the method compares with more standard field theo-
retical approaches. In a sense the present method directly
yields the renormalized theory.
We have applied the EMRG method to study the glass
phase of the two dimensional random Sine-Gordon model
(Cardy-Ostlund) near the glass transition temperature.
We have first recovered known results for the statics
and for the equilibrium dynamical exponent z which we
showed to be universal. The method of derivation how-
ever is quite different from previous ones, since it yields
directly the self energy Σl(ω) as a scaling function of
ω/Λl where Λl is the infrared cutoff. We have given for
the first time the scaling functions associated to finite
momentum equilibrium response and correlation.
Next we studied the out of equilibrium dynamics of
the Cardy-Ostlund model. We obtained the two time re-
sponse and correlations at finite momentum. These were
found to take a scaling form and we computed analyti-
cally the corresponding scaling functions which depend
on two arguments v = q˜z(t˜− t˜′) and u = t˜/t˜′. We showed
that they exhibit aging behavior characterized by a non
trivial fluctuation dissipation ratio X , itself a universal
function of u, v that we obtained. We also obtained the
off equilibrium exponents θ and λ. Interestingly we found
that, at variance with pure systems, one must introduce
two distinct exponents λR and λC for response and cor-
relation respectively. Our study raises the question of
whether this could be a more general property of glassy
dynamics in disordered systems.
Our method is promising for further RG studies of dis-
ordered systems, as it allows to attack the problem with
few assumptions. Other situations where it can be ap-
plied are elastic manifolds in random media, where it can
be used to put the so-called Functional RG on a more
solid basis [58, 59]. Concerning the results of the present
paper, a numerical simulation of the Cardy Ostlund glass
phase can be performed [60] and should provide an inter-
esting test of the predictions of our RG calculation. In
particular, some points require further examination, e.g.
the asymptotic value X∞ of the FDR. This would be in-
teresting especially in the light of the present activity on
FDR in mean field models, and interpretations in terms
of effective temperatures. Indeed developing real space,
RG type methods beyond mean field remains a challenge
in the theory of glasses.
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APPENDIX A: EXACT RG EQUATION FOR
THE EFFECTIVE ACTION
Here we present a simple derivation of the exact RG
equation satisfied by the effective action, denoted here
ΓG(φ) (and Γ(φ) in the text), for the theory of action
given in (1), when the propagator G is varied, for a fixed
interacting functional V(φ). One first introduces the gen-
erating functional:
ZG(j) =
∫
Dφ e−
1
2φ:G
−1:φ−V(φ)+j:φ (A1)
i.e. the partition function in presence of a set of sources
denoted j ≡ jix. For any variation ∂G of G, its variation
∂ZG(j) satisfies:
∂ZG(j) = −1
2
Tr∂G−1
∫
Dφφφe−
1
2φ:G
−1:φ+V(φ)+j:φ
= −1
2
Tr∂G−1
δ2ZG(j)
δjδj
(A2)
where ∂G−1 = −G−1∂GG−1 and Tr denotes a trace over
all spatial coordinates and indices x, i. Next, one in-
troduces the generating functional WG(j) = lnZG(j) of
connected correlations, which varies as:
∂WG(j) = −1
2
Tr∂G−1(
δ2WG(j)
δjδj
+
δWG(j)
δj
δWG(j)
δj
)
(A3)
an exact RG equation for this quantity. From there it is
simple to obtain the RG equation obeyed by its Legendre
transform ΓG(φ) = minj(φ : j−WG(j)). We will assume
that no problem arise from the convexity condition and
that ΓG(φ) can be obtained using only the saddle point
conditions:
δWG
δj
(jG(φ)) = φ (A4)
δΓG(φ)
δφ
= jG(φ) (A5)
For the variation of ΓG(φ) = φ : jG(φ)−WG(jG(φ)), this
yields:
∂ΓG(φ) = −∂WG(jG(φ)) (A6)
=
1
2
Tr∂G−1(
δ2WG
δjδj
(jG(φ)) +
δWG
δj
(jG(φ))
δWG
δj
(jG(φ)))
since the term proportional to ∂GjG cancels as usual from
the saddle point conditions (A5). Using (A5) once more,
as well as the standard relation δWGδjδj (jG(φ)) = [
δΓG
δφδφ ]
−1,
gives the equation (5) of the text.
Writing then
ΓG(φ) =
1
2
φ : G−1 : φ+ UG(φ) − 1
2
Tr lnG (A7)
this is equivalent to the equation for UG:
∂UG(φ) = 1
2
Tr∂G : (G−1 −G−1(1 +G : δ
2UG
δφδφ
)−1)(A8)
or its equivalent form given in the text.
Now that we have an exact equation for ΓG(φ), we can
relate the effective action in theories with the same V(φ)
but different G. All we need to fully determine the effec-
tive action is an initial condition. It is provided by the
action itself. Indeed one has the following perturbative
loop expansion:
Γ(φ) = −1
2
Tr lnG+ S(φ) +
∑
k≥1
Γk(φ) (A9)
where Γk(φ) is the sum of all k loop 1PI graphs using
V(φ) as interaction and G as propagator. Thus if the
initial condition for the propagator Gl=0 is such that all
Γk(φ) graphs vanish when computed with Gl=0, then one
can choose the initial condition as Ul=0(φ) = V(φ). This
is the case for the choice (6,8) made in the text (similarly
the initial condition for WG(j) in (A3) is the Legendre
transform of the initial action S(φ)).
Finally let us note that the RG equation can also be
written as:
dUG(φ)
dG
=
∂
∂G
1
2
Tr ln(1 +G :
δ2UG(φ)
δφδφ
) (A10)
=
1
2
δ2UG(φ)
δφδφ
: (1 +G :
δ2UG(φ)
δφδφ
)−1 (A11)
where the derivative ∂∂G in the r.h.s. of the first equation
is restricted to the explicit G dependence (i.e. not the
one implicit in UG(φ)).
APPENDIX B: MULTILOCAL EXPANSION TO
O(U2)
To O(U2) one needs only U and V ∼ O(U2) in the
expansion (10) of U˜ . The functional derivative reads:
δU˜
δφixδφ
j
y
= δxy[∂i∂jU(φx) +
∫
z
(∂1i ∂
1
j V (φx, φz , x− z)
+∂2i ∂
2
j V (φz , φx, z − x)] + 2∂1i ∂2j V (φx, φy, x− y) +O(W )
(B1)
using parity V (φ, ψ,−x) = V (φ, ψ, x). Inserting in (9)
and keeping only terms up to order O(U2) one finds the
resulting RG equation:
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∂lUl(φ) =
1
2
∂Gx=0ij ∂i∂jUl(φ) +
∫
x
∂Gxij∂
1
i ∂
2
j Vl(φ, φ, x) −
1
2
∫
x
∂Gxij∂j∂kUl(φ)(G
x
l )km∂m∂iUl(φ) (B2)
∂lVl(φ, ψ, x) = −1
2
∂Gxij∂j∂kUl(φ)(G
x
l )km∂m∂iUl(ψ)
+
1
2
∂Gx=0ij (∂
1
i ∂
1
j + ∂
2
i ∂
2
j )Vl(φ, ψ, x) + ∂
1
i ∂
2
j (∂G
x
ijVl(φ, ψ, x)
−δ(x)
∫
y
∂GyijVl(φ, ψ, y)) +
1
2
δ(x)
∫
y
∂Gyij∂j∂kUl(φ)(G
y
l )km∂m∂iUl(ψ) (B3)
where the local projection P 1 operator has been ap-
plied to obtain the first equation, and the operator 1−P1
to obtain the second. This is illustrated in Fig. 2 (drop-
ping all terms of order O(U3) and higher). Note that∫
x
V (φ, ψ, x) = 0. The differential equation for the bilo-
cal part Vl is linear, a general property which allows to
solve all higher multilocal components (here Vl) as a func-
tion of the local part Ul only. The equation for Vl can
be integrated in the forms (12), (13) given in the text.
The method is similar to [1] to which we refer for fur-
ther details. Inserting this solution in the equation for
Ul one obtains (14) in the text. We have assumed that no
bilocal term exists in the original action. Near the fixed
point form at large l these assumptions are not strictly
necessary, a statement which can be checked using the
present method.
It can be useful, in particular for the Cardy Ostlund
model that we study in the text, to introduce a Fourier
representation in the fields:
UKl =
∫
dφe−iK.φUl(φ)
V KPxl =
∫
dφdψe−iK.φ−iP.ψVl(φ, ψ, x) (B4)
Using this representation, we obtain the RG equations
(12-14) in Fourier space
V KPxl =
1
2
(FKPxl − δ(x)
∫
y
FKPyl ) (B5)
FKPxl = −
∫ l
0
dl′(K.∂Gxl′ .P )(K.G
x
l′ .P )e
1
2K.G
x=0
l′l
.K+ 12P.G
x=0
l′l
.P+K.Gx
l′l
.PUKl′ U
P
l′
∂lU
K
l =
−1
2
K.∂Gx=0.KUKl −
1
2
∫
P,Q,P+Q=K
∫
x
(P.∂Gx.Q)(P.Gxl .Q)U
P
l U
Q
l
+
1
2
∫
P,Q,P+Q=K
∫
x
P.(∂Gxl − ∂G0l ).Q
∫ l
0
dl′(P.∂Gxl′ .Q)(P.G
x
l′ .Q)e
1
2P.G
x=0
l′l
.P+ 12Q.G
x=0
l′l
.Q+P.Gx
l′l
.QUPl′ U
Q
l′ (B6)
where
∫
P,Q,P+Q=K
≡ ∫ dNPdNQ
(2π)N
δ(K − P −Q) where N
is the number of components of φ. In the text we have
used Vˆ KPxl to distinguish the Fourier series coefficients
from the Fourier transform.
APPENDIX C: DETAILED CALCULATIONS FOR
THE O(N) MODEL
1. β-function
Let us insert (18) into the ERG equation (14), keeping
only g0, g2 and g4 for now, and first focus on the first
line in (14) which reads:
∂l[g0,l +
g˜2,l
2!
Λ2l φ
2 +
g˜4,l
4!
Λǫl (φ
2)2] = (C1)
1
2
∫
q
∂Gql ∂i∂iUl(φ) −
1
2
∫
q
∂GqlG
q
l (∂i∂jUl(φ))
2
with implicit sums on repeated indices. Using that:
∂i∂jUl(φ) = g2,lδij +
g4,l
3!
(δijφ
2 + 2φiφj) (C2)
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which yields:
∂i∂iUl = Ng2,l +
N + 2
3!
g4,lφ
2
∂1i ∂
1
jUl(φ1)∂
2
i ∂
2
jUl(φ2) = Ng
2
2,l (C3)
+
N + 2
3!
g2,lg4,l(φ
2
1 + φ
2
2)
+
1
(3!)2
g24,l((N + 4)φ
2
1φ
2
2 + 4(φ1 · φ2)2)
Setting φ1 = φ2 in (C3) and identifying the coefficients of
φ2 and (φ2)2, one then easily obtains all terms in (21,20)
apart from the last one, with the scaled integrals defined
in (22).
Inserting now (18) into the second line of the ERG
equation (14) one obtains only a correction to g2 from the
term with the lowest number of derivatives (six). Noting
that:
∂i∂j∂kUl(φ) =
g4,l
3
(δijφ
k + δikφ
j + δjkφ
i) (C4)
one finds:
(
∑
i
∂1i ∂
2
i )
3Ul(φ1)Ul(φ2) =
g24,l
3
(N + 2)φ1 · φ2 (C5)
yielding the last term in (21)
− N + 2
3
∫ l
0
dl′I˜(2)l,l′ g˜
2
4,l′ (C6)
with
I˜
(2)
l,l′ = Λ
−2
l
∫
x
(∂lG
x
l − ∂lGx=0l )∂l′Gxl′Gxl′Λ2ǫl′ (C7)
This term does not modify the fixed point value g˜∗2 to
order ǫ, provided it remains finite in the limit l→∞. A
way to compute it is to make an integration by part to
treat the integral over l′:∫ l
0
dl′∂l′Gxl′G
x
l′ g˜
2
4,l′Λ
2ǫ
l′ (C8)
=
1
2
(Gxl )
2g˜24,lΛ
2ǫ
l −
∫ l
0
dl′(Gxl′)
2g˜4,l′Λ
ǫ
l′∂l′(g˜4,l′Λ
ǫ
l′)
=
1
2
(Gxl )
2g˜24,l +O(ǫg˜
2
4,l, g˜
3
4,l)
as from Eq. (20) ∂l′(g˜4,l′Λ
ǫ
l′) is of order g˜
2
4,l′ and where
we have used Gxl=0 = 0
+. The terms we dropped are of
order ǫ3 in the limit l → ∞. Finally, in the large l limit
we are left with∫ l
0
dl′I˜(2)l,l′ g˜
2
4,l′ =
g˜24,l
2
Λ−2l
∫
x
(∂lG
x
l −∂lGx=0l )(Gxl )2+O(ǫ3)
(C9)
which is already of order ǫ2, so that the integral over x
can be performed in d = 4 exactly. Using the decomposi-
tion of the cutoff (17), we compute the following integrals
exactly in d = 4
Gxl =
1
4π2
∫
a
1
x2
(e−x
2Λ2l /2a − e−x2Λ20/2a)
Λ−2l ∂lG
x
l =
1
4π2
∫
a
1
a
e−x
2Λ2l /2a (C10)
Eq. (C6) can finally be written as an integral over the
rescaled variable x˜ = Λlx
N + 2
3
∫ l
0
dl′I˜(2)l,l′ g˜
2
4,l′ ∝ g˜24,l
∫
x˜
∫
a
(e−x˜
2/2a − 1) 1
ax˜4(∫
a
e−(Λ0/Λl)
2x˜2/(2a) − e−x˜2/2a
)2
(C11)
In the limit l →∞, this integral is well defined. Indeed,
there is no UV divergence (due to the term (e−x˜
2/2a− 1)
which behaves as x˜2) nor IR divergence due to the term
e−x˜
2/a.
By the same calculation one obtains the flow of the
free energy:
∂lg0,l =
N
2
Λdl (I˜
(0)
l g˜2,l − I˜(1)l g˜22,l)
+
N + 2
3
Λdl
∫ l
0
I˜
(3)
l,l′ g
2
4,l′ (C12)
with:
I˜
(3)
l,l′ = Λ
−d
l
∫
x
(∂lG
x
l − ∂lGx=0l )∂l′Gxl′Gxl′Gxl′lΛ2ǫl′
We finally obtain the flow for g˜6,l in (18) with the same
kind of manipulations, and using furthermore
∂i∂j((φ
2)3) = 6δij(φ
2)2 + 24φiφjφ2 (C13)
∂i∂j∂k((φ
2)3) = 24φ2(δijφ
k + δikφ
j + δjkφ
i) + 48φiφjφk
one gets
∂lg˜6,l = (2ǫ− 2)g˜6,l − (N + 14)I˜(1)l g˜4,lg˜6,l
−8
5
(3N + 16)
∫ l
0
dl′I˜(2)l,l′ g˜
2
6,l′ +O(g˜
3
4,l) (C14)
which shows that g˜∗6 ∼ ǫ3. Similarly there is a term
proportional to I˜(0)g˜6,l in the flow equation of g˜4,l which
affect the fixed point value g˜∗4 only to next order in ǫ.
2. Computation of the exponent η.
The quadratic term in (29) is obtained by inserting
(18) in (13) and expanding the exponential in (13) to
order one. One gets, using (C5)
Fl(φ1, φ2, x) =
∫ l
0
dl′∂Gxl′G
x
l′G
x
l′l(
∑
i
∂1i ∂
2
i )
3Ul(φ1)Ul(φ2)
=
N + 2
3
φ1 · φ2
∫ l
0
dl′∂l′Gxl′G
x
l′G
x
l′lg˜
2
4l′Λ
2ǫ
l′
(C15)
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which is the second line of (29). We have dropped terms
of the form f(φi, x) such as g˜2,lg˜4,lφ
2
1, g˜2,lg˜4,lφ
2
2 (resulting
from the expansion of the exponential in (13) to order 0),
or g˜24,lφ
2
1, g˜
2
4,lφ
2
2 (resulting from the expansion of the ex-
ponential in (13) to order 1 but acting respectively with
∂2.Gx=0l′l ∂
2 or ∂1.Gx=0l′l ∂
1) because they do not give any
contribution to the effective action. Indeed, the contri-
bution of such terms to the interaction functional Ul(φ)
(10), will be
Vl(φx, φy, x− y) = f(φx, x− y)− δ(x − y)
∫
z
f(φx, z)
Ul(φ) ∼
∫
x,y
(f(φx, x− y)− δ(x− y)
∫
z
f(φx, z))
=
∫
x,y
f(φx, x− y)−
∫
x,z
f(φx, z) = 0
where we assumed parity f(φi, x) = f(φi,−x) (which is
the case here) and translational invariance. To treat the
integral over l′ in (C15), we use an integration by part
as in (C8), one gets
N + 2
3
φ1 · φ2
∫ l
0
dl′∂l′Gxl′G
x
l′G
x
l′lg˜
2
4l′Λ
2ǫ
l′
= −N + 2
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g˜24,lφ1 · φ2(Gxl )3 +O(ǫg˜24,l, g˜34,l)
which leads to (30). Using (C10), the last term in (30)
reads (forgetting for the discussion the numerical prefac-
tor)
H(q,Λ0,Λl) =
∫
x
(eiqx − 1)(Gxl )3 (C16)
=
1
(4π2)3
∫
x
(eiqx − 1) 1
x6
(∫
a
e−x
2Λ2l /2a − e−x2Λ20/2a
)3
where the integral over x is evaluated in d = 4 (as this
term is already of order g˜24,l). For any Λ0, Λl, this integral
is well defined but in the limit Λ0 → ∞, the integrand
is not any more regularized at small x and there is a
logarithmic divergence. We are interested in the limit
q,Λl ≪ Λ0. A simple way to isolate this divergence is to
rewrite it as
H(q,Λ0,Λl) = (C17)
1
(4π2)3
{
− 1
2
∫
x
(qx)2
1
x6
(∫
a
e−x
2Λ2l /2a − e−x2Λ20/2a
)3
+
∫
x
(eiqx − 1 + 1
2
(qx)2)
1
x6
(∫
a
e−x
2Λ2l /2a − e−x2Λ20/2a
)3 }
The limit Λ0 → ∞ can be taken safely in the second
term, the UV divergence coming only from the first one
which can be written
−1
2
∫
x
(qx)2
1
x6
(∫
a
e−x
2Λ2l /2a − e−x2Λ20/2a
)3
= h
(
Λ20
Λ2l
)
h(λ) = − S˜4
8
q2
∫ ∞
0
dx
x
(
∫
a
e−x
2/2a − e−λx2/2a)3
where in the second line we performed the change of vari-
able x→ Λlx and denoted S˜4 = 2π2 the unit sphere area
in dimension d = 4. Interestingly, we have (using the
variable u = λx2), up to terms of order λ−2:
h′(λ) = −3S˜4q
2
16λ
∫ ∞
0
du
∫
1
2a
e−u/2a
(∫
a
1− e−u/2a
)2
= − S˜4q
2
16λ
[(∫
a
1− e−u/2a
)3]u=∞
u=0
+O(λ−2) = − S˜4q
2
16λ
where we have used c(0) =
∫
a = 1, which leads to h(λ) ∼
−π2q28 lnλ+O(λ−1). Finally one obtains
H(q,Λ0,Λl) =
q2
(4π)4
(ln
Λl
Λ0
+ χ(2)(q/Λl)) +O
(
Λ2l
Λ20
)
χ(2)(q˜) =
4
π2q˜2
∫
x
(eiq˜x − 1 + 1
2
(q˜x)2)
1
x6
(∫
a
e−x
2/2a
)3
which gives (up to the factor −g˜24,l(N + 2)/18), the last
term in (30). Using 1/x6 = 1/2
∫∞
0 dtt
2e−tx
2
, one can
compute the integral over x in χ(2)(q˜):
χ(2)(q˜) =
2
q˜2
∫
a,b,c
∫ ∞
0
dt
t2
(t+ α3)2
(e
− q˜2
4(t+α3) − 1
+
q˜2
4(t+ α3)
)
with α3 =
1
2a +
1
2b +
1
2c from which we easily obtain the
asymptotic behavior
χ(2)(q˜) ∼ q˜2
∫
a,b,c
1
48α3
q˜ ≪ 1
χ(2)(q˜) ∼ ln q˜ q˜ ≫ 1
as annouced in the text (32). This yields a universal re-
sult for the η exponent. In addition χ(2)(q˜) gives the
scaling function of the two point correlator χ(2)(q˜) =
2q˜2Q(q˜2) where Q(y) was computed in [36] in the par-
ticular case of a IR ”massive” cutoff function of the form
(7). Although our expression is more general we have
checked through series expansion that it coincides with
the expression given in [36] for that choice of the cutoff.
Performing two integrations by part one can rewrite:
χ(2)(q˜) =
∫
a,b,c>0
Cˆ(a)Cˆ(b)
a2b2
cˆ(c)
4
q2
(
4
q2
(1− e−q2/(4α3))
− 1
α3
+
q2
8α23
) (C18)
with Cˆ(a) =
∫∞
a
da′cˆ(a′).
3. Quartic contribution to Γl(φ)
The quartic term in (29) is obtained by inserting (18)
in (13) and expanding the exponential in (13) to order
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zero. One gets, using (C3)
Fl(φ1, φ2, x) = −
∫ l
0
dl′∂Gxl′G
x
l′(
∑
i
∂1i ∂
2
i )
2Ul(φ1)Ul(φ2)
= −(N + 4
(3!)2
φ21φ
2
2 +
4
(3!)2
(φ1 · φ2)2)
∫ l
0
dl′∂l′Gxl′G
x
l′ g˜
2
4l′Λ
2ǫ
l′
(C19)
which is the last line in (29) (here again we have dropped
terms of the form f(φi, x) coming from (C3)). The inte-
gral over l′ in (C19) is then treated as previously (C8).
Then, when computing the Fourier transform, one ob-
tains (35), with, using (C10)
χ
(4)
l (q) =
∫
x
(eiqx − 1)(Gxl )2
=
1
16π4
∫
x
(eiqx − 1) 1
x4
(∫
a
e−x
2Λ2l /2a − e−x2Λ20/2a
)2
For any Λl,Λ0 finite, this function is well defined, and we
see that the limit Λ0 →∞ is also well defined, thus
χ
(4)
l (q) = χ
(4)(q/Λl)
χ(4)(q˜) =
1
16π4
∫
x
(eiq˜x − 1) 1
x4
(
∫
a
e−x
2/2a)2 +O
(
Λ2l
Λ20
)
the integral over x can be computed using 1/x4 =∫∞
0 dtte
−tx2 , one obtains
χ(4)(q˜) =
1
16π2
∫
ab
∫ ∞
0
dt
t
(t+ α2)2
(e
− q˜24(t+α2) − 1)
with α2 = 1/2a + 1/2b, from which we extract the fol-
lowing asymptotic behaviors
χ(4)(q˜) ∼ −q˜2
∫
a,b,c
1
128α2
q˜ ≪ 1
χ(4)(q˜) ∼ − 1
16π2
ln q˜2 q˜ ≫ 1
as announced in the text (37,38).
APPENDIX D: DETAILED CALCULATIONS FOR
THE CO MODEL - STATICS.
1. βgl -function
The β-function for the coupling constant gKl is ob-
tained by inserting (49) in (B6). This gives straight-
forwardly (50) using ∂lG
x=0
l = − T2π
∫∞
0 duc
′(u) = T2π .
One has also Gx=0l′l =
T
2π (l
′ − l). Considering specifically
g1,−1l = gl, we first consider the possible fusion rules such
that P +Q = K−1,1 :
P + Q = K1,−1 (D1)

.
.
1
.
.
.
−1
.


+


.
.
−1
.
1
.
.
.


=


.
.
.
.
1
.
−1
.


(D2)
where . ≡ 0, and there are 2(n − 2) different ways to
choose P,Q like that, notice P.Q = −1. Other possi-
ble fusions rules involve charges of higher modulus, for
instance we could consider
P + Q = K1,−1 (D3)

.
.
1
.
−2
.
1
.


+


−1
.
−1
.
2
.
.
.


=


−1
.
.
.
.
.
1
.


(D4)
with P 2 = Q2 = 6.
It is then useful to write the integrals J˜
(1)
l and J˜
(2)
l,l′ in
(50) in terms of the variables x˜ = Λlx and µ = l − l′.
Using (56), and specifying to gl one has :
J˜
(1)
l
2T 2
∑
P,Q
′
gPl g
Q
l (P.Q)
2 = (n− 2)g2l
∫
x˜
∂γ0(x˜)γl(x˜) (D5)
and
−1
2T 2
∑
P,Q
′
(P.Q)3
∫ l
0
dl′J˜2l,l′g
P
l′ g
Q
l′ = (n− 2)T
∫
x˜
(∂γ0(x˜)− ∂γ0(0))
∫ l
0
dµ∂γµ(x˜)(γl(x˜)− γµ(x˜))e(4−Tpi )µeTγµ(x˜)g2l−µ(D6)
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with
∑
P,Q
′ ≡ ∑P,Q,P+Q=K . We study the flow near
Tc = 4π, and as (D6) is already of order g
2
l−µ, we can
evaluate the integral over µ exactly at Tc : in particu-
lar e(4−T/π)µ = 1 + O(τ). Moreover, as the integral is
convergent, it is dominated by the vicinity of the fixed
point µ = 0. We can then substitute in (D6) gl−µ by gl.
The remaining integral over µ is then straightforwardly
computed by integration by parts. (D5) together with
(D6), integrated over µ and using (D9), then lead in the
limit n→ 0 to (55):
∂lgl = (2− T
2π
)gl − 2g2l ∂γ0(0)
∫
x˜
γl(x˜)
−2g
2
l
Tc
∫
x˜
(∂γ0(x˜)− ∂γ0(0))(eTcγl(x˜) − 1) (D7)
To compute the integrals over x˜ in (D7) in the limit l→
∞ at T = Tc we first quote some useful relations. Using
the decomposition of the cut-off function (17), we have
∂γµ(x) =
1
2π
∫
a
e−x
2e2µ/(2a)
γµ(x) =
1
4π
∫
a
∫ x2e2µ/(2a)
x2/2a
dy
y
e−y (D8)
and the following identities:
∂µγµ(x) = ∂γµ(x)
2x2∂x2γµ(x) = ∂γµ(x)− ∂γµ=0(x) (D9)
We first compute these integrals in the semi-bounded do-
main |x| > ǫ and then take the limit ǫ → 0, in order to
avoid problems of convergence (the limit l →∞ does not
introduce any problem). Let us decompose the integrals
over x˜ in the following way, writing B∞2 as:
∂γ0(0)
∫ ′
x
γl(x) +
1
Tc
∫ ′
x
(∂γ0(x) − ∂γ0(0)(eTcγ∞(x) − 1)
=
1
Tc
∫ ′
x
∂γ0(x)e
Tcγ∞(x) − 1
Tc
∫ ′
x
∂γ0(0)(e
Tcγ∞(x) − 1)
+
∫ ′
x
∂γ0(0)γ∞(x)− ∂γ0(x)
Tc
(D10)
with
∫ ′
x ≡
∫
|x|>ǫ. Using the previous formula (D9) for l→
∞, 2x2∂x2γ∞(x) = −∂γµ=0(x), x > 0 since ∂γ∞(x) =
0, x > 0, together with ∂γ0(0) = 2/Tc we are left with
(performing the change of variable u = x2), and denoting
γ∞(x) = γ˜∞(x2)
∂γ0(0)
∫ ′
x
γl(x) +
1
Tc
∫ ′
x
(∂γ0(x) − ∂γ0(0)(eTcγ∞(x) − 1)
=
−2π
T 2c
∫ ∞
ǫ
du(uTc∂uγ˜∞(u)eTcγ˜∞(u) + (eTcγ˜∞(u) − 1))
+
2π
Tc
∫ ∞
ǫ
du(γ˜∞(u) + u∂uγ˜∞(u))
=
−2π
T 2c
[u(eTcγ˜∞(u) − 1− Tcγ˜∞(u))]∞ǫ (D11)
as one recognizes total derivatives in the integrands. Us-
ing explicitly (D8):
γ˜∞(u) =
1
4π
∫
a
E1(u/(2a)) (D12)
where E1(z) = −Ei(−z) =
∫ +∞
z e
−z/z, with Ei(x) the
exponential integral function, behaves asymptotically as
E1(z) ∼ −γE − ln z +O(z) z ≪ 1 (D13)
E1(z) ∼ e
−z
z
(1 +O(1/z)) z ≫ 1 (D14)
where γE is the Euler constant, the limit ǫ→ 0 in (D11)
can be taken safely to obtain
B∞ = 4π
T 2c
e−(γE−
∫
a
ln 2a) (D15)
which leads, together with (55) to the fixed point value
g∗ (57).
2. Bi-local term for CO model
We compute in this section the bilocal part in the effec-
tive action given by (59). Performing in (59) the change
of variable l′ → µ = l − l′ and using the notations (56)
and Gxl′ = −T (γµ(x˜)− γl(x˜)), one gets
Vˆ KPql =
1
2
∫
x
(eiqx − 1)FˆKPxl (D16)
FˆKPxl =
Λ4l
T 2
(K.P )2
∫ l
0
dµ∂γµ(Λlx)(γµ(Λlx)− γl(Λlx))
×e−TK.Pγµ(Λlx)e(4−Tpi )µg2l−µ
As previously, this integral is already of order g2l−µ, so it
can be evaluated at Tc, in particular e
(4−T
pi
)µ = 1+O(ǫ).
Besides the integral over µ is convergent and dominated
by µ = 0, so that we substitute g2l−µ by g
2
l . The remain-
ing integral over µ is then straightforwardly computed to
obtain
FˆKPxl = −
Λ4l
T 2
g2l
(
1
T 2
(e−TcK.Pγl(Λlx) − 1) +K.P γl(Λlx)
T
)
(D17)
where (D8) can be written as
γl(Λlx) =
1
4π
∫
a
E1(x
2Λ2l /2a)− E1(x2Λ20/2a) (D18)
whith the asymptotic behaviors of E1(z) given in (D13,
D14). For any Λl, Λ0 the integral over x in (D16) is well
defined, but we see that in the limit Λ0 →∞ (i.e. Λl, q ≪
Λ0), there is a logarithmic divergence (for small x) and
only for charges such that K.P = −2. Indeed, at small
x, using (D13), −TcK.Pγl(Λlx) ∼ K.P (γE + ln (Λ2l x2)),
leading to e−TcK.Pγl(Λlx) ∼ x2K.P . This implies that the
limit Λ0 → ∞ only diverges for K.P = −2 (there is no
problem with the large x behavior as the integrand decay
exponentially for any couple of charges we consider here).
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a. The case of charges K.P = 1 or 2.
For these charges, the limit Λ0 → ∞ can be taken
directly on (D16). This leads to, performing the change
of variable x → Λlx and the integral over the angular
variable on (D16)
Vˆ KPql = −q2g2l
π
T 4c
∫ ∞
0
dr
r
q˜2
(J0(|q˜|r) − 1) (D19)
(e−K.P
∫
a
E1(r
2/2a) − 1 +K.P
∫
a
E1(r
2/2a))
where q˜ = q/Λl and J0(z) is a Bessel function of the first
kind. This defines the function χK.P (k) in that case
χK.P (k) = 4e2(γE−
∫
a
ln 2a)
∫ ∞
0
dr
r
k2
(J0(|k|r)− 1)
(e−K.P
∫
a
E1(r
2/2a) − 1 +K.P
∫
a
E1(r
2/2a)) (D20)
The small k behavior (the first line of (63)) is straighfor-
wardly obtained as
χK.P (k) ∼ aK,P +O(k2) (D21)
aK,P = −e
2(γE−
∫
a
ln 2a)
2
∫
u>0
u(e−K.P
∫
a
E1(u/2a) − 1
+K.P
∫
a
E1(u/2a))
where we perfomed the change of variable u = r2.
For K.P = 1 or 2, re−K.P
∫
a
E1(r
2/2a) ∼ r2K.P+1 when
r ≪ 1 is analytic in 0 and using J0(k) ∼ k−1/2 cos(k− π4 )
one finds for k ≫ 1∫ ∞
0
dr
r
k2
J0(|k|r)(e−K.P
∫
a
E1(r
2/2a) − 1) ∼ O( 1
k5/2
)
(D22)
We have moreover∫ ∞
0
dr
r
k2
(J0(|k|r) − 1)
∫
a
E1(r
2/2a)
=
∫
a
2− 2e−ak2/2 − ak2
k4
(D23)
Using (D23) together with (D22) one obtains the leading
behavior of χK,P (k) (D20) in the large k limit, i.e. the
first line of (64)
χK.P (k) ∼ bK.P 1
k2
(D24)
bK.P = −2e2(γE−
∫
a
ln 2a)(
∫
u>0
(e−K.P
∫
a
E1(
u
2a ) − 1)
−2K.Pc′(0))
where we made the change of variable u = r2 and used
c′(0) = − ∫
a
a.
b. The case of charges K.P = −1
In that case, χK.P (k) is formally obtained as previ-
ously (D20), the small k behavior being still given by
(D21). However the large k behavior is dominated by
the small r region and as noticed previously for r ≪ 1,
r(e−K.P
∫
a
E1(r
2/2a)−1) ∼ r2K.P+1 = r−1, which leads to
a logarithmic divergence in the large k limit. It can be
obtained by computing∫ ∞
0
drr(J0(kr) − 1)(e
∫
a
E1(r
2/2a) − 1)
∼ e−γE+
∫
a
ln 2a
∫ ∞
0
dr
r
(J0(kr) − 1)
∼ −e−γE+
∫
a
ln 2a ln k k ≫ 1 (D25)
The last term in (D20) has the same behavior (D23) in-
dependently of K.P and (D25) together with (D20) for
K.P = −1 lead to the second line of (64)
χK,P (k) ∼ b−1 ln k
k2
b−1 = −4eγE−
∫
a
ln 2a (D26)
c. The case of charges K.P = −2
As pointed out previously, there is in that case a log-
arithmic divergence when Λ0 ≫ 1. We isolate this diver-
gence by writing
Vˆ KPql =
−1
4
∫
x
(qx)2FˆKPxl
+
1
2
∫
x
(eiqx − 1 + 1
2
(qx)2)FˆKPxl (D27)
the second term being well defined in the limit Λ0 →
∞. We focus now on the first part, using the explicit
expression of γl(Λlx) (D8)
−1
4
∫
x
(qx)2FˆK−Kxl = (D28)
1
8T 4c
g2l q
2
∫
x
x2
{
e
2
∫
a
E1(
x2
2a )−E1(
x2Λ20
2aΛ2
l
) − 1
−2
(∫
a
E1
(
x2
2a
)
− E1
(
x2Λ20
2aΛ2l
))}
= H
(
Λ20
Λ2l
)
where we made the change of variable x → Λlx. To
anlyse the large argument behavior of H(λ), we take the
derivative w.r.t λ
H′(λ) = π
4T 4c
g2l q
2
∫ ∞
0
dxx3 (D29)∫
a
2
λ
e−
λx2
2a (e2(
∫
a
E1(
x2
2a )−E1(λx
2
2a )) − 1)
23
where we have used E′1(z) = −e−z/z. Making the change
of variable u = λx2 in H′(λ) one obtains:
H′(λ) = π
8T 4c
g2l q
2
∫ ∞
0
du
λ3
u∫
a
2e−
u
2a (e2(
∫
a
E1(
u
2aλ )−E1( u2a )) − 1)
using the large λ behavior E1(u/(2aλ)) ∼ −γE +∫
a ln (2a)− ln (u/λ) +O(1/λ) one gets
H′(λ) = π
8T 4c
g2l q
2e2
∫
a
(−γE+ln 2a) 1
λ∫ ∞
0
du
∫
a
2
u
e−
u
2a e−2
∫
a
E1(
u
2a ) +O(λ−2)
=
π
8T 4c
g2l q
2e2
∫
a
(−γE+ln 2a) 1
λ
[e−2
∫
a
E1(
u
2a )]∞0 +O(λ
−2)
=
π
8T 4c
g2l q
2e2
∫
a
(−γE+ln 2a) 1
λ
+O(λ−2) (D30)
where we have used the asymptotic behaviors (D13,D14).
This leads finally to
−1
4
∫
x
(qx)2FˆKPxl = −δK,−PAlq2 ln (
Λl
Λ0
) +O(Λ2l /Λ
2
0)
Al =
π
4T 4c
g2l e
2
∫
a
(−γE+ln 2a) (D31)
which is the first term in (61) with the amplitude Al
given in (62).
In the second line of (D27), we perform the change
of variable x → Λlx and the integral over the angular
variable to get
1
2
∫
x
(eiqx − 1 + 1
2
(qx)2)FˆKPxl
= −q2g2l
π
T 4c
∫ ∞
0
dr
r
q˜2
(J0(|q˜|r)− 1 + 1
4
q˜2r2)
(e2
∫
a
E1(r
2/2a) − 1− 2
∫
a
E1(r
2/2a)) (D32)
where J0(z) is a Bessel function of the first kind, from
which we get the function χK.P (k) defined in the text for
K.P = −2
χK.P (k) = 4e2(γE−
∫
a
ln 2a)
∫ ∞
0
dr
r
k2
(J0(|k|r)− 1 + 1
4
k2r2)
(e2
∫
a
E1(r
2/2a) − 1− 2
∫
a
E1(r
2/2a)) (D33)
the small k behavior (i.e. the second line of (63) in the
text) is easily obtained
χK.P (k) ∼ a−2k2 k ≪ 1 (D34)
a−2 =
e2(γE−
∫
a
ln 2a)
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∫ ∞
0
duu2
(e2
∫
a
E1(u/2a) − 1− 2
∫
a
E1(u/2a))
where we made the change of variable u = r2. The large
k behavior is governed by the small r region in the inte-
gral (D33), where r(e2
∫
a
E1(r
2/2a)−1−2 ∫aE1(r2/2a)) ∼
e−2γE+
∫
a
ln 2ar−3, which implies for k ≫ 1
χK.P (k) ∼ 4
k2
∫ ∞
0
dr
r3
(J0(|k|r) − 1 + 1
4
k2r2) +O(1)
∼ ln k +O(1) (D35)
which is the last line of (64) in the text.
APPENDIX E: DETAILED CALCULATIONS FOR
THE CO MODEL : EQUILIBRIUM DYNAMICS.
1. Derivation of the RG flow.
We restrict our analysis to order one O(Ul), and at this
order the RG flow reads (14)
∂lUl(u, iuˆ) =
1
2
∂Gx=0l,ij ∂i∂jUl(u, iuˆ) (E1)
where Ul(u, iuˆ) is given by (80) and the indices i, j for-
mally refer to the components of the vector φ (73) and
the time dependence, i.e. ∂i ≡ δδut , δδiuˆt . From (74), the
matrix Gql,tt′ has the following expression
Gql =
(
Cql R
q
l
Rq†l 0
)
(E2)
With these notations, we have
1
2
∂Gx=0l,ij ∂i∂j =
1
2
δ
δu
· ∂Cx=0l ·
δ
δu
+
δ
δu
· ∂Rx=0l ·
δ
δiuˆ
(E3)
where we will often use the matrix notation for time, i.e
u · v = ∫t utvt. Acting with this operator on Ul(u, iuˆ),
one gets
1
2
∂Gx=0l,ij ∂i∂j(
∫
t
iuˆxtFlt(u)− 1
2
∫
tt′
iuˆxtiuˆxt′∆ltt′(u))
= −1
4
∫
tt′
iuˆtiuˆt′
∫
t1t′1
δ
δut1
∂Cx=0lt1t′1
δ
δut′1
∆ltt′(u)
+
1
2
∫
t
iuˆt
∫
t1t′1
δ
δut1
∂Cx=0lt1t′1
δ
δut′1
Flt(u)
−
∫
t
iuˆt
∫
t1>t′1
∂Rx=0lt1t′1
δ
δut1
∆ltt′1
+
∫
t1>t
∂Rx=0lt1t
δ
δut1
Ft(u) (E4)
The last term vanishes by causality since Ft(u) depends
on ut1 with t1 < t only. Identifying in (E1) the coefficient
of the powers in the field iuˆ one gets (84) in the text.
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The first equation of (84) is easily solved, and it gives
∆ltt′ (u) = e
1
2
∫
t1t
′
1
δ
δut1
Cx=0
lt1t
′
1
δ
δu
t′1 ∆l=0tt′ (u) (E5)
= 2e−C
x=0
l0 +C
x=0
lt−t′Λ20g0 cos(uxt − uxt′)
where we have used Cx=0l=00 = 0. From the previous study
of the statics, one has that
e−C
x=0
l0 Λ20g0 = Λ
2
l gl +O(g
2
l ) (E6)
which leads together with (E5) to the first line in (86). By
taking the functional derivative w.r.t. uxt′ in the second
line of (84) and using the same manipulations one gets
the second line in (86).
2. Computation of the dynamical exponent z.
Here we compute the self energy Σlω (89) given by
Σlω =
∫ ∞
0
dteiωtΣlt (E7)
Σlt = −2Λ2l gl
(
Rx=0lt e
Cx=0lt − δ(t)
∫ ∞
0
dt′Rx=0lt′ e
Cx=0
lt′
)
Notice the terms proportional to δ(t) in Σlt (not given in
the text (86) for clarity) which guarantees that Σlω=0 =
0, and with the explicit expressions for the bare corre-
lation and response functions (75) computed with the
cut-off decompostion (17)
Cx=0lt =
T
4π
∫
a
ln
( |t|+ a
2Λ2
l
|t|+ a
2Λ20
)
(E8)
Rx=0lt =
θ(t)
4π
∫
a
1
t+ a
2Λ20
− 1
t+ a
2Λ2
l
(E9)
After an integration by part in (E7) and using those ex-
plicit expressions one gets to order τ
Σlω = −2Λ
2
l gl
Tc
iω
∫ ∞
0
dteiωt(e
∫
a
ln
(
t+ a
2Λ2
l
t+ a
2Λ2
0
)
− 1) (E10)
This expression is logarithmically divergent for Λ0 →∞
(the integrand behaves as 1/t at small t in this limit),
and a way to isolate this divergence is to decompose this
integral in the following way (and performing the change
of variable t→ t/Λ2l )
Σlω = −2gl
Tc
iω
∫ ∞
1
dteiω˜t(e
∫
a
ln
(
t+ a
2
t+λa
2
)
− 1)
−2gl
Tc
iω
∫ 1
0
dt(eiω˜t − 1)(e
∫
a
ln
(
t+ a
2
t+λa
2
)
− 1)
−2gl
Tc
iω
∫ 1
0
dt(e
∫
a
ln
(
t+ a
2
t+λa
2
)
− 1)
(E11)
where ω˜ = ω/Λ2l and λ = Λ
2
l /Λ
2
0. In the first two lines
we can take safely the limit λ→ 0 and we focus now on
the divergent part of the last term
H(λ) = −2gl
Tc
iω
∫ 1
0
dte
∫
a
ln
(
t+ a
2
t+λa
2
)
(E12)
Taking the derivative w.r.t. λ, one has
H
′(λ) = −2gl
Tc
iω
∫ 1
0
dt
∫
a
−a
2
1
t+ λa2
e
∫
a
ln
(
t+ a
2
t+λa
2
)
= −H(λ)
λ
− 2gl
Tc
iω
λ
∫ 1
0
dtt
∫
a
1
t+ a2
e
∫
a
ln
(
t+ a
2
t+λa
2
)
−2gl
Tc
iω
λ
∫ 1
0
dtt
∫
a
(
1
t+ λa2
− 1
t+ a2
)e
∫
a
ln
(
t+ a
2
t+λa
2
)
(E13)
In the integral of the second line, we can take the limit
λ→ 0, it gives
−2gl
Tc
iω
λ
∫ 1
0
dtt
∫
a
1
t+ a2
e
∫
a
ln
(
t+ a
2
t+λa
2
)
)
∼ −2gl
Tc
iω
λ
∫ 1
0
∫
a
1
t+ a2
e
∫
a
ln t+ a2 +O(1)
∼ −2gl
Tc
iω
λ
(e
∫
a
ln (1+ a2 ) − e
∫
a
ln ( a2 )) +O(1)
The last term in (E13) can be integrated by parts, to get
−2gl
Tc
iω
λ
∫ 1
0
dtt
∫
a
1
t+ λa2
− 1
t+ a2
e
∫
a
ln
(
t+ a
2
t+λa
2
)
=
H(λ)
λ
+
2gl
Tc
iω
λ
e
∫
a
ln (1+ a2 ) +O(1) (E14)
Finally H′(λ) in (E13) can be written as
H
′(λ) ∼ iω( gl
2Tc
e
∫
a
ln 2a 1
λ
+O(1))
H(λ) ∼ iω( gl
2Tc
e
∫
a
ln 2a lnλ+O(1)) (E15)
which gives together with the last line of (E11) the first
term in (91) with the amplitude Bl =
gl
2Tc
e
∫
a
ln 2a. The
first two lines of (E11) where we take the limit λ → 0
define the function χ(dyn)(ν) of (91):
χ(dyn)(ν) = −4e−
∫
a
ln 2a
{∫ ∞
1
dteiνt(
1
t
e
∫
a
ln (t+ a2 ) − 1)
+
∫ 1
0
dt(eiνt − 1)(1
t
e
∫
a
ln (t+ a2 ) − 1)
}
(E16)
The small argument behavior of χ(dyn)(ν) is dominated
by the large t region of the integrand (i.e. the first line of
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(E16)). Using that (1t e
∫
a
ln (t+ a2 ) − 1) ∼ ∫a a2t for t ≫ 1,
one gets
χ(dyn)(ν) ∼ −4e−
∫
a
ln 2a
∫
a
a
2
∫ ∞
1
eiνt
1
t
ν ≪ 1
∼ 4e−
∫
a
ln 2a
∫
a
a
2
ln ν ν ≪ 1 (E17)
which is the asymptotic behavior announced in the
text (93) with the non universal amplitude adyn =
4e−
∫
a
ln 2a
∫
a
a
2 . The large ν behavior of χ
(dyn)(ν) is gov-
erned by the small t region of the integrand, i.e. the
second line of (E16):
χ(dyn)(ν) ∼ −4e−
∫
a
ln 2ae
∫
a
ln a2
∫ 1
0
dt(eiνt − 1)1
t
∼ ln ν ν ≫ 1 (E18)
which is the asymptotic behavior annouced in the text
(94).
We show here how to take directly, in a cruder way,
the limit l → ∞ in Σlt (E7). Indeed, using the explicit
expression of Cx=0lt and R
x=0
lt (E8), one has
Cx=0lt ∼ −
T
4π
∫
a
(ln (4Λ20t+ 2a)− ln (2a)− 2l) +O(e−2l)
Rx=0lt ∼
1
4π
∫
a
1
t+ a
2Λ20
+O(e−2l) (E19)
This allows to take the large l limit in Σlt at Tc (as it is
already of order τ)
lim
l→∞
Σlt = −Λ
2
0
2π
g∗e
∫
a
ln (2a)
∫
a
1
t+ a
2Λ20
e−
∫
a
ln (4Λ20t+2a)
(E20)
for t > 0. We then obtain directly Σlω in the limit l→∞
as
lim
l→∞
Σlω = −g
∗Λ20e
∫
a
ln (2a)
2π
iω
∫ ∞
0
dteiωte−
∫
a
ln 4Λ20t+2a
= −g
∗e
∫
a
ln (2a)
2π
iω
∫ ∞
0
dte
i ω
Λ2
0
t
e−
∫
a
ln 4t+2a (E21)
The small ω/Λ20 behavior is governed by the large t region
of the integrand, which gives
lim
l→∞
Σlω ∼ −g
∗e
∫
a
ln (2a)
2π
iω
∫ ∞
1
e
i ω
Λ2
0
t 1
4t
∼ B∗iω ln
(
ω
Λ20
)
+O
(
iω
Λ20
)
iω
Λ20
≪ 1 (E22)
which gives the same result obtained by the previous
analysis (95).
3. Scaling function at equilibrium
In this section, we show how to solve the equation for
the response function (102). First, it is natural to search
for a solution under the form Rqt = e−q
2tGqt . Then, per-
forming the change of variable u = t − t1 and using the
explicit expression (E20), one gets the following equation
for Gqt :
∂t˜G q˜t˜ = 4B∗
∫ t˜
0
du
∫
a
1
u+ a2
e−
∫
a
ln (4u+2a)eq˜
2u
−4B∗
∫ ∞
0
du
∫
a
1
u+ a2
e−
∫
a
ln (4u+2a) (E23)
where q˜ = q/Λ0 and t˜ = Λ
2
0t, with the intial conditions:
G q˜0+ = 1 (E24)
G q˜0 = 0 (E25)
The second term in the l.h.s. is a total derivative and
can be integrated. Performing an integration by part on
the first term one gets
G q˜
t˜
= 1 + 4B∗(q˜2
∫ t˜
0
dv
∫ v
0
due−
∫
a
ln (4u+2a)eq
2u
−
∫ t˜
0
dveq
2ve−
∫
a
ln (4v+2a)) (E26)
Performing an integration by part in the integral over v
on the first integral and peforming the change of variable
u′ = q2u in the remaining integrals one gets
G q˜
t˜
= 1 + 4B∗((q˜2 t˜− 1) 1
q˜2
∫ q˜2 t˜
0
due
− ∫
a
ln ( 4u
q˜2
+2a)
(eu − 1)
− 1
q˜2
∫ q˜2 t˜
0
duueue
− ∫
a
ln ( 4u
q˜2
+2a)
(E27)
+(q˜2 t˜− 1) 1
q˜2
∫ q˜2 t˜
0
due
− ∫
a
ln ( 4u
q˜2
+2a)
) (E28)
We now want to find the scaling function, i.e. the
asymptotic behavior when q˜ → 0 (Λ0 → ∞), keeping
q˜2t˜ = y fixed. In the two first lines of the above expres-
sion, the limit q˜ → 0 can be taken safely, although the
last term is divergent in this limit. Thus one has
G q˜
t˜
= 1 + 4B∗((q˜2 t˜− 1)
∫ q˜2 t˜
0
du
eu − 1
4u
− 1
4
∫ q˜2 t˜
0
dueu
+(q˜2t˜− 1) 1
q˜2
∫ q˜2 t˜
0
due
− ∫
a
ln ( 4u
q˜2
+2a)
) +O(q˜2) (E29)
To find the asymptotic behavior of the last term we write
1
q˜2
∫ y
0
due
− ∫
a
ln ( 4u
q˜2
+2a)
= (E30)
1
q˜2
∫ y
0
du(e
− ∫
a
ln ( 4u
q˜2
+2a) −
∫
a
1
4u
q˜2 + 2a
) (E31)
+
1
q˜2
∫ y
0
du
∫
a
1
4u
q˜2 + 2a
(E32)
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In the integral on the second line, we can take the limit
q˜ → 0 by making the change of variable λ = u/q˜2, and
the second can be done exactly. We thus have
1
q˜2
∫ q˜2 t˜
0
due
− ∫
a
ln ( 4u
q˜2
+2a)
=
1
4
ln
y
q˜2
−
∫
a
ln
a
2
+
∫ ∞
0
dλe−
∫
a
ln (4λ+2a) −
∫
a
1
4λ+ 2a
+O(q˜2)
Finally, using∫ y
0
du
eu − 1
4u
=
1
4
(−γE + Ei(y)− ln y) (E33)
one has, up to terms of order q˜2
G q˜
t˜
= 1 +B∗((y − 1)Ei(y) + 1− ey + (1− y)(ln q˜2 + ρ))
ρ = γE +
∫
a
ln
a
2
− 4
∫ ∞
0
dλe−
∫
a
ln (4λ+2a) + 4
∫
a
1
4λ+ 2a
(E34)
which yields the scaling function given in the text.
APPENDIX F: NONEQUILIBRIUM DYNAMICS
OF THE CO MODEL.
1. Some useful expressions
To begin with, we give the explicit expression of ∆ltt′
and Σltt′ and their limiting expression when l →∞ in the
case of nonequilibrium dynamics. The general expression
of ∆ltt′ (u), i.e. the first line of (E5) is still valid for non
equilibrium dynamics. To evaluate it, we only need the
expression of Cx=0ltt′ that we compute from (122) using the
same cutoff function c(z) as previously (17):
Cx=0ltt′ =
T
4π
∫
a
(
ln (t+ t′ +
a
2Λ20
)− ln (|t− t′|+ a
2Λ20
)
− T
4π
ln (t+ t′ +
a
2Λ2l
) + ln (|t− t′|+ a
2Λ2l
)
)
(F1)
Notice that the response function Rx=0tt′ has its equilib-
rium expression. From (E5) and (F1) one obtains
∆ltt′ (u) = e
− 12Cx=0ltt − 12Cx=0lt′t′+Cx=0ltt′ ∆l=0tt′(u) (F2)
Using (F1) one has, using T = Tc = 4π to this order:
lim
l→∞
−1
2
Cx=0ltt −
1
2
Cx=0lt′t′ + C
x=0
ltt′
=
∫
a
− ln (Λ20|t− t′|+
a
2
) + ln (Λ20(t+ t
′) +
a
2
)
−1
2
ln (Λ20t+
a
4
)− 1
2
ln (Λ20t
′ +
a
4
) + ln
a
4
(F3)
and using the definition (88), one obtains finally
Dtt′ = lim
l→∞
Dltt′ (F4)
=
Λ20TcB
∗
2
e
∫
a
− ln (Λ20|t−t′|+ a2 )+ln (Λ20(t+t′)+ a2 )
×e
∫
a
− 12 ln (Λ20t+ a4 )− 12 ln (Λ20t′+ a4 )
where we have used the expression of B∗ given in (95).
The expression for Σltt′ can be obtained in a very similar
way :
Σtt′ = lim
l→∞
Σltt′ (F5)
=
−Λ40B∗
2
∫
a
{ θ(t− t′)
Λ20(t− t′) + a2
e
∫
a
− ln (Λ20|t−t′|+ a2 )
×e
∫
a
ln (Λ20(t+t
′)+ a2 )− 12 ln (Λ20t+ a4 )− 12 ln (Λ20t′+ a4 )
−δ(t− t′)
∫ t
0
dt1
1
Λ20(t− t1) + a2
e
∫
a
− ln (Λ20|t−t1|+ a2 )
×e
∫
a
ln (Λ20(t+t1)+a/2)− 12 ln (Λ20t+ a4 )− 12 ln (Λ20t1+ a4 )
}
These expressions (F4,F5) will be very useful to deter-
mine explicit expressions for Rqtt′ = liml→∞Rqltt′ andCqtt′ = liml→∞ Cqltt′ by solving perturbatively (99,100).
2. Nonequilibrium response function : detailed
calculations.
The starting point of our analysis is the equation (99)
that we solve perturbatively by replacing, in the rhs of
this equation, Rqltt′ by its bare value. One obtains, in
the limit l→∞, using (F5), and in terms of the rescaled
variables t˜ = Λ20t, q˜ = q/Λ0:
∂t˜Rq˜t˜t˜′ + q˜
2Rq˜
t˜t˜′
= (F6)
B∗
2
∫ t˜
0
dt1
1
(t˜− t1) + a2
e
∫
a
− ln (t˜−t1+ a2 )
×e
∫
a
ln ((t˜+t1)+
a
2 )− 12 ln (t˜+ a4 )− 12 ln (t1+ a4 )
×
(
θ(t1 − t˜′)e−q˜
2(t1−t˜′) − e−q˜2(t˜−t˜′)
)
Let us first focus on the last term in the rhs of (F6) where
we make the change of variable t1 = ut˜ and analysing the
limit t˜≫ 1:
−B
∗
2
e−q˜
2(t˜−t˜′)
∫ 1
0
du
∫
a
1
1− u+ a
2t˜
e
∫
a
− ln (1−u+ a
2t˜
)
×e
∫
a
ln (1+u+ a
2t˜
)− 12 ln (u+ a4t˜ )− 12 ln (t˜+ a4 )− 12 ln (˜t)
∼ −B
∗
2
e−q˜
2(t˜−t˜′)
∫ 1
0
du
t˜
∫
a
1
1− u+ a
2t˜
e
∫
a
− ln (1−u+ a
2t˜
)
×e
∫
a
ln (1+u+ a
2t˜
)− 12 ln (u+ a4t˜ ) = Q (F7)
In the integrand one can not directly take the limit t˜→∞
because it generates a divergence of the integral when
u→ 1. Therefore we substract the divergent term in the
following way
Q = −B
∗
2
e−q˜
2(t˜−t˜′)
∫ 1
0
du
t˜
∫
a
2
1− u+ a
2t˜
e
∫
a
− ln (1−u+ a
2t˜
)
−B
∗
2
e−q˜
2(t˜−t˜′)
∫ 1
0
du
t˜
∫
a
1
1− u+ a
2t˜
e
∫
a
− ln (1−u+ a
2t˜
)
×
(
e
∫
a
ln (1+u+ a
2t˜
)− 12 ln (u+ a4t˜ ) − 2
)
(F8)
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Interestingly except in the first line, one can take directly
the limit t˜ → ∞ in the integrand of the two last lines
using
lim
t˜→∞
1
1− u+ a
2t˜
e
∫
a
− ln (1−u+ a
2t˜
)
×
(
e
∫
a
ln (1+u+ a
2t˜
)− 12 ln (u+ a4t˜ ) − 2
)
=
1
(1− u)2 (
1 + u√
u
− 2) = 1√
u(1 +
√
u)2
(F9)
and the divergence for u → 1 is cured. Then all the re-
maining integrals can be performed exactly, giving finally
Q = B∗e−q˜
2(t˜−t˜′)
(
−e−
∫
a
ln a2 +
1
2t˜
+O(t˜−2)
)
(F10)
We now perform exactly the same manipulations on the
first term in the rhs of (F6). Performing the change of
variable t1 = ut˜ and considering the limit t˜≫ 1 (keeping
q˜2t˜,q˜2 t˜′ and t˜/t˜′ fixed) one obtains
B∗
2
∫ 1
t˜′/t˜
du
t˜
∫
a
e−q˜
2(ut˜−t˜′)
1− u+ a
2t˜
×e
∫
a
− ln (1−u+ a
2t˜
)+ln (1+u+ a
2t˜
)− 12 ln (u+ a4t˜ )
= B∗
∫ 1
t˜′/t˜
du
t˜
∫
a
e−q˜
2(ut˜−t˜′)
1− u+ a
2t˜
e
∫
a
− ln (1−u+ a
2t˜
)
+
B∗
2
∫ 1
t˜′/t˜
du
t˜
e−q˜
2(ut˜−t˜′)
√
u(1 +
√
u)2
+O(t˜−2) (F11)
where we have used the same trick (F9) as previously.
Using (F11) together with (F10) on can write (F6) in a
rather simple way
∂t˜Rq˜t˜t˜′ + q˜
2Rq˜
t˜t˜′
=
4B∗
∫ t˜
t˜′
dt1
∫
a
1
t− t1 + a2
e−
∫
a
ln (4(t˜−t1)+2a)e−q˜
2(t1−t˜′)
−B∗e−q˜2(t˜−t˜′)e−
∫
a
ln ( a2 )
+
B∗
2
(∫ t˜
t˜′
dt1√
t˜t1
e−q˜
2(t1−t˜′)
(
√
t˜+
√
t1)2
+
e−q˜
2(t˜−t˜′)
t˜
)
(F12)
The two first lines correspond to equilibrium fluctuations
(E23) and their contribution to the response function has
already been computed (105). The last term does not
depend any more on the cutoff function and character-
izes the contributions coming from nonequilibrium fluc-
tuations. The linearity of this equation suggests then to
look for a solution under the form Rq˜
t˜t˜′
= Rq˜eq
t˜t˜′
+Rq˜noneq
t˜t˜′
,
where Rq˜eq
t˜t˜′
= q˜z−2F eqR (q˜
z(t˜ − t˜′)) (103) and Rq˜noneq
t˜t˜′
=
e−q˜2(t˜−t˜′)Hq
t˜t˜′
with H q˜
t˜t˜′
determined by (F6)
∂t˜H
q˜
t˜t˜′
=
B∗
2
(∫ t˜
t˜′
dt1√
t˜t1
e−q˜
2(t1−t˜)
(
√
t˜+
√
t1)2
+
1
t˜
)
H q˜
t˜t˜
= H q˜
t˜ ˜t− = 0 (F13)
This allows to write a close expression for the perturba-
tive expansion ofRq˜noneq
t˜t˜′
in terms of the scaling variables
v′ = q˜2(t˜− t˜′), u = t˜
t˜′
Rq˜noneq
t˜t˜′
=
B∗e−v
′
2
(∫ uv′
u−1
v′
u−1
dt2√
t2
∫ t2
v′
u−1
dt1√
t1
et2−t1
(
√
t1 +
√
t2)2
+ lnu
)
(F14)
Unfortunately it is quite difficult to extract directly the
asymptotic behaviors from this double integral. How-
ever one can perform straightforward (although tedious)
manipulations to obtain a quasi-explicit expression for
Rq˜noneq
t˜t˜′
. Performing the natural change of variables
α =
√
t2 −
√
t1, β =
√
t2 +
√
t1 one is left with inte-
grals over one variable
B∗
2
e−v
∫ uv
u−1
v
u−1
dt2√
t2
∫ t2
v
u−1
dt1√
t1
et2−t1
(
√
t1 +
√
t2)2
= B∗e−v
(
u− 1
8vu
− u− 1
8v
+Q( v
u− 1 , u) +Q(
−vu
u− 1 ,
1
u
)
)
Q(x, y) = 1
x
∫ √y
1
dβ
ex(β
2−1)
(β + 1)3
(F15)
Peforming further manipulations we find that one can
write:
Rq˜noneq
t˜t˜′
= θ lnue−v + τF 1noneqR (v
′, u) +O(τ2) (F16)
θ = B∗ +O(τ2) (F17)
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where the logarithmic behavior determining θ has been extracted such that the function F 1noneqR (v, u) has a good
limit for u→∞, as will be shown below. A useful expression for this function is found as:
F 1noneqR (v, u) = e
γE
{
1− e−v −√π
√
vu
u− 1e
v
u−1
(
Erf
√
vu
u− 1 − Erf
√
v
u− 1
)
−√π
√
v
u− 1e
− vu
u−1
(
Erfi
√
vu
u− 1 − Erfi
√
v
u− 1
)
+ e−v(1 − v)(Ei(v)− ln v − γE)
+2e−v
vu
u− 1
(
1
u
(
v
u− 1 +
1
2
)
2F2({1, 1}, {3
2
, 2},− v
u− 1)− (−
vu
u− 1 +
1
2
)2F2({1, 1}, {3
2
, 2}, vu
u− 1)
)
+e−vπ
(
1
2
− vu
u− 1
)
Erf
√
v
u− 1 Erfi
√
vu
u− 1 − 2
√
π(1− v)e
−v
√
u
∫ √ vu
u−1
0
dse−
s2
u Erfi (s)
+2(1− v)e−v ln
1 + 1√
u
2
+
ve−v
u− 1 lnu
}
(F18)
where Erf z is the error function, Erfi z is the imaginary
error function:
Erf z =
2√
π
∫ z
0
dse−s
2
(F19)
Erfi z =
2√
π
∫ z
0
dses
2
(F20)
with Erfi z = −iErf iz. One has the following asymptotic
behaviors
Erf z ∼ 2z/√π z ≪ 1 (F21)
Erf z ∼ 1− e−z2/(√πz) z ≫ 1 (F22)
and
Erfi z ∼ 2z/√π z ≪ 1 (F23)
Erfi z ∼ ez2/(√πz) z ≫ 1 (F24)
and 2F2({1, 1}, { 32 , 2}, z) is a generalized hypergeometric
series which has the following asymptotic behaviors
2F2({1, 1}, {3
2
, 2}, z) ∼ 1 +O(z) (F25)
2F2({1, 1}, {3
2
, 2}, z) ∼z→+∞
√
π
2
ez
z3/2
(1 +O(z−1))
2F2({1, 1}, {3
2
, 2}, z) ∼z→−∞ − ln(−z)
2z
(F26)
Under this form, asymptotic behaviors are more easily
obtained. Note that we have also performed numerical
checks that (F18) and the starting integral (F14) do in-
deed coincide.
Note some simple formulae for the same point re-
sponse:
Rx=0
t˜t˜′
=
1
2πz(t− t′)h(t/t
′) (F27)
h(u) = uθ
∫ ∞
0
dvFR(v, u) (F28)
a. Expansion at large u, v fixed.
The asymptotic behavior of F 1R(v, u) is easily obtained
in this limit. From (123), one has limu→∞ F 1R(v, u) =
F 1eqR (v) + limu→∞ F
1noneq
R (v, u), where F
1eq
R (v) is given
in (104). On the expressions (F16, F18) together with
the asymptotic behaviors (F21, F23, F25) we see that all
terms vanish in this limit except the following ones
lim
u→∞,vfixed
F 1noneqR (v, u) = −F 1eqR (v)
+eγE
{
−√πvErf√v − e−v
(
(1 − v) ln (4veγE )
−2v(v − 1
2
)2F2({1, 1}, {3
2
, 2}, v)
)}
which leads to (125) in the text.
b. Expansion at large v, u fixed.
Although one can extract more rigorously the large v
behavior at u fixed from the complete expression (F16),
it is easier to compute it from the starting integral in
(F14). Indeed, in the large v limit, the integral will be
dominated by the region t2− t1 ∼ v, i.e. one can replace
in the integrand (except of course in the term et2−t1 ) t2
by vu/(u− 1) and t1 by v/(u− 1):
B∗e−v
2
(∫ uvu−1
v
u−1
dt2√
t2
∫ t2
v
u−1
dt1√
t1
et2−t1
(
√
t1 +
√
t2)2
(F29)
∼ B
∗
2
1
v2
(
√
u− 1)2√
u
e−v
∫ vu
u−1
v
u−1
dt2e
t2
∫ vu
u−1
v
u−1
dt1e
−t1
which leads finally to
F 1noneqR (v, u) ∼
B∗
2τ
1
v2
(
√
u− 1)2√
u
+O(v−3) (F30)
We have checked that we obtain the same result by per-
forming this expansion on (F16). Finally, using the large
29
v behavior of F 1eqR (107) and the value of B
∗ (95), one
obtains
F 1R(v, u) ∼ eγE
1
2v2
u+ 1√
u
+O(v−3) (F31)
which gives (127) in the text.
c. The limit of vanishing momentum.
The limit q˜ → 0 is easily obtained by looking for the
leading term in FR(v, u) when v = q˜
2(t˜− t˜′)→ 0. Using
(F18) together with (123) and (104) one has
F 1R(v) ∼ −eγE (ln v + γE − 2 ln
1 + 1√
u
2
) (F32)
This logarithmic behavior together with (98) cancels the
log q˜ divergence in (124) and allows to take the limit of
vanishing momentum. We also give here the expression
of F 1noneqR (0, u), obtained from (F16)
F 1noneqR (0, u) = 2e
γE ln
1 + 1√
u
2
(F33)
this will be useful for further applications.
3. Nonequilibrium correlation function : detailed
calculations.
The starting point of our analysis is the following ex-
pression given in the text (129), for t˜ > t˜′:
C q˜
t˜t˜′
= lim
l→∞
C q˜
lt˜t˜′
(F34)
= 2T
∫ t˜′
0
dt1Rq˜t˜t1R
q˜
t˜′t1
+
∫ t˜
0
dt1
∫ t˜′
0
dt2Rq˜t˜t1Dt1t2R
q˜
t˜′t2
(F35)
where Dt1t2 = liml→∞Dlt1t2 is given in (F4), that we ex-
pand perturbatively using the expression we obtained for
Rqtt′ (124). As we did previously for the response function
we could keep the complete cut-off dependence in (F4).
However given the complexity of these manipulations and
the experience we acquired before, we know that the only
cutoff dependence is contained in an overall nonuniversal
scale q˜ → λq˜. For these reasons we will perform the com-
putation using a simplified cutoff cˆ(a) = δ(a − a0) and
we will choose a0 = 2 for simplicity. Dt1t2 can then be
written as (F4)
Dt1t2 =
1
2
eγETcτ
t1 + t2
(|t1 − t2|+ 1)
√
t1t2
+O(τ2) (F36)
where we have dropped the a0 dependence where it turns
out to be unimportant.
Performing the integrals that do not involve F 1R(v, u)
one has
Cqtt′ =
T
q2
F 0C(v, u) +
T
q2
θ lnuF 0C(v, u) (F37)
+
T
q2
(z − 2) ln q
(
v
∂F 0C(v, u)
∂v
+ F 0C(v, u)
)
+
2Tθ
q2
e−v
1+u
u−1
(
Ei(
2v
u− 1)− ln
(
2v
u− 1
)
− γE
)
+
2Tτ
q2
v
u− 1
∫ 1
0
dsF 0R
(
u− s
u− 1v
)
F 1R
(
1− s
u− 1v,
1
s
)
+F 0R
(
1− s
u− 1v
)
F 1R
(
u− s
u− 1v,
u
s
)
+
eγETcτ
q2
e−v
1+u
u−1
∫ uv
u−1
0
dt1
∫ v
u−1
0
dt2e
(t1+t2)
×
(
1
|t1 − t2|+ q2 +
1
2
√
t1 −
√
t2√
t1t2(
√
t1 +
√
t2)
)
where we have used the trick (F9), and dropped the prime
in v′ = q˜2(t˜− t˜′) for simplicity. A natural way to perform
this computation is to use for F 1R(v, u) the decomposi-
tion in an equilibrium and a nonequilibrium contributions
(123). Parts of (F37) can then be computed analytically:
2Tτ
q2
v
u− 1
∫ 1
0
dsF 0R
(
u− s
u− 1v
)
F 1eqR
(
1− s
u− 1v
)
+F 0R
(
1− s
u− 1v
)
F 1eqR
(
u− s
u− 1v
)
+
eγETcτ
q2
e−v
1+u
u−1
∫ uv
u−1
0
dt1
∫ v
u−1
0
dt2
e(t1+t2)
|t1 − t2|+ q2
= −e
γEτ
q2
ln (q2eγE)TF 0C(v, u)
+
1
2
eγEτT
{e− v(u+1)u−1
q2
(
− 4− 2 uv
u− 1Ei
(
uv
u− 1
)
−2 v
u− 1Ei
(
v
u− 1
))
+
2
q2
(e−
vu
u−1 + e−
v
u−1 )
+
2
q2
(
e−v − 1 + ve−vEi(v))} (F38)
The expressions (F37) together with (F38) allows to iden-
30
tify the following perturbative scaling behavior (115)
Cqtt′ =
T
q2
(F 0C(v, u) + (z − 2)v ln q
∂F 0C(v, u)
∂v
+θ lnuF 0C(v, u) + τF
1
C(v, u)) +O(τ
2) (F39)
F 1C(v, u) = 2e
γEe−v
1+u
u−1
(
Ei(
2v
u− 1)− ln
(
2v
u− 1
)
− γE
)
+
1
2
eγE
{
e−
v(u+1)
u−1
(
− 4− 2 uv
u− 1Ei
(
uv
u− 1
)
−2 v
u− 1Ei
(
v
u− 1
))
+ 2(e−
vu
u−1 + e−
v
u−1 )
+2
(
e−v − 1 + ve−vEi(v)) }
+2
v
u− 1
∫ 1
0
ds
{
F 0R
(
u− s
u− 1v
)
F 1noneqR
(
1− s
u− 1v,
1
s
)
+F 0R
(
1− s
u− 1v
)
F 1noneqR
(
u− s
u− 1v,
u
s
)}
+
1
2
eγEe−v
1+u
u−1
∫ vu
u−1
0
dt1
∫ v
u−1
0
dt2
(
√
t1 −
√
t2)e
t1+t2
√
t1t2(
√
t1 +
√
t2)
with the exponents z and θ given in (98) and (123). The
scaling functions are universal up to a cutoff dependent
additive constant. It was explicitly computed for the
equilibrium response in (E34). Here, we do not determine
it and thus we can drop some multiplicative factors of
momentum in the log q˜ term.
a. Expansion at large u, v fixed.
First, one has
F 0C(v, u) = e
−v − e−v u+1u−1 ∼ 2e
−vv
u
+O(u−2) (F40)
We now focus on the asymptotic behavior of F 1C(v, u)
for large u, keeping v fixed. Using the small argument
behavior of Ei(z) ∼ ln z+γE+O(z) one has for the first
line of (F39) in this limit
2eγEe−v
1+u
u−1
(
Ei(
2v
u− 1)− ln
(
2v
u− 1
)
− γE
)
∼ O(u−1) (F41)
Again using the small argument behavior of Ei(z), one
has
+
1
2
eγE
{
e−
v(u+1)
u−1
(
− 4− 2 uv
u− 1Ei
(
uv
u− 1
)
−2 v
u− 1Ei
(
v
u− 1
))
+ 2(e−
vu
u−1 + e−
v
u−1 )
+2
(
e−v − 1 + ve−vEi(v))}
∼ eγEe−vv lnu
u
+O(u−1) (F42)
One then analyses the integrals involving
F 1noneqR (v, u) :
2Tτ
q2
v
u− 1
∫ 1
0
ds
{
F 0R
(
u− s
u− 1v
)
F 1noneqR
(
1− s
u− 1v,
1
s
)
+F 0R
(
1− s
u− 1v
)
F 1noneqR
(
u− s
u− 1v,
u
s
)}
(F43)
∼ 2Tτ
q2
1
u
{
vF 0R(v)
∫ 1
0
dsF 1noneqR (0,
1
s
)
+vF 0R(0)F
1noneq
R (v,∞) +O(u−1)
}
(F44)
and the remaining integral in (F39) where we perform
the natural change of variable α =
√
t1, β =
√
t2
eγETcτ
2q2
e−v
1+u
u−1
∫ vu
u−1
0
dt1
∫ v
u−1
0
dt2
(
√
t1 −
√
t2)e
t1+t2
√
t1t2(
√
t1 +
√
t2)
=
2eγETcτ
q2
e−v
1+u
u−1
∫ √ vu
u−1
√
v
u−1
dα
∫ √ v
u−1
0
dβeα
2+β2
−4e
γETcτ
q2
e−v
1+u
1−u
∫ √ vu
u−1
√
v
u−1
dα
∫ √ v
u−1
0
dβeα
2+β2 β
α+ β
The first double integral can be performed exactly
2eγETcτ
q2
e−v
1+u
1−u
∫ √ vu
u−1
√
v
u−1
dα
∫ √ v
u−1
0
dβeα
2+β2
=
πeγETcτ
2q2
e−v
1+u
u−1
(
Erfi
√
uv
u− 1 − Erfi
√
v
u− 1
)
×Erfi
√
v
u− 1
∼
√
πeγETcτ
q2
e−v
√
v
u
Erfi
√
v +O(u−1) (F45)
And we expand the second one in the following way
−4e
γETcτ
q2
e−v
1+u
u−1
∫ √ vu
u−1
√
v
u−1
dα
∫ √ v
u−1
0
dβeα
2+β2 β
α+ β
= −22e
γETcτ
q2
e−v
1+u
u−1
∫ √ vu
u−1
√
v
u−1
dαeα
2
( 1
2α
v
u
+
∑
n>2
( v
u
)n/2 an
αn−1
(1 +O(α))
)
∼ −2e
γETcτ
q2
e−v
v
u
∫ √v
√
v
u
dα
α
eα
2
+O(u−1)
∼ −e
γETcτ
q2
e−v
v
u
lnu+O(u−1) (F46)
Finally, (F40,F42,F45,F46) lead to the asymptotic fol-
lowing form for FC(v, u) in the limit u→∞, v fixed,
lim
v→∞FC(v, u) =
2ve−v
u
+ τ
F 1C,∞(v)√
u
+O(u−2, τu−1, τ2)
F 1C,∞(v) = e
γEe−v
√
πv Erfi
√
v
(F47)
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notice that the subdominant terms in lnu/u cancel be-
tween (F42) and (F46) so that the leading corrections are
of order u−1. (F47) gives the asymptotic behavior given
in the text (132).
b. Expansion at large v, u fixed.
In this limit, the terms in the four first lines of (F39)
decay exponentially in this limit. The fifth line however
(which corresponds to the equilibrium contribution) de-
cays like a power law. Indeed, using the large v behavior
of Ei(v) ∼ ev(1/v + 1/v2 + 0(v−3)) one has
eγE (e−v − 1 + ve−vEi(v)) ∼ e
γE
v
+O(v−2) (F48)
We now analyse the behavior of the terms involv-
ing F 1noneqR in (F39). Using the large v behavior of
F 1noneqR (v, u) (F30), one has
2
v
u− 1
∫ 1
0
ds
{
F 0R
(
u− s
u− 1v
)
F 1noneqR
(
1− s
u− 1v,
1
s
)
+F 0R
(
1− s
u− 1v
)
F 1noneqR
(
u− s
u− 1v,
u
s
)}
(F49)
∼ v
u− 1
∫ 1
0
ds
{
e−(
u−s
u−1 v) (u − 1)2
v2(1− s)2
(
√
1/s− 1)2√
1/s
+e−(
1−s
u−1v) (u − 1)
2
v2(u− s)2
(
√
u/s− 1)2√
u/s
}
Notice first on this expression that we are left with con-
vergent integrals over s. Moreover, in the large v limit,
due to the exponential prefactors the first term decays
also exponentially (for u > 1), and the second one is
dominated by s = 1, which leads to a power law decay
∼ 1
v(u− 1)
(
√
u− 1)2√
u
∫ 1
0
dse−(
1−s
u−1 v) ∼ O(v−2)
We are now left with the double integral in (F39), which
is dominated - also due to the exponential prefactor - by
t1 ∼ vu/(u− 1) and t2 ∼ v/(u− 1). Therefore to get the
leading behavior, we substitute t1 and t2 by these val-
ues in the integrand (except of course in the exponential
et1+t2). This yields
1
2
eγEe−v
1+u
u−1
∫ vu
u−1
0
dt1
∫ v
u−1
0
dt2
√
t1 −
√
t2e
t1+t2
√
t1t2(
√
t1 +
√
t2)
=
1
2
eγE
(
√
u− 1)2√
u
1
v
e−v
u+1
u−1
∫ vu
u−1
0
dt1e
t1
∫ v
u−1
0
dt2e
t2
+O(
1
v2
)
=
1
2
eγE
(
√
u− 1)2√
u
1
v
+O(
1
v2
) (F50)
which together with the other term in v−1 (F48) yields
(134) in the text.
c. The limit of vanishing momentum.
To obtain the limit of vanishing momentum q˜ → 0
of the correlation function, we look at the behavior of
FC(v, u) when v → 0, up to order O(v) terms (due to
the q−2 prefactor in (F39)). This is done in the following
way
2eγEe−v
1+u
u−1
(
Ei(
2v
u− 1)− ln
(
2v
u− 1
)
− γE
)
(F51)
+
1
2
eγE
{
e−
v(u+1)
u−1
(
− 4− 2 uv
u− 1Ei
(
uv
u− 1
)
−2 v
u− 1Ei
(
v
u− 1
))
+ 2(e−
vu
u−1 + e−
v
u−1 )
+2
(
e−v − 1 + ve−vEi(v))}
=
eγEv
u− 1(6− 2 ln ve
γE − u lnu+ (u+ 1) ln (u− 1)
+O(v2)
Then using the expression of F 1noneqR (0, u) (F33), one
has
2
v
u− 1
∫ 1
0
ds
{
F 0R
(
u− s
u− 1v
)
F 1noneqR
(
1− s
u− 1v,
1
s
)
+F 0R
(
1− s
u− 1v
)
F 1noneqR
(
u− s
u− 1v,
u
s
)}
(F52)
=
2v
u− 1
∫ 1
0
ds
{
F 1noneqR
(
0,
1
s
)
+ F 1noneqR
(
0,
u
s
)}
+O(v2)
= 4eγE
v
u− 1
∫ 1
0
ln
1 +
√
s
2
+ ln
1 +
√
s
u
2
+O(v2)
=
4eγEv
u− 1 (
√
u− (u− 1) ln (1 + 1√
u
)− 2 ln 4) +O(v2)
To treat the double integral in the last line of (F39) we
come back to the variables t˜, t˜′, q˜
1
2
T
q˜2
τeγEe−v
1+u
u−1
∫ vu
u−1
0
dt1
∫ v
u−1
0
dt2
(
√
t1 −
√
t2)e
t1+t2
√
t1t2(
√
t1 +
√
t2)
=
1
2
TτeγEe−q˜
2(t˜+t˜′)
∫ t˜
0
dt1
∫ t˜′
0
dt2
(
√
t1 −
√
t2)e
q2(t1+t2)
√
t1t2(
√
t1 +
√
t2)
(F53)
Under this form, the limit q˜ → is very simply obtained:
lim
q˜→0
1
2
T
q˜2
τeγEe−v
1+u
u−1
∫ vu
u−1
0
dt1
∫ v
u−1
0
dt2
(
√
t1 −
√
t2)e
t1+t2
√
t1t2(
√
t1 +
√
t2)
=
1
2
TτeγE
∫ t˜
0
dt1
∫ t˜′
0
dt2
√
t1 −
√
t2√
t1t2(
√
t1 +
√
t2)
= 2TτeγE t˜′
(
(u− 1) ln (1 +√u)− u
2
lnu
)
(F54)
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Finally (F51, F52, F54), together with (F39) and the
complete expression of the correlation function C q˜
t˜t˜′
(131)
lead to
C q˜=0
t˜t˜′
= 2Tct˜′
(
1 + τ − z − 2
2
(ln (t˜− t˜′) + γE) + θ ln t˜
t˜′
+τF diff1C
(
t˜
t˜′
))
F diff1C (u) =
1
2
eγE
(
4
√
u+ (u+ 1) ln (u− 1)
−2(u− 1) ln (1 +√u)− 2 lnu+ 6− 8 ln 4
)
(F55)
where we have used F 0C(v, u) = v/(u − 1) + O(v2),
∂vF
0
C(v, u) = 1/(u − 1) + O(v) and v/(u − 1) = q˜2t˜′ :
this gives the scaling form (135) given in the text.
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