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ALGEBRAIC CURVES FOR COMMUTING ELEMENTS IN THE
q-DEFORMED HEISENBERG ALGEBRA
MARCEL DE JEU, CHRISTIAN SVENSSON, AND SERGEI SILVESTROV
Abstrat. In this paper we extend the eliminant onstrution of Burhnall
and Chaundy for ommuting dierential operators in the Heisenberg algebra to
the q-deformed Heisenberg algebra and show that it again provides annihilating
urves for ommuting elements, provided q satises a natural ondition. As a
side result we obtain estimates on the dimensions of the eigenspaes of elements
of this algebra in its faithful module of Laurent series.
1. Introdution
In the literature on algebrai dependene of ommuting elements in the Heisen-
berg algebra  a result whih is relevant for the algebro-geometri method of solv-
ing ertain non-linear partial dierential equations  one an nd several dierent
proofs of this fat, eah with its own advantages. The rst proof utilizes analyt-
ial methods and was found by Burhnall and Chaundy [3℄ in the 1920's. It is
basially their approah whih was redisovered later and applied in the ontext of
non-linear dierential and dierene equations (see for example [9, 12, 14℄, and for
further referenes the book [7℄). Another and more algebrai method of proof for
dierential operators was suggested by Amitsur [1℄ in the 1950's, and in the late
1990's a more algorithmi ombinatorial method of proof was found [6, 7℄. One
of the motivating problems for these developments was to desribe, as detailed as
possible, ommuting dierential operators and their properties [3, 4, 5℄. Clearly
the result of Burhnall and Chaundy [3℄, stating that two ommuting dierential
operators in the Weyl algebra satisfy equations for algebrai urves whih an be
expliitly alulated by the so-alled eliminant method, is then an important tool.
In 1994 Silvestrov, based on the existing literature and a series of trial omputa-
tions, onjetured, loosely speaking, that it should be true in a onsiderably greater
generality than the ontext of the Weyl algebra that two ommuting elements in an
algebra lie on a urve, and, moreover, that the eliminant onstrution of Burhnall
and Chaundy should then produe suh urves in this wider ontext. We refer
to [13℄ for more preise information on this onjeture. The onjeture inludes
the q-deformed Heisenberg algebra HK(q) of this paper, whih is the assoiative
algebra generated over a eld K by two elements A and B subjet to the relation
AB − qBA = 1. The ase q = 1 and K = R,C yields the lassial Weyl algebra for
whih the result was known from the work by Burhnall and Chaundy.
There have been previous results supporting the onjeture for HK(q). In [7℄ it
was established under Assumption 2.1 below (whih essentially amounts to q not
2000 Mathematis Subjet Classiation. Primary 16S99; Seondary 81S05, 39A13.
Key words and phrases. q-deformed Heisenberg algebra, ommuting elements, algebrai de-
pendene, eliminant.
1
2 MARCEL DE JEU, CHRISTIAN SVENSSON, AND SERGEI SILVESTROV
being a root if unity) that two ommuting elements in HK(q) do in fat lie on a
urve, using methods whih have sine then been extended to more general algebras
and rings generalizing q-deformed Heisenberg algebras (generalized Weyl strutures
and graded rings) in [8℄. The proof in [7℄ is rather dierent from the approah as
followed by Burhnall and Chaundy. It is onstrutive in the sense that it an be
used eetively to ompute algebrai urves for any two given ommuting elements,
but it does not give additional a priori information on, e.g., the oeients of the
urves or their degree. The eliminant onstrution on the other hand does provide
suh a priori information (f. Theorem 2.4), so that establishing the validity or
invalidity of this onstrution is a relevant issue. In [10℄, a step in that diretion
was made by oering a number of examples all supporting the onjeture that the
eliminant onstrution should work for general HK(q).
In this paper Silvestrov's onjeture forHK(q) is onrmed as Theorem 2.4 under
Assumption 2.1. For non-zero q not satisfying Assumption 2.1 it is known [6, 7℄ that
there are ommuting elements in HK(q) whih are algebraially independent. Thus,
as long as q 6= 0, the eliminant onstrution gives a method to produe suh urves
preisely when the existene of suh a method is not exluded a priori, onrming
the part of the onjeture onerning the validity of the eliminant onstrution.
The ase q = 0 seems to be still open.
In losing, let us remark that there are also results known about algebrai
(in)dependene of ommuting elements of the quantum plane (i.e., of the omplex
algebra generated by elements A and B subjet to the ondition AB − qBA = 0)
if q is not a root of unity. It was proved by Artamonov and Cohn [2℄ that the
ommutant of an arbitrary non-onstant element of the quantum plane is a om-
mutative algebra of transendene degree one, and later this result was sharpened
by Makar-Limanov [11℄, who gave a diret proof that this ommutant is atually
isomorphi to a subalgebra of C[X ]. We refer to [11℄ for a more detailed disussion
of the ommutant in the quantum plane ase and the relevant literature.
2. Basi notions and statement of the result
In this setion we introdue the basi notions and state our main result, The-
orem 2.4. We also explain the struture of the proof in the subsequent setions,
whih uses a faithful module desribed in the urrent setion. The setion on-
ludes with a remark on the dierene with the original situation as onsidered by
Burhnall and Chaundy and a desription of the ontents of the remaining setions.
Let K be a eld. If q ∈ K then HK(q), the q-deformed Heisenberg algebra over
K, is the unital assoiative K-algebra whih is generated by two elements A and
B, subjet to the q-ommutation relation AB − qBA = I. This algebra is some-
times also alled the q-deformed Weyl algebra, or the q-deformed Heisenberg-Weyl
algebra, but we will follow the terminology in [7℄. We will prove that - under a on-
dition on q - for any ommuting P,Q ∈ HK(q) of order at least one (where order
will be dened below), there exist nitely many expliitly alulable polynomials
pi ∈ K[X,Y ] suh that pi(P,Q) = 0 for all i, and at least one of the pi is non-zero.
Thus P and Q lie on at least one algebrai urve. The number of polynomials pi
depends not only on the order of P and Q, but also on their oeients. The poly-
nomials are obtained by the analogue of the eliminant onstrution of Burhnall
and Chaundy [3, 4, 5℄ for the ase q = 1 as mentioned in the introdution, and
whih we will now explain.
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Dene the q-integer {n}q, for n ∈ Z, by
{n}q =
{
qn−1
q−1 q 6= 1;
n q = 1.
In order for our method to work, and also for the eliminant onstrution to
be well-dened to start with, we impose the following ondition on q. It almost
amounts to requiring that q is not a root of unity, but one has to take the hara-
teristi of k into aount.
Assumption 2.1. Throughout this paper we assume that q 6= 0 and {n}q 6= 0 if
n ∈ Z is non-zero.
Remark 2.2. The following are equivalent for q 6= 0:
(1) for n ∈ Z, {n}q = 0 if and only if n = 0;
(2) for n1, n2 ∈ Z, {n1}q = {n2}q if and only if n1 = n2;
(3)
{
q is not a root of unity other than 1, if char k = 0;
q is not a root of unity, if char k 6= 0.
Hene under our assumptions K is innite. Part (2) of this remark will prove to
be essential later on when we onsider the dimension of eigenspaes.
Let L be the K-vetor spae of all formal Laurent series in a single variable t
with oeients in K. Dene
M
(
∞∑
n=−∞
ant
n
)
=
∞∑
n=−∞
ant
n+1 =
∞∑
n=−∞
an−1t
n,
Dq
(
∞∑
n=−∞
ant
n
)
=
∞∑
n=−∞
an{n}qt
n−1 =
∞∑
n=−∞
an+1{n+ 1}qt
n.
Alternatively, one ould introdue L as the vetor spae of all funtions from Z to
K and let M at as the right shift and Dq as a weighted left shift, but the Laurent
series model is more appealing.
The algebra HK(q) has {I, A,A
2, . . .} as a free basis in its natural struture as
a left K[X ]-module where X ats as left multipliation with B. If an arbitrary
non-zero element P of HK(q) is then written as
P =
m∑
j=0
pj(B)A
j , pm 6= 0,
for uniquely determined pj ∈ K[X ] and m ≥ 0, then the integer m is alled the
order of P (or the degree of P with respet to A) [7℄.
By sending A to Dq and B to M , L beomes a faithful HK(q)-module, as is
easily seen [7℄. We will identify HK(q) with its image in EndK(L) under this
representation. Thus {1, Dq, D
2
q , . . .} is a free basis of the image of HK(q) in its
natural struture as a left K[X ]-module, where X ats as left multipliation with
the endomorphism M , and if P 6= 0 is written uniquely as
(1) P =
m∑
j=0
pj(M)D
j
q, pm 6= 0,
for uniquely determined pj ∈ K[X ] and m ≥ 0, then m is the order of P .
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We will now explain the eliminant onstrution. We will do so in terms of the
faithful representation of HK(q) as endomorphisms of L in order to stay as lose
as possible to the proofs in the remainder of this paper, but the reader will have
no trouble formulating everything in terms of the original generators.
Let P,Q ∈ HK(q) be of order m ≥ 1 and n ≥ 1, respetively, with P as in (1)
and
(2) Q =
n∑
j=0
qj(M)D
j
q (n ≥ 1, qn 6= 0).
Write, for k = 0, . . . , n− 1,
DkqP =
m+k∑
j=0
pk,j(M)D
j
q, with pk,j ∈ K[X ],
and, for l = 0, . . . ,m− 1, write
DlqQ =
n+l∑
j=0
ql,j(M)D
j
q, with ql,j ∈ K[X ].
Using these expressions we may build up an (m + n) × (m + n)-matrix with en-
tries in the polynomial ring K[X,λ, µ] in three variables over K, as follows. For
k = 1, . . . , n, the k-th row is given, from left to right, by the oeients of the in-
reasing powers ofDq in the expressionD
k−1
q P−λD
k−1
q =
∑m+k−1
j=0 pk−1,j(M)D
j
q−
λDk−1q . For k = n + 1, . . . , n + m, the k-th row is given, from left to right,
by the oeients of the inreasing powers of Dq in the expression D
k−n−1
q Q −
µDk−n−1q =
∑k−1
j=0 pk−n−1,j(M)D
j
q − µD
k−n−1
q . The determinant of this matrix is
an element of K[X,λ, µ] whih is alled the eliminant of P and Q. We denote it
by ∆(P,Q)(X,λ, µ). For larity, we inlude the following example.
Example 2.3. Let P and Q be as above, with m = 3 and n = 2. We then have
∆P,Q(X,λ, µ) =∣∣∣∣∣∣∣∣∣∣
p0,0(X)− λ p0,1(X) p0,2(X) p0,3(X) 0
p1,0(X) p1,1(X)− λ p1,2(X) p1,3(X) p1,4(X)
q0,0(X)− µ q0,1(X) q0,2(X) 0 0
q1,0(X) q1,1(X)− µ q1,2(X) q1,3(X) 0
q2,0(X) q2,1(X) q2,2(X)− µ q2,3(X) q2,4(X)
∣∣∣∣∣∣∣∣∣∣
.
We need a few more preparatory denitions in order to be able to state Theo-
rem 2.4 in its most preise form, whih not only tells us that the eliminant onstru-
tion yields expliit urves for ommuting elements P and Q of HK(q), but whih
also gives a priori information on the maximal number of urves thus obtained, on
their maximal degree and on their oeients.
If P and Q are as in (1) and (2), respetively, then let
(3) s = nmax
j
deg(pj) +mmax
j
deg(qj).
A moment's thought shows that s is an upper bound for the degree of X whih
ours in ∆P,Q(X,λ, µ), so that we an dene the polynomials δi ∈ K[λ, µ] (i =
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0, . . . , s) by
(4) ∆P,Q(X,λ, µ) =
s∑
i=0
δi(λ, µ)X
i.
Note that the δi dene urves over K of degree at most max(m,n). Finally, let
(5) t =
1
2
n(n− 1)max
j
deg(pj) +
1
2
m(m− 1)max
j
deg(qj).
Theorem 2.4. Let K be a eld and 0 6= q ∈ K be suh that {n}q = 0 if and only
if n = 0. Suppose P as in (1) and Q as in (2) are ommuting elements of HK(q)
of order m ≥ 1 and n ≥ 1, respetively. Let ∆P,Q(X,λ, µ) ∈ K[X,λ, µ] be the
eliminant onstruted as above, dene s as in (3), δi ∈ K[λ, µ] (i = 1, . . . , s) as in
(4), and t as in (5).
Then ∆P,Q 6= 0. In fat, ∆P,Q has degree n as an element of K[X,µ][λ] and its
non-zero oeient of λn is (−1)n
∏m−1
k=0 qn(q
kX). Likewise, ∆P,Q has degree m as
an element of K[X,λ][µ] and its non-zero oeient of µm is (−1)m
∏n−1
k=0 pm(q
kX).
As an element of K[λ, µ][X ], ∆P,Q has degree at most s. Furthermore,
(1) if R is the subring of K whih is generated by the oeients of all pi,j
and qi,j ourring in the matrix dening the eliminant, then the δi are
atually elements of R[q][λ, µ]. In fat, when viewed as polynomials in
λ and µ, eah oeient of the δi an be written as
∑t
l=0 rlq
l
for some
rl ∈ R (l = 0, . . . , t);
(2) at least one of the δi is non-zero;
(3) δi(P,Q) = 0 for all i = 0, . . . , s.
Remark 2.5. Note that parts (2) and (3) state that the eliminant onstrution
gives at least one non-trivial urve for ommuting P and Q, and at most s. Eah
of these urves is dened over R[q], where R is the ring in part (1) and where the
power of q  when viewed as a formal variable  ourring in the oeients of
these urves does never exeed t. Furthermore, as we had already noted, eah of
these urves is of degree at most max(m,n).
The reader will easily onvine himself of all statements in the theorem other
than (3). We will now embark on the proof of (3), whih oupies the remainder
of this paper. The idea is as follows. Suppose λ0, µ0 ∈ K and 0 6= vλ0,µ0 ∈ L is a
ommon eigenvetor of P and Q:
Pvλ0,µ0 = λ0vλ0,µ0 ,
Qvλ0,µ0 = µ0vλ0,µ0 .
Then the speialization X = M,λ = λ0, µ = µ0 of the matrix dening the
eliminant yields a matrix of ommuting endomorphisms of L having the vetor
(vλ0,µ0 , . . . , D
m+n−1
q vλ0,µ0)
T
in its kernel. Sine the oeients of the matrix are
from a ommutative ring, multipliation from the left with the matrix of ofators
shows that (vλ0,µ0 , . . . , D
m+n−1
q vλ0,µ0)
T
is annihilated by a diagonal matrix with
∆P,Q(M,λ0, µ0) on the diagonal. In partiular, ∆P,Q(M,λ0, µ0) vλ0,µ0 = 0. Now it
does not follow automatially from this that ∆P,Q(M,λ0, µ0) = 0 in HK(q) sine a
polynomial in M might have non-trivial kernel, as the example (M − 1)
∑
n t
n = 0
shows. However, embedding K in an algebraially losed eld if neessary, we will
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be able to show that there exist innitely many suh pairs (λ0, µ0) where we an on-
lude that ∆P,Q(M,λ0, µ0) = 0 in HK(q). For all these pairs one has δi(λ0, µ0) = 0
for all i, and the operators δi(P,Q) therefore have an innite dimensional kernel.
From this Theorem 3.2 allows us to onlude that δi(P,Q) = 0 in HK(q) for all i.
The rst step, whih onsists of showing that there are innitely many (λ0, µ0) ∈
K ×K suh that ∆(M,λ0, µ0) = 0, is the most involved. The idea is to exploit the
fat that vλ0,µ0 is both in the kernel of P − λ0 of order m ≥ 1 and in the kernel
of the polynomial element ∆P,Q(M,λ0, µ0) whih, if it is not zero, is not onstant.
This is a rare oasion. To be preise: for eah d we an desribe the kernel of a
non-onstant polynomial element p(M) of HK(q) of degree at most d and the ation
of P − λ0 on it expliitly enough to show that any vλ0,µ0 as above is in a subspae
of nite dimension whih depends only on the leading oeient of P and on d,
but not on λ0, µ0 or p(M). This follows from Theorem 6.1 below. Hene for the
innity of dierent pairs (λ0, µ0) that an be shown to exist in the simultaneous
point spetrum
1
, it an, by linear independene of the orresponding eigenvetors,
only for nitely many pairs be the ase that ∆P,Q(M,λ0, µ0) is not onstant. For
the remaining innite number of pairs we must have that ∆P,Q(M,λ0, µ0) is zero.
Remark 2.6. In the original work of Burhnall and Chaundy [3℄, where they on-
sider dierential operators with polynomial oeients ating on real or omplex
valued funtions, the situation is onsiderably simpler. This is not so muh aused
by the fat that they an (and do) use existene and uniqueness results for ordi-
nary dierential equations, but by the fat that the ordinary dierentiation D1 is
translation invariant, whereas Dq (q 6= 1) is not. We will now explain why this is
suh a serious ompliation for the strategy of the proof. The reader who is mostly
interested in the established results per se an safely skip this Remark, whih is
primarily intended for readers who onsider applying similar tehniques in other
ases.
It will beome apparent below that, for an approah in the vein of Burhnall
and Chaundy to sueed, one needs a faithful representation of HK(q) in whih an
arbitrary non-onstant P ∈ HK(q) has an innite point spetrum. Without this the
whole onstrution falls apart. How an one obtain suh a representation? In the
work of Burhnall and Chaundy the smooth funtions provide suh a module and
the basi results about dierential equations provide the innite point spetrum.
In our general ase we do not have suh results available, but there is an obvious
attempt to obtain a substitute, namely by working with formal power series. Al-
ready for Burhnall and Chaundy themselves it would have been possible to do
this and obtain the innite point spetrum diretly, without an appeal to general
theorems about dierential equations. Of ourse there are matters of onvergene
to be taken are of, beause in their proof it is neessary to evaluate solutions and
their derivatives in a point, but there is hope that a similar approah with formal
power series might somehow work in our ase. However, there is an important point
here, whih we have been deliberately sloppy about in the previous sentenes: a
dierential operator with polynomial oeients has to be suiently regular for
these power series to exist as eigenfuntions, even already as formal series. As an
example, the only value of λ ∈ C for whih the operator t2d/dt − λ has a non-
trivial kernel in the formal power series, is λ = 0. Hene in this module the point
spetrum of this operator is nite. In the ase of Burhnall and Chaundy, this is
1
Here and elsewhere the point spetrum is dened as the set of eigenvalues.
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not a serious obstrution beause one an simply use any point where the leading
oeient of P does not vanish as a base point for the formal power series. In
that suitably hosen module the point spetrum is innite again and orresponds
to honest funtions, as desired. The rux is that the translation invariane of d/dt
is used here and that in our ase this does not work any longer. Surely the leading
oeient of P an be written as a linear ombination of terms of the form (t− a)i
where a is hosen suh that the leading oeient does not vanish at a  and suh
a exist beause K is innite  but for q 6= 1 the operator Dq is not partiulary well
behaved as far as its ation on the (t − a)i is onerned. The operator M2Dq has
only zero as point spetrum in the formal power series with oeients in K and
for q 6= 1 there seems no way to remedy this by hoosing another base point to
work with. Hene one has to pass to a larger module, suh as the formal Laurent
series as we have introdued above, where the point spetrum an be shown to be
innite again. However, in that ase a new ompliation appears as ompared to
the original ontext of Burhnall and Chaundy, namely that a non-zero polynomial
may have a non-trivial kernel when ating on the Laurent series, f. Proposition 4.1.
In the sketh of our proof preeding this remark this prohibits us from onluding
that ∆P,Q(M,λ0, µ0) = 0 one we know that ∆P,Q(M,λ0, µ0)vλ0,µ0 = 0. If vλ0,µ0
were a formal power series, then this ould be onluded and the proof would be
relatively short and lose to the original work of Burhnall and Chaundy, but as
explained above, as a onsequene of the fat that Dq is not translation invariant
for q 6= 1 we were fored to leave this ontext of formal power series in order to
ensure that the point spetrum of a non-onstant element of HK(q) is innite.
It is in this way that it beomes neessary, in the end, to analyse the situ-
ation in more detail and exploit the fat that vλ0,µ0 is not only annihilated by
∆P,Q(M,λ0, µ0), but is also in the kernel of an element of HK(q) of order at least
one. This leads to Theorem 6.1 and establishing this theorem ompliates the proof
onsiderably as ompared to the original argument by Burhnall and Chaundy.
To onlude this remark, we mention that for q = 1, where D1 is translation
invariant, it turns out that it is possible to work with formal power series with a
suitable base point. Theorem 6.1 is then not needed, but sine this result is informa-
tive in the ase q = 1 as well, and sine the presentation would only be lengthened
by overing this ase separately, we have hosen to give a uniform treatment with
Laurent series inluding the easier ase q = 1.
The struture of the remainder of the paper is as follows. In Setion 3 we
show that non-onstant elements in HK(q) have nite dimensional eigenspaes and
innite spetrum when ating on L. The nite dimensionality will be seen to follow
from the assumption that the {n}q are all dierent. Setion 4 ontains an analysis
of the kernel of non-onstant polynomial elements p(M) in HK(q). These kernels
are spanned by ertain elements Ψα,s in L where α ∈ K
∗
and s = 1, 2, 3, . . .. In
Setion 5 we introdue a partial ordering on the indies (α, s) and we analyze the
ation of an arbitrary P ∈ HK(q) on the Ψα,s in terms of this partial order. These
results are then used in Setion 6 in order to arrive at the nite dimensional spae
mentioned above. Setion 7 ontains the details of the onlusion of the proof as it
has been skethed in the urrent setion.
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3. Dimension of eigenspaes and infinity of the point spetrum
For P ∈ HK(q), let σ(P ) denote the point spetrum of P in L, i.e., the set of
eigenvalues. Under our standing assumption that q 6= 0 and {n}q 6= 0 if n 6= 0,
we will show that for non-onstant P all eigenspaes have nite dimension (Theo-
rem 3.2) and that the point spetrum is innite (Theorem 3.4). Although it is not
needed for the proof of Theorem 2.4, as a side result we will also establish in (6) a
uniform upper bound for the dimension of all eigenspaes of a xed non-onstant
P .
Let P =
∑m
j=0 pj(M)D
j
q (m ≥ 0), where pj(M) =
∑
i pj,iM
i
and pm 6= 0. Then
learly, for all k ∈ Z,
Ptk =
∑
d
 ∑
i−j=d
pj,i{k}q{k − 1}q . . . {k − j + 1}q
 td+k.
Here the produt {k}q{k − 1}q . . . {k − j + 1}q should be interpreted as 1 if j = 0.
Let βd(k) =
∑
i−j=d pj,i{k}q{k − 1}q . . . {k − j + 1}q (k, d ∈ Z). The funtion
βd : Z → K desribes the ation of the homogeneous part of P of degree d on t
k
.
Say that a homogeneous degree d ours in P if there exist i, j with i− j = d suh
that pj,i 6= 0. Say that a homogeneous degree d ours in P with a dierentiation
if there exist i, j with i − j = d, pj,i 6= 0 and j ≥ 1. Obviously, only nitely
many homogeneous degrees our in P . Now iteration of the reursion {n− 1}q =
{n}q−1
q
shows that there exist polynomials rj of preise degree j, with oeients in
Z[q, q−1], suh that {k}q{k−1}q . . . {k−j+1}q = rj({k}q) for all k. Hene βd(k) =∑
i−j=d pj,irj({k}q) is a polynomial in {k}q of maximal degree m. Suppose that
the homogeneous degree d ours in P . If it does not our with a dierentiation,
then βd(k) = p0,d is a non-zero onstant funtion of k. If it does our with a
dierentiation then, sine the degree of rj is preisely j, βd(k) is a non-onstant
polynomial in {k}q of maximal degree m. Sine the {n}q are all dierent, βd(k)
therefore assumes eah value in K at most m times. In partiular, it has a nite
number of zeroes in Z. This establishes the following result.
Lemma 3.1. Suppose P 6= 0. Then the following are equivalent for d ∈ Z:
(1) the homogeneous degree d ours in P ;
(2) βd 6= 0;
(3) βd has only nitely many zeroes in Z.
If the homogeneous degree d ours in P , then there are two possibilities:
(1) βd is a non-zero onstant. This happens preisely when d ours in P , but
not with a dierentiation.
(2) βd is not onstant. This happens preisely when d ours with a dierenti-
ation. In this ase, βd has at most m zeroes in Z and its range is ountably
innite.
We will now analyze the kernel of P . The oeient of tj in P
∑
n ant
n
is learly
equal to
∑
n anβj−n(n), so the series
∑
n ant
n
is in the kernel of P if and only if∑
n βj−n(n)an = 0 for all j. The struture of this system beomes more transparent
if we write γk,l = βk−l(l) (k, l ∈ Z); it then reads as
∑
l γk,lal = 0 for all k ∈ Z.
Let Γ be the matrix (γk,l), where we think of Γ as being realized on Z
2
, plaing the
entry γk,l in the lattie point (l, k):
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k
l✲
✻
The equation
∑
l γk,lal = 0 then orresponds to the rows in Γ at horizontal level
k ating on an innite vetor (. . . , a−2, a−1, a0, a1, a2, . . .) in the usual way. We now
look at the matrix Γ along a diagonal k = l + d with d xed. For suh pairs (k, l),
one has γk,l = βd(l). Sine only nitely many d our in P , Γ is a band matrix
and, moreover, aording to Lemma 3.1 eah diagonal is either identially zero or
else ontains at most m zeroes.
Suppose P 6= 0 and dene dmax = max{d : βd 6= 0} and dmin = min{d : βd 6= 0};
these integers orrespond to the upper and lower boundary diagonal of the band
in Γ, respetively. If dmax = dmin, so that there is only one diagonal to onsider,
then dimkerP = #{k : βd(k) = 0} ≤ m. If dmax > dmin, then, sine eah of the
boundary diagonals ontain only nitely many zeroes, it is possible to determine a
(not uniquely determined) nite submatrix Γ˜ as indiated:
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Γ˜ k = l + dmin
k = l + dmax
✻
No zeroes here
❄
No zeroes here
0
0
The relevant features here are that the only non-zero elements our on the
boundary diagonals and in the band between them, and that there are no zeroes
on the indiated lower part of the upper diagonal and on the indiated upper part
of the lower diagonal. A moment's thought shows that the kernel of P and the
kernel of Γ˜ are isomorphi: an isomorphism is given by seleting the oordinates
orresponding to all olumns of Γ˜ from the innite vetor representing an element
of the kernel of P and thus obtain an element of the kernel of Γ˜. The injetivity
and the surjetivity of this map are both onsequenes of the non-zero elements on
the boundary diagonals as indiated. Namely, on the lower diagonal they enable
the neessary unique downward extension of an element in the kernel of Γ˜ to an
innite olumn vetor in the kernel of Γ, and on the upper diagonal they enable
the neessary unique upward extension.
10 MARCEL DE JEU, CHRISTIAN SVENSSON, AND SERGEI SILVESTROV
We onlude that, if dmax > dmin, then P has a nite dimensional and non-trivial
kernel. Sine we had already onluded that the kernel is nite dimensional in the
ase dmax = dmin, we have arrived at the following result.
Theorem 3.2. If P ∈ HK(q), then dimker(P ) =∞ if and only if P = 0.
In fat, although we will not need this, we an be more preise. Let Nmax =
#{l : βmax(l) = 0}, Nmin = #{l : βmin(l) = 0}. By Lemma 3.1, Nmax, Nmin ≤ m.
We may assume that all the zeroes on the boundary diagonals lie in Γ˜, and sine
the number of non-zero elements in eah of the parts of the boundary diagonals
that are ontained in Γ˜ gives a lower bound for the rank of Γ˜, one easily derives
that
dimkerP ≤ dmax − dmin +min(Nmax, Nmin).
Note that this is also true if dmax = dmin (with equality). It is even more elementary
to see that dmax − dmin ≤ dimkerP , and we thus obtain the following result under
our standard assumption on the {n}q.
Proposition 3.3. If 0 6= P ∈ HK(q), then
dmax − dmin ≤ dimkerP ≤ dmax − dmin +min(Nmax, Nmin) ≤ dmax − dmin +m.
It is now also easy to see that, for non-onstant P , there is a uniform bound
for dimker(P − λ). Sine this orresponds to adding −λ to the diagonal of Γ, the
relevant numbers dmax(λ) and dmin(λ) an attain only a nite number of values, the
number of whih depends on the position of the boundary diagonals in Γ and, also,
if the main diagonal k = l is one of the boundary diagonals of the band in Γ, on Γ
being onstant along this main diagonal or not. Distinguishing various possibilities
one obtains that, for P ∈ HK(q) not onstant,
(6) dimker(P − λ) ≤ |dmax|+ |dmin|+m
for all λ ∈ K.
Returning to the main line, we will now establish an important result.
Theorem 3.4. If P ∈ HK(q) is not onstant, then σ(P ) is innite.
Proof. If a homogeneous degree d 6= 0 ours in P , then the matrix Γ has a non-
vanishing diagonal whih is not the main diagonal. Therefore, the matrix for P −λ
has two non-vanishing diagonals for all λ ∈ K exept at most one value. Sine
dmax−dmin > 0 for all matries orresponding to suh non-exeptional λ, and we had
already observed in Remark 2.2 that K must be innite, the theorem is established
in this ase. If P is homogeneous of degree zero then σ(P ) = {β0(k) : k ∈ Z} whih
is (ountably) innite aording to Lemma 3.1, sine P is not onstant. 
4. The kernel of polynomial elements of HK(q)
Throughout this setion we assume that K is algebraially losed, in addition
to our standard assumption that q 6= 0 and {n}q 6= 0 if n 6= 0. For arbitrary
non-zero p ∈ K[X ], we will desribe the kernel of the orresponding endomorphism
p(M) of L in terms of innite Jordan bloks orresponding to the eigenvalues of
the endomorphism M of L.
If p(M) = cM i for some i ≥ 0 and c 6= 0, then p(M) is an automorphism of L.
Thus, if p(X) = cXe0
∏
i6=0(X − αi)
ei
is the fatorization of p with multipliities,
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where αi ∈ K
∗
, then Ker(p(M)) = Ker(
∏
i6=0(M−αi)
ei). Now it is an easy exerise
to show that for α ∈ K∗ the map (M−α) : L → L is surjetive and that the element
(7) Ψα,1 =
∑
n
(
t
α
)n
is a basis for Ker(M − α). We onlude that dimKer(p(M)) =
∑
i6=0 ei.
We hoose indutively Ψα,s(s = 2, 3, . . .) in L suh that (M − α)Ψα,s = Ψα,s−1.
The elements Ψα,s orresponding to this innite Jordan blok are by no means
unique, but this is not serious and we x suh a hoie one and for all, for all s ≥ 2
and α ∈ K∗. The only normalization whih we impose is (7).
Note that
(8)
{
(M − α)sΨα,s = 0, (s = 1, 2, . . . ;α ∈ K
∗),
(M − α)s−1Ψα,s = Ψα,1,
and that M iΨα,s = α
iΨα,s +
∑
r<s cr,sΨα,r. We will repeatedly enounter similar
formulas ontaining a summation where the only role of the summation is to indiate
the subspae ontaining the sum. As a shorthand notation we will allow ourselves
to suppress the dependene of the salars on the indies and write this as∑
r<s
cΨα,r,
and similarly in other situations. With this onvention we have
(9) p(M)Ψα,s = p(α)Ψα,s +
∑
r<s
cΨα,r (α ∈ K
∗, s = 1, 2, . . . , p ∈ K[X ]).
Proposition 4.1. If 0 6= p ∈ K[X ] fators with multipliities as
p(X) = cXe0
∏
i6=0
(X − αi)
ei ,
then:
(1) p(M) : L → L is surjetive;
(2) dimKer(p(M)) =
∑
i6=0 ei;
(3)
⋃
i6=0{Ψαi,1, . . . ,Ψαi,ei} is a basis for Ker(p(M)).
Proof. The rst statement is lear, and the formula for dimKer(p(M)) was already
noted above. From the rst part of (2) we see that the Ψαi,k are in the kernel of
p(M) for 1 ≤ k ≤ ei. The linear independene follows by the standard argument: if∑
i,k λi,kΨαi,k = 0, suppose that not all oeients are zero. Then hoose indies
i0 and k0 suh that λi0,k0 6= 0, but λi0,k = 0 for all k < k0. Applying
[
∏
i6=0
i6=i0
(M − αi)
ei ](M − αi0)
k0−1
one sees, when looking at the seond part of (8) and (9), that
λi0,k0
∏
i6=0
i6=i0
(αi0 − αi)
eiΨαi0 ,1 = 0.
Hene λi0,k0 = 0 after all and we have a ontradition. 
The argument in the above proof shows in fat the following.
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Proposition 4.2. If α1, . . . , αs are s dierent elements in K
∗
, and e1, . . . , es ≥ 1,
then the elements Ψα1,1, . . . ,Ψα1,es , . . . ,Ψαs,1, . . . ,Ψαs,es are linearly independent
over K.
5. Partial order
Throughout this setion, whih is a preparation for Setion 6, we assume that
K is algebraially losed. We will analyze the ation of an arbitrary P ∈ HK(q) on
the Ψα,s from the previous setion and see that the results are related to a partial
order on the indies (α, s) whih we now introdue. Let us take N = {1, 2, . . .} as
onvention.
Denition 5.1. On K∗ × N, dene
(1) if q = 1: (α, r) ≤ (β, s) if and only if α = β and r ≤ s.
(2) if q 6= 1: (α, r) ≤ (β, s) if and only if β = α
qj
for some j > 0, or if α = β
and r ≤ s.
It is easily heked that this is a partial ordering under our assumption on the
{n}q. Note that being omparable for this partial order is an equivalene relation
on K∗ × N. There is a natural Z-ation on K∗ by multipliation with powers of q
(whih is a trivial ation if q = 1), and two elements (α, r) and (β, s) are omparable
preisely when α and β are in the same Z-orbit. An equivalene lass of mutually
omparable pairs is of the form ⋃
j∈Z
s∈N
(qjα, s)
for some α ∈ K∗, whih is uniquely determined only if q = 1. The veriation of
the following lemma is routine.
Lemma 5.2. For the partial ordering on K∗ ×N dened above the following hold.
(1) Suppose q = 1. Then for all m ≥ 0 and all (α, r), (β, s) ∈ K∗ ×N, one has
(α, r +m) ≤ (β, s+m) if and only if (α, r) ≤ (β, s).
(2) Suppose q 6= 1. Then for all m ∈ Z and all (α, r), (β, s) ∈ K∗ ×N, one has
( α
qm
, r) ≤ ( β
qm
, s) if and only if (α, r) ≤ (β, s).
Note that (9) an be written as
(10) p(M)Ψα,s = p(α)Ψα,s +
∑
(β,r)∈[(α,1),(α,s))
cΨβ,r,
where [(α, 1), (α, s)) is a left-losed and right-open order interval. The ommon
thread in this setion is to establish that various elements of L an similarly be
regarded as a sum of a leading term orresponding to a ertain index (α, s), and
a remainder whih is a sum of terms orresponds to various indies lying stritly
below (α, s) in the partial order on the index set. This observation will be ruial in
the proof of Theorem 6.1. For reasons of notational simpliity we will not formulate
the results as in (10), and it would in fat have been possible to introdue the partial
order only in Setion 6 on the oasion of the proof of Theorem 6.1, but the reader
may nd it helpful to view the results in the present setion in the light of this
partial ordering already.
COMMUTING ELEMENTS IN THE q-DEFORMED HEISENBERG ALGEBRA 13
We turn to the ation of Dq on the Ψα,s. We start with the ase q 6= 1, whih is
the most ompliated. A routine omputation gives
(11) DqΨα,1 =
q
α(q − 1)
Ψα
q
,1 −
1
α(q − 1)
Ψα,1.
Proposition 5.3. If q 6= 1, then
DqΨα,s =
q2−s
α(q − 1)
Ψα
q
,s +
∑
r<s
cΨα
q
,r +
∑
r≤s
cΨα,r.
Proof. By indution. The ase s = 1 follows from (11) and for the indution step
we argue as follows, using the relation qMDq = DqM − I in the rst equality and
assuming that s ≥ 2:
(M − α)s(M −
α
q
)sDqΨα,s =
1
q
(M − α)s(M −
α
q
)s−1(DqM − I − αDq)Ψα,s
s≥2
=
1
q
(M − α)s(M −
α
q
)s−1(Dq(αΨα,s +Ψα,s−1)−Ψα,s − αDqΨα,s)
=
1
q
(M − α)s(M −
α
q
)s−1(DqΨα,s−1 −Ψα,s)
(8)
=
1
q
(M − α)s(M −
α
q
)s−1DqΨα,s−1
ind.
=
1
q
(M − α)s(M −
α
q
)s−1
 q3−s
α(q − 1)
Ψα
q
,s−1 +
∑
r<s−1
cΨα
q
,r +
∑
r≤s−1
cΨα,r

(8)
= 0.
From Proposition 4.1 we onlude that
DqΨα,s = c0Ψα
q
,s +
∑
r<s
cΨα
q
,r +
∑
r≤s
cΨα,r.
If we apply (M − α
q
)s−1 to this equation, then using (8) and (9) we see that the
right hand side gives
c0Ψα
q
,1 +
∑
r≤s
cΨα,r.
The left hand side gives
(M −
α
q
)s−1DqΨα,s =
1
q
(M −
α
q
)s−2(DqΨα,s−1 −Ψα,s)
(9)
=
1
q
(M −
α
q
)s−2DqΨα,s−1 +
∑
r≤s
cΨα,r
ind.
=
1
q
(M −
α
q
)s−2
 q3−s
α(q − 1)
Ψα
q
,s−1 +
∑
r<s−1
cΨα
q
,r +
∑
r≤s−1
cΨα,r
+∑
r≤s
cΨα,r
=
q2−s
α(q − 1)
Ψα
q
,1 +
∑
r≤s
cΨα,r.
By Proposition 4.2, omparing ompletes the indution step. 
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Iterating this result, we onlude that, for α ∈ K∗, j ≥ 0, and s ≥ 1,
DjqΨα,s =
q
j(j−2s+3)
2
αj(q − 1)j
Ψ α
qj
,s +
∑
r<s
cΨ α
qj
,r +
∑
i<j
r≤s
cΨ α
qi
,r,
and then
pj(M)D
j
qΨα,s =
q
j(j−2s+3)
2
αj(q − 1)j
pj(
α
qj
)Ψ α
qj
,s +
∑
r<s
cΨ α
qj
,r +
∑
i<j
r≤s
cΨ α
qi
,r,
(α ∈ K∗, j ≥ 0, s ≥ 1, pj ∈ K[X ]).
The following result, whih is the basi ingredient in the proof of Theorem 6.1 if
q 6= 1, is now lear.
Proposition 5.4. If q 6= 1, and P =
∑m
j=0 pj(M)D
j
q (m ≥ 0) with pm 6= 0, then
for all α ∈ K∗ and s ≥ 1, we have
PΨα,s =
q
m(m−2s+3)
2
αm(q − 1)m
pm(
α
qm
)Ψ α
qm
,s +
∑
r<s
cΨ α
qm
,r +
∑
i<m
r≤s
cΨ α
qi
,r.
We now take are of the ase q = 1, where it is easier to derive the analogue of
Proposition 5.4.
Proposition 5.5. For α ∈ K∗ and s = 1, 2, . . . we have
D1Ψα,s = −sΨα,s+1 +
∑
r<s+1
cΨα,r.
Proof. For s = 1 we use MD1 = D1M − I to see that
(M − α)2D1Ψα,1 = (M − α)(D1M − I − αD1)Ψα,1
= (M − α)(αD1Ψα,1 −Ψα,1 − αD1Ψα,1)
= 0.
Hene, by Proposition 4.1, D1Ψα,1 = c0Ψα,2 + cΨα,1 and applying M − α shows
that −Ψα,1 = c0Ψα,1, establishing the ase s = 1. The indution step is similar to
the one in the proof of Proposition 5.3. 
Thus we have the following analogue of Proposition 5.4, whih is the basi in-
gredient in the proof of Theorem 6.1 if q = 1.
Proposition 5.6. If q = 1, and P =
∑m
j=0 pj(M)D
j
q (m ≥ 0) with pm 6= 0, then
for all α ∈ K∗ and s ≥ 1 we have
PΨα,s = pm(α)(−1)
ms(s+ 1) . . . (s+m− 1)Ψα,s+m +
∑
r<s+m
cΨα,r.
6. Simultaneous eigenspaes
After the preparations in the setions 4 and 5 we an now establish the following
result, whih is vital for the proof of Theorem 2.4. We assume K is algebraially
losed.
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Theorem 6.1. Let P =
∑m
j=0 pj(M)D
j
q with m ≥ 1 and pm 6= 0. Suppose d ≥ 1.
Then there exists a nite dimensional subspae LP,d of L, whih depends on pm
and d only, suh that v ∈ LP,d whenever (P − λ)v = 0 and (p(M) − µ)v = 0 for
some λ, µ ∈ K and some non-onstant p ∈ K[X ] of degree at most d.
Proof. From Propositions 4.2, 5.4 and 5.6 we know that the sum⊕
α∈K∗
s≥1
KΨα,s
is indeed diret and that it is an HK(q)-submodule of L. By Proposition 4.1 it
ontains the kernels of all non-zero polynomial elements in HK(q). Hene, if v ∈ L
is as in the theorem,
v =
∑
α∈K∗
s≥1
ξα,sΨα,s
for some salars ξα,s. We will establish that the only possible pairs (α, s) with
ξα,s 6= 0 lie in some nite set whih depends on d and pm only, and this learly
implies the theorem.
To failitate terminology, say that (α, s) ours in v if ξα,s 6= 0, and that α (resp.
s) ours in v if there exists s (resp. α) suh that (α, s) ours in v. Let
Ov = {(α, s) : (α, s) ours in v}.
We know that Ov is a nite set and may assume that it is not empty. Clearly, if
s ours in v, then s ≤ d by Propositions 4.1 and 4.2, so it remains to restrit the
possibly ourring values of α.
First we onsider the ase q = 1. Choose an element (α0, s0) ∈ Ov whih is a
maximal element of Ov in the partial order. From Proposition 5.6 we have, using
that m ≥ 1,
(P − λ)(ξα0,s0Ψα0,s0) = c0ξα0,s0pm(α0)Ψα0,s0+m +
∑
r<s0+m
cΨα0,r
for some non-zero c0 (reall that charK = 0 if q = 1). We laim that none of the
other elements (α, s) of Ov ontributes to the oeient of Ψα0,s0+m in (P − λ)v.
Indeed, sine the indies of the terms of (P − λ)Ψα,s in Proposition 5.6 all lie in
the order interval
[(α, 1), (α, s +m)]
we would then have that (α0, s0 + m) ≤ (α, s + m), hene (α0, s0) ≤ (α, s) by
Lemma 5.2. But then (α, s) = (α0, s0) by maximality. We onlude that pm(α0) =
0 for all suh maximal elements of Ov. Sine eah element (α, s) of Ov is dominated
by a maximal element (α, s + j) of Ov for some j ≥ 0, we onlude that the only
α that an our in v are roots of pm. This establishes the theorem for q = 1.
Although we will not use this in the sequel, the argument atually shows that for
q = 1 one an take
LP,d =
⊕
α∈K∗:pm(α)=0
s=1,...,d
KΨα,s.
The ase q 6= 1 is more involved. We start by establishing a fat whih we will
use a number of times. Suppose that (α0, s0) ∈ Ov but that none of the other
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indies in the order interval [(α0, s0), (
α0
qm+1
, 1)) is in Ov (we will refer to this as
property NOI). Then we must have pm(
α0
qm
) = 0.
In order to see this, note that from Proposition 5.4 we have, sine m ≥ 1,
(P − λ)(ξα0,s0Ψα0,s0) = c0ξα0,s0pm(
α0
qm
)Ψ α0
qm
,s0
+
∑
r<s0
cΨ α0
qm
,r +
∑
i<m
r≤s0
cΨα0
qi
,r
for some non-zero c0. We laim that none of the other pairs (α, s) ∈ Ov ontributes
to the oeient of Ψ α0
qm
,s0
in (P − λ)v. Indeed, if some (α, s) ∈ Ov ontributes,
then, sine all indies of the terms of (P −λ)Ψα,s in Proposition 5.4 lie in the order
interval [(α, 1), ( α
qm
, s)], we would have (α, 1) ≤ ( α0
qm
, s0) and (
α0
qm
, s0) ≤ (
α
qm
, s).
By Lemma 5.2 the seond inequality implies that (α0, s0) ≤ (α, s). From the rst
inequality we know that α = α0
qm
qj for some j ≥ 0, hene α = α0
qm+1
qj+1 with
j + 1 > 0, so that (α, s) < ( α0
qm+1
, 1). Hene (α, s) ∈ [(α0, s0), (
α0
qm+1
, 1)) and
(α, s) = (α0, s0) by assumption. Sine there are no other ontributions we must
have pm(
α0
qm
) = 0 as asserted.
Before we proeed, let us introdue some notation as a preparation. If β and
β˜ are non-zero roots of pm, let us say that β ≤ β˜ if β = q
j β˜ for some j ≥ 0.
This introdues a partial ordering on the set of all non-zero roots of pm, and we let
β1, . . . , βh denote the maximal elements (where h ≤ deg pm) in this set. Hene eah
non-zero root β of pm an be written as q
j(β)βi(β) for some uniquely determined
j(β) ≥ 0 and i(β) ∈ {1, . . . , h}. We let J = max{j(β) : β 6= 0 and pm(β) = 0}
denote the maximal degree whih is needed.
Continuing with the proof we note that, if (α0, s0) is a maximal element of Ov,
then ertainly (α0, s0) has property NOI, hene
α0
qm
is of the form qjβi for some
1 ≤ j ≤ J and i ∈ {1, . . . , h}. Sine eah element (α, s) in Ov is dominated by
a maximal element of the form ( α
qk
, r) for some k ≥ 0 and r ≥ 1, we onlude
that eah α that ours in v must be of the form α = qlβi for some l ≥ 0 and
i ∈ {1, . . . , h}. Thus the list of possibly ourring values of α is already shown to
be independent of p ∈ K[X ] and λ, µ ∈ K, as it depends on pm only, but is still
ountably innite at this stage. We show that it is nite by establishing that, in
the unique fatorization α = qjβi of an ourring α, the exponent j is bounded in
terms of d and pm only.
To this end, x i and onsider the set of all j ≥ 0 (if any) suh that qjβi ours
in v, and arrange them in inreasing order, say 0 ≤ j1 < . . . < jt. We will set out
to establish a bound on jt. To start with, note that t ≤ d as v ∈ Ker(p(M) − µ)
and dimKer(p(M)− µ) ≤ d. The next step is to obtain a bound on j1. Among all
s suh that (qj1βi, s) ∈ Ov, let s0 be the largest one. Then (q
j1βi, s0) has property
NOI. Indeed, if another index in the order interval
[(qj1βi, s0), (
qj1
qm+1
βi, 1))
is in Ov then, by the hoie of s0, suh an index must be of the form (
qj1
qa
βi, r)
for some a > 0. But then qj1−aβi ours in v, ontraditing the minimal hoie
of j1. As established above, we must have pm(
qj1βi
qm
)=0. Hene q
j1βi
qm
= qaβi for a
uniquely determined 0 ≤ a ≤ J and we onlude that 0 ≤ j1 ≤ J +m.
The subsequent step is to onsider the jumps jk− jk−1 for k ≥ 2. We laim that,
if k ≥ 2 and jk − jk−1 > m, then jk ≤ J +m. To see this, suppose jk − jk−1 > m
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and among all s suh that (qjkβi, s) ∈ Ov, let s0 be the largest one. Then (q
jkβi, s0)
has property NOI. Namely, if another index in the order interval
[(qjkβi, s0), (
qjk
qm+1
βi, 1))
is in Ov, then by the hoie of s0, suh an index must be of the form (
qjk
qa
βi, r) for
some 0 < a ≤ m. But then qjk−aβi ours in v, and jk−1 < jk −m ≤ jk − a < jk.
Thus jk − a is then properly between jk−1 and jk, ontraditing the denition of
the jl. We onlude that, if k ≥ 2 and jk − jk−1 > m, we must have pm(
qjkβi
qm
) = 0
and hene 0 ≤ jk ≤ J +m as above.
Thus, starting at j1 ≤ J + m, the jumps jk − jk−1 are at most m as soon as
jk ≥ J +m+ 1 (if ever). Sine there are t− 1 ≤ d− 1 jumps, and j1 ≤ J +m, we
onlude that jt ≤ J +m+ (d− 1)m.
This argument applies to all βi with i ∈ {1, . . . , h} and hene there are at most
h(J +m+ (d− 1)m+ 1) ≤ (deg(pm))(J +m+ (d− 1)m+ 1) possible values of α
ourring in Ov. Sine J depends only on pm the proof is omplete.
Although we will not use this in the sequel, the argument atually shows that
for q 6= 1 one an take
LP,d =
⊕
i=1,...h, 0≤j≤J+m+(d−1)m, s=1,...,d
KΨqjβi,s,
with the β1, . . . , βh and J dened as previously in terms of the Z-ation on the
non-zero roots of pm as given by multipliation with powers of q.

7. Proof of Theorem 2.4
We an now put the piees together and prove Theorem 2.4. We may learly
assume that K is algebraially losed. In the notation of the theorem, sine P is not
onstant, σ(P ) is innite by Theorem 3.4. If λ0 ∈ σ(P ), then Ker(P −λ0) has nite
dimension by Theorem 3.2. Sine P and Q ommute, we see that there are innitely
many dierent pairs (λ0, µ0) ∈ K × K in the simultaneous point spetrum with
orresponding simultaneous eigenvetors vλ0,µ0 . As already remarked in Setion 2,
∆P,Q(M,λ0, µ0)vλ0,µ0 = 0 for all suh pairs. Suppose, then, that (λ0, µ0) is in
the simultaneous point spetrum and that ∆P,Q(M,λ0, µ0) is not onstant. Then,
sine (P − λ0)vλ0,µ0 = 0, and the degree of ∆P,Q(M,λ0, µ0) as a polynomial in
M is uniformly bounded by some d as λ0 and µ0 vary, Theorem 6.1 shows that
vλ0,µ0 ∈ LP,d where LP,d is a nite dimensional spae whih depends only on P and
d. But by linear independene, this an happen for at most dimLP,d pairs (λ0, µ0).
For the remaining innitely many (λ0, µ0), ∆(M,λ0, µ0) must be a onstant and
then, as vλ0,µ0 6= 0, it is zero in HK(q).
We onlude that, for all i, δi(λ0, µ0) = 0 for innitely many dierent simul-
taneous eigenvalues. But then δi(P,Q) has an innite dimensional kernel and by
Theorem 3.2 we are done.
Aknowledgments. This work was supported by a visitor's grant of the Nether-
lands Organisation for Sienti Researh (NWO), the Swedish Foundation for In-
ternational Cooperation in Researh and Higher Eduation (STINT), the Crafo-
ord Foundation, the Royal Physiographi Soiety in Lund, and the Royal Swedish
18 MARCEL DE JEU, CHRISTIAN SVENSSON, AND SERGEI SILVESTROV
Aademy of Sienes. We are also grateful to Lars Hellström and Daniel Larsson
for helpful omments and disussions, and to the referee for his detailed suggestions
onerning the exposition of the material.
Referenes
[1℄ S.A. Amitsur, Commutative linear dierential operators, Pai J. Math. 8 (1958), 110.
[2℄ V.A. Artamanov, P.M. Cohn, The skew eld of rational funtions on the quantum plane.
Algebra, 11. J. Math. Si. (New York) 93 (1999), no. 6, 824829.
[3℄ J.L. Burhnall, T.W. Chaundy, Commutative ordinary dierential operators, Pro. London
Math. So. (Ser. 2) 21 (1922), 420440.
[4℄ J.L. Burhnall, T.W. Chaundy, Commutative ordinary dierential operators, Pro. Roy. So.
London A 118 (1928), 557583.
[5℄ J.L. Burhnall, T.W. Chaundy, Commutative ordinary dierential operators. II.  The
Identity Pn = Qm, Pro. Roy. So. London A 134 (1932), 471485.
[6℄ L. Hellström, Algebrai dependene of ommuting dierential operators, Dis. Math. 231
(2001), no. 13, 246252.
[7℄ L. Hellström, S.D. Silvestrov, Commuting elements in q-deformed Heisenberg algebras, World
Sienti, New Jersey, 2000.
[8℄ L. Hellström, S. Silvestrov, Ergodipotent maps and ommutativity of elements in non-
ommutative rings and algebras with twisted intertwining, J. Algebra 314 (2007), 17-41.
[9℄ I.M. Krihever, Algebrai urves and non-linear dierene equations, Comm. Mosow Math.
So. 33 (1978), no. 4 (202), 215216.
[10℄ D. Larsson, S.D. Silvestrov, Burhnall-Chaundy theory for q-dierene operators and q-
deformed Heisenberg algebras, J. Nonlinear Math. Phys. 10 (2003), Suppl. 2, 95-106.
[11℄ L. Makar-Limanov, Centralizers in the quantum plane algebra, Studies in Lie theory, 411-416,
Progr. Math., 243, Birkhäuser Boston, Boston, MA, 2006.
[12℄ D. Mumford, An algebro-geometri onstrution of ommuting operators and of solutions
to the Toda lattie equation, Kortewegde Vries equation and related non-linear equations,
Pro. Int. Symp. on Algebrai Geometry, Kyoto, 1978, 115153.
[13℄ S. Silvestrov, P.C. Svensson, M. de Jeu, Algebrai dependene of ommuting elements in
algebras, to appear.
[14℄ P. van Moerbeke, D. Mumford, The spetrum of dierene operators and algebrai urves,
Ata Math. 143 (1979), 93154.
Marel de Jeu, Mathematial Institute, Leiden University, P.O. Box 9512, 2300
RA Leiden, The Netherlands
E-mail address: mdejeumath.leidenuniv.nl
Christian Svensson, Mathematial Institute, Leiden University, P.O. Box 9512,
2300 RA Leiden, The Netherlands, and Centre for Mathematial Sienes, Lund
University, Box 118, SE-221 00 Lund, Sweden
E-mail address: hrissmath.leidenuniv.nl
Sergei Silvestrov, Centre for Mathematial Sienes, Lund University, Box 118,
SE-221 00 Lund, Sweden
E-mail address: Sergei.Silvestrovmath.lth.se
