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The current Situational Space Awareness (SSA) is faced with a huge task of track-
ing the increasing number of space objects. The tracking of space objects requires
frequent and accurate monitoring for orbit maintenance and collision avoidance using
methods for statistical orbit determination. Statistical orbit determination enables
us to obtain estimates of the state and the statistical information of its region of
uncertainty given by the probability density function (PDF). As even collision events
with very low probability are important, accurate prediction of collisions require the
representation of the full PDF of the random orbit state. Through representing the
full PDF of the orbit state for orbit maintenance and collision avoidance, we can take
advantage of the statistical information present in the heavy tailed distributions, more
accurately representing the orbit states with low probability. The classical methods
of orbit determination (i.e. Kalman Filter and its derivatives) provide state estimates
based on only the second moments of the state and measurement errors that are cap-
tured by assuming a Gaussian distribution. Although the measurement errors can
be accurately assumed to have a Gaussian distribution, errors with a non-Gaussian
distribution could arise during propagation between observations. In order to obtain
an accurate representation of the PDF that incorporates higher order statistical in-
formation, we propose the use of nonlinear estimation methods such as the Particle
Filter. A Particle Filter (PF) is proposed as a nonlinear filtering technique that is
capable of propagating and estimating a more complete representation of the state
distribution as an accurate approximation of a full PDF. The PF uses Monte Carlo
runs to generate particles that approximate the full PDF representation. Moreover,
xxi
during longer state propagations, we propose to represent the final state vector as
a compressed probability mass function (PMF). Multivariate PDF compressions are
computationally costly and could potentially be numerically intractable. We tackle
this issue by decorrelating the nonlinear multivariate state PMFs using an improved
nonlinear factor analysis (NFA) that uses a multilayer perceptron (MLP) network to
model the state nonlinearities and obtain the sources that also incorporates the Fast
Independent Component Analysis (FastICA [a faster computational method for ICA])
to obtain the independent and decorrelated states. Methods such as the Principal
Component Analysis (PCA) are based on utilizing moments that only incorporate
the second order statistics, hence will not su ce in maintaining maximum informa-
tion content. On the other hand, the Independent Component Analysis (ICA) is
a non-Gaussian decorrelator that is based on a linear mapping scheme, that does
not incorporate the non-linear information. The PDF compressions are achieved by
implementing the fast-Fourier Transform (FFT) and the wavelet transform (WT) to
construct a smaller subset of data for data allocation and transmission cost reduction.
The accuracy of tracking the space objects as well as reduced costs will help increase
the capability of tracking the increased number of space objects. We use statistical
information measures such as the Kolmogorov-Smirnov (K-S) test and the Kullback-
Leibler Divergence (KLD) metric to quantify the accuracy of the reconstructed state
vector and the cost reduction is measured by the number of terms required to repre-
sent the states. A performance plot illuminates the performances of the transforms
over a range of compression rates. Simulations are performed on real and simulated
data to demonstrate the approach for this work.
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1. INTRODUCTION
In history, the pioneers of astronomy have always been curious about the planets’ tra-
jectories with demonstrated attempts in characterizing their orbits. From Newton’s
derivation of the the law of gravity [1,2] to astronomers such as Johannes Kepler and
Carl Friedrich Gauss, the derivation of the laws of planetary motion and the methods
of preliminary orbit determination were developed [3–5]. The knowledge of the ob-
servations of the motion of the space object and the orbit’s mathematical model are
necessary to accurately describe the trajectory of the orbit over time. Preliminary
orbit determination involves solving for the six orbital elements from a minimal set
of observations. Methods such as the Gibbs’ method solve for the orbital elements
using three geocentric position vectors at three di↵erent instances in time [3]. The
Lambert problem is an approach that determines the orbit from two position vectors
and the time between them [3]. However, these methods were developed solely for
preliminary orbit determination and are not applicable for longer tracking arcs that
are more prominent in the tracking of space objects [2, 3, 6]. Therefore, the need for
more advanced orbit determination methods became eminent.
Moving on to a few decades ago, we have had the privilege of observing space
missions that ranged from orbiting the earth, moon landings, international space
station docking and rendezvous to satellite orbit launches. All these missions required
accurate orbit determination and tracking to ensure a part of the success of the
mission. Henceforth, there currently exists a large number of satellites launched into
space since 1957. These operational satellites that orbit the earth require constant
monitoring for orbit maintenance, tracking and collision avoidance. In addition, there
also exists a large number of space debris that also require tracking for collision
avoidance with the operational satellites and other space debris.
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In 2009, the United States Strategic Command (USSSTRATCOM) presented a
tracking update stating that approximately 19,000 space objects over a diameter of
10 cm were being tracked and more than 600,000 space objects with diameters over
1cm remained unobserved or untracked [7]. Moreover, there is an estimated number
in the tens of millions of space objects sizing less than a 1 cm diameter orbiting
the earth, that remain untracked [7]. The description of these space objects range
from space debris (spent rocket stages, defunct satellites and collision fragments) to
functionally operating satellites. This increase in density of space objects orbiting the
earth continues to grow and threatens the density capacity that may reach a critical
point in the near future. At this critical density point, the space objects can trigger a
cascading collision known as the Kessler’s syndrome in which the space objects collide
with each other in a chain reaction at a point of no return [8–10]. This will have a
consequential negative impact that may threaten our daily activities ranging from
communication network capabilities to national security.
Most recent collision examples include the Shuttle Endeavor’s radiator that was hit
by a small space debris that punctured a hole about half an inch wide during mission
STS-118 in 2007 [11]. In 2009, CelesTrak predicted that an Iridium Satellite and the
defunct Russian Satellite Cosmos would have a close approach of 584 meters [12,13],
nevertheless they collided with one another proliferating into around 500 smaller
pieces that needed to be tracked to avoid potential collisions [12]. Additionally,
since 1998, the International Space Station (ISS) has been required to perform 13
maneuvers to avoid collisions with space debris [14]. The ISS maneuver in 2009 was
performed to avoid the debris from the Iridium and Cosmos satellite collisions. This
required 30 hours to plan and execute [14] as well as the cost of propellant for the
delta-V maneuver implemented. Additional maneuvers have also taken place since
then. Hence, it is imperative that accurate methods for orbit determination need to
be developed that are capable of accurately tracking and cataloging the increasing
number of space objects in a cost e↵ective manner.
3
1.1 Background and Literature Review
1.1.1 Statistical Orbit Determination
One of the earliest filtering methods developed was a linear filtering method known
as the Kalman Filter (KF) developed by Rudolph Kalman. The KF estimates the
state by predicting its mean and covariance through the linear dynamics and up-
dating them whenever measurements are available [15]. The major assumption for
this method was that the underlying mathematical model dynamics were linear and
that all the error terms and measurements possessed a Gaussian distribution. How-
ever, since most systems are nonlinear in nature, a derivative of the KF was derived
known as the Extended Kalman Filter (EKF) [16] to tackle nonlinear systems. This
is probably the most widely used estimation algorithm for nonlinear systems based
on the assumption that the systems possess almost linear properties subject to the
time scale of the measurement updates [17–20]. The EKF works by computing the
linearized dynamics and measurement models formulated on the assumption that the
Jacobian matrix exists 1. The mean of the state is predicted through the nonlinear
dynamics and the covariance matrix is predicted linearly based on the computed state
transition matrix.
Other filtering methods that have been proposed for nonlinear dynamics include
the Unscented Kalman Filter (UKF) [18, 23], which uses a deterministic sampling
technique called the unscented transform to select a minimal set of sample points
known as the sigma points around the mean of the state. These sigma points are
then propagated through the nonlinear dynamics and then the mean and the covari-
ance are eventually constructed from these weighted sigma points [18,24]. The UKF
is considered to have superior implementation properties to the EKF since it does not
require the computation of the Jacobian matrices and is comparable to the second or-
der Gauss filter [24,25]. However the UKF is still somewhat limited for non Gaussian
1
Since some systems may contain discontinuities or singularities [21,22] the Jacobian may not always
exist.
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distributions. Despite that the sigma points are propagated through the nonlinear
dynamics, the final mean and covariance are calculated from these points and hence
represent only second order moment statistics that are insu cient for a non Gaussian
representation in some cases. Other variations of the KF include the square root
unscented Kalman Filter [25], square root information filter [26], central di↵erence
Kalman Filter [27], ensemble Kalman Filter [28], Schmidt-Kalman Filter [29] and the
Invariant Extended Kalman Filter [30] just to name a few. These filters attempt to
estimate the state and the covariance by approximating the nonlinear dynamics with
some representation of the mean and covariance while assuming Gaussian character-
ization.
For a case where one has a vector sequence of measurements, the state vector at a
given time can be calculated based on minimizing the weighted sum of the squares of
the calculated observation errors [6]. This method is generally known as the weighted
Batch Least squares, which is the mostly used method for space object tracking and
cataloging. In order to obtain an accurate state estimate, the least squares solution
requires iterations to allow the error to converge to zero and is usually implemented
as a post-measurement processor and not for online implementation.
For statistical orbit determination (SOD), the EKF and UKF estimators may not
always be the best choice of an estimator for all problems because they only consider
the second moments of the random state vector. As long as the observation error
and process noise can be accurately assumed to have a Gaussian distribution, these
second moments are su cient to infer all the other higher order statistics as well. One
example in which the non-Gaussian errors could arise is when observations are based
upon short arcs of tracking data when tracking orbit debris. Another example is the
need for an accurate prediction of the states over longer durations of time which is
imperative for such tracking and collision avoidance applications.
In order to incorporate the non-Gaussian e↵ects in our models, we consider using
the Particle Filter (PF). The PF algorithm is a Bayesian nonlinear filtering technique
that is based on a sequential Monte Carlo approach representing the required PDF by
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a set of random samples or particles. This non-Gaussian Bayesian approach to state
estimation involves the construction of the PDF of the current state of an evolving
system conditioned on the accumulated time history of observations or measurements
[31,32]. The central idea of the PF is to estimate the required state PDF by using a
set of random samples (particles) with their corresponding weights.
A thorough investigation of the PF algorithm with a study of its various derivatives
was presented by Arulampalan et al. [33]. Their analysis was focused solely on a
nonlinear dynamic scalar case and was implemented over relatively shorter durations
of time as well compared to orbit determination applications. In [34], Soto also
presented some work on a self adaptive PF that calculates the number of particles
required at each iteration and illustrates an example for a 2-dimension dynamic model.
However, such constraints are challenging to apply to a larger dimensional model and
can be computationally costly, but with the use of modern computing capabilities,
this may well prove to be a viable approach for SOD in the future. In relation to
orbit determination applications using the PF, Gang and Xiao-Jun [35] demonstrate
the usage of adapting of the number of particles required to represent the PDF due
to the fact that the PF experiences a problem known as sampling degeneracy. This
is when the e↵ective number of particles required to fully capture the PDF decreases
over longer durations of time, caused by small measurement noise or data outliers.
Their work was done to compare the PF to EKF and UKF over shorter durations of
time and to deduce the optimal number of particles required for an orbit with a low
eccentricity of 0.001165. A similar approach on the PF by Hwang and Speyer [36]
is focused on an adaptive resampling method of avoiding sampling degeneracy for
relative positioning using GPS carrier-phase measurements. The orbit in question
was nearly circular and hence did not depict strong nonlinear behavior. Also, the
simulations were performed over relatively shorter durations of time in which the
e↵ects of sampling degeneracy may not be manifested in such cases.
The PF’s accurate representation of the PDF increases with the increase of the
use of a large sample of particles, therefore demonstrating the e↵ectiveness of its use
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for longer predictions in eccentric orbits. Part of our focus is applying the PF for
SOD by tackling highly nonlinear orbits with larger eccentricities and larger state
dimensions that possess a stronger non-Gaussian state distribution over time.
1.1.2 Non-Gaussian state representation
The a priori orbit state vector’s uncertainty is typically represented as a Gaussian
distribution. However, the state prediction using non-linear dynamics would evolve
this distribution into a non-Gaussian one over time. For tracking applications, the
probability of collision events are of interest, which may be strongly pronounced in
the heavy tails of the distribution. Approximating the distribution as a Gaussian dis-
tribution eliminates this information in the tails of the distribution. The heavy tailed
distributions are more common for orbits with higher eccentricities or ephemerides
with larger initial uncertainties predicted over longer durations of time. Figure 1.1
provides an illustration of the nature of the region of uncertainty as it evolves over
time. The ground station provides the measurements for the state update, therefore a
Gaussian distribution during such instances is an accurate representation since most
measurement uncertainties are usually Gaussian distributed.
The goal is to capture the entire region of the non-Gaussian uncertainty or state
PDF representation to account for the uncertainties beyond the second order moments
while maintaining state estimation capabilities for measurement updates. In the
literature, models such as the Gaussian Mixture Model (GMM) have been proposed
to capture the PDF as a mixture of Gaussian sums [37, 38] and utilize the UKF for
each individual Gaussian mixture during measurement updates [38]. However, the
limitations of capturing the statistical information up to the second order moments
only still apply in this case. DeMars et al. embraced the use of GMM to represent the
non-Gaussian state PDF by splitting the distribution into a sum of Gaussians based
on the detection of nonlinear e↵ects during prediction [39]. The splitting technique
is triggered once a change in the di↵erential entropy between that of a linearized
7
Figure 1.1. Planar view of Gaussian uncertainty evolving into a non-
Gaussian during prediction.
and a nonlinearized prediction is realized beyond a preset threshold [39, 40]. This
implementation is capable of reducing the errors caused by the lower-order Taylor
series approximation of the nonlinear system. The nonlinear prediction’s entropy is
based on the UKF’s predicted covariance matrices of a predetermined GMM. The
measurement update is performed simultaneously for each mixture of the Gaussian
sums using the UKF [39]. The di↵erential entropy for some favorable dynamical
models can be computed to a value of zero implying a constant entropy. However, this
is not always the case for higher-fidelity models that contribute to some dissipation of
energy (ex. Drag terms) which will require the computation of the Jacobian at each
time step for both linearized and nonlinearized models, which may be computationally
costly depending on the number of Gaussian sums in operation.
To incorporate higher order moments, relatively similar work was done by Park
et al. by demonstrating the use of state transition tensors that are higher-order
state transition matrices capable of capturing the non-Gaussian statistical informa-
tion through the nonlinear dynamics and measurement updates [17]. However, this
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implementation requires computing the higher-order derivatives to implement the
Taylor series expansion, which can be computationally costly. Additionally, Jones et
al. demonstrated the use of Polynomial Chaos Expansions (PCEs) for the nonlinear,
non-Gaussian propagation of the orbit state uncertainty and its application to con-
junction assessment [41, 42]. The PCEs approximate the stochastic solution of the
ordinary di↵erential equation to describe the spatial density of possible solutions at a
later time using a smaller number of coe cients to capture the non-Gaussian uncer-
tainty representation. However, there is still more work to be done to demonstrate
using PCEs to perform measurement updates during the state estimation process.
Since most methods use Monte Carlo methods as a benchmark to verify their ap-
proaches, the PF as Monte Carlo method is proposed as an alternative approach since
the state representations are already captured as a full PDF using the particles with
their corresponding weights. Therefore, as the state evolves through the nonlinear
dynamics and measurement updates, a full PDF is always available, represented as
uniformly weighted particles respectively or weighted particles respectively. However,
the PF does have some drawbacks as well. With the large number of particles that
are required for estimation, the computational costs incurred may be huge. Addi-
tionally, during measurement updates the PF goes through a sampling degeneracy
phenomenon in which a large number of samples carry insignificant weights and could
cause the filter to diverge. Nevertheless, there are ways that have been proposed to
address these shortcomings, as will be discussed in the following chapters.
1.1.3 Compression Schemes and Information measures
The representation the orbit state PDF with a large number of particles is not
a practical representation for the storing or transmission of the ephemerides. Part
of the objective of this work is to develop new methods for representing the full
PDF of the orbit state in a compact data record which could be distributed much
in the same way as ephemerides are today. This compact representation is particu-
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larly important for the orbit debris monitoring problem in which tens of thousands
of objects must be tracked continuously. Common ephemerides, for example the
North American Aerospace Defense Command (NORAD) Two-Line Elements (TLE)
only represent the mean orbit state, providing no information on its probability dis-
tribution [43, 44]. Conventional methods that perform orthogonal transformations
to obtain linearly uncorrelated variables such as the PCA with covariance informa-
tion, would lose information present in the higher moments by assuming a Gaussian
distribution [45, 46]. The non-Gaussian counterpart of the PCA known as the ICA
performs the state decorrelation by finding the directions for the components based
on maximum or minimum kurtosis and incorporates statistical information up to the
fourth moment [46–48]. However, the ICA obtains these components with higher
order moments using a linear mapping versus a nonlinear mapping and therefore pro-
duces components that are not independent if they possess strong nonlinear behavior.
We approach this problem by implementing the method of blind source separation of
nonlinear mixtures known as the NFA that uses a MLP network to model the nonlin-
earity of the mixtures, or in this case the observed orbit state. The NFA method was
developed by Valpola et al. in [49–51]. The obtained sources are then rotated into a
space using the FastICA [48,52–54] that discovers the underlying nonlinear manifold.
It verifies the sources to be non-Gaussian by demonstrating favorable reconstructions
of the mixtures [49, 50]. The rotated sources or components are uncorrelated and
independent which allows for the compression of the univariate PDFs.
The PDF can be regarded as a signal when it comes to applying a compression
scheme. This allows us to look at various signal processing methods for data com-
pression such as the FFT and the WT. The FFT is an algorithm that computes the
discrete Fourier transform (DFT) and can also find its inverse using a set of com-
plex coe cients. The FFT is an advantageous method because it is much faster that
the DFT [55], requiring O(N log
2
(N)) operations versus O(N2) for the DFT [55,56].
The FFT will be applied to the univariate PDFs to obtain the compressed forms.
Another interesting compression scheme is the WT that uses wavelet filters or bases
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capable of characterizing transient behavior due to its localization in both time and
frequency. Wavelets posses good time-frequency localization, are fast algorithms and
are simplistic in form for use in extracting information from data [57,58]. The wavelet
transform decomposes the density as a signal into coarse approximation and detail in-
formation coe cients that are associated with the low-pass filter and high-pass filters
respectively [59]. The WT has been used to estimate PDFs [60] based on its ability
to achieve optimal mean integral square error (MISE) rates for many rich smooth
families of densities [60]. The univariate PDF estimator using the WT is easier to
implement compared to a multivariate wavelet density estimator based on multi res-
olution analysis which requires a construction of tensor products of the multivariate
wavelets. These can rapidly increase in size for a larger dimensional state [61].
The accuracies of the compressed state is performed using the K-S test and the
KLD distance metric as information measures. The K-S test is a nonparametric test
that can be used to compare the equality of two sample distributions by quantifying
the distance between the empirical cumulative distribution functions [62, 63]. The
K-S test is useful in comparing two sample distributions as it is sensitive in both
the location and shape of the cumulative distribution functions. The KLD distance
metric value of zero signifies that the two distributions are equivalent to each other,
with a positive increasing value from zero if they are not. We will also quantify the
number of terms required to represent the PDF based on the compression schemes as
they compare to the uncompressed PDF represented using the particles from the PF.
1.2 Problem Statement
The increase in the number of satellites in space poses a new challenge in orbit
catalog maintenance. The large number of measurements required to track and pre-
dict all the satellites drastically increases the computational e↵ort and data storage
requirements. To address these challenges, a state compression scheme is proposed
that could generate the state of the satellite or space object with minimal computa-
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tional e↵ort and data storage and transmission requirements within specified accuracy
limits. This state compression scheme can also be applied to long-propagated GNSS
ephemeris with applications that range from E-911, Location Based Services (LBS),
the Space Situational Awareness (SSA) problem in the generation and maintenance
of large catalog (> 15000) of orbiting bodies, collision avoidance applications as well
as diverse NASA missions that include GPS applications [64].
We propose a solution referred to as state PDF compression in that it is necessary
to use the smallest data length and model complexity as possible to describe the orbits
and their state at a given epoch within the error tolerances and time of applicability,
so as to reduce the computational load and data storage in the applications mentioned
above [64].
The compression schemes proposed are the Fast-Fourier Transform and theWavelet
Transform. These transforms are relatively simple and quick to implement for univari-
ate PDF representations. Therefore, our state data will be decorrelated to produce
uncorrelated and independent states that will be valid for univariate PDF compres-
sions.
The compression scheme will be paired with the Particle Filter (PF) estimation
algorithm that approximates the evolution of the full state PDF compared to the
classical orbit determination estimation algorithms involving only the second mo-
ments of the state and measurement errors assuming a Gaussian distribution. The
statistical information of the state compression schemes will be assessed using dif-
ferent information measures such as the Kullback-Leibler divergence (KLD) and the
Kolmogorov-Smirnov (K-S) tests as measures of the accuracy of the PDF information
content.
1.3 Thesis outline
This PhD research work is focused on addressing the SSA challenges of track-
ing the numerous space objects to avoid collisions and the destruction of expensive
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and important satellite assets. The present chapter has provided a detailed intro-
duction to the problem as well as an extensive literature review on SOD methods,
non-Gaussian state representation, compression schemes and information measures.
Chapter 2 will cover the mathematical background of the orbit dynamics, reference
frames and observation models. Chapter 3 will cover the methods of statistical orbit
determination using state estimators and their derivatives. Chapter 4 will cover the
particle filter as the main filter or state estimator for this work. The particle filter
derivatives will be examined and their pros and cons will be discussed. Simulation
results comparing the particle filter to the extended Kalman filter and the Gaussian
mixture model using the unscented Kalman filter will be presented. Chapter 5 will
delve into the methods of multivariate PDF decorrelation. The principal component
analysis will be compared to the independent component analysis and a description
of their pros and cons will be presented using simulations. The nonlinear factor
analysis method will be introduced as a derivation from neural networks and its ap-
plication for the multivariate state PDF decorrelation. Chapter 6 will explain the
approaches taken to perform the univariate PDF compressions using the Fast-Fourier
transform and the Wavelet transform. Chapter 7 will walk through the state vector
reconstruction process of the compressed PDFs to obtain the original state vector
using the inverse transforms, inverse FastICA and a feed-forward propagation of the
MLP network model. Chapter 8 will discuss the various methods used to quantify
the accuracy and cost e ciency of our approach using information measures such as
the Kolmogorov-Smirnov test, the Kullback-Leibler Divergence distance metric and
the number of terms used for a 50% compression rate. We will discuss the simulation
results for two state vectors examples at a given epoch that involve a slightly non-
Gaussian and a highly non-Gaussian ephemerides. These results will be compared
with the scenario in which only the FastICA is implemented without pre-processing
using the NFA. Conclusions and future work will be presented in Chapters 9 and 10
respectively.
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2. THE ORBIT PROBLEM
Johannes Kepler, one of the famous pioneers in astronomy, formulated the three laws
of planetary motion based on planetary position data [6]:
1. The orbit of each planet is an ellipse with the Sun at one focus;
2. The heliocentric radius vector of each planet sweeps over equal areas
in equal time;
3. The square of the orbital period is proportional to the cube of the
ellipse’s semimajor axis.
However, Isaac Newton was the one who established the mathematical formulation of
the Three Laws of motion that led to the basic concepts of mechanics and gravitation
[2,3,6]. These laws were presented in the Principia in 1678 that was later translated
from the original Latin version to English in 1729 [6], stating:
• First Law: Every body continues in its state of rest, or of uniform
motion in a straight line unless compelled by an external force to act
otherwise.
• Second Law: The change in motion is proportional to the motive
force impressed; and is made in the direction of the line in which
that force is impressed.
• Third Law: To every action there is an equal and opposite reaction.
From these laws, Newton deduced the Law of Gravitation which are given as [6]:
The mutual force of gravitational attraction Fg between two point masses









where G is the Universal Constant of Gravitation and r is the distance





The Laws of Newton contain four important concepts that provide the
foundation for the mathematical description of orbital dynamics. The
concept of a point mass postulated under these laws infers that the body
possesses no physical dimensions and that all its mass is concentrated to
a single point. The concept of an inertial reference frame is central to
Newton’s Second Law that refers to an existence of a coordinate system
with a zero acceleration. The concept of a force is defined as the source
of the acceleration experienced by the point mass. Finally, the concept of
a uniformly changing time is also foundational to these Laws as well [6].
The fundamental description of the two-body problem serve as a useful reference,
but it does not su ce for realistic representations of the actual satellite motion. Addi-
tional perturbations from other bodies and forces need to be considered. However, this
work is presented within the context of addressing the problem related to SOD, and
a two-body problem will su ce as our working model. This assumption is validated
since the force model based on the gravitational e↵ects of the two-body problem is on
the orders of magnitudes higher compared to other perturbing forces [2]. Moreover,
the nonlinear e↵ects are strongly contributed by the gravitational forces compared to
the other perturbations, which is what we intend to study and address in our work.
Therefore, a higher fidelity force model can be considered within the scope of the
future work to be done.
2.1 Two-body motion
We describe the two-body force model derivation as described by Curtis in [3]:




, as illustrated in




are the masses for the
Earth and a satellite (for example the Moon, an orbiting artificial satellite)
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respectively, with an inertial non rotating coordinate system (X,Y,Z). The
Figure 2.1. The two-body problem.





. The position of M
2
with respect to M
1
is described by the
vector r [3, 6]. The governing equations of motion are therefore derived


























, is the second time derivative of the position vector R
1
and t represents time. The equations of relative motion can be readily
calculated to be:
r̈ =   µ
r3
r (2.4)










is typically the Earth









2.1.1 The orbit equation





, is defined by crossing Equation 2.4 both sides with the
specific angular momentum h [3]:
r̈⇥ h =   µ
r3
r⇥ h (2.6)





1 + e cos ✓
(2.7)
where e is the eccentricity (the magnitude of the eccentricity vector) and
✓ is the variable angle between the fixed eccentricity vector e and the
variable position vector r known as the true anomaly [2, 3].
2.1.2 Orbital elements
To define an orbit in a plane requires the knowledge of the eccentricity
e and angular momentum h parameters [3, 44]. The e values range from
0  e < 1 depicting the shape of a closed orbit from a circular shape to
varying degrees of eccentric ellipses (see Figure 2.2). Open orbits such as
the parabolas and hyperbolas have eccentricity values of e = 1 and e > 1
respectively [3].
Other parameters such as the semi major axis a, specific energy ⇠ and the
period P are obtained from these two parameters. The semi major axis
a is half the distance from perigee (the position of the minimum value of
r) to apogee (the maximum value of r). The semi minor axis b is defined
as the distance of the perpendicular bisector of the Apse Line, as shown
in Figure 2.2. The semi minor axis b is derived interns of the semi major





Figure 2.2. Elliptical orbit with M
1
at the Focus.
The period P is the duration of the satellite traveling along the orbit path
for one complete revolution. To find the P of the orbit, we address Kepler’s





Given that  A = ⇡ab is the area for an ellipse and  t = P (for a circle




Also given that when ✓ = 180 ; ra = h
2
µ(1 e) denoting the farthest point
of the object from the center object known as apoapse (apogee when the
Earth is the center object) and when ✓ = 0 ; rp = a(1   e) denoting
the closest point of the object from the center object known as periapse
(perigee when the Earth is the center object); we can determine that
2a = rp+ ra. Therefore, substituting the value of a and Equation 2.8 into




















µa(1  e2), after substitution and simplification the orbital






To locate a point on the orbit requires the knowledge of a third parameter,
the true anomaly ✓, which also provides us some information of time
since perigee [3]. From the orbit equation, Equation 2.7, if we know ✓,
then we can also solve for the distance r at any given time. However,
a simple direct relation between ✓ and time does not exist [6]. Hence,
a transformation between time and an alternate angle E known as the
eccentric anomaly is expressed by Kepler’s Equation:





where tp is the time since perigee (Note that tp denotes the time since any
periapse, perigee only refers to the Earth as the center body). Kepler’s





E   e sinE = Me (2.15)
hence solving for E requires an iterative procedure such as the Newton’s






x = E and f(x) = Me
Ei+1 = Ei  
Ei   e sinEi  Me
1  e cosEi
(2.17)
The iteration is performed until the di↵erence between Ei+1 and Ei is
within a set predefined tolerance.
In summary, the six orbital elements are [3]:
• a semi-major axis
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• e eccentricity
• ⌦ right ascension of the ascending node (RAAN)
• i inclination angle
• ! argument of perigee
• ✓ true anomaly
Given the position r and the velocity v in the geocentric equatorial frame,
we are able to solve for the orbital elements as follows:
Figure 2.3. Geocentric equatorial frame and the orbital elements.
2.2 Nonlinear e↵ects in Orbit Determination
Solving for the Eccentric Anomaly E from Kepler’s Equation has been quite an
interesting challenge to resolve in numerous attempts for centuries since the mid to
late1600s [65] (as was shown in Equation 2.15). This is mainly because Kepler’s
Equation is considered to be a transcendental equation due to its di culty in ob-
taining an algebraic solution for E without the use of numerical analysis or Taylor
series expansions [66]. However, even with the use of these approaches, the values of
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E obtained are approximations based on certain assumptions computed for specified
tolerances.




(t  tp) could be defined as the angular
distance from periapse in which a “fictitious” planet would have moved if it were
moving on the auxiliary circle of radius a and a constant angular velocity [67]. The
orbital period of the “fictitious” planet would have the same orbital period on the
auxiliary circle as the planet on the elliptical orbit. The relationship between Me
and E is what derived Kepler’s Equation and based on their geometric and time
relationship, various achievements have been made in approximating the exclusive
value of E from this transcendental equation.
Figure 2.4. Eccentric anomaly with respect to planet’s position in elliptical orbit
Long before the advent of computing technology, the solution for E was derived us-
ing various geometric analyses. Methods such as the Cassini, Horrocks and Horrebow
Solutions presented geometric and trigonometric analyses that used mathematical
relations involving arc lengths, angles and radial distances [65]. The interesting ge-
ometric solutions involved the Cycloid approach and the Curve of sines to find the
solution for E. The accuracies of the solution for E demonstrated strong dependence
on the size of the eccentricity [65]. The more eccentric the orbit, the less accurate
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the calculated value for E became. Additionally, these geometric solutions involved
approximations that limited the accuracies of the calculated E.
Other interesting ways to solve for E involved the use of infinite series to represent
E in powers of Me or e as approximations. Lagrange’s derivations is an example of
such an approach that uses the power series of e to estimate E [3, 65]. However the
solutions for E seemed to diverge upon e > 0.667 [65]. Other infinite series involve
the Lie-Series that attempts to solve for E using a power series of both Me and e.
The accuracy of this method proved to be useful for values of e closer to zero but
required a good accurate knowledge of Me at the initial time for a relatively good
approximation of E [65]. Another example involved the use of Bessel functions of the
first kind as an approximation of E which resulted in good converging values for all
e values less that 1 [3]. The accuracy of the Bessel function approach depends on
the number of terms used to represent this series and is directly proportional to the
degree of eccentricity presented [3]. Therefore, the more number of terms used, the
more accurate the calculated value of E for increasing values of e.
Over time and with the emerging promising use of computers, the use of iterative
methods in solving for E was introduced. The iterative methods such as Newton’s
method (the most commonly known and used) can be used to solve for a variable x
for a given transcendental function f(x) as:
f(x) = x  F (x)
F 0(x)
(2.18)
where F (x) can be substituted as F (E) = E   esin(E) Me. Therefore, the solving
of E is iteratively obtained as:
En+1 = En  
En   esinEn  M
1  ecosEn
; for n = 0,1,2,3,... (2.19)
The iteration is performed over a finite value of n until the convergence tolerance is
met.
In a general perspective, the representation of E from Kepler’s Equation for all
types of trajectories (elliptical, parabolic and hyperbolic) can be captured universally
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in terms of the universal anomaly   [3,65]. Since most orbit determination problems
are focused on closed trajectories, we will elaborate the representations based solely






























z = ↵ 2 (2.24)
The C(z) and S(z) functions are known as the Stump↵ functions that are related
to the circular trigonometric functions. The Stump↵ functions can be written as a
sum of infinite series and are therefore approximate solutions as well [65]. Hence, the
universal anomaly can be solved iteratively using Newton’s method for a specified
tolerance.
Based on the general methods described to solve for E from Kepler’s Equation,
it is evident that the highly eccentric orbits possess more limitations. Examples such
as requiring higher order terms in the series representations or requiring additional
steps of iterations for the iterative computations are direct e↵ects on the accuracy of
E obtained.
When it comes to orbit determination, the nonlinear dynamics and observation
models are not capable of presenting direct algebraic representations of the state vec-
tor. Hence, the need to solve for the Jacobian of both models that demonstrate a
linearized model from the first term retention of theTaylor series evaluated at a ref-
erence state is assumed to su ce. These representations are su cient for orbits with
relatively low eccentricities that possess less pronounced nonlinear behavior compared
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to orbits with higher eccentricities in which a higher order term(s) may be required
for accurate orbit determination.
Classical filtering methods that are applied to orbits with higher eccentricities
demonstrate interesting behaviors at periapse. This is primarily due to the nonlinear
nature of the orbits. In essence, with the conservation of angular momentum, an
increase in speed will result to a decrease in radial distance. As an object nears peri-
apse, the speed increases and the radial distance decreases at rapid rates inherently
due to the strongly pronounced nonlinearities at periapse.
Based on these observations, one might need to survey other methods beyond the
use of linearized nonlinear models at a reference point. The capability of predicting
the state vector through highly nonlinear regimes such as the periapse requires the
incorporation of higher order terms in the Taylor series or a full non-Gaussian PDF
representation if considering a statistical orbit determination problem.
In this work, part of the e↵ort is devoted in addressing and incorporating these
nonlinear behaviors for a stochastic model that tend to manifest as higher order
moments beyond the Gaussian representation.
2.3 Reference Frames
Here we present some background on the various frames of reference and their
transformations that are required for orbit determination applications. Instances,
where a transformation is typically required is during measurement updates obtained
from ground based sensors. The examples of the frames and transformation matrices
are detailed as follows [2, 3, 6, 44]:
2.3.1 Perifocal Frame
If both the satellite body M
2
and the central body M
1
are in motion, the
reference frame {X, Y, Z} alone as shown in Figure 2.1 will not su ce
to capture the relative motion between the two objects. Hence, a frame
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centered at the focus of the orbit of body M
2
known as the perifocal
frame {P,Q,W} in the directions of the unit vectors {p̂, q̂, ŵ} shown
in the orbit plane view of Figure 2.5 can be used as a reference inertial
frame or coordinate system (where ŵ is in the direction of the angular
momentum ĥ pointing out of the page).
Figure 2.5. Position and velocity relative to the perifocal frame.
In the perifocal frame, the position vector rPQW and the position vector












































There are ways that the body M
2
can be represented and transformed
in terms of other frames of references, as will be demonstrated in the
following sections.
2.3.2 Geocentric Frame or Earth Centered Inertial (ECI)
The geocentric frame is the reference frame {X, Y, Z} as shown in Figure
2.3. This frame is centered on the Earth’s center with the fundamental
plane as the Earth’s equator. The frame is considered to be a non-rotating
frame fixed in space and is often referred to as the Earth-Centered Inertial
(ECI) frame [3, 44].
Transformation between geocentric and perifocal frames
The transformation from the ECI frame to the perifocal frame can be
accomplished using a sequence of three rotations. The first rotation is
along the Z-axis also known as the K̂ direction via the right ascension
of the ascending node ⌦, that subsequently changes the Y- and Z- axes
from Î and Ĵ to Î0 and Ĵ0 [3, 44]. The orthogonal transformation matrix
associated with this rotation is denoted as Rot
3
(⌦), where the subscript
means that the rotation is performed around the 3rd direction (i.e. the K̂
direction). The second rotation Rot
2
(i) is along the rotated node line N
that is now Î0, through the inclination angle i that brings the XY plane
parallel to the orbital plane. The final rotation Rot
3
(!) rotates the unit
vector Î0 along the orbital plane through the argument of perigee ! [3].
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Let the transformation matrix XY ZQrotPQW denote the transformation
matrix from the ECI frame {X, Y, Z} to the perifocal frame {P,Q,W}.
This is equivalently the product of the three rotational matrices. Therefore
substituting the three matrices yields the following expression:
XY ZQrotPQW = Rot3(!)Rot1(i)Rot3(⌦) (2.30)
Since the transformation matrix is an orthogonal matrix, transforming
from the perifocal frame to the ECI frame is just the transpose of the
matrix PQWQrotXY Z [3].
PQWQrotXY Z =XY Z Qrot
T
PQW (2.31)
Hence, the position and velocity transformations for rPQW and vPQW from
ECI and rXY Z and vXY Z from the perifocal frame can be computed as:
rPQW = XY ZQrotPQW rXY Z (2.32)
vPQW = XY ZQrotPQWvXY Z (2.33)
and (2.34)
rXY Z = PQWQrotXY ZrPQW (2.35)
vXY Z = PQWQrotXY ZvPQW (2.36)
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2.3.3 Earth Centered Earth Fixed (ECEF) Frame
The Earth centered Earth fixed (ECEF) frame is a coordinate system that
is fixed at the Earth’s center and rotates with the Earth. This reference
frame is typically used to describe the various Earth fixed locations of
interest such as the ground based sensors and receivers or non-Earth fixed
sea/ocean based sensors such as boats, military ships and submarines [44].
There are various derivatives of the ECEF such as the World Geodetic
System 1984 (WGS 84), the International Terrestrial Reference Frame
(ITRF) and the Conventional Inertial Reference System (CIRS) [2,6,44].
The transformation steps required to accurately represent the state of
the satellite possess similar approaches as was presented in Section 2.2.2.
Also see References [6, 44] for more details. In our work, our sensors are
ground based in the ECEF frame, therefore a transformation from the
ECEF to ECI is implemented to ensure the accurate descriptions of the
sensor locations for the relative distance calculations.
2.4 Dynamics and Observation Models
The OD process requires the knowledge of the dynamic model and the observa-
tion model with as much accuracy as possible. This includes deriving the equations of
motion of the satellite based on including all the complex perturbations representing
the real world. However, for this research, we will work with an idealized assumption
that only gravitational forces exist between the two bodies (the earth and the satel-
lite) as well as the assumption that they are spherically shaped with a gravitational
equivalence to point masses [3,6], with the mass of the earth being significantly larger
compared to the mass of the satellite. These simplified assumptions were justified
earlier in this chapter. The complex perturbations will be accounted for as assumed
uncertainties modeled as white Gaussian process noise v(t) with a continuous-time
covariance matrix Qc(t).
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The governing dynamics equations are hence similar to the equation of relative
motion given in Equation 2.4. From this section and onwards, we will now refer to
the relative position vector r and velocity vector v as the collective state vector X.
The dynamics model is now represented as:




r = X Î+ Y Ĵ+ ZK̂ in ECI frame (2.38)
Equation 2.37 can be represented in the first-order canonical form as [6]:
















The state vector X could also be augmented with other parameters such as
the measurement and force model variables. These augmentations are regarded as
consider states if they are not estimated but their uncertainty is included in the
estimation error covariance [6].
The observation model uses measurements obtained from either the earth- or
space-based observing instruments that are within the field of view of the trajectory
of the satellite. The measurements used in this research work are the range and range
rate measurements, which are defined as the distance between an earth or space-based
sensor performing the measurement and the satellite and the rate of change of that
distance respectively. If the position vector of the sensor isR1s and the position vector
of the satellite is R
1
, then the ideal range ⇢ is defined as the scalar magnitude of the
position vector of the satellite with respect to the sensor. The range rate measurement
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⇢̇ is the time rate of change of the range measurement. The measurement model is
given as [6]:
Y(t) = G(X, t) +w(t) (2.41)
















(t) R1s(t)) · (Ṙ1(t)  Ṙ1s(t))
⇢
(2.44)
where w(t) is modeled as a white Gaussian measurement noise to account for
uncertainties and unknown bias terms with a continuous-time covariance Rc(t). It is
important that the correct transformations are implemented so that the instruments
and the satellites observed are in the same coordinate reference frame and time.
Equation 2.40 is given as a continuous time di↵erential equation and Equation
2.41 and is given as a continuous time-varying nonlinear equation. This system of
equations can be represented as the continuous-time state space model.
Ẋ(t) = F (X, t) + v(t) (2.45)










The matrix A is used in classical estimation methods to solve for the state transition
matrix  
(t+1,t) from the following equation:
 ̇
(t+1,t) = A(t) (t+1,t) (2.49)
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The state transition matrix is used to predict the covariance matrix during time
updates that maps the uncertainties forward from a given discrete time t to time
t+ 1 for time varying systems. Therefore,  
(t+1,t) from time t to time t+ 1 is solved
by integrating  ̇
(t+1,t) with respect to all the entries of the product of the matrices
 
(t+1,t) and A(t).
Equations 2.45 and 2.46 will be used as the models for the statistical orbit determi-
nation methods described in the following chapters, with the state transition matrix
used for the classical estimation methods. Note that is important that the units for
the dynamics and measurement models are the same for accurate representations and
estimation results.
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3. BACKGROUND IN STATISTICAL ORBIT
DETERMINATION
In the 1960’s, the accuracy of the positioning of the Earth-orbiting satellites was re-
stricted to hundreds of meters due to the limitations of the accuracies of the sensors,
the knowledge of detailed accurate mathematical force models and the computing ca-
pabilities available at that time [6]. Around that time, Rudolph E. Kalman published
his paper on the new approach to linear filtering and prediction problems [also known
as the Kalman Filter (KF)] that addressed the prediction of random signals, sepa-
ration of random signals from random noise and the detection of signals of a known
form corrupted with random noise [15,20,24,68]. The Kalman filter is an estimation
method that is used to estimate the state of a state-space model by predicting the
state through the known dynamics model and updating the states when measure-
ments are available. In the 1980’s, improvements in the mathematical force models
and computing capabilities helped increase the accuracies of orbit determination to
the centimeter level [6]. Additionally, the Kalman Filter also inspired a tandem of im-
proved Kalman Filter extensions that range from linear systems to non-linear systems
for estimation applications such as statistical orbit determination. We will discuss a
few of those extensions in this section.
3.1 Kalman Filter
The KF addresses the problem of estimating the state vector X such as that of a
discrete-time state space model as shown in Equations 2.45 and 2.46, also known as a
stochastic di↵erence equations. The KF is used to estimate the state vector Xk if the
dynamics model is a linear model (i.e. A-matrix is not derived from the Jacobian of
F and therefore a constant matrix). The A-matrix relates the state at the previous
32
time step k   1 to the state at the current time step k [68]. The KF also estimates
the posterior covariance P that quantifies the uncertainty of the state estimate, hence
the stochasticity of this approach.
The KF algorithm is iterated as follows [15, 68]:
1. Initialization
The first step involves providing the algorithm with an initial state vector X̂
0
and an a priori covariance P
0
.
2. Time update or prediction
At time k, we predict the state vector X̂ k and the error covariance P
 
k using
the state transition matrix A. The process noise covariance Q is assumed to be
a constant but it can be time-varying.
X̂ k = AX̂k 1 + vk (3.1)
P k = APk 1A
T +Q (3.2)
3. Compute the Kalman gain
The Kalman gain is computed from the measurement models using the H-
matrix and the measurement covariance R. The measurement covariance is a
constant value unless the estimation process is processing measurements from






4. Update the state estimate and the error covariance
The state estimate is updated using the Kalman gain and the innovation term:
(Yk   HX̂ k ). The innovation reflects the discrepancy between the predicted
measurement HX̂ k and the actual measurement Yk. The Kalman gain Kk
weights the innovation used to update the state estimate. Looking at Equation
3.3, if the measurement covariance approaches zero, the Kalman gain weighs
the innovation more heavily, that is it trusts the measurements more since their
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uncertainty is almost zero, and vice versa is true. Finally, the state estimate
X̂k and the error covariance Pk are updated using the Kalman gain as follows:
X̂k = X̂
 
k +Kk(Yk  HX̂ k ) (3.4)
Pk = (I KkH)P k (3.5)
Under the circumstances that both the Q and R are constant, the Kalman gain
Kk and the error covariance Pk will both stabilize relatively quickly then remain
constant hence reaching a steady-state value of Pk [68]. This is beneficial in the sense
that these parameters can be computed o✏ine and enable faster computations for
online or real-time applications [68].
The KF as a linear filter is thus applied to linear systems only. For nonlinear
dynamics, the state transition A-matrix is not a constant since it is derived from
the Jacobian of the Force dynamics model. Additionally, if the observation model is
time-varying, then the H matrix will need to be evaluated at each time step. The
Extended Kalman filter (EKF) is presented to address this issue.
3.2 Extended Kalman Filter
The Extended Kalman Filter (EKF) is the nonlinear counterpart of the KF. The
EKF linearizes both the nonlinear dynamics model F by calculating the Jacobian of
F to obtain a time-varying state-transition A-matrix and the nonlinear measurement
model G to obtain the time-varying H-matrix. Hence, the EKF is very similar in its
implementations to the KF apart from calculating the time varying   and H matrices
at each time step.
It is also important to note that the EKF retains only the first-order term of
the Taylor series expansion when calculating for the Jacobian. This is based on the
assumption that the higher order terms are collectively smaller compared to the first
order term [6, 68]. This may be accurate if the nonlinear dynamics are not strongly
nonlinear to cause inaccuracies in the assumptions of the model.
The EKF is outlined as follows [15, 68]:
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1. Initialization
The first step involves providing the algorithm with an initial state vector X̂
0
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3. Time update or prediction
At time k, we predict the state vector X̂ k through the nonlinear dynamics F
and the error covariance P k is predicted using the time-varying state transition
 -matrix. The process noise covariance Q can be a constant or time-varying.
X̂ k = F (X̂k 1) + vk (3.10)
P k =  (k, k   1)Pk 1 (k, k   1)T +Q (3.11)
4. Compute the Kalman gain













5. Update the state estimate and the error covariance




k +Kk(Yk  HkX̂ k ) (3.13)
Pk = (I KkHk)P k (3.14)
Since the EKF only retains the first-order terms of the Taylor series expansion,
a higher order EKF has been proposed that retains the higher order terms of the
Taylor series expansion. This is only beneficial if the measurement noise is small [16].
Moreover, the EKF requires an accurate knowledge of the initial state estimate to
avoid the filter to diverge. This is due to the linearization performed about the current
state estimate, hence large errors in the initial estimate will cause a propagation of
errors causing the filter divergence.
3.3 Unscented Kalman Filter
The KF and its derivatives are based on estimating the mean of the state vector
with an error covariance. For the EKF, the mean of the state vector is predicted
through the nonlinear dynamics, however the uncertainty of the state vector is not
necessarily accurately represented through the linear predictions using the state tran-
sition matrix A.
The unscented Kalman Filter (UKF) is based on the unscented transform that
is used as a method to calculate the statistics of a random variable that undergo
through a nonlinear transformation using sigma-points [18, 23–25]. A set of sigma
points are chosen deterministically around the sample mean of the state, as given in
Equation 3.21. These sigma points are predicted through the nonlinear dynamics and
the predicted mean and covariance are reconstructed from these predictions as shown
in Figure 3.1. The nonlinear measurement model is also applied to the sigma points
to generate the predicted measurements [24].
The UKF algorithm is outlined as follows [24,69]:
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Figure 3.1. The Unscented Transform [69]
1. Initialization
We initialize the mean and covariance and obtain their augmentations for the









































T is the augmented state vector with the noise terms.
We compute the weights W
0








=  /(L+  ) + (1  ↵2 +  ) (3.20)
where W (mean)
0
is the weight for the initial mean state and W (sigma points)
0
are
the weights for the initial sigma points.   is a scaling parameter given as the
expression   = ↵2(L +K)   L. K is a secondary parameter that is usually 0
based on a Gaussian distribution,   is the prior knowledge or information term
with a value of 2 for a Gaussian initial distribution and ↵ = 10 3 and L is the
dimension of the state.
2. Calculate the sigma points
We calculate the sigma points X a = [(XX)T (X v)T (Xw)T ]T , where X a is a
matrix denoting the augmented sigma points for the states, the process noise












Therefore the matrix X a has 2L + 1 columns (extracted from the columns of
(
p





i = 1/2(L+  ) (3.22)
3. Time Update
We predict the sigma points for the states and process noise variables through
the nonlinear dynamics model F and the states and measurement noise variables
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through the measurement model H. The predicted error covariance is given as
a weighted sum of the covariance of the sigma points :












i [XXi,k   X̂ k ][XXi,k   X̂ k ]T (3.25)







4. Measurement update equations
The measurement information Yk is used to update the state vector X̂
 
k in the
same format as the innovation in the KF. A sigma-point gain K is used in a
similar manner as in the KF to weigh the innovation in the updating of the






























k +K(Yk   Ŷ k ) (3.31)
Pk = P
 
k  KP ¯Yk ¯YkK
T (3.32)
The UKF has been considered as superior to the EKF due to the use of the sigma-
points beyond the mean state vector alone. Similarly, as the EKF is capable to extend
to the use of higher-order terms of the Taylor series, the UKF has been proposed to
extend beyond calculating the Jacobian [25,69]. Therefore, in addition to calculating
the Jacobian the UKF can incorporate the Hessian (i..e second order partial deriva-
tive) for both the A and H matrices in the attempt to retain higher-order moments
present in the nonlinear models of the dynamics and measurements [69].
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3.4 Gaussian Mixtures Model(GMM) using UKF as an Estimator
With the improved mathematical details for the force models, depending on the
coordinate system used, the distribution of the state vector may not be well captured
using just the mean and covariance alone. The state vector can be characterized with
a non-Gaussian distribution, hence we need to include the information beyond the
second order moments that is captured by the error covariance matrix.
A non-Gaussian distribution can be represented as a sum of Gaussians to approx-
imate that distribution. In Figure 3.2, J.T. Hartwood et al. illustrate the use of
Gaussian sums as a filter for space surveillance applications [70]. Given that the ini-
tial distributions can be approximated as a Gaussian distribution, these distributions
morph into non-Gaussian ones as they are predicted through the nonlinear dynamics.
Figure 3.2. Gaussian sums [70]
Several authors have taken the advantage of using these Gaussian sums to describe
a nonlinear estimation method whereby each component is filtered using various es-
timation methods such as the EKF or UKF [37, 38]. Here we present an adaptive
splitting Gaussian mixtures method developed by DeMars et al [39,40,71], that splits
the distribution into a sum of Gaussian distributions upon detection of nonlinear-
ity based on changes in the di↵erential entropy in the model during state propaga-
tions [39]. The UKF is proposed as a filtering technique to update each component
during measurement updates. The non-Gaussian distribution of the uncertainty is
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captured by a multivariate PDF known as the Gaussian Mixture Model (GMM) that





pg(X; X̄,P) = (2⇡)
 Lg2 |P|  12 exp{ 1
2
(X  X̄)TP 1(X  X̄)} (3.34)
where X̄ and P are the mean and covariance of the random vector X, Lg represents
the number of Gaussian components in the GMM and wi are the weights of the
individual Gaussian components. pg represents the Gaussian distribution of each
individual mixture component. The sum of all the weights wi must support the PDF
property that the area underneath the function should equal one.
The nonlinearity during the state prediction is detected by calculating the di↵er-
ential entropy that is equivalent to the amount of disorder or surprisal in a random
variable or vector. The di↵erential entropy Hen is defined by [39]
Hen(X) = E{  log p(X)} (3.35)
Given that the distribution is given as a Gaussian PDF in Equation 3.34, the di↵er-
ential entropy is evaluated as [39]:




trace{(X  X̄)T (X  X̄)P 1} (3.36)














Whenever the di↵erential entropy exceeds a preset threshold, (typically of that of
a linearized dynamic system) then the increased nonlinear e↵ects have been detected
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{|P|} = |P|trace{P 1Ṗ} (3.40)





where Ṗ is the time derivative of the error covariance matrix. For a linearized system,
Ṗ is represented in terms of the dynamics Jacobian matrix A as follows
Ṗ(t) = A(X(t), t)P(t) +P(t)AT (X(t), t) (3.42)
After further simplification, and on the special assumption that the linearized dynam-
ical system has the property that the trace of A(X(t), t) = 0, then the di↵erential
entropy is a constant
Ḣen(X) = 0 (3.43)
and so it is easy to see that over time, when a nonlinearity is detected the assumption
of the trace of A(X(t), t) will not hold and so the algorithm will trigger a splitting pro-
cess to split the initial Gaussian distribution into a sum of Gaussians. The di↵erential
entropy for the linear case is computed using the covariance matrix obtained from
computing the Jacobian and the state transition matrices. To compare this to the
nonlinear case, the covariance matrix can be computed using the UKF. Moreover,
there are cases when the A(X(t), t) 6= 0 and so both the linear and the nonlinear
di↵erential entropies must be computed at each time step online and this can be
computationally costly. Moreover, the GMM method represents a part of the filter-
ing algorithm. For this example the GMM uses the Unscented Kalman Filter (UKF)
to perform the measurement update process which requires a number of sigma-points
based on the dimension of the state for each individual Gaussian component.
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This section concludes the background review of various estimators used for SOD.
In the next chapter, we will focus on the Particle Filter as a method that we propose to
be adept in performing nonlinear and non-Gaussian estimation for SOD applications.
43
4. PARTICLE FILTER AND SIMULATION ANALYSIS
The Particle Filter (PF) is a sequential Monte Carlo method that e↵ectively estimates
the approximated full state PDF using discrete random samples or particles [33,35,72].
The PF is generally considered to be the nonlinear counterpart of the Kalman Filter
for the state estimation of nonlinear problems [72]. The central idea of the PF is
to represent the estimated states as probability density functions (PDF) using a set
of N >> 1 discrete random samples (particles) {X(i)k }
N
i=1, with associated weights









where the particles X(i)k are identically and independently distributed (i.i.d) samples
that make up the PDF distribution. The weights w(i)k are the probability values at
time k that are the approximations of the relative densities of the particles such that
their sum equals to one [33, 35, 72]. The state estimate is given as a conditional
density called the posterior density p(Xk|Yk), conditioned on the current available
measurement at time k.
Estimators based on this posterior density are constructed from Bayes’ theorem,




where p(X) is called the prior density (before measurement), p(Y|X) is called the
likelihood and p(Y) is called the evidence (normalizes the posterior to ensure that
the integral sums up to unity) [33, 72]. This conditional density is also derived from
assumptions based on the Markov random process.
Let X̄k = (X0,X1, ...,Xk) and Ȳk = (Y0,Y1, ...Yk) be the stacked vectors of
states and observations up to time k and let {wik, i = 1, 2, ..., N} represent the
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weights of the N particles at each time k. A Markov random process states that
the future probabilities of a random variable can be determined only by its most
recent probability values [16]. Therefore a probability p(Xk|X̄k 1) can be simplified
to p(Xk|X0,X1, . . . ,Xk 1) based on the chain rule, and thus applying the Markov
process assumption, the random variables of the less recent values are eliminated and
thus represented using the most recent value at time k   1, given as p(Xk|Xk 1).
The PF derived from Bayes’ Theory and Markov process assumptions is given as
follows [72]:






the first term in the numerator of Equation 4.4 can be decomposed further to obtain:














canceling the p(X̄k 1) terms and applying the Markov property assumption that states
that the prediction of the future states can be based solely on the current states, hence
ignoring all the past states and p(Yk|X̄k 1,Xk)! p(Yk|Xk).
The minimum variance posterior distribution qMV is the estimated posterior distri-
bution that minimizes the variance of the weights to decrease the e↵ects of sampling
degeneracy. A closed form numerical realization of qMV can be approximated as
follows:





Therefore, the weight update for the particles is computed recursively based on the
chain rule for probability evaluations, shown as:








wk = wk 1 ⇥ p(Yk|Xk 1) (4.12)
4.1 Generic Particle Filter Algorithm
The estimation process can be sectioned into three parts: (1) Initialization, (2)
Time update or prediction and (3) Measurement update. Each step is described below
as follows:
1. Initialization at time k = 0, for particles i = 1,. . . ,N






























2. Time Update or Prediction at k   1, for i = 1,. . . ,N
• Predict the particles through the dynamics
Xik = f(X
i
k 1, k) + vk (4.13)
3. Measurement Update
• Update the weights using the innovation from the measurements assuming








• We assume that the evidence (also known as the importance distribution)




k 1 ⇥ p(Yk|Xik) (4.15)
• Normalize the weights wik =
wik
wT












The final posterior density is represented as a collection of the particles Xik with
their respective weights wik. The mean state estimate can be calculated as the
weighted sum of the particles. Due to the fact that the prior density is usually
broader than the likelihood, only a few particles will be assigned higher weights dur-
ing the measurement update step, hence causing sampling degeneracy. The smaller
spread of the likelihood density is attributed to the fact that the measurement noise
is generally small due to the modest accuracies of the sensors that we currently have
today. In Figure 4.1, the illustration shows how the samples in the prior density that
do not overlap with the likelihood information, will be assigned to lower values and
therefore cause a loss of sample diversity that can eventually diminish to a singular
point and cause filter divergence.
Figure 4.1. Example of a 1-dimensional PDF illustrating sampling degeneracy
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The solution to overcome sampling degeneracy is to resample the particles. Let








Also let Nth denote a lower threshold for the e↵ective sample size, which is arbitrarily
chosen with respect to the accuracy desired; the larger the threshold, the more ac-
curate the PDF representation, the smaller the threshold, the less accurate the PDF
representation.
If Neff > Nth, then the sampling degeneracy is not low enough, the filter does not
resample the particles but continues on to step 2 for the next time update. Otherwise,
if Neff < Nth, we resample the particles by replicating the particle with the highest
weight to replace the particles falling below the threshold and then normalize the
weights.
However, resampling does have its own shortcomings, since the particles that have
higher weights are statistically selected each time and thus causing the loss of sample
diversity. This loss of diversity may also cause the divergence of the estimates. To
avoid the loss of diversity the replicated particles are “jittered” by adding process noise
to spread the resampled particles and continue with the estimation process [33, 73].
This is the approach that we have chosen to use for our PF implementation for our
orbit determination problem.
The generic PF algorithm has a number of algorithm variations that attempt to
address the challenges or shortcomings in the generic PF. The following section briefly
describes these derivatives as well as their pros and cons.
4.2 Particle Filter Variations
4.2.1 Auxiliary particle filter
The auxiliary particle filter (APF) attempts to avoid sampling degeneracy by
favoring the particles that are more likely to survive at the next time step by gen-
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erating a favorable proposal distribution [72, 74]. This step identifies the particles
that would then have to be eliminated during sampling degeneracy by eliminating
them before the measurement update is performed and replicating the particles with
higher weights by adding process noise or “jitter” to spread the replicated particles,
as illustrated in Figure 4.2.
Figure 4.2. Example of a 1-dimensional auxiliary particle filter pro-
posal distribution generation.
However, the APF will diverge over longer durations of measurement updates if the
process noise is significantly larger than the measurement noise or if the dynamics
are governed by severe nonlinearities (i.e. multi-modal) [72], because overtime the
proposal density will collapse to a singular point. Hence, the APF is only good for
smaller process noise and moderate nonlinear systems.
4.2.2 Regularized particle filter
In resampling the particles to avoid degeneracy, the particles are resampled from
a discrete distribution versus a continuous distribution [72,74]. This causes the repli-
cated particles to collapse to a single location over time for a unimodal highly peaked
distribution, giving a poor characterization of the posterior distribution and algorithm
performance [72]. The regularized particle filter (RPF) proposes a “regularization”-
step that diversifies the resampled particles by “regularizing” or adding “jitter” to
simulate resampling from a continuous distribution.
However, if the maximum weighted replicated particle is not the global maximum
for a multimodal case and if we have small measurement noise, the RPF will diverge
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Figure 4.3. Example of a 1-dimensional regularized particle filter con-
tinuous distribution resampling.
over time. So, a large number of particles N will be required to ensure convergence,
which in turn can be computationally costly. Therefore, the RPF is also good for
small process noise and moderate nonlinear systems.
4.2.3 Linearized particle filter
The linearized particle filter (LPF) generates a Gaussian proposal distribution
based on linearized estimators such as the extended Kalman filter or the unscented
Kalman filter [72]. Therefore, the denominator from Equation 4.14, equals to:
q(Xik|Xik 1, Ȳk) = N (X(k),P(k)) (4.18)
This choice of the proposal density is an excellent choice as long as the distribution
will overlap the required posterior distribution. However, this approach can be com-
putationally expensive and theoretically redundant. If the proposal distribution will
overlap the posterior distribution, then the EKF and the UKF should be su cient
estimators on their own and impose no need to perform the Monte Carlo simulations
required for the PF.
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4.2.4 Rao-Blackwellization or marginal particle filter
The Rao-Blackwellization particle filter or commonly known as the marginal par-
ticle filter (MPF), exploits a feasible model structure by marginalizing the model into














where d is the dimension of the states in the linearized model and L is the dimension
of the states for the entire model.
This approach allows for the linearized model to be filtered using the Kalman
filter or its derivatives such as the EKF, UKF etc. and allows a smaller dimensional
nonlinear model to be filtered using the Particle Filter. This approach alleviates
the unnecessary computational costs by delegating some of the filtering costs to be
computed using the linear or linearized estimators.
There are many other variations of the PF that are either a hybrid of estimators
or PF derivatives whose approaches are to solve the sampling degeneracy problem or
improving performance robustness. Other PF derivatives include the Markov Chain
Monte Carlo (MCMC) Particle Filter, Resample-Move Particle Filter, Block Sampling
etc.
In the following section we demonstrate the performance of the PF using 1000
particles and we perform the regularization of the particles after each resampling
step once sampling degeneracy has been detected. The Nthr was chosen to be 0.25N ,
however some PF algorithms have demonstrated an adaptive approach to determine
the e↵ective number of samples required [36, 73]. We will compare the results for
the PF to the EKF and the GMM that uses the UKF as its estimator, for an orbit
determination application and compare their results.
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4.3 Orbit Determination Estimator Performances for the MMS orbit
We consider an example of the phase 1 orbit of the magnetospheric multi-scale
(MMS) mission satellite that posses a highly eccentric orbit of eccentricity 0.8181
with an orbital period of 24hrs [75]. The MMS mission is a tetrahedral-formation
constellation of four satellites that orbit the Earth to investigate how the Sun’s and
the Earth’s magnetic fields connect and disconnect, explosively transferring energy
from one to the other in a process known as magnetic reconnection [76]. Magnetic
reconnection poses certain limitations to the performance of modern technological
systems such as telecommunication networks, GPS navigation and electrical power
grids [76]. The MMS mission is managed by NASA at the Goddard Space Flight
Center in Greenbelt, MD expected for launch in 2014 [76].
We considered this example due to the low tracking accuracies of the satellite that
appeared to be highly concentrated at perigee during simulations. The satellite has
four opportunities for measurements from two Deep Space Network (DSN) ground
stations located in Canberra, Australia and Madrid, Spain for a duration of 75 min-
utes each. The last two measurement opportunities are obtained from a space-based
observation network known as the Tracking and Data Relay Satellite System (TDRSS)
for a duration of 15 minutes each, as shown in Figure 4.4. Using the Satellite Toolkit
(STK) software we simulated this realistic scenario using the given ground stations
and NASA Goddard Space Flight Center’s Code 595 Orbit Determination Toolbox
(ODTBX) to analyze the estimation errors and uncertainty distributions [77]. The
ODTBX is proficient in various skills ranging from estimation analysis, plotting ca-
pabilities to realistic implementation of ground stations and space based scheduling
of the windows-of-opportunity and much more [77].
In the first part, we compare the EKF to the PF and the second part compares the
PF to the GMM using a UKF estimator. The process noise spectral density used was
of variance (1⇥ 10 3km)2 for position and (1⇥ 10 9km/s)2 for velocity. The a priori





















Figure 4.4. Illustration of the orbit trajectory and the instances of
measurement observations from the DSN ground stations and the
TDRSS satellites during the first orbital period
velocity. The measurements used were range measurements with a noise variance of
(1⇥ 10 3km)2 for the DSN and range and range rate for the TDRSS measurements
with a noise variance of (1⇥ 10 6km/s)2 km/s for the range rate .
4.3.1 EKF vs PF
1 orbital period with 4 measurement updates with N
thr
= 0.25N
In Figure 4.5, we illustrate the position estimation errors and the 2-  error bounds
for the EKF with 1000 Monte Carlo (MC) runs compared to the PF over 1 orbital
period. The errors in the tables and the plots are given in the VBN frame, which rep-
resents the transformed states from Earth-Centered-Inertial (ECI) to the body fixed
VBN frame in the directional Velocity, Binormal and Normal components. The Ve-
locity component is in the direction of the velocity vector, the Bi-normal component
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is perpendicular to the Velocity component in the in track plane and the Normal com-
ponent is in the normal direction of the trajectory plane encompassing the Velocity
and the Bi-normal components.
The absolute mean estimation errors (for measurement updates duration alone)
are given in Table 4.1. The values in the table clearly show that the PF’s absolute
mean errors do not explicitly demonstrate any superior performance compared to the
EKF. However, for this case, the resampling threshold set was 0.25N and therefore,
the PF exhibits sampling diversity long before it has the opportunity to perform
resampling and therefore contributes to the less accurate absolute mean position
errors. In this case, we also see that the PF’s performance during predictions is
a↵ected when the particles have lost their diversity and therefore the particles with
negligent weights are still incorporated in the prediction process since the resampling
threshold set could be significantly smaller to the e↵ective number of samples required.
Table 4.1 Absolute mean position errors in meters in the VBN direc-
tion over 1 period




In Figure 4.6, we illustrate the velocity estimation errors and the 2-  error bounds
for the EKF compared to the PF over 1 orbital period. The absolute mean estimation
errors (for measurement updates duration alone) are given in Table 4.2. The values
in the tables show that the PF’s absolute mean errors are smaller than those for the
EKF. However, an interesting point to note is that the 2-  error bounds for the PF for
both the position and velocity components are much wider compared to the KF due
to the growing spread of the initial N particles in the PF versus the single ensemble
mean of the 1000 MC mean and covariance for the EKF.
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(a) EKF: V-direction (b) PF: V-direction
(c) EKF: N-direction (d) PF: N-direction
(e) EKF: B-direction (f) PF: B-direction
Figure 4.5. Position ensemble mean errors (blue solid lines), ensemble
errors (mustard dots), 3-  of ensemble errors (cyan lines) and 2- 
error bounds from formal covariance (lime green crosses), for 1 period
(X-axis) in the VBN frame for PF and EKF.
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(a) EKF: V-direction (b) PF: V-direction
(c) EKF: N-direction (d) PF: N-direction
(e) EKF: B-direction (f) PF: B-direction
Figure 4.6. Velocity ensemble mean errors (blue solid lines), ensemble
errors (mustard dots), 3-  of ensemble errors (cyan lines) and 2- 
error bounds from formal covariance (lime green crosses), for 1 period
(X-axis) in the VBN frame for PF and EKF.
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Table 4.2 Mean velocity absolute errors in meters/second in the VBN
direction over 1 period




1 orbital period with 4 measurement updates with N
thr
= 0.75N
In Figure 4.7, we illustrate the position estimation errors and the 2-  error bounds
for the EKF compared to the PF over 1 orbital period shown in the Figures.
The absolute mean estimation errors (for measurement updates duration alone)
are given in Table 4.3. The values in the table clearly show that the PF’s absolute
mean errors are closer to zero compared to the EKF except for the normal compo-
nent. This may be attributed to the diversity of the particles that take into account
the modeled uncertainties and the nonlinearities of the dynamic model due to the
increased Nthr value. While for the EKF, the mean and the covariance only carry
information up to the second moments alone and hence a lot of the uncertainties are
pronounced during the prediction step but once the measurements are available, the
EKF manages to converge the errors closer to zero, as is illustrated in Figure 4.7(c)
for the position errors in the N-direction.
Table 4.3 Mean position absolute errors in meters in the VBN direc-
tion over 1 period





In Figure 4.8, we illustrate the velocity estimation errors and the 2-  error bounds
for the EKF compared to the PF over 1 orbital period. The absolute mean estimation
errors (for measurement updates duration alone) are given in Table 4.4. The values
in the tables also clearly show that the PF’s absolute mean errors are smaller than
those for the EKF. However, an interesting point to note is that the 2-  error bounds
for the PF for both the position and velocity components are much wider compared
to the KF due to the growing spread of the initial N particles in the PF versus the
averaged mean and covariance of the ensemble mean 1000 Monte Carlo run mean and
covariance for the EKF.
Table 4.4 Mean velocity absolute errors in meters/second in the VBN
direction over 1 period




1 orbital period with 4 measurement updates followed by 4 orbital periods
of predictions
Predictions for the case Nthr = 0.25N
We also investigate how the performances for the EKF and the PF compare to one an-
other over an additional 4 periods of state propagation from the resampling threshold
of Nthr = 0.25N . In Figure 4.9, we illustrate the estimation errors and the 2-  error
bounds for the EKF compared to the PF over 1 orbital period and an additional 4
periods of propagation to illustrate the predictive accuracy of the PF versus the EKF.
In this simulation, we see that for both the PF and the EKF, the position estimation
errors are spiked at periapse in the Velocity direction and the velocity estimation
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(a) EKF: V-direction (b) PF: V-direction
(c) EKF: N-direction (d) PF: N-direction
(e) EKF: B-direction (f) PF: B-direction
Figure 4.7. Position ensemble mean errors (blue solid lines), ensemble
errors (mustard dots), 3-  of ensemble errors (cyan lines) and 2- 
error bounds from formal covariance (lime green crosses), for 1 period
(X-axis) in the VBN frame for PF and EKF.
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(a) EKF: V-direction (b) PF: V-direction
(c) EKF: N-direction (d) PF: N-direction
(e) EKF: B-direction (f) PF: B-direction
Figure 4.8. Velocity ensemble mean errors (blue solid lines), ensemble
errors (mustard dots), 3-  of ensemble errors (cyan lines) and 2- 
error bounds from formal covariance (lime green crosses), for 1 period
(X-axis) in the VBN frame for PF and EKF.
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errors are also spiked at periapse in all the VBN directions in Figure 4.10. This is
attributed to the fact that the dynamics of the orbital model are changing rapidly at
this location and this is when the magnitude of the velocity is at its highest value.
A vice-versa behavior is noted in the Binormal direction, whereby the uncertainty
bounds are at their lowest at periapse, due to the law of conservation of angular
momentum.
The errors for the PF are smaller than the EKF for the position and velocity
states in all component direction except in the Normal component. For the position
and velocity states in the Normal direction, it is clear that the 2-  error bounds for
the PF are wider compared to the EKF. However, it is important to note that the
error bounds and the ensemble mean errors oscillate within constant bounds while for
the EKF the error bounds and the ensemble mean errors exhibit growth over time.
A similar case can be argued for the velocity state in the Normal direction in Figure
4.10(c) and (d) as well. The highest propagation ensemble mean error peak values are
given in Table 4.5 for position and Table 4.6 for velocity, where all error peak values
for the PF states are smaller compared to the EKF except for the velocity state in
the Normal direction, however we can expect this to change over additional revs of
propagation as described earlier.
It is important to note that describing the errors bounded by 2-  error bounds is
not an accurate representation since the particles do not possess a Gaussian distribu-
tion, as can be explained by Figure 4.9(f). The estimation error is heavily biased to a
positive value and this may be due to the skewness of the distribution of the particles,
as will be described in Section 4.3.3. Therefore, the need to use a full PDF repre-
sentation to account for the uncertainties beyond the second order moment statistics
versus an estimation mean error that only compares a singular statistical value of the
first order moment of a random vector or variable.
Predictions for the case Nthr = 0.75N
For the case when we used a resampling threshold of Nthr = 0.75N performed during
measurement updates, the propagations over the 4 orbital periods introduced some
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(a) EKF: V-direction (b) PF: V-direction
(c) EKF: N-direction (d) PF: N-direction
(e) EKF: B-direction (f) PF: B-direction
Figure 4.9. Position ensemble mean errors (blue solid lines), ensemble
errors (mustard dots), 3-  of ensemble errors (cyan lines) and 2-  error
bounds from formal covariance (lime green crosses), for 5 periods (X-
axis) in the VBN frame for PF and EKF with Nthr = 0.25N . Note
that apogee occurs at the positive integer points and perigee occur at
the mid-points.
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(a) EKF: V-direction (b) PF: V-direction
(c) EKF: N-direction (d) PF: N-direction
(e) EKF: B-direction (f) PF: B-direction
Figure 4.10. Velocity ensemble mean errors (blue solid lines), ensem-
ble errors (mustard dots), 3-  of ensemble errors (cyan lines) and 2- 
error bounds from formal covariance (lime green crosses), for 1 period
(X-axis) in the VBN frame for PF and EKF with Nthr = 0.25N . Note
that apogee occurs at the positive integer points and perigee occur at
the mid-points.
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Table 4.5 Highest propagation position error peak values during the
last four orbital periods for Nthr = 0.25N




Table 4.6 Highest propagation velocity error peak values during the
last four orbital periods




interesting results. In Figures 4.11 and 4.12, it is clear that the 2-  error bounds are
tighter for PF in Figures 4.11(b) and 4.12b and (f) compared to the EKF in Figures
4.11(a) and 4.12a and (e). In addition, despite the large error bounds for the position
and velocity terms in the Normal direction for the PF, they still depict stable behavior
over time. It is clear that the error bounds for the Normal components are larger
than they were for the case of Nthr = 0.25N .
The critical point seemed to take place after the measurement updates were per-
formed after periapse. In retrospect, this major increase in uncertainty bounds in
the Normal direction may be due to the resampling threshold being large and thus
causing the resampled particles to be too close to a particular value. Therefore, if the
measurement was an outlier or additional noise was introduced, this can cause the
large errors in the Normal direction and the large 2-  error bounds.
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Nevertheless, since the error bounds exhibit stable behavior and the ensemble
mean errors are also bounded, it su ces to say that the PF can still be considered for
predictions but will require a better method for the choice of the resampling threshold.
Table 4.7 Highest propagation position error peak values during the
last four orbital periods for Nthr = 0.75N




Table 4.8 Highest propagation velocity error peak values during the
last four orbital periods for Nthr = 0.75N




4.3.2 GMM using the UKF as an estimator vs PF
In this case, the measurements are available for the last 15 minutes of the orbital
period toward apogee using the DSN in Canberra, Australia. In comparing the PF to
the GMM, we are interested in looking at the propagation of the state PDF over time
as it evolves through the orbit with added process noise. The MATLAB c  code used
for the GMM splitting method was developed by DeMars et al. in [39, 40, 71]. The
state PDF update performed at the final time will be illustrated in the comparison
of the PDF capture representation between the PF and the GMM.
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(a) EKF: V-direction (b) PF: V-direction
(c) EKF: N-direction (d) PF: N-direction
(e) EKF: B-direction (f) PF: B-direction
Figure 4.11. Position ensemble mean errors (blue solid lines), ensem-
ble errors (mustard dots), 3-  of ensemble errors (cyan lines) and 2- 
error bounds from formal covariance (lime green crosses), for 5 peri-
ods (X-axis) in the VBN frame for PF and EKF with Nthr = 0.75N .
Note that apogee occurs at the positive integer points and perigee
occur at the mid-points.
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(a) EKF: V-direction (b) PF: V-direction
(c) EKF: N-direction (d) PF: N-direction
(e) EKF: B-direction (f) PF: B-direction
Figure 4.12. Velocity ensemble mean errors (blue solid lines), ensem-
ble errors (mustard dots), 3-  of ensemble errors (cyan lines) and 2- 
error bounds from formal covariance (lime green crosses), for 1 period
(X-axis) in the VBN frame for PF and EKF with Nthr = 0.75N . Note
that apogee occurs at the positive integer points and perigee occur at
the mid-points.
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In Figure 4.13, we illustrate the state PDF estimate with measurement updates
at the end of the first orbital period. In Figure 4.13(a), 4.13(c) and 4.13(e), the plots
illustrate the PDF representation in contours shown in the X-Y plane and in Figures
4.13(b), 4.13(d) and 4.13(f), the plots illustrate the PDF representation in contours
in the X-Z plane. The GMM is illustrated using 1000 Monte Carlo (MC) runs to
sample the state PDF and these samples are propagated through the dynamics to
depict the Gaussian mixtures PDF capture. The Final PDF for the GMM is shown
to have split from the initial single Gaussian PDF into three Gaussian mixtures with
their respective weights given for the mean points GM1, GM 2 and GM 3 in Figures
4.13(a) and 4.13(b). The probability contours illustrate the capture of the probability
values of each of the individual samples/data points.
In Figures 4.13(c) and 4.13(d), we illustrate the Gaussian mixtures using five Gaus-
sian components with their respective weights given for the mean points GM1, GM 2,
GM 3, GM 4 and GM 5. The splitting GMM method has a library of the number of
Gaussian components as well as the component weights, means and a fixed variance
for each component provided in Reference [39]. In this case, the number of Gaussian
mixtures to split into is predetermined beforehand. Therefore, as we initially start o↵
with one Gaussian distribution, upon detection of nonlinearity, the single Gaussian
splits into the predetermined number. Subsequently, throughout propagation, each
Gaussian PDF of the mixture can be split further into the predetermined number of
Gaussian mixtures to accommodate the nonlinear nature of the state’s distribution.
The di↵erent weights of the Gaussian mixtures shown in Figures 4.13(a)-(d), show
that the full PDF does possess a skewed distribution. For the PF PDF contours
shown in Figures 4.13(e) and (f), the contours are closed in tightly towards the cen-
ter of the distribution demonstrating a strongly peaked distribution. The particles
towards the edge of the distribution do not have contours and therefore depict the
smaller weight assignments to the particles during the measurement update. This is
also clearly visualized in Figure 4.14(e) and (f).
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(a) 3-GMM: XY-plane (b) 3-GMM: XZ-plane
(c) 5-GMM: XY-plane (d) 5-GMM: XZ-plane
(e) PF: XY-plane (f) PF: XZ-plane
Figure 4.13. PDF Position densities for GMM using 1000 MC runs
and showing the 3 and 5 Gaussian Mixture’s mean location and con-
tours compared to the PF’s particles and their weights to sum up the
entire PDF.
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In Figure 4.14, the Gaussian Mixtures and PF distributions are shown in a 3D
visualization of the PDFs in the XY and XZ planes. The visual PDFs for the Gaus-
sian Mixtures used a sum of 1000 samples to better correlate with the PF PDFs
representations. For Figures 4.14(a) and (b), each GM used 333 samples and for
Figures 4.14(c) and (d) 200 samples were used for each GM. In this representation,
the di↵erent weights for the GMs demonstrate the skewness captured in the GMM
distribution as well as the peak intensity concentrated near the center of the distri-
bution contributed from the measurement update. Since the PF updates the weights
of each particle independently, Figure 4.14(e) and (f) clearly demonstrated the peak
intensity of the PDF and the heavy tails of the distribution shown by the smaller
weights of the particles in green. The colored particles are weighted wi as follows:
green is for wi  0.0006, violet is for wi  0.002, cyan is for wi  0.004, blue is for
wi  0.006 and black is for wi > 0.006.
For the GMM, a separate filter (the UKF in this case) is required to perform
the measurement update for each of the Gaussian mixtures. Therefore, for each
GM a finite set of sigma points is generated to update the mean and covariance
of each individual GM. On the other hand, the PF provides the state PDF as a
collection of the individual 1000 particles with their respective updated weights using
the information available from the measurements. Hence, each particle contributes to
the capture of the PDF and there exists little to no overlap compared to the overlap
that might appear using the GMM once we perform a measurement update. Since, the
measurement noise is usually small, the updated PDF tends depict a highly peaked
distribution as illustrated by the PF, hence for measurement updates, the GMM
and the UKF will provide Gaussian mixtures with extra overlap to account for the
distribution present in the heavy tails. Additionally, the GMM’s splitting technique
can be potentially taxing if the a priori noise and or the process noise is significantly
large. The calculated di↵erential entropy for the linearized model that is used a
threshold can be triggered very rapidly and numerously for a largely non-Gaussian
state PDF which can introduce a large number of split Gaussian mixtures. Setting
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(a) 3-GMM: XY-plane (b) 3-GMM: XZ-plane
(c) 5-GMM: XY-plane (d) 5-GMM: XZ-plane
(e) PF: XY-plane (f) PF: XZ-plane
Figure 4.14. PDF Position densities for GMM using 1000 MC runs
and showing the 3 and 5 Gaussian Mixture’s mean location and con-
tours compared to the PF’s particles and their weights to sum up the
entire PDF.
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a finite set of Gaussian mixtures to capture the non-Gaussian PDFs may prove to
be an approximation as the distribution becomes increasingly non-Gaussian. Hence,
for significantly longer propagations with larger uncertainties, the GMM may possess
some limitations.
4.3.3 Non-Gaussian Measures
To demonstrate the non-Gaussian nature of the PDF, we consider describing the
higher order moments of the PDF propagation by showing the evolution of the skew-
ness and kurtosis of the state PDF over one orbital period.





Skewness is defined as the third moment of the PDF, representing the shift of the
PDF peak to the left or to the right of the mean center point. In Figure 4.15, we
see how the position and velocity components’ skewness change in the VBN direction
throughout the orbit. In Figure 4.15(a) for position, the Bi-Normal component shows
more pronounced changes in skewness especially as it passes through periapse as
shown near true anomaly of 0  along the X-axis. The Velocity component and the
Normal component both show variations in skewness. In Figure 4.15(b) for velocity,
the Velocity component’s skewness shifts along the orbit trajectory from positive to
negative as it passes through the true anomaly. While, for the Normal component
and Bi-Normal components we do not experience a pronounced skewness but we can
clearly see that the shape is not exactly a Gaussian representation with a Skewness
value of zero.





Kurtosis is defined as the peak intensity of the PDF; where a negative value represents




Figure 4.15. The Skewness of the position and velocity states PDF
over 1 orbital period using the PF for 1000 particles.
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the fourth order moment. The Excess-Kurtosis describes the excess peak intensity
of a distribution beyond that of a Gaussian distribution of value 3. In Figure 4.16,
the excess Kurtosis (Kurtosis minus 3) is plotted. This represents the change from
a Normal distribution, which would have a Kurtosis of 3. For the position states in
Figure 4.16(a), it is clear that the Normal component is less peaked compared to a
Gaussian distribution throughout the orbit. In the Velocity component, we see that
the distribution is less flat when the true anomaly is near 90  and near 270 . Also, in
the Binormal direction, we see the distribution is less flat near periapse and apoapse
relative to the rest of the locations on the orbit trajectory. For the velocity states in
Figure 4.16(b), the Bi-normal and Normal components tend to possess a more flatter
distribution throughout the orbital period, while the Velocity component seems to
flatten or stretch out the most near periapse characterized by the dip in the graph.
The demonstration of the evolving higher order moments validates the need for
non-Gaussian state vector uncertainty representations as well as nonlinear estimation
techniques.
In representing the state vector for SOD, we can see how the PF uses the parti-
cles to demonstrate the distribution based on the location of the particles and their
respective weights. The significance of the particle weights is prevalent during mea-
surement updates, when the values of the weights are a function of the measurement
information. During long predictions, the weights of the particles have uniform val-
ues and a distribution that evolves into a strongly non-Gaussian distribution. Our
goal beyond the state PDF estimation is to represent the state vector and its region
of uncertainty in a compact manner that can be used for real applications in a cost




Figure 4.16. The Excess-Kurtosis of the position and velocity states
PDF over 1 orbital period using the PF for 1000 particles.
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5. MULTIVARIATE PDF DECORRELATION
The PF requires the implementation of a large number of particles to achieve a good
state PDF representation. In the e↵ort to achieve this, the computational and data
allocation costs compound with the increase in both the number of particles and the
dimension of the state. Therefore, we propose an approach that will be capable of
compressing the state vector data with respect to the number of particles used to
reduce the data allocation and transmission costs in order to enable the PF to be
applicable for real applications.
Since we are working with a multivariate random state vector, methods of mul-
tivariate PDF compressions can be extremely tedious and costly, therefore we need
to use the alternative approach of performing the PDF compressions univariately.
However, the vector states are correlated with each other hence using the position
and state vectors individually will not produce accurate PDF representations. The
solution is to perform a decorrelation of the multivariate state PDFs to obtain un-
correlated and independent states that can be compressed univariately with accurate
PDF representations.
However, since our data does not possess a Gaussian distribution, conventional
methods that perform orthogonal transformations to obtain linearly uncorrelated vari-
ables, such as the principal component analysis (PCA), will contribute to the loss of
information present in the higher moments. Hence, we look at methods beyond the
PCA such as the method of Independent Component Analysis (ICA) and its deriva-
tives.
The ICA has been developed to be capable of decorrelating non-Gaussian data by
finding the local extrema of the kurtosis (fourth-order moment) of a linear combina-
tion of the states and thus attempting to find the non-Gaussian mutually independent
components [48,78,79]. Since the ICA solves for the linear combinations of the states,
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its accuracy depends on the degree of nonlinearity of the states so the state PDFs are
not necessarily guaranteed to independent. Therefore, we further explore a nonlinear
combination approach known as the nonlinear factor analysis (NFA) that is similar
to a nonlinear counterpart of the PCA [49–51]. The NFA finds the nonlinear combi-
nations of the independent sources that provide us with the decorrelated observations
or orbit state vector based on neural network theory.
Since the typical orbit state data has di↵erent scalings in orders of magnitude
(i.e. position vs velocity), we need to normalize the particles for the states based on
derived canonical units in terms of an object’s reference orbit to avoid the elimination
of negligible eigenvalues during PCA and ICA computations. For position, we scale
the value by the distance unit metric (1 DU ) which is equivalent to the value of the
radius of the Earth (6378.145km) [80]. For velocity, the scaling metric is given as the
distance unit/ time unit (1 DU /TU ) of equivalency 7.90536828 km/s [80]. These
are computed such that the gravitational constant is represented as 1 DU3 /TU
2
  with
a value of 398600.4418 km3s 2 for the Earth. The implementation of the scaling will
help to ensure an equal weighting of information from the velocities that are typically
of lower magnitudes relative to the positions.
We will first review principal component analysis (PCA), commonly used to decor-
relate data with a Gaussian distribution, followed by the independent component
analysis (ICA). We will then demonstrate the use of PCA and ICA as a potential
for dimensional reduction and their possibilities for PDF compression. The nonlinear
factor analysis (NFA) will be presented and discussed in detail thereafter.
We acknowledge here that the MATLAB code used in the implementation of
the ICA and the NFA to obtain the independent sources were developed by Prof.
Aapo Hyvarärinen and Dr. Honkela at the Laboratory of Computer and Information
Science at the Adaptive Informatics Research Center [81, 82]. Some modifications
and assumptions were implemented to fit our application as will be detailed in the
following sections.
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5.1 Principal Component Analysis
Principal component analysis (PCA) is the orthogonal transformation of a set of
possibly correlated data into a set of linearly uncorrelated variables known as the
principal components [45, 83, 84]. The number of principal components obtained is
equal to the dimension of the original data set. The component with the largest
variance is deemed as the first component and each succeeding component with a
higher variance is computed in that order under the constraint that it be orthogonal to
the preceding components [45,47]. PCA can be used to obtain a smaller dimension of
components by retaining the components with the highest eigenvalues and neglecting
the ones with the smallest eigenvalues.
The principal components are obtained by first centering the data set (i.e. state





k   E[Xik] (5.1)
Dropping the subscripts and superscripts, a singular value decomposition of x̃ gives
us the eigenvectors V, whose columns correspond to the decreasing eigenvalues D
that represent the direction of the components in order of their decreasing variances.
The matrix P
x̃x̃




In PCA, the components with negligible collective eigenvalues can be viewed as in-
significant or pertaining to negligible information. Thus, the principal components
kept are in reference to the directions with the maximum variance and are considered
su cient enough to represent the original data in a new coordinate frame within a
reasonable level of accuracy, as demonstrated in Figure 5.1.
The shortcomings of using the PCA for a non-Gaussian distributed data is that
the principal components computed are based on the covariance matrix, which only
incorporates second order-moments statistics. Hence using the principal components
obtained by PCA defeats the purpose of implementing the PF to obtain the non-
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Figure 5.1. An illustration of PCA. a) A data set given as 3-
dimensional points. b) The three orthogonal Principal Components
(PCs) for the data, ordered by variance. c) The projection of the data
set into the first two PCs, discarding the third one
.
Gaussian distributed particles of our state estimates. Therefore, we attempt to ad-
dress this shortcoming by looking at other methods that incorporate higher order
statistical information obtained from their decorrelation methods such as the ICA or
other nonlinear decorrelation methods.
5.2 Independent Component Analysis
Independent component analysis (ICA) is a signal processing technique that is
used to represent a set of random variables as linear combinations of statistically
independent component variables based on higher order moments [47, 48, 52–54, 85].
The most common demonstration of the application of the ICA is known as the
‘cocktail party problem’. Given a room with three people speaking to an audience







(t). Each of these recorded signals can be represented























































where aij with i, j = 1, . . . 3 are some parameters that depend on the distances of the
microphones from the speakers and other environmental factors [47, 85]. It would be






(t) if we knew the parameters aij,







(t) are statistically independent at each time instant t , we can use ICA to solve
for aij, that would in turn enable us to solve for s1(t), s2(t), and s3(t).
Beyond the assumption that the signals are statistically independent, the inde-
pendent components must have non-Gaussian distributions in order for higher order
cumulants or moments to be useful in the estimation of the independent compo-
nents [47, 48]. Since, the independent components are obtained by maximizing the
fourth order moment, if all the distributions are Gaussian then all their excess kur-
tosis values are the zero and therefore the algorithm cannot obtain the independent
components. The ICA method can be applicable if at most one of the components is
a Gaussian distribution, so the last computed component’s direction (Gaussian dis-
tributed) will not need a kurtosis maximization. In our applications, the orbit state
data is analogous to the signal data in this demonstration with their respective dis-
tributions. Given that our state estimates using the PF are non-Gaussian, we expect
some benefit from implementing the ICA for state decorrelation with some retention
of non-Gaussian information in the calculated independent components.
Given that at a time k we have an estimated state vector X of dimension L, with
N particles X = {X1,X2, . . .XN}, we propose a linear combination of p-dimensional
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independent variables with the same number of particles s = {s1, s2, . . . sN}, where
p  L. We then compute a mixing matrix A 2 RL⇥p, such that
X = As (5.6)
where si has a unit variance {8i = 1, . . . , N}.
The data X is pre-whitened to obtain a new set of data x = MX that is uncorre-
lated and has a unit variance, with a whitening matrix M. One ambiguity in the ICA
method is that the order of the independent components is indeterminate. Because
both A and s are unknown, the order of the sums in Equations 5.3, 5.4 and 5.5, can
be interchanged and hence any independent component can be called the first one
based on the degree of non-Gaussian information content [47]. For our application,
this is not a hindrance since our goal is to obtain the independent components that
can be compressed univariately or bivariately and then revert them back to their
original multivariate PDFs for various orbit determination applications. Hence, we
will still be able to obtain the correct state values for orbit determination.




, . . . wp are
in the direction of the maximum or minimum kurtosis of wTj x; 8j 2 {1, 2, . . . , p} (see
Figure 5.2).
After obtaining the values of the columns of matrix B, our independent compo-
nents s can be calculated as:
x = MX = MAs (5.7)
where: B = MA
s = BTx (5.8)
To minimize or maximize the kurtosis of wTj x, we need to use a neural algorithm
based on the gradient descent or ascent, where w is interpreted as the weight of the
neuron as referred to neural network theory [85]. The kurtosis is given as:
kurt(wTj x) = E{(wTj x)4}  3[E{(wTj x)2}]2 (5.9)
= E{(wTj x)4}  3||wj||4 (5.10)
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Figure 5.2. Search for projections that correspond to points on the






, . . . wp are then solved using the objective function J (wj) under
the constraint that ||wj|| = 1 to enable the search to be bounded by the unit circle
as shown in Figure 5.2 for a 2-dimensional vector. Therefore the obtained simplified
objective function as follows:
J (wj) = E{(wTj x)4}  3||wj||4 + F̃ (||wj||2) (5.11)
where F̃ is a penalty term due to the constraint. The exact form of the penalty
term F̃ is not important here, since a simplified expression will be derived. At a




, . . . wp
columns is given as follows [85]:
wj(i+ 1) = wj(i)± µlr(i)[x(wj(i)Tx)3
 3||wj(i)||2wj(i) + f̃(||wj(i)||2)wj(i)] (5.12)
where x are the pre-whitened data, µlr(i) is the learning rate sequence and f̃ is the
derivative of F̃ /2. The first two terms in the brackets are derived from computing
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the gradient of kurt(wTj x) using the particle values. Given that the third term is a
function of ||wj||2 only, its gradient has the form of a scalar ⇥ w. The convergence
of the learning algorithm requires a good choice of the learning rate sequence µlr(k)
to avoid the divergence of wj, which is not always easy to find [47,85].
The advantage of using such neural learning rules is that all the particles x(k)
can be input at once thus enabling fast adaptation in a non-stationary environment
[52, 85], however the convergence of wj is slow. There are methods that have been
proposed to make the learning process faster and more reliable such as the fixed-point
iteration algorithm. This fixed-point iteration scheme applied to the ICA results in
a method known as the FastICA.
5.2.1 FastICA




, . . . wp, rapidly, a fixed-point iteration
scheme is generated by taking the expectation of Equation 5.12, equating it to zero
and normalizing the penalty term, to obtain:
wj = ↵diff ⇥ (E{x(wTj x)3}  3||wj||2wj) (5.13)
where ↵diff is an arbitrary scalar that di↵uses the penalty term under the normalizing
constraint of ||wj|| = 1.
Hence, the fixed-point iteration scheme is implemented as follows:
1. Take a random initial vector w(0) of norm 1. Let i = 0, j = 1 and B̄ = 0(p⇥p).
2. Let wj(i+ 1) = E{x(wj(i)Tx)3}  3wj(i).
3. Let wj(i) = wj(i)   B̄B̄Twj(i). Where B̄ accumulates the vectors wj column-
wise.
4. Divide wj(i) by its norm
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5. If |wj(i + 1)Twj(i)| is not close enough to 1, let i = i + 1 and go back to step
2, or else output vector wj into the columns of B̄, and increment j until wp is
obtained to finally obtain the full matrix B.
The basic idea is that we search for the vector wj of norm 1, such that the
linear combination of wTj x has a maximum or minimum kurtosis that will give us
the independent components s, where p = L [47]. If dimensional reduction is desired
such that p  L, then the fixed point iteration scheme will stop at the desired length
of p. Hence the search for the columns of the matrix B, will always have a maximum
kurtosis value and subsequently decrease as the vectors wp are obtained. A detailed
description of the algorithm implementation can be found in references [47, 48].
After obtaining the values of the columns of matrix B, our independent compo-
nents s are given by:
s = ATMTx (5.14)
The main idea here is that once we obtain the independent components s, we can
perform p univariate compressions of the components s 2 Rp⇥N and then revert them
back to obtain the states X in the original frame using the mixing matrix A as shown
in Equation 5.6.
Therefore, in the following section we will demonstrate the performance of using
the PCA and the ICA to a set of orbit state vector data.
5.3 Simulation examples for PCA and ICA comparisons
Given the state estimate particles Xik, we are interested in obtaining the inde-
pendent components that incorporate higher order moments beyond the second order
statistics given by the covariance matrix that is usually implemented using the PCA.
We will look at two di↵erent examples of orbit data ephemerides and compare the
results of reducing the state dimension through using the PCA and the ICA.
Since out-of-plane motion in two-body orbits is known to be decoupled from in-
plane motion, we anticipate a dimensional reduction from 6 states to 4 may reason-
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ably approximate the most strongly non-Gaussian components of the PDF since the
fundamental nonlinearity based on Kepler’s equation is pronounced in the in-plane
motion. In both cases, we will reduce the dimensions from a 6-dimensional vector to
a 4-dimensional state vector, each using 1000 particles with their respective weights.
While retaining the information from the eigenvector matrix and the mean of the
data matrix for the PCA, we compute the reconstructed data with respect to the
dimensionally reduced principal components. The reconstructed data for the ICA is
performed using the mixing matrix. The distributions reconstructed from the ICA
and those reconstructed from the PCA will each be compared to the original distri-
bution of the 6-dimensional state vector. 1
We are interested in quantifying the accuracies of the reconstructed states from
the principal components and the independent components. The mean square error
(MSE) is computed between the original data and the reconstructed data. The mean






The MSE illuminates the overall accuracy of the reconstructed data up to the first-
order moment, the mean. However, in order to accurately illustrate the goodness-of-fit
of the distributions, we will look at the Kolmogorov-Smirnov test statistic.
The Kolmogorov-Smirnov (K-S) test is a nonparametric test that can be used to
compare two sample distributions by quantifying the distance between the empirical
cumulative distribution functions [62, 63]. The K-S test is useful in comparing two
sample distributions as it is sensitive in both the location and shape of the cumulative
distribution functions. The K-S test statistic Dnm for two samples distributions Fn





Note that this is only a study of in plane motion and not an attempt to describe a 6 degree of
freedom object using 4 states. The goal here is to demonstrate the potential for augmented states
that are not necessarily required for accurate state prediction such as the ground station location
errors, range bias terms etc.
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For our cases, both n and m will have 1000 samples, and the distance metric Dnm is
a scalar value such that the closer it is to zero, the more close the distributions are
to each other. The maximum value that the distance metric Dnm can have is one
because Fn and Gm are cumulative distribution functions and hence range from zero
to one.
5.3.1 Example 1: Slightly non-Gaussian
For the first example, we will be looking at a satellite with a very large eccentricity
of 0.8181 and a 24hr orbital period (similar to Example 1 in Chapter 4). The initial
conditions were [7488.36km, 71793.70km, 24219.13km, -0.9275km/s, -0.0257km/s,
0.363km/s], defined at apogee given in the Earth Centered Inertial (ECI) frame in
Cartesian coordinates. The standard deviation for the position and the velocity states
for the a priori uncertainties were 1m and 1mm/s respectively, which are very small
values and therefore the region of uncertainty will be a slightly pronounced non-
Gaussian distribution for a one-orbital period propagation. We will focus on the
orbit state at apogee after one orbital period.
Results and Discussion
The positional states were fully reconstructed using the ICA with an overall lesser
error compared to the positional reconstruction by PCA (see Figure 5.3). Based on
the MSE values shown in Table 5.1, the ICA outperformed the PCA for the positional
states while the PCA outperformed the ICA for the velocity states. However, when
we look at the K-S test statistic that gives us a sense of the goodness-of-fit of the
distributions in Table 5.2, we see that the ICA produced better reconstructions for
all the states except the velocity states in the X- and Y-directions. Nevertheless, the
K-S test statistic still holds at a small desirable value for both the PCA and the ICA,
implying both methods worked well.
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Since the ICA computes the independent components based on the maximum or
minimum kurtosis of the whitened data, the independent components calculated are
based on the maximum kurtosis values of the data. For the PCA, based on the 4
principal components obtained, the kurtosis for these components were 3.13, 2.86, 2.92
and 3.01 while for the ICA the kurtosis for the 4 independent components were 3.27,
3.13, 3.12 and 2.9. This shows that the 4 components kept using the ICA retained
more statistical information content beyond the second-order statistics compared to
the PCA.
Table 5.1 Example 1: Mean Square Errors for PCA and ICA
MSE PCA ICA
X(DU2 ) 53.37⇥ 10 13 0.0001⇥ 10 13
Y (DU2 ) 3.19⇥ 10 13 0.0001⇥ 10 13
Z(DU2 ) 0.54⇥ 10 13 0.4822⇥ 10 13
Vx(DU2 /TU
2
 ) 0.0001⇥ 10 14 0.0463⇥ 10 13
Vy(DU2 /TU
2
 ) 0.18⇥ 10 13 0.0024⇥ 10 13
Vz(DU2 /TU
2
 ) 0.01⇥ 10 13 0.1545⇥ 10 13
Table 5.2 Example 1: Kolmogorov-Smirnov test statistic for PCA and ICA
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Figure 5.3. Example 1 PCA vs ICA: Original Data (Red Dots) and
Reconstructed Data (Blue Dots)
5.3.2 Example 2: Highly non-Gaussian
For the second example, we consider an orbit of eccentricity 0.2 and an approxi-
mate 0.75 day orbital period. The semi-major axis is 35000km, with an initial con-
dition of [28000km, 0km, 0km, 0km/s, 4.133km/s, 0km/s] at perigee. The standard
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deviation for the position and the velocity states for the a priori uncertainties were
1km and 1m/s respectively. In this scenario, we are interested in observing the evo-
lution of the particles with this large initial uncertainty that are propagated over
the entire orbital period without any measurement update, given a smaller eccen-
tricity and observe this orbit state at perigee. This will illuminate how the region
of uncertainty grows over time simulating the e↵ects contributed by the unmodeled
perturbations over a longer period of time.
Results and Discussion
In this example we observe a more non-Gaussian or the characteristic “banana-
shaped” region of uncertainty described by the particles. As in example 1, the results
have the same explanations and conclusions. However, for this example, we see that
the reconstructed states in the velocity components are relatively better for the ICA
compared to the PCA reconstructions (see Figure 5.4, Table 5.3 and Table 5.4 )
with the exception of the position and velocity in the Z-component. Nevertheless,
the K-S test statistic still holds at a small desirable value for both the PCA and
the ICA. Moreover, for this non-Gaussian problem, it is clear that the non-Gaussian
information plays an important role as shown in the kurtosis values for the components
using ICA of 27.39, 5.5, 3.02 and 2.6; this confirms that upon further compressing
these components univariately, the loss of information will be much less compared to
the PCA with kurtosis values of 4.30, 25.66, 3.46 and 2.91 that correspond to the
components with decreasing maximum eigenvalues respectively.
Overall, the PCA was comparable to the ICA in determining the accuracy of the
reconstructed state vectors. ICA illustrated superiority in the position states’ recon-
structions compared to PCA, while PCA outperformed ICA in the velocity states’
reconstructions. Moreover, in considering the values obtained by the K-S test statis-
tic, the ICA illustrated a better reconstruction in the positional states in example 1
and in all states except the position and velocity states in the Z-direction. This can
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Figure 5.4. Example 2 PCA vs ICA: Original Data (Red Dots) and
Reconstructed Data (Blue Dots)
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Table 5.3 Example 2: Mean Square Errors for PCA and ICA
MSE PCA ICA
X(DU2 ) 1.0722⇥ 10 8 0.0001⇥ 10 8
Y (DU2 ) 0.1365⇥ 10 4 0.0001⇥ 10 8
Z(DU2 ) 0.0051⇥ 10 12 0.4822⇥ 10 8
Vx(DU2 /TU
2
 ) 13.941⇥ 10 8 0.0463⇥ 10 8
Vy(DU2 /TU
2
 ) 0.0029⇥ 10 8 0.0024⇥ 10 8
Vz(DU2 /TU
2
 ) 0.0052⇥ 10 12 0.1545⇥ 10 8
Table 5.4 Example 2: Kolmogorov-Smirnov test statistic for PCA and ICA







be due to the fact that the out of plane component in the Z-direction possesses a near
Gaussian distribution. Since our goal was to maintain the non-Gaussian information
by finding the components that maximized kurtosis, it is clear from the values of kur-
tosis of the components that the ICA is better equipped in performing this compared
to PCA.
To obtain uncorrelated and independent realizations x of the random vector X,
methods like the Principal Component Analysis (PCA) [45, 46, 83] and Independent
Component Analysis (ICA) [46, 47] are capable of generating the independent vari-
ables or sources through a linear mapping. The PCA restricts the distribution of the
sources to be Gaussian, while the ICA does not. Given that the nature of the distribu-
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tion of the orbit state results from non-linear dynamics and possess a non-Gaussian
distribution, PCA or ICA alone will not su ce. Hence, we focus on a non-linear
counterpart of the PCA called the Nonlinear Factor Analysis (NFA), that is capa-
ble of capturing the distribution of the data in a non-linear mapping followed by a
rotation using the fastICA to result in decorrelated and independent non-Gaussian
components, su cient for compression. The NFA will be discussed in detail in the
following section.
5.4 Nonlinear Factor Analysis
The orbit state’s distribution can have varying degrees of non-Gaussian distribu-
tions depending on the degree of nonlinearity of the orbit. The independent com-
ponents can be obtained using methods such as the ICA that may su ce at some
instances. However, when the orbit state’s distribution is strongly non-Gaussian and
nonlinearly correlated, we need to use nonlinear mapping methods such as the non-
linear factor analysis (NFA) to obtain an accurate representation of the independent
components. Figure 5.5 illustrates the capture of a non linear 2-dimensional data
distribution on the left using a linear coordinate system in a linear mapping method
such as the PCA or the ICA. The image on the right demonstrates how a nonlinear
mapping method such as the NFA is capable of capturing the data structure better
in a non linear manifold [50].
5.4.1 Multilayer Perceptron Network
The non-linear mapping of the sources s to the observations (i.e. the elements of
the random vector X) is modeled by a multilayer perceptron (MLP) network model
that is capable of approximating any nonlinear mapping using a function f() with
arbitrary accuracy given an enough number of hidden neurons Hn [49, 50].
The structure of the mapping is shown in Figure 5.6. The nonlinearity of each
hidden neuron in the middle layer is usually modeled using an activation function  .
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Figure 5.5. A nonlinear data represented using a linear coordinate
system (Left) and a nonlinear coordinate system (Right) [50]
Figure 5.6. The MLP network maps the sources to the observations
through a hidden layer (middle layer) of neurons that each compute
the nonlinear function of the inputs [50]
The activation functions used are the sigmoid functions that are a special case of the
logistic function [86]. The sigmoid functions posses a positive derivative everywhere.
The choice of the hyperbolic tangent tanh() as the activation function is deemed as
93
the most capable of producing the highest accuracies relative to all the other sigmoid
functions [49, 86].
The MLP is based on Variational Bayesian (VB) ensemble learning. Variational
Bayesian ensemble learning describes a family of techniques for approximating in-
tractable integrals arising in Bayesian inference and machine learning [87–89]. Our
goal is to approximate the posterior probability density of the unknown sources s and
variables ⇥p = (A,B, a,b) that are initially approximated by Gaussian distributions.
The matrices A 2 RHn⇥L and B 2 RL⇥Hn are the weight matrices of the bias vectors
a 2 RHn and b 2 RL in the first and second hidden layers of the MLP network
respectively with n as an additive Gaussian white noise.
X = f(s,⇥p) + n (5.17)
= B (As+ a) + b+ n (5.18)
= B tanh(As+ a) + b+ n (5.19)
The sources s are initially assumed to have zero mean Gaussian distributions
with a variance v
s
parameterized by the logarithm of the standard deviation (log-
std). This parameterization of the standard deviation by the logarithm will enforce
the posterior distribution that we are solving for to be closer to Gaussian since the
assumption of a Gaussian posterior is not fully accurate, hence the need to implement
the FastICA thereafter to resolve this. The same assumption applies to all the other
variables except the matrix A where the variance is fixed to a constant that allows
for the variance of the sources to vary during the iterative computations.
94
The distributions for the parameters are given as:
X s N (f(s), e2vX) (5.20)
s s N (0, e2vs) (5.21)
A s N (0, I) (5.22)
B s N (0, e2vB) (5.23)
a s N (m
a
, e2va) (5.24)
b s N (m
b
, e2vb) (5.25)
The distributions of each set of the log-std parameters known as the hyper pa-
rameters, are also modeled by Gaussian distributions:
v
X
s N (mvX , e2vvX ) (5.26)
v
s
s N (mvs , e2vvs ) (5.27)
vB s N (mvB , e2vvB ) (5.28)








and the hyper parametersmvs , vvs ,mvX , vvX ,
mvB , vvB are all assumed to be Gaussian with zero mean with a very flat distribution
(i.e. standard deviation of 100) [50].
The sources s are computed with the assumption of a Gaussian distribution, how-
ever this representation su↵ers from rotational indeterminacy or a lack of a better
representation of source separation [49]. Therefore, the accurate representation of the
sources is obtained by further performing a rotation using the fastICA to enable a
good non-Gaussian separation.
The next step involves solving for the unknown sources s and variables ⇥p =
(A,B, a,b) given the assumptions using ensemble learning, where ⇥ = {⇥p, s}.
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5.4.2 Ensemble Learning
Ensemble learning is a method of parametric approximation of the posterior dis-
tribution using the Kullback-Leibler divergence (KLD) to measure the misfit between
the true posterior p and the approximate posterior q. Since the KLD is a global
measure, it is sensitive to probability mass of the distribution and hence the need
to use a fixed-form parametric approximation of distributions [50]. These parameter
approximation distributions (priors and hyper priors) are capable of retaining the
probability mass of the distribution rather than using the expectation-maximization
of a parameter (a single point value) that can cause over fitting and eventual diver-
gence of distribution estimates [50], therefore, demonstrating the need to model the
means and variances of the parameters in Equations (5.20 - 5.28) using priors and
hyper prior flat distributions also known as uninformative priors [90].
The KLD provides us with a distance measure between the approximation q(⇥|⇠)








p(⇥,X|H)d⇥+ ln p(X|H) (5.30)
The approximate distribution q is conditioned on the information ⇠ of the variational
parameters and the hyper-parameters used to approximate the variables s and ⇥p and
H represents the prior background assumptions of the model based on the distribution
of the variational parameters for the true distribution p. Since the term p(X|H) is
not dependent on the unknowns, we can then derive a cost function C, which can be
split into a cost function based on the posterior and approximate distributions.
The Cost Function
The minimization of the cost function C
⇥
with respect to the posterior means ⇥̄
and variance ⇥̃ of the unknown parameters ⇥ = {⇥p, s} is performed to obtain the











= Cq + Cp
C
⇥
= E[ln q(⇥|X)] + E[  ln p(X,⇥)] (5.33)
We minimize the cost function C
⇥
by computing the partial derivatives with re-
spect to the variables and all the parameters to propagate them back through the
MLP network. Since the distributions of the variables and the parameters are as-
sumed to have a Gaussian distribution, the cost function can be calculated as the
entropy of the approximation q and the expected energy of p [49].
It happens that Cq is not a function of the posterior means ⇥̄ of the parameters
but of the variances ⇥̃ alone [49,50]. Therefore, Cq for all unknown parameters i can
be factored as:
























Similarly, the expected energy term Cp is more involved compared to the negative
entropy evaluation. The Cp term can be factored into simpler terms as follows [49]:
Cp = E[  ln p(X,⇥|H)] (5.38)
= E[  ln p(X|⇥,H)] + E[  ln p(⇥|H)] (5.39)
where H represents the background assumptions of the MLP network model.
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By implementing the Gaussian distribution assumptions for Equations 5.21-5.28,
we obtain [50]:










and for Equation 5.20, we obtain [50]:
  ln p(X) = 1
2






Therefore, the second summation in Equation 5.39 can be evaluated as the nega-
tive logarithm of a Gaussian PDF over a Gaussian mean and log-variance parameters,
for example a parameter ✓ ⇠ N (m, exp(2v)) through the integrals of the form [49]:
E[  ln p(✓|m, v,H)] =
ZZZ




ln(2⇡) + v̄ +
1
2
[(✓̄   m̄)2 + ✓̃ + m̃] exp(2ṽ   2v̄)(5.43)
The first term of Equation 5.39 is an expectation over all elements in matrix X,
evaluated as [49]:


















Evaluating Equation 5.45 is very di cult, since it involves solving for the mean
f̄ij and the variance f̃ij of the outputs of the MLP network [49] (where ij represents
the size of f as RL⇥N). However, there exist methods such as the Gauss-Hermite
quadratures that can be used to approximate the evaluations of these multivariate
Gaussian integrals [49, 91].
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Gauss-Hermite quadratures [49,91]
The mean f̄ij and the variance f̃ij of the outputs of the MLP can be







These integrals depend on all the ⇥ inputs; the sources, weights and biases
of the MLP network, thus leading to the case of the curse of dimensionality.
In the extraction of a large number of sources, using a first-order Taylor
approximation of f for f̄ij and a second order Taylor approximation for
f̃ij, produced unreliable estimates by introducing large variances in the
posterior estimates.
To solve this, a more accurate approximation that is based on the global
linearization of f by replacing the derivatives of the activation function  
present in the Taylor scheme, using Gauss-Hermite quadratures to com-
pute the global linearizations [49].
The Gauss-Hermite quadratures is a general method for approximating








where   : R ! R is a scalar function. For an approximation using n
points, the weights wk and the abscissas tk can be chosen to ensure that
the result is exact for all polynomials up to order 2n. The NFA method
uses a choice of n = 3 points that has been proven to provide a good
balance between accuracy and e ciency for most cases. In this case, the














} for k = {1, 2, 3}.
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Therefore, we can evaluate the mean and variance of some given distri-
bution y using the Gauss-Hermite quadratures approximation based on
these evaluation points to get the general expectation and an evaluated






ỹ) ⇡ E[ (y)] =
Z 1
 1






ỹ)   ̄(y)GH ]2 ⇡ E[ (y)  E[ (y)]]2 (5.50)
The simplicity of this implementation is that the quadrature depends of
the mean and the variance of y (the operand of  ), where y = As+a and








(ÃHni(s̄2ij + s̃ij) + Ā2Hnis̃ij)
+ãHn (5.52)
Given that the bias term a is RHn , it is applied to each particle N or in
this case the index j. Equation 5.52 can also be approximated using a
quadrature evaluated by the variance originating only from ⇥
p
that will




(ÃHni(s̄2ij + s̃ij)) + ãHn (5.53)
Consequently, the evaluated mean and variance are used to define the
e↵ective linearization of the hidden nodes by finding a corresponding linear












BiHn ̄(yHnj)GH + b̄i (5.55)
and for the variance we have





+b̃j + r̃sfijdiag(s̃)r̃sfTij (5.56)






In solving for the variational parameters that involve the mean and log-
std of Gaussian distributions, we need to implement a Newton iteration
scheme, since the Gaussian priors do not have an analytical solution [50].
Each parameter is solved by taking the partial derivatives of the cost
function as we hold all the other variables constant and implement the
same thing for the rest of the parameters. This method is similar to a back-
propagation approach in which the partial derivatives of the cost function
C with respect to the posterior means and variances of the sources, weights
and biases is computed.
The partial derivative of Cp with respect to ⇥̃ is roughly constant due
to the fact that the terms of f̃ have a linear e↵ect on the cost function
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The means of the sources, weights and biases are updated using the corre-
sponding posterior variances ⇥̃ since they contain information of the cost















Equation 5.60 would be exact if the posterior pdf p(⇥|X) were exactly
Gaussian [50]. This would be true if the mapping of the function f were
linear. Hence, the approximation is valid as long as the function is roughly
linear around the current estimate of ⇥̄ [50, 91].
Initialization and the phases of learning
The initialization of the MLP network using the gradient-based algorithms are
strongly prone to local minima and thus causing the iterations to converge to a false
estimate. Therefore, we need to use e↵ective approaches for initialization to obtain
accurate results. The NFA method uses the PCA to provide the initial means of the
sources based on a suitable number of principal components of the data distribution
[50] or a choice of the desired number of sources. The number of sources has to be
less than or equal to the dimension of the observations. The variances of all the
102
MLP weights are initialized to small constant values while the means are initialized
to random values [50, 51].
The first phase of learning allows only the updating of the weights of the MLP
during the first 20 iterations to enable the model to learn the mapping of the PCA
observations X to the sources s [50]. The second phase of learning allows for the
updating of the hyper parameters after the first 100 iterations [50]. These number
of iterations chosen are dependent on the degree of nonlinearity, hence the user may
need to change these values as they pertain to their application.
For this research work, we stuck to these initializations and increased the number
of hidden neurons by trial and error until we reached a relatively desired result.
However, future work can be done to make sure a near optimal method is used by
altering the number of iterations for the initialization steps.
5.4.3 Nonlinear Factor Analysis Algorithm
The Nonlinear Factor Analysis algorithm solves for the unknown sources s and
the variables ✓p as random variables ⇥ with a given mean ⇥̄ and variance ⇥̃. The
mean ⇥̄ and variance ⇥̃ are the values that are solved for iteratively based on the
initial assumptions and the known values of X, which is also assumed to be a random
variable with uncertainty n.
The algorithm can be outlined as follows:
1. Initialization of the parameters and hyperparameters
The priors for ⇥̄ and variance ⇥̃ as well as the priors for the mean mhyper and
variance vhyper of the hyperparameters are given as described in Equations 5.20
to 5.28. The means of ✓p are initialized to a small random number with a very
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small variance, where the hyperparameters have zero means and a very large
variance.
⇥̄ = {✓̄p, s̄} = {Ā, B̄, ā, b̄, s̄} (5.62)
⇥̃ = {✓̃p, s̃} = {Ã, B̃, ã, b̃, s̃} (5.63)
Hyperparameters:
mhyper = 0 (5.64)
vhyper = 100
2 (5.65)
Each element in ⇥ has a mean and variance as follows: Ā 2 RHn⇥L, Ã 2 RHn⇥L,
B̄ 2 RL⇥Hn , B̃ 2 RL⇥Hn , ā 2 RHn , ã 2 RHn , b̄ 2 RL, b̃ 2 RL, s̄ 2 RL⇥N and
s̃ 2 RL⇥N . To simplify the notation, we will index ⇥̄i and ⇥̃i to represent all
the elements from the weights, bias and source terms. The hyperparameters
mvs , vvs , mvX , vvX , mvB and vvB are all scalar values as shown in Equations 5.64
and 5.65.
2. Initialize the partial derivatives of the cost function
The cost function is given as was shown in Section 5.4.2:
C = Cq + Cp (5.66)
= E[ln q(⇥|⇠)] + E[  ln p(X,⇥|H)] (5.67)












ln(2⇡) + v̄i +
1
2








[(Xi   f̄i)2 + f̃i] exp(2ṽni   2v̄ni)] (5.69)
(5.70)
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Where each i corresponds to each scalar element and m and v represent the
mean and variance of the hyperparameters. The partials of the cost functions













The partial derivatives for the hyperparameters will be used in the second phase
of learning in which the hyperparameters are updated after the first 100 iter-
ations that include the first 20 iterations of enabling the model to learn the
mapping of the PCA observations X to the sources s.
3. Calculate initial cost
The cost is calculated based on the initial assumptions and priors to solve for
both Cq0 and Cp0.
C
0
= Cq0 + Cp0 (5.75)
C
0
= E[ln q(⇥|⇠)]X0,⇠0 + E[ln p(⇥,X|H)]H0 (5.76)
4. Calculate the partial derivatives to adapt the parameters
The partial derivatives will be adapted after every iteration k, as the algorithm



















5. Update the parameters
We solve for new values of the observations Xnew that will result in the reduc-
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X̃new = B̃ tanh(Ãs̃+ ã) + b̃ (5.82)
Then the new cost is calculated based on the new mean and variances for ⇥new
and Xnew.
Cnew = [Cqnew + Cpnew]|¯
⇥inew,˜⇥inew,¯Xnew,˜Xnew
(5.83)
6. Minimize cost function
The cost Cnew is minimized by adapting the parameters ⇥̄inew and ⇥̃inew using
the well known bisection search and gradient methods to obtain the new values
as the next iterative step. The bisection search method bisects the intervals
of the parameters in order to find the values that will minimize the set cost
function (Please see [92] for details of method). The parameters are continually
updated (Return to steps 4 and 5), until the cost |Cnewk+1   Cnewk | < ✏ (where
✏ is a small scalar value of ✏ = 1e 4 in our application).
7. Output variables
The resulting output are the mean and the variance of the sources s̄ 2 RL⇥N
and s̃ 2 RL⇥N respectively and the parameters ✓̄p and ✓̃p for the weights and
bias terms only. The hyperparameters are used only as training terms and are
not optimized in the entire cost reduction iteration process.
Since, the data or the observations X that we initially had are the realizations of
the random vector of the position and velocity of the space object if interest, there
is no need of the uncertainty information of the realizations of the random state in a
hyperparameterized manner. Therefore, once we obtain the mean values of the sources
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s̄, we do not need the variances of the sources s̃ or the parameters ✓̃p. Additionally,
the variances of the sources were O2 orders of magnitude smaller compared to the
means of the sources s̄.
However, the variances were important in the implementation of the ensemble
learning due to the sensitivity of the KLD to the probability mass of the distribution
versus the expectation maximization that would have used only the expectations, as
was explained in Section 5.4.2. The parameters ✓̄p are retained as useful information
during the reconstruction phase after data compression.
ICA transformation of sources s
In typical NFA implementations, due to the initial assumptions that the sources
have a Gaussian distribution, the algorithm tries to fit the sources to be more Gaussian
which is achieved by minimizing the cost function [92]. This is evident since the
minimization of the cost function is a relative minimization approach and not a global
minimization in the sense that the cost is as small as possible but is not close to zero.
Therefore, despite that the distribution of the mean of the sources s̄ obtained
from the NFA are non-Gaussian their distributions are correlated when viewed in the
dimension of the states L, where v




s1 , vs1) (5.84)
... (5.85)
sL 6= N (msL , vsL) (5.86)
The ICA performs a transformation on the sources s to a distribution of uncor-
related sources s0, by maximizing the non-Gaussian information. The justification of
using the ICA to perform the decorrelation is based on the fact that the sources are
now linearly uncorrelated. Therefore, since the ICA is based on a linear transforma-
tion mapping to ensure independence and uncorrelation, the new sources s0 results to
states that are uncorrelated and independent.
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6. PMF COMPRESSION
To ensure that the implementation of the PF is a viable estimator for real time or-
bit determination applications, we need to validate that this is achievable in a cost
e cient manner and with desirable accuracies. Since the PF is based on a Monte
Carlo approach, the computational and data allocation costs possess the tendency to
compound with the increase of both the number of particles and the “curse of dimen-
sionality” when using the PF as an estimator and in the state vector representation
using the particles with their respective weights.
Various methods have been proposed that are capable of representing a full PDF
by characterizing its statistical content in a concise manner. The characteristic func-
tion is a function that completely defines the probability distribution of a random
variable or vector by taking the inverse Fourier transform of the probability density
function [93]. The characteristic function has all the properties of the moment gen-
erating function, however the moment generating function may not always exist for
all random variables [94]. In the case that we have a given random variable X with
a probability density function fX(x), the characteristic function is calculated as:





Therefore, it is possible to obtain the higher order moments from the characteristic
function to characterize the probability density function of any given random variable.
Provided that the nth moment exists, the characteristic function can be di↵erentiated
n times to obtain the nth moment as follows [95]:






However, in the case of a random vector, the higher dimensions requires a joint
characteristic function that involves solving for multivariate integrals, which can be
computationally costly and mathematically intractable [94]:








ej(!1X1+...+!NXN )fX1...XN (x1, . . . , xN)dx1 . . . dxN
(6.4)
Therefore, we need methods that do not require solving for multivariate integrals
and that are relatively computationally cost e cient. There are other methods that
are closely related the characteristic function such as the Hermite polynomials. The
Hermite polynomials are classical functions that are used in systems theory which
typically arise whenever there exists a nonlinear operator on Gaussian noise [96, 97].
There are generally two di↵erent ways of representing the Hermite polynomials: the
“probabilistic’” approach and the “physicists” approach (we will only show the latter);
these approaches are not equal to each other however one is a scaled version of the











where Hn is a series of Hermite polynomials. The first five set of the polynomials
are given as [96]:
H
0
(x) = 1 (6.6)
H
1
(x) = 2x (6.7)
H
2
(x) = 4x2   2 (6.8)
H
3
(x) = 8x3   12x (6.9)
H
4
(x) = 16x4   48x2 + 12 (6.10)
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The use of Hermite polynomials in representing the probability density of a ran-
dom vector will require computing a multidimensional Hermite polynomial system.
This system can be computed using the recurrence relations for the Hermite poly-
nomial and the Gram-Charlier series [98]. This approach may be computationally
taxing, moreover there are several variables that need to be pre-determined such as
the maximum degree of polynomials to use and whether the “probabilistic’” approach
or the “physicists” approach is computationally e cient than the other, to obtain a
near optimal solution. This might be a subject for future work.
Other more common methods closely related to the characteristic function that
are mathematically tractable and are relatively faster to compute are the Fast Fourier
Transform and the Wavelet Transform. Additionally, we have addressed the problem
of the “curse of dimensionality” by solving for the independent components using
NFA, whose Probability Mass Function (PMF) can be univariately compressed versus
attempting to compress a multivariate state PMF. The compression of the univariate
state PMF can be performed using methods such as the Fast-Fourier Transform (FFT)
or the Wavelet Transform (WT).
These transforms approximate the univariate PMFs by retaining a smaller subset
of coe cients within desired accuracy bounds. The compressed univariate state PMFs
can then be easily reconstructed and transformed to obtain the original states’ PMFs
by performing the inverse transforms of either the WT or the FFT, followed by
transformations using the mixing matrix from NFA and the “now-known” variables
⇥ from the MLP network model. In this chapter, we elaborate briefly on the FFT
and the WT as they pertain to the approach of univariate PMF compressions.
6.1 Fast-Fourier Transform
The Fast-Fourier Transform is a faster implementation of the discrete Fourier
Transform. We first define what a Fourier Transform represents. The Fourier Trans-
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form (FT) is a mathematical transformation of a mathematical function f(t) of time








f̂(!)e2⇡i!td!, for every real number t (6.12)
The inverse Fourier transform produces the original function f(t) from the trans-
formed function f̂(!). The Fourier transform is related to the Fourier series where
the period of the function is lengthened to approach infinity versus being represented
as a sum of cosine and sine functions in the Fourier series [99]. The FT is capable
of providing a spectral representation elucidating the frequency values within a sig-
nal [44]. In order to know the time history of a signal, the inverse FT is applied,
as is given in Equation 6.12. The shortcomings of using the FT is that it does not
provide us with a frequency and time localization. However, for our applications, we
can assume that the PMF representation can be considered as a stationary signal.
A stationary signal is a signal whose frequency does not change over time or in this
case, the moments should be constant [100].
The PMF of the independent component states s can be considered as a discrete
stationary signal approximated from binned histograms to capture the PDF. The
probability values p(j) are calculated based on the normalization of the frequencies in
the bins j = 1, . . . , n of the histogram. In order to compress the PMF representation,
we need to utilize a discretized approach of the Fourier transform known as the
Discrete Fourier Transform (DFT).
The Fast-Fourier Transform (FFT) is an algorithm that is capable of computing
the discrete Fourier transform in a much faster way [101]. The e ciency and speed of
the FFT operates on the basis that a discrete signal of length n can be easily computed
usingO(n log
2
n) computations versus theO(n2) computations that would be required
for FT [101]. In our case, n represents the number of bins in the histograms. We
convert this finite list of PMF values with abscissa values of equally-spaced bins of the
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histogram into a list of coe cients c of a finite combination of complex sinusoids [56],






n (j 1)(k 1) {8k = 1, 2, . . . n} (6.13)
The coe cients that fall below a preset threshold based on either the percentage
of desired coe cients to retain or on a performance requirement, are set to zero.
The inverse FFT will then be applied to reconstruct the compressed PMF that will
then be stored along with the other required parameters from the MLP network and
FastICA for ephemeris reconstruction.
6.2 Wavelet Transform
The wavelet transform has many applications from fields such as signal processing,
biomedical engineering to statistics. The Wavelet Transform uses wavelet bases that
are capable of characterizing transient behavior due to its localization in both time
and frequency. A wavelet basis function is simply depicted as a function that starts at
a value of zero, increases to a certain amplitude and then decreases back to a value of
zero [58]. Wavelets posses good time-frequency localization, are fast algorithms and
are simplistic in form for use in extracting information from data [57]. The wavelet
transform will be used to compress the data in the sense of maintaining a minimal
number of approximate ↵j0,k and detailed coe cients  j,k.
The wavelets break up the signal (univariate PDF) into shifted/translated and
scaled/dilated versions of the original “mother” wavelet  (x) of choice. Hence, any
density p 2 L2(<) can be approximated arbitrarily well by a finite linear combination
of orthonormal mother wavelets  j,k and the scaled wavelet 'j0,k.











, . . . , jL represents the first level to the maximum level of decomposition, and
k represents the number of coe cients that are present in each level L.
The coe cients are computed by decomposing the density p(n) as a discrete signal
into coarse approximation and detail information using the scaling function ' and the
mother wavelet function  respectively. These functions are associated with the low-
pass filter h[n] and high-pass filters g[n], depending on the type of wavelet function
used. After filtering, half the samples can be eliminated based on Nyquist’s rule [59],
since the signal now has a highest frequency of half the original highest frequency.
This allows the signal to be down sampled by 2, essentially discarding every other
sample, resulting into decomposition at level 1, and this filtering is subsequently
performed to the desired succeeding levels.









p[n] ⇤ g[2k   n] (6.16)
Hence, the PMF compressions can be represented using a subset of the approx-
imate coe cients ↵j0[k] and the detailed coe cients  j[k] up to a desired level of
accuracy j. There are a number of types of wavelet filters such as the Haar wavelet,
Symlet wavelet, Coiflet wavelet and many others. It is also possible to construct any
desired wavelet based on your own desired performance requirements [102].
6.2.1 Wavelet Filter Families
The wavelet filters are generally used for data extraction and/or compression
among many other applications. Depending on the specific application, various
wavelets will have better performances compared to others. For the case of data
compression, we are interested in a wavelet that is capable of capturing the data
e↵ectively using the least number of coe cients based on certain wavelet qualifica-
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tions such as the existence of a scaling function, orthogonality or biorthogonality and
the number of vanishing moments. The existence of a scaling function and the or-
thogonality or biorthogonality of a wavelet is associated with a fast computation of
the algorithm and space-saving coding [103]. The vanishing moment demonstrates
the wavelet’s ability to represent the polynomial behavior of a signal based on the
number of vanishing moments [104]. Inherently, the larger the number of vanishing
moments, the more accurate the signal representation by the number of polynomial
coe cients represented. We will look at a few of the commonly used wavelets in
various applications:
Haar Wavelet
The Haar wavelet is the simplest and most basic of all wavelets. It possesses a
similar form as a step-function, hence it is discontinuous and non-di↵erentiable [105].
However, the major application for the Haar wavelet is in the analysis of signals with
sudden discontinuities or transitions such as failure analysis or in image compression
with fast changing image features [103,105]. The Haar wavelet is similar to Daubechies
wavelet db1 in that it has only one vanishing moment. [105].
Symlet Wavelet
The Symlet wavelets are orthogonal and biorthogonal wavelets that are also a vari-
ation of the Daubechies wavelet families in the sense that they are nearly symmetrical
in shape. The more symmetrical the wavelet the more close to a perfect reconstruc-
tion is possible, based on the nature of the signal or data [103]. However, the Symlet
wavelets are considered to be an approximated and simplistic approximation of the
Daubechies wavelet and their scaling function has zero vanishing moments [103]. Due
to the fact that the scaling function has zero vanishing moments and the shape is
nearly symmetric, the performance for the symlet wavelet in compression applica-
tions is optimized for nearly symmetric signals as well. The Symlet wavelet family
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has order N for symN, where N = {1, 2, . . .}. The higher the order N, the more
detailed information is extracted and the more number of coe cients are produced.
Coiflet Wavelet
The Coiflet Wavelet is also a nearly symmetrical wavelet as the Symlet wavelet
with similar properties. However, the Coiflet wavelet can be used to approximate
signals to an equality if the signal is a polynomial of degree d using a Coiflet wavelet
coifN, where d  N  1 [103]. Therefore, it can be more useful for comparing a signal
to its sampled version [103]. The Coiflet has 2N number of vanishing moments for
the mother wavelet and 2N-1 for the scaling wavelet, therefore it has the maximum
number of vanishing moments. However, its supports only a compact support signal
width, therefore it is generally an approximation (i.e. The Coiflet wavelet coifN
capabilities can be compared to sym2N or db2N).
There are many other additional less common wavelets such as the Meyer wavelet,
Mexican Hat wavelet, Morlet wavelet, Gaussian wavelets and many others. However,
the scope of their applications and performance capabilities reside in a lower threshold
based on their shapes, and the lack of orthogonality and vanishing moments to be
considered for our work. Therefore, for our application we have chosen to work with
the Daubechies wavelet due to its desirable properties and its commonality of use.
6.2.2 Daubechies Wavelet (db2)
The Daubechies (db) wavelet is the most favorable wavelet for most applications
due to its characteristic of possessing the maximal number of vanishing moments M
0
for compression applications [104]. Each db wavelet has a number of zero moments
or vanishing moments that equals to half the number of coe cients in the wavelet
function (i.e. a db6 will have 3 vanishing moments representing the constant, linear
and quadratic signal components of a polynomial). Additionally, the db wavelet is the
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only wavelet with asymmetrical properties that tends to improve the approximation
of the signal representation during the succeeding stages of decomposition.
There is no closed-form analytical representation for the Daubechies wavelet be-
yond db1 which is similar to the Haar wavelet [100]. The db scaling ' and mother
 wavelets are constructed using a cascade algorithm that iteratively computes for
the function values from a coarse sequence of sampling points and successively con-
verges to a more densely spaced sequences of sampling points [106]. These scaling
and mother wavelet functions are illustrated in Figure 6.1.
Figure 6.1. Scaling function ' (left) and the mother wavelet function
 (right) for a Daubechies 2 wavelet [107]
In our application we chose to work with the Daubechies 2 (db2) wavelet, to
minimize the number of terms required for allocation costs reduction while producing
an accurate representation as possible. The coe cients for the filters h[n] and g[n]
used for decomposition are listed in Table 6.1.
It is clear from the values of the coe cients of the db2 filters that there exists a
relationship between the low-pass and the high-pass filters. The high-pass filter can
be computed directly from the low-pass filter from the relation g[n] = ( 1)1 nh[1 n]
[100]. This is true for all types of wavelet filters. This means that the filters are odd
index alternated reversed versions of each other commonly known as the Quadrature
Mirror Filters (QMF) [59].
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Table 6.1 Daubechies 2 decomposition low-pass and high-pass filters

















































Other Daubechies wavelets could be used as well for PMF compression appli-
cations. The only thing to keep in mind is that the dimension of the coe cients
increases with the use of a more detailed Daubechies wavelet.
In concluding this chapter, both transforms will be used to demonstrate the PMF
compressions for our independent components. In order to demonstrate the e↵ective-
ness of this approach, we intend to apply this theory to simulated data for verification.
Since, the compressed components are in the FastICA frame, we will need to perform
transformations to reconstruct the states data back to the original ECI frame and
compare the distributions using various information measures, as will be presented in
the following sections.
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7. EPHEMERIS STATE RECONSTRUCTIONS
Once the compressed PDFs are obtained for cost reduced storing and transmission,
we need to be able to obtain the ephemeris’ state data in its original frame for useful
real time applications at a given time instance. The coe cients from the compressed
PDFs that are obtained either by using Wavelets or the Fast Fourier Transforms
are used along with some of the other parameters from the FastICA and the MLP
network model to reconstruct the state in the original frame. We iterate the steps
involved in reconstructing the original ephemeris data in this chapter.
7.1 Inverse Transforms
In the previous section we discussed how the univariate PDFs were compressed
using the FFT and the WT. The initial step of reconstruction involves obtaining the
univariate PDF estimates by performing the inverse transforms.
7.1.1 Inverse Fast-Fourier Transform
The inverse FFT is very straightforward. The number of coe cients m retained
as a subset of the original set of n coe cients c, are used to reconstruct the univariate









Generally, for each probability value {p(j) 2 p} of the univariate PMF, (i.e j =
1, . . . , n) the condition
Pn
j=1 p(j) = 1 must be met. Since the univariate PMF recon-
structed is an estimate, all we need to do is to normalize all the calculated probability
values p̂(j) 2 p̂ to su ce this condition.
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7.1.2 Inverse Wavelet Transform
For the Wavelet Transform, the coe cients of each independent component is con-
volved with the low-pass and high-pass filters and upsampled to generate n probability
values for each independent component or univariate PMF.




((↵j0[k] ⇤ h[ n+ 2k]) + ( j0[k] ⇤ g[ n+ 2k])) (7.2)
The Daubechies wavelet filters (db2) for the low-pass filter and the high-pass filter
used in reconstruction are given in Table 7.1. Note that the wavelet filters used for
decomposition are not the same as the ones used for reconstruction but are mirror
images in reverse order. As mentioned earlier, the high-pass filter is computed di-
rectly from the low-pass filter as g[n] = ( 1)1 nh[1  n] [100]. Therefore, we do not
necessarily need to store the coe cients for the high-pass filter, but we can compute
them directly from this expression.
Table 7.1 Daubechies 2 reconstruction low-pass and high-pass filters

















































Therefore, the decrease in the number of coe cients retained during reconstruction





((↵j0[k] ⇤ h[ n+ 2k]) + ( j0[k] ⇤ g[ n+ 2k])) (7.3)
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So, once the compressed univariate PMFs are reconstructed, we need to obtain
a desired number of particles to develop the original ephemeris representation, by
sampling the reconstructed PMF.
7.2 Sampling Discrete Probability Distribution
Since the reconstructed univariate PMF’s probabilities are of length n based on
the number of bins used in the histogram to generate the PMF, we need to repopulate
the data from the discrete distribution.
We generate the same number of particles N by sampling with replacement from
the discrete probability distribution. However a higher or lower number of particles
could be generated as well. This approach independently draws samples from the
distribution based on the probability values p̂(n) 2 p̂. We have used an open source
MATLAB c  code that was created by Dahlua Lin [108]. Since the univariate PMFs
were originally computed with a zero mean, it is straightforward to finally compute
the particles based on the indices of the abscissa values of the compressed PMF.
7.3 Inverse FastICA
From here, the inverse FastICA is implemented to solve for the sources computed
in the MLP network ŝ that were rotated into sources ŝ0 using the mixing matrix A:
ŝ = Aŝ0 + ⌧ (7.4)
The term ⌧ 2 RL⇥N represents the mean of the computed independent components,
that has been copied N times column-wise to enable the accurate matrix computation
to produce the sources ŝ 2 RL⇥N . The ⌧ values are very close to zero but not
close enough to be neglected, since they originate from the rotations of the sources s
during FastICA. Once the estimated sources ŝ are calculated, we perform the MLP
feed-forward propagation to obtain the original state data in the inertial frame.
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7.4 MLP Feed-forward propagation
The next step of reconstruction involves calculating the states or observations
X̂ in the inertial frame from the compressed sources ŝ, using the parameters ⇥p =
(A,B, a,b) in the feed-forward MLP network (see Figure 7.1).
x̂ = Btanh(Aŝ+ a) + b+ n (7.5)
Figure 7.1. The MLP network maps the sources to the observations
through a hidden layer (middle layer) of neurons using ⇥p to obtain
the estimated observations [50]
The final states X̂ in ECI coordinates can be obtained by removing the scalings
of the vector x̂ based on the canonical units transformations presented in Chapter 5.
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8. SIMULATION RESULTS
We present a way to measure how close the reconstructed compressed states are to the
original ephemerides using various information measures. The Kolmogorov-Smirnov
(KS) test was presented in Chapter 5, as an information measure that calculates the
supremum distance between two empirical cumulative distribution functions. We will
also compute the Kullback-Leibler divergence (KLD) metric for each state particle
distribution to compare the information content of the compressed independent com-
ponents to the original uncompressed independent components. The KLD distance
metric was also presented in Chapter 5.
The univariate PMFs are compressed with respect to a compression rate that can
vary between the values of 0 to 1. We will illustrate the relationship between the
number of terms retained and the KLD distance metric to the compression rate in a
performance plot for the Wavelet and Fast-Fourier Transform compression methods.
8.1 Simulation Approach (NFA-FastICA decorrelation)
We start with a PF generated state with either uniform weights, or a state with
measurements updates whose weights are then normalized followed by particle repli-
cation. This ensures that all the particles have equal weights and therefore enables
one to choose the number of particles to generate from the compressed PMFs for
reconstruction and various further orbit determination applications. The ephemeris
is then compressed and reconstructed using the following steps:
1. Canonical units: We obtain the canonical state vector based on the canonical
units of the Earth. The distance unit for position (Earth radius) is given as 1
DU  of equivalency 6378.145 km and the Earth distance/time unit for velocity
is given as 1 DU /TU  of equivalency 7.90536828 km/s [80].
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2. Decorrelation: Using NFA, we obtain the decorrelated sources with near in-
dependent properties.
3. Independent components: The FastICA performs a rotation to obtain the
independent components.
4. PMF compression: The Wavelet Transform and the Fast-Fourier Transform
are the methods independently used to compress the univariate PMFs of the
independent components based on a specified desired compression rate.
5. Data storing: The parameters required for reconstructing the ephemeris are
the mean vector for X, the MLP network parameters ⇥, the transform coe -
cients c, the mixing matrix A and the abscissa values for the PMF. (For the
Wavelet transform we will need the reconstruction wavelet filters (db2)).
6. Discrete sampling of compressed univariate PMFs: Use a resampling
with replacement discrete probability distribution sampler to generate the par-
ticles from the compressed PMF.
7. Inverse ICA: Use the mixing matrix A and the mean vector X to obtain the
rotated sources.
8. Feedforward MLP: The rotated sources are fed-forward into the MLP network
model using the known variables ⇥ to obtain the state vector in canonical units.
9. Reconstructed ephemeris: The canonical state vector can then be trans-
formed to the original units for the ephemeris represented in the ECI frame.
We demonstrate two examples of ephemerides: one involving a 3-D orbit with a
slightly non-Gaussian distributed state vector and the other example is a 2-D planar
orbit with a highly non-Gaussian distributed state vector.
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8.2 Example 1: Slightly non-Gaussian states
The PF performs the state propagation (similar to a Monte Carlo propagation)
of an orbit with the following orbital characteristics shown in Table 8.1:
Table 8.1 Orbital elements describing the orbit
Orbital elements Numerical value
Semi-major axis a 42,000 km
Eccentricity e 0.2
Inclination i 0.00872 rad
RAAN ⌦ 0.001 rad
Argument of periapse ! 0.08 rad
Mean Anomaly Me 0.3
Orbital Period P 18.1013 hrs
Table 8.2 Initial conditions in ECI







The initial conditions in the position and velocity states are given in Table 8.2. The
initial covariance P
0
of variances (1km)2 for position and (0.001km/s)2 for velocity
were applied to the initial conditions to generate the N = 1000 particles that were
sampled based on a Gaussian distribution. The epoch of the ephemeris was considered
when the true anomaly ✓
0
= 26.018 . This was chosen due to the interesting shape,
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skewness and kurtosis properties it possessed at that point in time along the orbit.
The canonical state vector was calculated using the canonical units as mentioned in
Section 8.1. The illustrations in Figure 8.1 provide us with a 3-D view of the position
and velocity vectors emphasizing the non-Gaussian distribution of the particles.
(a) 3-D View of position states (canonical units).
(b) 3-D View of velocity states (canonical units).
Figure 8.1. 3-D view demonstrating 1000 particles distribution for the
position (top) and velocity (below) states
It is clear that a Gaussian representation of the distribution or region of uncer-
tainty will not su ce in representing the ephemeris data. Hence, we proceed with
the approach of representing this ephemeris with its statistical information content
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retention beyond the second-order moments, in a compressed form and analyze the
results obtained.
8.2.1 Compression
We use the NFA to decorrelate the 6-dimensional state vector. We have chosen
to use 30 hidden neurons, which was determined by trial and error. The number of
hidden neurons was increased from a value of 5 to 30 with an increment of 5 neurons
at each time, until the NFA either converged to obtain a reasonable representation
of the sources or after 1000 iterations were reached. The first 20 iterations are used
to map the principal components of the state vector as initial sources to the desired
computed sources. The second phase of the NFA allows for the updating of the hyper
parameters after the first 100 iterations until convergence, or 1000 iterations.
The sources obtained using the NFA modeled by the MLP network are not per-




1.0000 0.0336 0.0127  0.0715 0.0007  0.0060
0.0336 1.0000 0.9773  0.0220  0.0817 0.5264
0.0127 0.9773 1.0000 0.0088 0.0317 0.4454
 0.0715  0.0220 0.0088 1.0000  0.0121  0.0338
0.0007  0.0817 0.0317  0.0121 1.0000 0.0154




The rank correlation matrix, also known as the Pearson correlation coe cient
matrix, contains the pairwise linear correlation coe cient between each pair of the
rows in the L⇥N matrix.
For example, the element ⇢X,Y = P⇢(1, 2) of the matrix P⇢ can be calculated based














where i is the sample size or the number of particles. A rank correlation matrix that
equals to the identity matrix confirms that the components are decorrelated.
The FastICA , which performs a rotation of the data, is capable of smoothing out
the sources to produce independent and decorrelated sources with a rank correlation




1.0000  0.0000  0.0000  0.0000 0.0000  0.0000
 0.0000 1.0000  0.0000  0.0000 0.0000  0.0000
 0.0000  0.0000 1.0000  0.0000 0.0000  0.0000
 0.0000  0.0000  0.0000 1.0000 0.0000  0.0000
0.0000 0.0000 0.0000 0.0000 1.0000 0.0000




The independent components calculated from the FastICA are now independent
and uncorrelated state vectors with a shifted zero mean state vector. We generate
the discrete PMFs using a histogram generator with a choice of 128 equally spaced
bins. The choice of 128 is based on the fact that the discrete Wavelet Transform
operates better in a dyadic scale based on powers of two. The equally spaced bins
represent the abscissa values for our PMFs whose information is easily stored using
only 3 variables for each component: the maximum value, the minimum value and
the length of the abscissa values, to be used later for state vector reconstruction.
Once the PMFs are obtained (as illustrated in Figure 8.2, we can now perform
the PMF compressions using the Wavelet and Fast-Fourier transforms as described in
Chapter 6. The PMF compressions will enable us to use a fewer number of terms to
represent the PMFs versus the collective number of 6 independent components
⇥ (128 abscissa terms + 128 probability values ) = 1536 terms for the
independent component PMF representations alone as will be demonstrated in Tables
8.4 and 8.5.
The Wavelet and Fast-Fourier Transforms are applied to each of the independent
components with a compression rate of 0.5 (i.e. 50% of the coe cients with the lowest
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Figure 8.2. Generated PMFs for the 6 independent components com-
puted using the FastICA (X-axis: component values, Y-axis:
component probabilities)
absolute values are set to zero). The original and compressed PMFs are shown in
Figures 8.3 and 8.4 for the FFT and the WT respectively.














































Figure 8.3. PMF compressions using the Fast-Fourier Transform
(Blue Line: Original PMFs, Black Crosses: Compressed PMFs)
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Figure 8.4. PMF compressions using the Wavelet Transform (Blue
Line: Original PMFs, Black Crosses: Compressed PMFs)
Table 8.3 Kullback-Leibler divergence distances for the original (o)
and compressed (c) (DKL(o||c)) PMFs comparing the Fast-Fourier
Transform and the Wavelet Transform compressions
Component FFT DKL(o||c) WT DKL(o||c)
1 0.07029 2.8961⇥ 10 14





In Table 8.3, the KLD values show how close the compressed PMFs are to the
original PMFs for both the FFT and WT compression methods. The performances
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of the FFT compared to the WT in the KLD values illustrate that the WT does an
overall better performance in capturing the original PMF representations by having
overall lower KLD distances. However, the KLD distances for the WT in components
5 and 6 are larger compared to those of the FFT.
Once the compressed PMF is obtained, we can then store all the terms required
to reconstruct the original state vector. The stored terms include all the variables
⇥ used in the MLP network, the mixing matrix A, the retained coe cients c used
in either the FFT or the WT, the reconstruction filters used in the WT, the PMF
abscissa parameters and the mean sources vector ⌧ for the FastICA. The number of
terms used for the FFT and the WT are itemized in Table 8.4 and the total savings
of terms is presented in Table 8.5 with respect to the number of terms using all the
particles from the PF representation. Based on the ratio of the number of terms
of the compression method to those of the PF, the WT uses about 21.1% of the
number of terms represented using the PF predictions of 1000 particles, while the
FFT uses about 20.6%. Therefore, the number of terms used for the WT and the
FFT are approximately the same, but their performances will be discussed based on
the accuracies of the reconstructions.
8.2.2 Reconstruction
The compressed univariate PMFs shown in Figures 8.3 and 8.4 are discretely
sampled with replacement to generate a sample of N = 1000 particles in the FastICA
frame. The generated particles are multiplied with the mixing matrix A and added
to the mean source vector ⌧ to obtain the sources generated by the NFA in the MLP
network model. The sources s are fed-forward through the MLP network to obtain the
original canonical state vectors x̂. We can factor out the canonical units to obtain the
state vectors in the original ECI frame. The reconstructed state vector in canonical
units are shown in Figures 8.5 and 8.6 for the FFT and WT respectively in 3-D views







































































































x resulting from the Fast-Fourier Transform (canonical units).
Figure 8.5. 3-D and planar views of 1000 particles distribution for po-
sition (a) and velocity (b) states comparing the original states (Blue








































































































x resulting from the Wavelet Transform (canonical units).
Figure 8.6. 3-D and planar views of 1000 particles distribution for po-
sition (a) and velocity (b) states comparing the original states (Blue
dots) and the reconstructed states (Red dots) using the WT.
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Table 8.4 Number of terms to represent a compressed state PMF using
the Wavelet Transform and the Fast-Fourier Transform
Variable Number of Terms (WT) Number of Terms (FFT)
Coe cients c 408 384
Wavelet filters 8 N/A
Abscissa terms for PDF 18 18
Mixing Matrix A 36 36













Total Terms 1268 1236
We use the Kolmogorov-Smirnov (KS) test to determine if the two state distri-
butions are the same. The K-S test statistic measures the distance between the two
CDFs and therefore will quantify the closeness between the original and the recon-
structed state ephemeris distributions, as given in Table 8.6.
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Table 8.5 Number of terms to represent the PF ephemeris
Variable Number of Terms Method/PF
PF Predictions 6000 1
Wavelet Transform Compressions 1268 0.2113
FFT Compressions 1236 0.2060
Table 8.6 Example 1: Kolmogorov-Smirnov test statistic for ephemeris
reconstructions using the FFT and WT.







8.2.3 Discussions and Analysis
We have demonstrated that the state ephemeris can be represented in compressed
form. The FFT and the WT are both capable of compressing the PMF representa-
tions, with the WT outperforming the FFT as illustrated in the reconstruction plots
and the K-S test statistic values. From the FFT PMF compression plots in Figure 8.3
compared to the WT plots in Figure 8.4, the capture of the PMF’s heavy tails using
the FFT produces some oscillatory behavior compared to the plots for the WT. This
phenomenon is known as the Gibbs phenomenon that is attributed to sharp or rapid
decays of a function or the PMF in this case. This is common in the FFT because
the function is represented as a factored sum of cosines and sines. Therefore, the
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e↵ects of the Gibbs phenomenon appear in the reconstructed ephemeris as the over-
extended or outliers of the state ephemeris distributions as shown in Figure 8.5, while
the WT does not su↵er from this phenomenon. Obviously, this is demonstrated for
a compression rate of 0.5, therefore we will demonstrate a performance projection of
the two compression methods using the performance plots for a range of compression
rates and the KLD distance metric for the independent components or sources.












































































































Figure 8.7. KLD distance metric comparing the WT and the FFT
performances over a range of compression rates for the 6 independent
components
In Figure 8.7, the KLD distance metric is calculated over a range of compression
rates of values 0.1, 0.3, 0.5, 0.7 and 0.9. In translation, a 0.9 compression rate
signifies a 90% compression rate i.e. 90 percent of the coe cients are set to zero.
From the performance plots it is interesting to note that the WT’s performance
does not hold relative to the FFT over higher compression rates. This is because
the coe cients for the WT include the detail and approximation coe cients, with
significantly larger and smaller values respectively. Therefore, for larger compression
135
rates it is inevitable that most of the detail coe cients are eliminated resulting to
an approximated representation that is not su cient to capture the desired PMF
representation. While for the FFT, the coe cients are not broken down in a detail
and approximate manner but are rather relatively uniformly weighed.
Nevertheless, it su ces to say that the WT does possess desirable performances
for lower compression rates compared to the FFT.
8.3 Example 2: Highly non-Gaussian state
In the second example, we consider a highly non-Gaussian state case with orbital
characteristics listed in Table 8.7. The state vector of interest is located at perigee
and therefore exhibits the most nonlinear e↵ects compared to other locations on the
orbit. This orbit is an equatorial orbit (planar version of Example 1), therefore we
will consider the planar 2-D view of the states.
Table 8.7 Orbital elements describing the orbit
Orbital elements Numerical value
Semi-major axis a 42,000 km
Eccentricity e 0.2
Inclination i 0 rad
RAAN ⌦ 0 rad
Argument of periapse ! 0 rad
Mean Anomaly Me 0
Orbital Period P 18.1013 hrs
The initial conditions in position and velocity variables shown in Table 8.8 are
added with an initial covariance P
0
of variances (1km)2 for position and (0.001km/s)2
for velocity. The generated ephemeris with true anomaly ✓
0
= 0  at periapse was
sampled to produce N = 2000 particles. The canonical state vector was calculated
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Table 8.8 Initial conditions in ECI





using the canonical units as stated in Section 8.2. The illustrations in Figure 8.8
provide us with a 2-D view of the position and velocity vectors emphasizing the
non-Gaussian distribution of the particles.











(a) 2-D View of position states (canoni-
cal units).











(b) 2-D View of velocity states (canoni-
cal units).
Figure 8.8. 2-D view of 2000 particles distribution for position (top)
and velocity (below) states
It is evident that a Gaussian representation of the distribution or region of un-
certainty will not su ce in representing the ephemeris data, and extremely so for
this highly non-Gaussian case. Hence, we proceed with the approach of representing
this ephemeris with its statistical information content retention beyond the second-




We use the NFA to decorrelate the 4-dimensional ephemeris state vector. We have
chosen to use a number of 20 hidden neurons that was also determined by trial and
error. It may seem that the use of a large number of neurons will in turn provide more
accurate results, however this is not always the case. There seems to be a point in
which the additional number of hidden neurons contribute to the failure of the MLP
network. However, more research can be done in this area to determine the optimal
number of hidden neurons required for orbit ephemerides.
The rank correlation matrix for the sources obtained using the NFA modeled by




1.0000  0.6362  0.2122 0.0198
 0.6362 1.0000 0.2055  0.0572
 0.2122 0.2055 1.0000 0.0647




The FastICA produced independent and decorrelated sources with a rank decorrela-





1.0000 0.0000  0.0000  0.0000
0.0000 1.0000 0.0000 0.0000
 0.0000 0.0000 1.0000 0.0000




The independent components’ generated PMFs are shown in Figure 8.9.
The PMF compressions will enable us to use a fewer number of terms to represent
the PMFs versus the collective number of 4 independent components ⇥ (128
abscissa terms + 128 probability values ) = 1024 terms for the independent
component PMF representations alone as will be demonstrated in Tables 8.10 and
8.11.
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Figure 8.9. Generated discrete PMFs for the independent components
computed using the FastICA (X-axis: component values, Y-axis:
component probabilities)
The Wavelet and Fast-Fourier Transforms are applied to each of the independent
components with a compression rate of 0.5 for this example as well.
The KLD distance was also used to compare the original PMF to the compressed
PMF with the following distance metric values for both the FFT and the WT:
Table 8.9 Kullback-Leibler divergence distances for the original (o)
and compressed (c) (DKL(o||c)) PDFs comparing the Fast-Fourier
Transform and the Wavelet Transform compressions
































Figure 8.10. PMF compressions using the Fast-Fourier Transform
(Blue Line: Original PDFs, Black Crosses: Compressed PDFs)
In Table 8.9, performances of the FFT compared to the WT in the KLD values
illustrate that the WT does an overall better performance in capturing the original
PMF representations.
Similar to Example 1, the number of terms used for the FFT and the WT are
itemized in Table 8.10 and the total savings of terms is presented in Table 8.11 with
respect to the number of terms using all the particles from the PF representation.
Based on the ratio of the number of terms of the compression method to those of
the PF, the WT uses about 8.51% of the number of terms represented using the PF
predictions using 2000 particles, while the FFT uses about 8.25%. Therefore, the
number of terms used for the WT and the FFT are approximately the same, but
their performances will be discussed based on the accuracies of the reconstructions.
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Figure 8.11. PMF compressions using the Wavelet Transform (Blue
Line: Original PDFs, Black Crosses: Compressed PDFs)
8.3.2 Reconstruction
The reconstructions are performed similarly to the steps iterated in Section 8.2.2.
The reconstructed state vectors in canonical units are shown in Figures 8.12 and 8.13
for the FFT and WT respectively.
We use the Kolmogorov-Smirnov (KS) test to determine if the two ephemeris
distributions are the same. The K-S test-statistic that measures the distance between
the two empirical CDFs will measure the closeness between the original and the
reconstructed state ephemeris distributions, as given in Table 8.12.
8.3.3 Discussions and Analysis
In summary, we have demonstrated that the state vector with a highly non-
Gaussian distribution can be represented in compressed form. The FFT and the
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x resulting from the Fast-Fourier Transform (canonical units).












x resulting from the Fast-Fourier Transform (canonical units).
Figure 8.12. Planar view of 2000 particles distribution for position
(a) and velocity (b) states comparing the original ephemeris (Blue
dots) and the reconstructed ephemeris (Red dots) using the FFT.
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x resulting from the Wavelet Transform (canonical units).












x resulting from the Wavelet Transform (canonical units).
Figure 8.13. Planar view of 2000 particles distribution for position
(a) and velocity (b) states comparing the original ephemeris (Blue
dots) and the reconstructed ephemeris (Red dots) using the WT.
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Table 8.10 Number of terms to represent a compressed state PMF
using the Wavelet Transform and the Fast-Fourier Transform
Variable Number of Terms (WT) Number of Terms (FFT)
Coe cients c 273 260
Wavelet filters 8 N/A
Abscissa terms for PDF 12 12
Mixing Matrix A 16 16













Total Terms 681 660
WT are both capable of compressing the PDF representations, with the WT outper-
forming the FFT as illustrated in the reconstruction plots and the overall KS test
statistic values. From the FFT PDF compression plots in Figure 8.10 compared to
the WT plots in Figure 8.11, the capture of the PDF’s heavy tails using the FFT
demonstrated some of the Gibbs phenomenon as shown in the top two plots of Fig-
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Table 8.11 Number of terms to represent the PF ephemeris
Variable Number of Terms Method/PF
PF Predictions 8000 1
Wavelet Transform Compressions 681 0.0851
FFT Compressions 660 0.0825
Table 8.12 Example 1: Kolmogorov-Smirnov test statistic for
ephemeris reconstructions using the FFT and WT.





ure 8.11. Similar to example 1, the e↵ects of the Gibbs phenomenon appear in the
reconstructed ephemeris as the over-extended or outliers of the state ephemeris dis-
tributions as shown in Figure 8.12. Listed in Table 8.12, we see that the KS test
for the Vy state for the WT possess a higher value compared to that for the FFT.
From inspecting Figure 8.13, we see three particle outliers on the left side for the WT
reconstructions and a few particle outliers on both sides of Figure 8.12 for the FFT
reconstructions. From inspection, we can infer that the skewness of the data strongly
a↵ects the accuracy of Vy in Figure 8.13 compared to the one in Figure 8.12. Nev-
ertheless, in this case these outliers constitute the heavy tailed portion of the PDF
and therefore do not strongly a↵ect the desirable values of the K-S test statistic, as
they both confirm relatively well reconstructed states. As in the previous example in
Section 8.2, this analysis is demonstrated for a compression rate of 0.5. Therefore we
will demonstrate a performance projection of the two compression methods using the
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performance plots for a range of compression rates and the KLD distance metric for
the sources or independent components.







































































Figure 8.14. KLD distance metric comparing the WT and the FFT
performances over a range of compression rates for the 4 independent
components
In Figure 8.14, the KLD distance metric is calculated over a range of compression
rates of values 0.1, 0.3, 0.5, 0.7 and 0.9. From the performance plots it is interesting
to note that the WT’s performance does not hold relative to the FFT over higher
compression rates, as was the case for example 1 with similar reasons. Conclusively,
it su ces to say that the WT does possess desirable performances for much lower
compression rates on a general scale of applications when comparing to the FFT.
Therefore, when the WT is compressed beyond a 0.5 compression rate, we can expect
the FFT to outperform the WT.
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8.4 Simulation Approach (FastICA decorrelation only)
In this section our goal is to compare the simulation approaches of Section 8.1 to
this approaches that does not use the NFA for nonlinear decorrelation (i.e. skip step
2). The FastICA will be used to perform the decorrelations and the compressions
and reconstructions will be compared to the findings in Section 8.2 and 8.3. All the
steps and data will be the same, with the exception of disregarding the use of the
NFA. For brevity, we will choose to use only the FFT as the compression method for
comparison since it performed less favorably compared to the WT for the compression
rate of 0.5.
8.4.1 Example 1: Slightly non-Gaussian states
Using the state vector data for Example 1, we implement the FastICA that finds
the non-Gaussian components with a maximum linear decorrelation. After the imple-
mentation of the FastICA, the independent components produced linearly correlated
states with a rank correlation matrix P⇢ almost equal to the identity matrix for the
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It appears that the FastICA has produced completely uncorrelated components,
however we must remember that the uncorrelation is based on a linear mapping.
Therefore, the obtained non-Gaussian distribution might have lost some of the non-
linear information, as we will see during the reconstructions. We then proceed in
generating the PMFs for the 6 components normalized from a histogram with 128
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bins. Notice that the shapes of the PMF distributions in Figure 8.15 di↵er from those
in Figure 8.2.




































Figure 8.15. Generated PMFs for the 6 components computed using
the FastICA only (X-axis: component values, Y-axis: compo-
nent probabilities)
Once the PMFs are obtained (as illustrated in Figure 8.15), we perform the PMF
compressions using the Fast-Fourier transforms as described in Chapter 6. The Fast-
Fourier Transforms are applied to each of the independent components with a com-
pression rate of 0.5 (i.e. 50% of the coe cients with the lowest absolute values are
set to zero). The original and compressed PMFs are shown in Figures 8.16. The
accuracies of the compressions are given using the KLD distance in Table 8.13, where
the KLD distances show neither an improvement nor a decrease in performance in
the compressions compared to Table 8.3.
However, when we perform a discrete sampling of the PMF and implement the
inverse FastICA using the mixing matrix A to obtain the original reconstructed state
ephemeris, by inspection in Figure 8.17, we can see that the reconstructions are
not favorable compared to the results in Figure 8.5. Despite a seemingly desirable
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Figure 8.16. PMF compressions using the Fast-Fourier Transform
(Blue Line: Original PMFs, Black Crosses: Compressed PMFs)
Table 8.13 Kullback-Leibler divergence distances for the original (o)









Kolmogorov-Smirnov tests given in Table 8.14, the KS test shows us how close the
distributions are to one another, and the distributions are close but solely based
on the concentration of the mass density. This is evident when comparing Figures
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8.2 and 8.15, where the former’s PMFs had heavy tails compared to the latter and
this a↵ected the accuracies of the reconstructions due to the choice of independent
components generated from a linear mapping versus a desired non-linear mapping.
When we look at the X-Y planar view in both the position and velocity components,
the reconstructions are more accurate since the distribution of the X-Y particles are
more linear versus the X-Y and X-Z planes.
Table 8.14 Example 1: Kolmogorov-Smirnov test statistic for








Let us take a look at a planar highly non-Gaussian state vector data as well.
8.4.2 Example 2: Highly non-Gaussian states
For the highly non-Gaussian case, we follow the similar approach as in Example
1. Therefore, after the implementation of the FastICA, the rank correlation matrix
for the independent components is almost equal to the identity matrix for the four
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x resulting from the Fast-Fourier Transform (canonical units).
Figure 8.17. 3-D and planar views of 1000 particles distribution for po-
sition (a) and velocity (b) states comparing the original states (Blue
dots) and the reconstructed states (Red dots) using the FFT.
Therefore, we proceed in generating the PMFs for the 4 components normalized
from a histogram with 128 bins. Notice also as in Example 1, that the shape of the
PMFs in Figure 8.18 di↵er from those in Figure 8.9.
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Figure 8.18. Generated PMFs for the 4 components computed using
the FastICA only (X-axis: component values, Y-axis: compo-
nent probabilities)
Once the PMFs are obtained (as illustrated in Figure 8.18, we perform the PMF
compressions using the Fast-Fourier transform applied to each of the independent
components with a compression rate of 0.5 (i.e. 50% of the coe cients with the low-
est absolute values are set to zero). The original and compressed PMFs are shown
in Figures 8.19. The accuracies of the compressions are given in Table 8.15, where
the KLD distances show a significant decrease in performance in comparing the com-
pressed to the original distributions, especially in component 1. This is also reflected
by looking at the compressed PMFs for components 1 and 2 in the top row of Figure
8.19, where the PMFs are strongly pronounced heavy tailed distributions with a con-
centrated “dirac-delta-like” peak. This will strongly a↵ect the discrete sampling of
the compressed PMFs, since most of the information in the heavy tails will be ignored
and the reconstructed state distribution will be based on a wrong distribution.
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Figure 8.19. PMF compressions using the Fast-Fourier Transform
(Blue Line: Original PMFs, Black Crosses: Compressed PMFs)
Table 8.15 Kullback-Leibler divergence distances for the original (o)







After performing the discrete sampling of the PMF and implementing the inverse
FastICA to obtain the original reconstructed state ephemeris, by inspection in Figure
8.20, we can see that the reconstructions are not favorable compared to the results in
Figure 8.12. Additionally, the Kolmogorov-Smirnov tests given in Table 8.16 confirms
that the distributions are almost complete opposites to each other. The reason that
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the K-S values are larger for the X-position and Y-velocity components is due to the
lack of a one to one mapping of the original distribution in these directions caused by
the strong non-Gaussian distribution of this orbit state data. The maximum value
the K-S test can have is 1. Based on the distribution of the red dots representing
the reconstructed ephemeris, it seems that the discrete sampling provided almost
a uniform distribution with some skewed concentration to the concentration of the
distribution of the original ephemeris. This is evident when comparing Figures 8.9
and 8.18, where the former’s PMFs had heavy tails compared to the latter and this
a↵ected the accuracies of the reconstructions.
Table 8.16 Example 2: Kolmogorov-Smirnov test statistic for






In conclusion, we have presented the results of two di↵erent non-Gaussian ephemeris
examples and demonstrated their compression and reconstruction performances us-
ing various methods of information measures. We also demonstrated the accuracies
and competencies of the Wavelet Transform and Fast-Fourier Transform compression
approaches over the various compression rates and concluded that the Wavelet Trans-
form was more accurate at lower compression rates versus the Fast-Fourier Transform.
Additionally, we compared the NFA-FastICA results presented in Sections 8.2 and
8.3 to the approach that utilized only the FastICA for state decorrelation in Section
8.4. We confirmed that the nonlinear mapping that is resolved in obtaining fully non-
linearly uncorrelated states using the NFA is more accurate compared to the linear
decorrelation approach based on FastICA alone.
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x resulting from the Fast-Fourier Transform (canonical units).












x resulting from the Fast-Fourier Transform (canonical units).
Figure 8.20. Planar view of 2000 particles distribution for position
(a) and velocity (b) states comparing the original ephemeris (Blue
dots) and the reconstructed ephemeris (Red dots) using the FFT.
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9. CONCLUSIONS
This research was conducted to address the Space Situational Awareness (SSA) is-
sue of the increasing number of space objects (satellites and space debris) to track
currently in LEO that also resulted in the increasing number of potentials for colli-
sion. Moreover, this increase of space objects has made it more di cult to track and
catalogue the numerous space objects accurately.
An avenue of improving the tracking capabilities stems from addressing the cur-
rent assumptions of representing the state distribution as a Gaussian density. We
addressed this by proposing ways to fully represent this non-Gaussian representation
with higher accuracies that incorporate statistical information beyond the second or-
der moments. The Particle Filter was proposed as a non-linear estimator that is
capable of incorporating the non-Gaussian uncertainties during state predictions as
well performing measurement updates of the particles whenever measurements were
available. However, the implementation of the PF proved to be extremely costly for
computation since it required the prediction of all the sample particles through the
nonlinear dynamics and in turn, perform measurement updates of all the particles
as well. Additionally, when it came to the eventual application of cataloguing the
space objects or to perform future tracking applications such as collision avoidance,
it potentially demonstrated to be computationally costly to store and transmit this
information.
Therefore, we presented the approach of performing a PMF compression of the
particles of the state vector at a given epoch. Since the state vector is a multidimen-
sional state, methods that perform multivariate PMF compressions can be extremely
di cult and possibly intractable within reasonable accuracies. Therefore we proposed
the idea of decorrelating the states into uncorrelated and independent states that al-
lowed us to perform univariate PMF compressions. We used the method of Nonlinear
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Factor Analysis that used a multilayer perceptron network model to perform back-
propagations to obtain the uncorrelated sources. The outcomes of this approach were
compared to the approach that only utilized the FastICA as the sole method of ob-
taining uncorrelated sources. The sources obtained using the NFA were not perfectly
uncorrelated (as was shown in the rank correlation matrix), since the nonlinear map-
ping was assuming a Gaussian representation of the sources at the initial iteration.
The FastICA was then performed as a following step to obtain the fully uncorrelated
components. We performed the PMF compressions using the Wavelet Transform
using the Daubechies 2 wavelet filter and the Fast-Fourier Transform, as two com-
parative methods for compression. We then performed tests to determine whether
the compressed univariate PDFs retained the information content compared to the
un-compressed original univariate PMF using the Kullback-Leibler divergence (KLD)
DKL(p||q) test as an information measure. The KLD metric test DKL(p||q)   0 pro-
vided us with a scalar value that signified the closeness of two empirical PDFs with
DKL(p||q) = 0 if and only if p = q almost everywhere.
Once the compressed PMFs were obtained and deemed as accurate representa-
tions, we were able to store the minimal set of parameter information to enable us
to perform the reconstructions of the states. For the examples demonstrated in this
work, the compressed state vectors required less than 22% of the original number of
terms to represent the uncompressed ephemeris for the first example that used 1000
particles for a 6-dimensional state vector, and less than 9% for the second example
that used 2000 particles and a 4-dimensional state vector. We performed the state
vector reconstructions to revert them back to the original states in the inertial frame
using the stored minimal set of parameters. The reconstructed states’ “goodness-of-
fit” tests were conducted using the Kolmogorov-Smirnov (KS) test statistic to confirm
whether the state distributions of the reconstructed and original states were close to
one another or not. These simulations were all performed for a 0.5 compression rate.
We also conducted an array of tests to decipher whether the Wavelet Transform or the
Fast-Fourier Transform had superior performances over a range of compression rates
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between 0 and 1. It was concluded that the Wavelet Transform performed better at
lower compression rates of  0.5 due to the nature of the relative magnitudes of the
detail and approximate coe cients. This means that over higher compression rates,
the Wavelet Transform tends to loose most or all of the detail coe cients and is left
with mostly the approximate coe cients that proved to not su ce if only a subset
of those were kept. On the other hand, the Fast-Fourier Transform was found to suf-
fer from Gibbs’ e↵ect whenever the independent component PMFs for compression
demonstrated less than smooth curves near the heavy tails. Additionally, this may be
improved with the use of a smaller number of bins in generating a relatively smoother
PMF.
In conclusion, we showed the use of the Particle Filter for estimating the state
trajectories of orbits that exhibited pronounced non-Gaussian behavior. The cost of
the PF was drastically reduced by compressing the state vector using the Wavelet
Transform and the Fast-Fourier Transform. The state vector reconstructions demon-
strated desirable reconstruction accuracies showing negligible information loss during
the process. Therefore, we have demonstrated the capabilities of the use of the PF as
a non-Gaussian estimator for statistical orbit determination with a promising future
for potential real applications that involve the tracking of space objects and perform
collision avoidance decisions based on a more accurate representation of the state
distribution. Moreover, the computational, data allocation and transmission costs
have been curtailed by demonstrating the PMF compressions and the accuracies of
the reconstructed compressed state distributions.
158
10. FUTURE WORK
Despite the achievements of this work, there remains room to improve and build on
the findings to enhance this work to be not only applicable for real-life applications
but also improve on its current e ciency. The rest of this chapter iterates on the
ideas of possible areas for future research work.
The generic Particle Filter was used as an estimator that operated with a fixed
number of particles throughout the state predictions and measurement updates. The
PF can be improved to be implemented more e ciently by applying the adaptive
particle filter methods in which the number of particles required to capture the un-
certainties is optimized at each time step to reduce unnecessary particle representation
and further reduce data allocation costs.
The dynamic model used throughout this work was a two-body problem dynamic
model that only used the Earth’s gravity as the dominant contributor to the force
model and we factored in the unmodeled dynamics as process noise. Depending on
the type of orbit, we can add other force perturbations as deemed necessary such
as atmospheric drag, solar radiation pressure, third body forces such as the Sun
and moon perturbations and the Earth’s oblateness (J2) e↵ects. A wide range of
orbit eccentricities to consider ranging from circular orbits to the highly elliptical
orbits such as the Molniya orbits will also provide interesting ephemeris uncertainty
distributions especially around periapse and at the semi-parameters, as has been
demonstrated using the MMS orbits in Chapter 4.
The NFA method used in this work is based on the nonlinear counterpart of the
PCA, which then required us to perform an axis rotation using the FastICA to obtain
the fully uncorrelated components. There exists another approach known as the
nonlinear independent factor analysis (NIFA) which is considered to be the nonlinear
counterpart of the ICA [50], that could be used to obtain the uncorrelated components
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in a more accurate representation compared to the NFA. However, the NIFA is claimed
to be computationally expensive versus the NFA; but with the availability of powerful
computing resources,NIFA may be practical.
Additionally, the number of hidden neurons and the number of iterations for the
training stage in the MLP network required for a desirable result could be improved
or optimized. In this work, the number of hidden neurons was chosen based on
the desired output for 1000 iterations that was also constrained on the number of
iterations required for training the neurons. This can be be optimized by determining
whether the number of iterations required for training the neurons could be increased
or decreased pertaining to a yet-to-be determined constraint. If this constraint is
known, whether it be the degree of nonlinearity based on the kurtosis or skewness
values or any other measure, we can determine a way to optimize the approach taken
to implement the MLP network model for both the NFA and the NIFA as well.
In the construction of the univariate PDFs for compression, the number of bins
for the histogram was deliberately chosen to be on the order of 2n to ease the Wavelet
Transform decomposition. In our case we chose to work with n = 7. However, more
work can be done to show how the Fast-Fourier Transform and the Wavelet Transform
will perform for values of n < 7, based on the KLD and the KS information measures.
Additionally, the Daubechies Wavelet Transform was decomposed down to level 2.
More work can be done to study the e↵ects of the number of levels for decomposition
and how their numbers a↵ect the accuracies of the compressions. However it should
be duly noted that the more levels you decompose your signal to, the more coe cients
you will have to work with, which in turn may provide improved accuracies of your
results. Therefore, a balanced approach will be needed to ensure the accuracy and
e ciency of this implementation.
Based on the simulation results and analysis of example 2 that used 2000 particles,
it was clear that the large number of particles do not have a significant e↵ect on the
number of terms retained after compression. This is due in part to the fact that most
of the number of terms retained relied heavily on the number of hidden neurons,
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the dimension of the state and the number of bins for the histogram 2n. Therefore,
it remains to be strongly verified that the number of particles do not a↵ect the
performance of the PDF compression and reconstruction based on the calculated
information measures.
Overall, there are many things that can be done to improve this work for the
purpose of reducing data storage and allocation costs for space object cataloguing
and collision avoidance applications, to ensure the safety of our satellites and our
planet for future generations. The recommendations listed above are not exhaustive,
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