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Abstract. Data gathered during the NASA GTE/CITE 2 
airborne field campaign were analyzed and compared with 
diagnostically derived parameters to study the NO x 
photostationary state in the troposphere and the processes that 
control this photostationary state. Our analysis focussed on two 
sets of NO2/NO ratios derived from the data; these were 
based on overlapping NO and NO measurements made by two ß 2 . 
independent techniques; i.e., a chemiluminescent technique and 
a technique based on two-photon, laser-induced-fluorescence. 
While for any given 6- to 10-rain time interval the two 
observed NO2/NO ratios often exhibited significant 
discrepancies, these discrepancies appeared to be mostly 
random rather than systematic, and as a result, the average 
difference for all time intervals with overlapping NO x 
measurements was only 12%. One notable exception, however, 
was the block of data gathered during the last three CITE 2 
missions; during these three missions the ratios observed by 
the chemiluminescent technique were systematically arger than 
those observed by the laser-induced fluorescence t chnique by 
a factor of 1.6. When the data from these three missions were 
omitted from the analysis, the averages of the observed ratios 
agreed to within 1%. In contrast o a number of previous 
studies, the ratios predicted from photochemical model 
calculations were found to be reasonably consistent with the 
observed ratios, although on average they tended to fall about 
20 - 25% below the observations. This agreement between 
observations and theory provides trong evidence in support of 
the importance of peroxy radicals in the fast photochemical 
cycling of NO. (and the concomitant photochemical production 
of 03) in both the marine and continental troposphere. 
Introduction 
A fundamental tenet of present-day tropospheric 
photochemical theory is that the relative levels of tropospheric 
NO and NO 2 are determined by a rapid cycle of reactions 
which establish a photostationary state. The simplest 
description of this photostationary state involves three 
reactions: 
(R1) NO + 0 3 -• NO 2 + 0 2 
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which converts NO and 0 3 to NO 2 and 
(R2) NO 2 + hv-• NO + O 
(R3) O + 0 2 + M-• 0 3 + M 
which reform NO and 0 3 from NO During the daylight 2' 
hours, (R1), (R2), and (R3) can typically cycle odd nitrogen 
between NO and NO 2 on a time scale of a few minutes. 
Because this time scale is considerably shorter than the time 
scale for NO x (NO + NO2) production and destruction, these 
reactions tend to establish aphotostationary state in which the 
rate of destruction (production) of NO 2 (NO) from (R2) is 
balanced by NO 2 (NO) production (destruction) from (R1) 
[Cadle and Johnston, 1952; Leighton, 1961]. Under these 
conditions, the relative levels of NO 2 and NO are determined 
{[NO2]/[NO]}pss = [03] kl / J2 (1) 
where the square brackets denote a species' concentration and 
k and j denote the rate constant for the appropriate reaction 
or photolysis, respectively. 
A more complete description of the NO x photostationary 
state must account for the additional effect of peroxy radical 
reactions with NO; for example, 
(R4) 
(RS) 
(R6) 
NO + HO 2 -• NO 2 + OH 
NO + CH30 2 -• NO 2 + CH30 
NO + RO 2 -• NO 2 + RO 
(In (R6), R is used to denote an organic radical involving two 
or more C atoms, such as CH3CH2. ) These reactions, like 
(R1), convert NO to NO and lead to a modified expression 2 
for the NO x photostationary state; i.e., 
{NO2/NO}pss, = ([O3]k 1 +[HO2]k 4 + [CH302]k 5 + [RO2]k6)/j 2 (2) 
Note that unlike (R1), the peroxy radical reactions (R4), (R5), 
and (R6) convert NO to NO without consuming an 0 3 2 
molecule and as a result, when followed by (R2) and (R3), act 
as a net photochemical source of tropospheric 0 3. While the 
difference in the NO/NO ratios predicted by equations (1) 2 
and (2) appears to be small for conditions typical of the urban 
atmosphere, it can be quite pronounced in clean air where the 
ratio of {[HO2] + [CH302] + [RO?.]} to 0 3 tends to be higher [Calvert and Stockwell, 1983; Parrish et al., 1986]. 
Simultaneous observations of NO, NO 2, 0 3, and solar flux 
in Detroit, Michigan appear to verify the accuracy of equation 
(1) for conditions typical of urban locations [Stedman and 
Jackson, 1975]. However, the same has not been true of 
observations made in less polluted environments [McFarland 
et al., 1978; Ritter et al., 1979; Fehsenfeld et al., 1983; Parrish 
et al., 1986; Trainer et al., 1987]. The NO/NO ratios 2 
observed in nonurban locations have tended to be larger than 
that predicted by equation (1). Furthermore, with the 
exception of Trainer et al., these investigators have found that 
in order to reproduce their observed ratios with equation (2), 
it was necessary to invoke peroxy radical levels systematically 
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larger than those predicted by simulations using a 
photochemical model; moreover, the rate of 0 3 photochemical 
production implied by these peroxy radical levels were 
generally found to be unrealistically large and were not 
reflected in a commensurate increase in local 0 3 levels. There 
are at least three possible explanations for the apparent 
inconsistency between the observed NO/NO ratios in non ß o 2 
urban air and photochemical theory: (1) the measurements 
were subject to systematic errors, (2) our understanding of 
NO_ chemistry and/or the processes that control peroxy 
radicals and O photochemistry •s incomplete, or (3) the 
atmosphere contrans s•gnificant levels of oxidants, like IO 
radicals [Chameides and Davis, 1980], which are capable of 
converting NO to NO 2 without producing 0 3. 
In this work, data collected uring the NASA GTE/CITE 2 
field operation [Hoell et al., this issue] are analyzed to shed 
further 2/ light on the problem of the NO NO photostationary 
state in clean air. Our analysis has two main facets. To obtain 
an indication of the accuracy with which current technology can 
measure NO2/NO ratios in clean air, an intercomparison is 
made of ratios measured during the field exercise with 
different instruments using different techniques. To assess the 
accuracy of present-day tropospheric photochemical theory, 
each of the measured ratios is also compared with ratios 
calculated using a photochemical model. (For an additional 
analysis of NO2/NO ratios measured uring the NASA 
GTE/CITE field studies the reader is referred to M.A. Carroll 
et al., (Observed ratios of NO2/NO contrasted with theoretical 
calculations: NASA/GTE Cite 1 and GTE/CITE 2, submitted 
to Journal of Geophysical Research, 1990). 
Observed NO2/NO Ratios 
Our intercomparison is based on data gathered during 
missions 7, 8, 10, 11, 12, 14, 15, and 16 of the GTE/CITE 2 
airborne field campaign. (For a complete description of the 
flight tracks and instrument configuration the reader is 
referred to Hoell et al., [this issue] and the references cited 
therein.) We focus primarily on two sets of NO x 
measurements, one being the simultaneous NO and NO 2 
measurements obtained with the chemiluminescent 
instrumentation of the National Center for Atmospheric 
Research and National Oceanic and Atmospheric 
Administration group, hereinafter referred to as NOCAR 
[Ridley et al., this issue], and the other being the NO and NO 2 
measurements obtained with the photofragmentation two- 
photon laser-induced-fluorescence (TP-LIF) instrumentation 
of the Georgia Institute of Technology, hereinafter eferred to 
as GIT [Sandholm et al., this issue]. 
It should be noted that in addition to the NOCAR and GIT 
NO x observations, NO_ measurements were made by two other groups during the •ITE 2 campaign. These included 
chemiluminescent measurements of NO and NO 2 using 
instrumentation from the Wallops Flight Facility, hereinafter 
referred to as WFF [Torres, 1985] and NO 2 measurements 
using a tunable diode laser absorption spectrometer f om York 
University, hereinafter referred to as YU [Schiff et al., this 
issue]. The WFF NO 2 measurements were not included in our 
analysis for the same reasons as those cited by Gregory et al., 
[this issue (a)]. The WFF NO measurements were not 
included because of the very limited overlap these 
measurements had with the NOCAR and GIT NO x 
measurements. Finally, because the NO levels for most of the ß 2 
daytime CITE 2 flights remained close to the 25 pptv (parts 
per trillion by volume) detection limit of the YU NO 2 system 
[Schiff et al., this issue], the YU data were not included in our 
analysis except for those data gathered during mission 14, when 
the NO 2 levels were unusually high. 
Two sets of NO2/NO ratios were formed from the NOCAR 
and GIT NO x observations: {NO2/NO}NoCAR was obtained 
by dividing the NOCAR observed NO 2 by the NOCAR 
observed NO and {NO/NO}G was similarly formed from 2 rr 
the GIT NO 2 and NO observations. It should be noted that 
for conditions typical of the daytime CITE 2 flights (i.e., [NO] 
~ 10 - 15 pptv and [NO2] ~ 20 - 30 pptv), the (l-a) total 
uncertainty (combined precision and accuracy) in the NO and 
NO 2 measurements were 20% for NOCAR NO, 27% for GIT 
NO, 30% for NOCAR NO 2, and 40% for GIT NO 2 [Gregory 
et al., this issue (a, b)]. (These uncertainties are based on 1- 
min and 6-min integration times for the NOCAR and GIT 
instruments, respectively, and are appropriate for the typical 
NO and NO2concentrations i dicated. Larger uncertainties 
apply for smaller NO x concentrations, and smaller uncertainties 
apply for larger concentrations.) If these uncertainties 
propagated quadratically in the ratio formed from the NO and 
NO 2 measurements, he uncertainty in the observed ratios 
would typically be about 35% for the NOCAR ratio and 47% 
for the GIT ratio. However, the actual uncertainties in the 
ratio may be smaller, as some of the systematic errors in the 
individual NO and NO 2 measurements may cancel when the 
ratio is formed, since both the NOCAR system and GIT 
system easured ambient NO and photolyrically converted NO 
(from ambient NO2) using the same procedures (i.e., 
chemiluminescent in the case of NOCAR and TP-LIF in the 
case of GIT). 
The data from the NOCAR NO and NO 2 instrumentation 
were generally recorded in 1-min time intervals, while the GIT 
NO data had resolution varying from 2 to 6 min and the GIT 
NO 2 data were recorded with 6- to 10-min resolution. Over 
the entire 8 missions, 74 time intervals were identified with 
overlapping measurements of NO and NO 2 from both NOCAR 
and GIT and it is the data gathered during these 74 time 
intervals upon which our analysis is based. A listing of the 
mission number, sampling period, and barometric pressure of 
the air sampled for each time interval is presented in Table 1. 
Note that the duration of each time interval varied from 6 to 
10 min and was chosen to approximately coincide with the 
sampling period of the lowest-resolution NO x measurement; 
i e, the GIT NO measurement The NO/NO ratios obtained ß ß ß 2 from the NO•J•R and GIT measurements alongwith the 
observed values for 0 3, CO, dew point temperature (Td), and 
NO (from NOCAR and GIT) for each time interval are 
depicted in Figs. la through lg. Each of the ratios indicated 
in the figures was determined by first averaging the individual 
NO and NO 2 measurements over the time interval and then 
dividing the averaged NO 2 by the averaged NO; this approach 
has been found to yield results that are in close agreement with 
those obtained from the mathematically exact procedure of 
first forming the ratio and then averaging over the time 
interval [Chameides etal., 1987]. The values for 0 3, CO, and 
T d indicated in the figures were obtained by averaging the 30-s 
observations recorded for these parameters. 
It should be noted that while there was always excellent 
overlap between NOCAR NO and NO 2 measurements and 
between the GIT NO and NO 2 measurements, he overlap 
between the NOCAR and GIT NO_ measurements was more 
variable. Because of this fact, and •ecause the length of each 
time interval was chosen to conform to the GIT 6- to 10-min 
sampling time, many of the time intervals included in our 
analysis had only partial coverage by the NOCAR 
measurements. The lack of NOCAR NO x measurements over 
the entire sampling period of any given time interval should 
not have caused significant errors in our analysis as long as the 
time interval had little or no chemical variability, since the 
average concentration over a portion of the time interval 
should be reasonably representative of the average for the 
entire interval. On the other hand, the lack of complete 
NOCAR coverage may have given rise to significant errors in 
our analysis for those intervals which had significant chemical 
variability. To assess the possible magnitude of this effect, two 
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TABLE 1. Listing of Time Intervals and Their Mission 
Numbers, Sampling Times, and Average Pressures 
Time Mission Time (UT) P, mbar 
Interval No. 
1 7 2056:51-2104:04 1002 
2 7 2107:05-2114:18 1002 
3 8 1824:53-1831:06 552 
4 8 1850:37-1857:22 553 
5 8 1900:34-1906:37 553 
6 10 1822:53-1829:13 550 
7 10 1828:53-1834:53 550 
8 10 1836:37-1843:36 550 
9 10 1843:36-1850:15 550 
10 10 1917:29-1923:48 679 
11 10 1923:29-1929:29 770 
12 10 1929:29-1936:26 870 
13 10 1938:10-1944:10 987 
14 10 1944:10-1950:10 999 
15 10 2000:33-2006:33 1000 
16 10 2006:33-2013:18 1000 
17 10 2014:33-2020:33 1000 
18 10 2105:49-2111:53 930 
19 10 2122:18-2128:18 930 
20 11 1833:19-1839:38 738 
21 11 1839:38-1845:57 738 
22 11 1847:38-1854:22 738 
23 11 1909:26-1916:22 718 
24 11 1917:26-1923:47 709 
25 11 1923:47-1929:50 632 
26 11 1936:24-1942:30 564 
27 11 1942:30-1949:02 562 
28 11 1950:30-1957:27 561 
29 11 2044:33-2051:31 631 
30 11 2055:59-2101:59 633 
31 11 2101:59-2108:21 633 
32 11 2123:10-2129:25 632 
33 12 1817:44-1823:44 541 
34 12 1823:32-1829:44 540 
35 12 1829:44-1836:10 540 
36 12 1842:52-1849:48 540 
37 12 1850:52-1857:12 541 
38 12 2015:00-2021:15 770 
39 12 2025:15-2031:50 769 
40 12 2034:24-204:36 769 
41 12 2043:49-2050:24 769 
42 12 2121:41-2128:5 826 
43 12 2131:07-2137:2 688 
44 12 2137:28-2143:45 612 
45 13 1822:45-1829:4 561 
46 13 1829:41-1835:44 561 
47 13 1837:41-1844:3 561 
48 13 1848:22-1855:00 561 
49 13 1857:00-1903:00 562 
50 13 1955:27-2001:27 566 
51 13 2000:58-2007:27 566 
52 13 2022:53-2028:53 544 
53 13 2030:53-2036:53 540 
54 14 1755:10-1802:01 769 
55 14 1826:05-1832:49 773 
56 14 1834:05-1840:38 770 
57 14 1843:39-1849:39 770 
58 14 1849: 27-1856:18 772 
59 14 1857:18-1903:39 772 
60 14 1912:56-1919:36 804 
61 14 1919:36-1925:47 834 
62 14 1927:36-1933:36 778 
63 14 1938:43-1944:43 630 
64 14 1944:43-1952:15 549 
65 14 1959:05-2003:08 465 
TABLE 1. (continued) 
Time Mission Time (UT) P, mbar 
Interval No. 
66 15 1522:37-1533:20 531 
67 15 1540:10-1550:00 530 
68 15 1550:00-1600:25 531 
69 15 1633:58-1644:47 531 
70 15 1710:34-1721:22 535 
71 15 1819:12-1829:12 530 
72 15 1829:12-1839:12 531 
73 16 2126:12-2136:12 529 
74 16 2301:37-2312:27 529 
analyses of the observed ratios will be carried out and 
discussed later: one which includes all time intervals and 
another which excludes all intervals that experienced more than 
a 5 K variation in dew point temperature. Those intervals that 
had more than a 5 K variation in dew point temperature are 
identified in Figs. la through lg by an asterisk. During most 
of these intervals, the aircraft was undergoing an ascent or 
descent during at least a portion of the sampling period. 
Before comparing the observed NO2,/NO ratios, it is 
interesting to compare the 74 overlapping NO and NO 2 
measurements made by the NOCAR and GIT instruments. 
Scatter plots of NO and NO 2 data are illustrated in Figs. 2 and 
3 along with the Pearson-R correlation coefficients calculated 
from the data sets and the slopes obtained from linear 
regression of the data. The NO data sets were found to be in 
excellent agreement. The Pearson-R correlation coefficients 
of 0.88 for all 74 time intervals and 0.85 for all intervals with 
NO levels below 30 pptv indicate a high degree of correlation 
between the two techniques. The slopes obtained from linear 
regression of the NO data (i.e., 0.79 for all 74 time intervals 
and 1.02 for time intervals with [NO] less than 30 pptv) also 
indicate good qualitative agreement in the absolute levels 
recorded by the two techniques. However, the intercept of 
about 5 pptv in both cases indicates that the GIT NO tended 
to be systematically higher than NOCAR NO when [NO] was 
below about 20 pptv. 
Given that the uncertainty in the NO 2 measurements was 
generally a factor of 1.5 larger than that of NO, it is not 
surprising that the agreement between the NOCAR and GIT 
NO 2 measurements was not as good as that of the NO 
measurements. The relatively high degree of scatter in the 
NO 2 measurements is apparent from a comparison ofFigs. 2 
and 3, and this is reflected in the relatively small correlation 
coefficient of 0.45 calculated for [NO2] when intervals with 
levels greater than 50 pptv were omitted from the analysis. 
Like the NO scattergram, linear regression of the NO 2 data 
yielded a slope less than unity However in the NO case, the ß . 2 . . 
slope was smaller and more consistently ess than umty 0.e., 
0.62 for the entire data set and 0.46 for all intervals with [NO2] 
less than 50 pptv). Together with the intercept of about 10 
pptv, these plots indicate that for [NO2] < 20 pptv, GIT tended 
to be higher than NOCAR, while for [NO2] > 40 pptv, 
NOCAR was systematically higher. While it •; possible that 
the small bias in the NO data sets noted above and the more 
substantial bias in the NO data sets noted here are only ß 2 
artifacts caused by the data selection and averaging techniques 
adopted in our work and are not a reflection of a real 
systematic difference in the two techniques, they should 
nevertheless be borne in mind in the discussion that follows. 
Comparison of Observed Ratios 
The ratios from the first and second time intervals are 
depicted in Fig. la. The data for these intervals were collected 
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Fig 1 Bar graphs depicting NO/NO ratios as a function of time interval: open bar, GIT observed ratio; 
.' ß 2 
solid bar, calculated ratio using equation (2) with GIT NO; downward hatched bar, NOCAR observed ratio; 
and upward hatched bar: calculated ratio using equation (2) with NOCAR NO. Listed along the top in 
order of appearance are [03] (ppbv), [CO] (ppbv), T a (øC), GIT [NO] (pptv), and NOCAR [NO] (pptv). 
Asterisks are used to denote time intervals with a vaiiation greater than a 5øC in T d during the sampling 
period. Quotations marks are used to denote parameters that were extrapolated. (a) Intervals 1-5, 
missions 7 and 8; (b) intervals 6-19, mission 10; (c) intervals 20-32, mission 11; (d) intervals 33-44, mission 
12; (e) intervals 45-53, mission 13; (f) intervals 54-65, mission 14; and (g) intervals 66-74, missions 15 and 
16. 
during mission 7 while the aircraft was sampling boundary 
layer air over the eastern North Pacific Ocean. The NO levels 
measured by NOCAR and GIT during these two time intervals 
were in the 5 - 10 pptv range; they agreed in one case nearly 
exactly and in the other to within a factor of 2. However, 
because of a much larger discrepancy in the measured NO 2 
levels for these two time intervals, the observed NO2/NO 
ratios differed by a factor of 6, the largest discrepancy in the 
observed ratios of the entire data set. By contrast, he ratios 
observed during time intervals 3, 4, and 5, which had similar 
levels of NO, are in excellent agreement (see Fig. la); the data 
for these later three time intervals were obtained during 
mission 8while the aircraft was sampling mid-tropospheric air
over the eastern North Pacific Ocean. 
Time intervals 6 through 19 (Fig. lb) are for data collected 
during mission 10, another flight over the eastern North Pacific 
Ocean; as is indicated in Table 1, these data include air 
sampled in the mid-troposphere and the boundary layer. The 
NO levels recorded during these time intervals varied from 
below 5 pptv for the boundary layer data, to values 
approaching 20 pptv for the free troposphere data. A cursory 
comparison of the observed ratios does not reveal any obvious 
pattern with good agreement for some intervals and significant 
disagreement for others. 
Time intervals 20 through 32 cover the data analyzed here 
from mission 11, a flight over the San Joaquin Valley of 
California; the data are all from the mid-troposphere, and NO 
levels in some cases were observed to exceed 30 pptv. Note in 
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Fig. lc that when the NO levels were the highest (i.e., time 
intervals 24, 27, and 32), the GIT NO was lower than the 
NOCAR NO. In contrast to data from later missions with 
relatively high NO x levels, the NO2/NO ratio observed by GIT 
was larger than that observed by NOCAR for two of these 
three time intervals. 
The data analyzed from mission 12, another flight over the 
eastern North Pacific Ocean, are covered by time intervals 33 
through 44 and are depicted in Fig. l d. While these data were 
all obtained from the mid-troposphere (see Table 1), the NO 
levels remained below 20 pptv. The largest discrepancy 
between the two observed NO2/NO ratios for these data 
occurred during time interval 42 when the NOCAR ratio was 
found to be a factor of 3 larger than that of GIT; this interval 
was characterized by large variations in dew point as well as 
NO and NO2, and it is possible that the discrepancy is more 
a reflection of sampling differences in the two techniques than 
in an actual systematic error in either of the measurements. 
Time intervals 45 through 53 depicted in Figure le cover the 
data analyzed here from mission 13, a continental flight over 
the southwestern United States. All the data for these time 
intervals were obtained from the mid-troposphere, and the NO 
levels averaged about 20 pptv. With the exception of time 
interval 51, when the GIT NO2/NO ratio was a factor of 3 
lower than the NOCAR ratio, the observed ratios from this 
mission agree quite well. While the data analyzed from 
mission 14 (i.e., time intervals 54 through 65) were also 
obtained from the mid-troposphere overlying the southwestern 
United States, the results contrast sharply with those of mission 
13. The NO levels recorded by both GIT and NOCAR were 
significantly higher than those recorded during mission 13 and 
exceeded 30 pptv for all but the last three time intervals. 
FUrthermore, the GIT NO2/NO ratio was found to be less 
than the NOC^R ratio for all the time intervals analyzed from 
this mission (see Fig. If). 
Time intervals 66 through 74 cover the data obtained from 
missions 15 and 16, when the aircraft was returning to Wallops 
Island, Virginia from Moffett Field, California. The NO levels 
during these missions ranged from 15 to 30 pptv and, like 
mission 14, the GIT observed ratios were less than the 
NOC^R ratios for all but one of the time intervals analyzed 
from the two missions. 
A scatter plot of the entire set of NOCAR and GIT 
observed ratios is presented in Fig. 4. The figure indicates a 
large amount of scatter between the two ratios, with a fairly 
low correlation coefficient of only 0.18. (Note that the 
correlation coefficient improved to 0.44 when the two time 
intervals from mission 7 were omitted from the analysis; the 
largest discrepancies between the observed ratios were 
obtained from these two time intervals.) The poor correlation 
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Fig. 2. Scatter plot of GIT NO versus NOCAR NO. The solid 
line shows linear regression for all data. The dashed line 
shows linear regression for data with [NO] < 30 pptv. Values 
for R, the correlation coefficient, and b, the slope, are shown 
for the entire data set and for the data with [NO] < 30 pptv 
by the numbers outside and inside the parentheses. 
in the observed ratios is perhaps not surprising given the 
sizeable uncertainties in the NO and NO 2 measurements 
themselves and the additive effect of these uncertainties upon 
the random error in the ratios formed from these 
measurements. 
In order to further investigate the source of the 
discrepancies in the observed ratios consider the observed ratio 
difference (ORD), defined by 
_ 
_ 
o 
z 
R-0.18 
b-0.27 
R'-0.44 ....... 
_ o b'-0.59 ....... - 
0 0 2 o oO o ...?"" ........ 
1 
o 
0 1 2 3 4 5 6 7 
NOCAR NO2/NO 
Fig. 4. Scatter plot of GIT observed ratio versus NOCAR 
observed ratio. The solid line, R, and b indicate linear 
regression line, correlation coefficient and slope of linear 
regression line, respectively, for the entire data set. The 
dashed line, R', and b' indicate linear regression line, 
correlation coefficient, and slope of linear regression line 
respectively, for the data without time intervals 1 and 2 from 
mission 7. 
OR.D = {NO2//NO}NoCAR' {NO2/NO}Grr 
MAX[ { NO2/NO }NOCAR, { NO2/NO } GIT] 
(3) 
180 i i i 
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Fig. 3. Scatter plot of GIT NO 2 versus NOCAR NO 2. The 
solid line shows linear regression for all data. The dashed line 
shows linear egression for data with [NO2] < 50 pptv. Values 
for R, the correlation coefficient, and b, the slope, are shown 
for the entire data set and for the data with [NO2] < 50 pptv 
by the numbers outside and inside the parentheses. 
where the function MAX[A,B] is equal to the maximum of the 
two quantities A and B. (Note that because the maximum 
observed ratio is used in the denominator of equation (3), 
ORD is constrained to vary between + 1 and -1. ORD values 
of +0.25, +0.5, and +0.75 occur when the NOCAR ratio is 
larger than the GIT ratio by factors of 1.33, 2.0, and 4.0, 
respectively. O RD values of-0.25, -0.5, and -0.75 occur when 
the NOCAR ratio is smaller than the GIT ratio by factors of 
0.75, 0.5, and 0.25, respectively.) The ORD value for any given 
time interval represents the relative or normalized difference 
in the two ratios for that time interval and is caused by a 
combination of random and systematic errors in the two 
measurements. However, because random errors tend to 
cancel when individual observations are averaged, the average 
ORD for the entire data set should reflect only the systematic 
bias in the two measurements. Thus if the two sets of 
measurements had no systematic bias, we would obtain an 
average ORD of zero with a standard deviation characteristic 
of the random differences. 
In Fig. 5, O RD is plotted as a function of time interval; the 
mean value (+ 0.12) and 1-a standard error of the mean (0.04) 
for all 74 time intervals are also plotted on the far right-hand 
side of the figure. While a good deal of random scatter is 
apparent in Fig. 5 with ORD varying from a minimum of-0.85 
and -0.82 for the first two time intervals, to a maximum of 
+0.7 for intervals 31 and 69, the mean ORD is considerably 
closer to zero. This result suggests that a large fraction of the 
non zero O RD values in Fig. 5 were caused by the random 
errors in the instrumentation and sampling rather than by 
systematic errors and thus that at least on average, the two 
techniques yielded reasonably consistent NO2/NO ratios. It is 
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Fig. 5. Observed ratio difference, ORD, (with corresponding ratio of {NO2/NO}NOCAR to {NO2/NO}orr 
indicated on righthand vertical axis) as a function of time interval. Mean ratio differences and 1-a standard 
error of the means are indicated on the far right for all time intervals (circle), time intervals without 
missions 14, 15, and 16 (triangle), only time intervals from mission 14, 15, and 16 (square). Note that an 
ORD value of +0.5 is indicative of a factor of 2 difference in the two ratios. 
also interesting to note that our results do not appear to be 
dominated by errors related to chemical variability during the 
individual time intervals; for instance, if we eliminate all the 
intervals which had more than a 5 K change in dew point 
temperature over their sampling periods and are indicated by 
an asterisk in Fig. 1, the mean ORD improves lightly to 0.09. 
Some interesting characteristics of the ratio differences are 
revealed from an inspection of Fig. 6, where the ORD is 
plotted as a function of NOCAR [NO]. We find that the 
largest positive and negative ORD values are associated with 
NO levels of about 20 pptv or less, as one might expect since 
in this range the NO_ levels are close to the NOCAR and GIT 
detection limits. •owever, while most of the discrepancy 
between the two ratios for low NO levels appears to be 
random in nature, a more systematic trend is apparent when 
NO levels exceeded 20 pptv; for these higher NO levels the 
ORD values are predominantly positive, indicating a tendency 
for NOCAR ratios to be greater than GIT ratios. Interestingly, 
closer examination of these time intervals reveals that virtually 
all of the large positive O RD values obtained when [NO] was 
greater than 20 pptv were from missions 14, 15, and 16 (see 
Fig. 6). While it is not dear what factor or factors unique to 
these missions might have given rise to a systematic 
discrepancy between the two ratios, it is interesting to note that 
by eliminating all the data from these three missions, the mean 
ORD decreases from 12% to only 1%. In contrast, the mean 
ORD for the time intervals from missions 14, 15, and 16 is 
+0.38, indicating a factor of 1.6 difference between the 
NOCAR and GIT observed ratios for these flights. (See Fig. 
5 and Table 2). 
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Fig. 6. Observed ratio difference as a function of NOCAR NO. Open circles are from missions 7,8, 10, 
11, 12, and 13, and solid circles are from missions 14, 15, and 16. The solid line indicates linear regression 
line. 
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TABLE 2. Mean Ratio Differences, Standard Deviations, and Standard Errors of Means 
Ratio Difference Full Data Set Data Set Without Missions 
14, 15, and 16 
Data Set With Only Missions 
14, 15, and 16 
ORD 
(CRD)GIT 
(CRD')GIT 
(CRD)NOCAR 
(CRD')NOCAR 
+0.12 +0.38 (0.04) 
+ 0.38 + 0.32 (0.04) 
+ 0.09 + 0.36 (0.04) 
+0.50 +0.23 (0.03) 
+0.23 +0.26 (0.03) 
+0.01 + 0.36 (0.05) 
+ 0.49 + 0.27 (0.04) 
+ 0.20 + 0.30 (0.05) 
+0.50 +0.25 (0.04) 
+0.23 +0.30 (0.05) 
+0.38 + 0.19 (0.04) 
+0.01 + 0.27 (0.06) 
-0.20 +0.25 (0.05) 
+0.50 + 0.18 (0.04) 
+0.23 + 0.16 (0.04) 
Values shown are the mean ratio difference 1-r standard eviations (1-r standard error of the means). 
Could the poor agreement between the observed ratios 
during missions 14, 15, and 16 have been caused by a 
systematic error in either the NOCAR or GIT NO 2 
measurements made during these flights? One way of 
investigating this possibility is to compare the NOCAR and 
GIT NO 2 measurements from these flights with those obtained 
from the YU tunable diode laser absorption spectrometer. 
(A unique aspect of the the YU system is that it measures 
NO 2 directly whereas both the NOCAR and GIT systems 
measure NO 2 through detection of photolytically converted 
NO.) In Table 3 the NO 2 concentrations recorded from the 
three different echniques are listed for nine time intervals (54- 
62) from mission 14. We limited the comparison to these 
intervals since they had high NO. levels and were therefore 
most sintable for an totercomparison •nvolvlng the YU data. 
Unfortunately, no firm conclusions can be reached from the 
data in Table 3. While the YU NO 2 measurements are in 
better agreement with the GIT measurements during some 
time intervals, they agree better with the NOCAR 
measurements during others. Thus no apparent reason for the 
anomalously poor agreement between the NOCAR and GIT 
ratios from missions 14, 15, and 16 can be identified at this 
time. 
Calculated NO2/NO Ratios 
the observed NO2/NO ratios exhibited much less variability, 
ranging from a minimum of about 0.5 to a maximum of about 
6 The fact that the NO/NO ratio variability is much less ß . . . .2 
than the variability an e•ttier NO or NO 2 suggests hat these 
two species are positively correlated with each other, as one 
would expect if NO and NO 2 were controlled by a 
photostationary state relationship of the form of equation (1) 
or (2). In order to carry out a more quantitative test of 
photochemical theory, NO2/NO ratios based on equations (1) 
and (2) were calculated and compared with the ratios obtained 
from the GIT and NOCAR measurements, as described below. 
In the case of the simple photostationary state relationship 
(i e, equation (1)), values for {NO•,/NO} ss were calculated ß ' ,z p 
for each of the 74 time intervals using the averaged [03] and 
temperature observed uring each interval. (The temperature 
during each time interval was used to determine k l, using the 
Arrhenius expression recommended by DeMore et al., [1987].) 
Values for J were calculated from the UV-Eppley photometer ß 2 
readings recorded during the flights using the semi-empirical 
formula of Madronich [1987]; i.e., 
J2 = 1.35 Eu + 2(1.14)E a 
(0.56 + 0.03z)cos 0 + 0.21- 0.015z (4) 
While the NO and NO 2 levels were observed to vary by 
almost 2 orders of magnitude over the 74 time intervals 
considered, examination of Figures la through lg reveals that 
where z is altitude (in kilometers), 0 is zenith angle, and E u 
and E are the upward-looking and downward-looking Eppley d 
readings (in megawatts per square centimeter), respectively. 
TABLE 3. Comparison of NO2 Measurements for Time Intervals With Highest NOx Concentrations 
Time Interval NO2 Observed Concentrations, pptv 
NOCAR GIT YU 
54 110 102 66 
55 76 38 63 
56 66 46 50 
57 122 90 125 
58 127 124 100 
59 140 105 99 
60 130 91 71 
61 175 103 66 
62 128 67 95 
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The reader should note, however, that there is some indication 
that the use of the Eppley readings from the CITE 2 flights to 
infer values for J may have introduced a systematic error into ß 2 
our calculations. While the Eppley readings upon which 
Madronich based his formula typically peaked at about 6 
mWatts cm -2, the peak readings from the upward-looking 
Eppley durin•g some of the CITE 2 flights were in excess of 7 
mWatts cm-'. While radiative transfer calculations indicate 
that these large peak Eppley readings could have been caused 
by cloud albedo effects from clouds positioned over the horizon 
but out of the line of sight of the sun, it is also possible that 
the large readings reflect instrumental problems with the UV- 
Eppley photometers used during the flights. If this later case 
is true, then the J values inferred from equation (4) and used ß , 2 
tn our calculations are overestimated by 15-20%. 
Values for {NO../NO} ss' (i e, the modified steady state 
relationship, equation (2)•, reqmre all of the data described 
above as well as concentrations of peroxy radicals. For the 
results presented here, we used concentrations of HO 2 and 
CH30 2 radicals obtained from a photochemical box model 
similar to that described by Chameides et al., [1987, 1989]. 
The model is based on a chemical mechanism which included 
the reactions of the HO -N O -O• system and the CH4-CO X y .• . 
ox/dation sequence. •a•culations were also carried out hat 
included the effect of longer chain peroxy radicals (i.e., RO2) 
on the NO2/NO ratios. The RO 2 levels needed for these 
calculations were estimated from a more detailed 
photochemical model capable of simulating the oxidation of 
nonmethane hydrocarbons [Chameides, 1984; Richardson, 
1988] which was constrained to yield nonmethane hydrocarbon 
and peroxyacetyl nitrate (PAN) levels consistent with those 
observed uring the CITE 2 flights [Singh et al., this issue]. 
The effect of the calculated RO 2 radicals was found to be 
small; in general, inclusion of RO 2 radicals resulted in only a 
10% enhancement i  he calculated NO2/NO ratios over those 
calculated with only HO 2 and CH30 2 radicals.) 
In the photochemical box model, the levels of 03, NO, H20, 
CO. CH.. and H•. as well as teml•erature and r)ressure are 
- ß -_-q,, • 
specified, and the concentrations o• short-lived species such as 
HO 2 and CH30 2 are calculated assuming photochemical 
equilibrium. For the calculations presented here, the values 
used for [O3], [CO], [NO], dew point temperature, and 
pressure for each time interval were equal to those observed 
during the flights. Since the model-calculated peroxy radical 
concentrations are dependent on [NO], two sets of calculations 
were carried out for each time interval in order to avoid 
biasing the calculations in favor of either set of NO_ 
observations; oneset of calculations used NO levels observec'] 
by GIT and the other the NOCAR NO levels. Concentrations 
of CH 4 and H 2 were assumed to be 1.7 and 0.55 ppmv, 
respectively. 
Photolytic rate constants have a strong impact on our 
calculated NO2/NO ratios. These rate constants include 
the J value for the photolysis ofNO 2, which appears explicitly 
in equations (1) and (2); and a host of others which are input 
into the photochemical box model and affect the levels 
calculated for peroxy radicals. The J values used in our 
calculations of the modified steady state equation were 
calculated for each time interval using a two-stream radiative 
transfer model to determine the solar flux for cloud-free 
conditions as a function of altitude, solar zenith angle, and 
wavelength [Dickerson et al., 1979;] and an empirically derived 
scaling factor to include the effect of clouds and other variables 
not simulated in the radiative transfer model. The scaling 
factor was assumed to be wavelength independent and was 
equal to the ratio between the J2 value calculated using the 
two-stream model and that calculated using equation (4). The 
minimum scaling factor obtained for the data set was 0.7; this 
value was calculated for a boundary layer time interval and 
probably reflects the influence of overlying clouds. The 
maximum scaling factor, on the other hand, was 1.6; this value 
was calculated for a mid-tropospheric time interval and could 
have been caused by underlying clouds reflecting radiation back 
up to the aircraft. The average scaling factor for the entire 
data set was 1.1. 
The resulting NO2/NO ratios calculated for each time 
interval using GIT and NOCAR NO levels as input to the 
photochemical box model are indicated in Figures la through 
lg. The effect of the calculated peroxy radical concentrations 
on the NO2/NO ratios is illustrated inFigures 7and 8, where 
NO2/NO ratios calculated from equation (1) and equation (2) 
are plotted as function of time interval. The modified 
photostationary state equation was found to be larger than that 
of the simple photostationary state by a factor of 1.3 to 2. The 
largest differences were calculated for time intervals such as 1 
and 2 with NO levels of 10 pptv or less, relatively high dew 
o 
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Fig. 7. Calculated NO2/NO ratio using NOCAR NO as a function of time interval. Open circles denote 
ratios calculated with equation (1), and solid circles denote ratios calculated with equation (2). 
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Fig 8 Calculated NO/NO ratio using GIT NO as a function of time interval. Open circles denote ratios ß ø 2 
calculated with equation (1), and solid circles denote ratios calculated with equation (2). 
point temperatures, and 0 3 levels of 30 ppbv or less; the low 
NO and high H20 concentrations favor larger peroxy radical 
levels, and the combination of this effect and the low [O ] 
causes r latively large rates ofconversion of NO to NO 2!•y 
reactions (R4) and (R5) compared with (R1). Conversely, the 
smaller differences were obtained for time intervals such as 70 
characterized by higher levels of NO and 0 3 and lower dew 
point temperatures. An exception to this general trend was 
found for time interval 74, which had the smallest difference 
between the two calculated ratios of the entire data set in spite 
of a relatively modest NO level; however, in this particular case 
the solar zenith angle was exceptionally arge (i.e., 80 ø ) and as 
a result, radical formation was suppressed. 
Comparison of Observed and Calculated Ratios 
In Figures 9 and 10 we present scatter plots of calculated 
and observed NO s concentrations from the NOCAR and GIT 
data sets, respectFvely. While linear regression of the data in 
these plots yields slopes reasonably dose to unity and high 
Pearson-r correlation coefficients, some caution should be 
exercised in interpreting these results. The slopes are 
dominated by the data points with high NO 2 concentrations 
and are not representative of the entire data set. In the case 
of the correlation coefficient it should be borne in mind that 
the calculated NO 2 is obtained from the product of the 
observed NO concentration a d the calculated NO2/NO ratio. 
Since the NO2/NO ratio is only a weak function of [NO], the 
high correlation coefficient obtained between the calculated 
and observed NO 2 is more an indication of the strong 
correlation between ambient [NO] and [NO2] rather than a 
quantitative validation of photochemical theory. Nevertheless, 
the fact that ambient [NO] and [NO2] are found to be 
correlated is consistent with the photostationary state 
equations and as such represents at least qualitative 
confirmation of photochemical theory. 
As an alternate approach to comparing theory and 
observations, we define the following four calculated ratio 
difference (CRD) functions: 
(CRD)Grr = 
{NO2/NO}Gr r - {NO2/NO}pss 
MAX[ { NO2/NO } orP { NO2/NO }pss] 
(5a) 
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Fig. 9. Scatter plot of calculated [NO• (using NOCAR NO 
obse•ations) and NOCAR obsemed [NO•. •e circles are 
for [NO• calculated uskg equation (1) and the trian•es are 
for [NO-1 calculated using equation (2) •e sold line, R, 
and b o •dlcate •ear recession •ne, correlatmn coefficient, 
and slope of •ear recession, respectively, for [NO• 
calculated uskg equation (1). •e dashed line, R', and b' 
•dicate linear regession line, correlation coefficient, and slope 
of lkear recession line, respectively, for [NO• calculated 
uskg equation (2). 
(CRD')Grr = 
{NO2/NO} GIT' {NO2/NO }pss',GIT (Sb) 
MAX[ { NO2/NO } GIT, { NO2/NO } pss',GIT] 
(CRD)NoCAR =
{NO2/NO}NoCAR ' {NO2/NO}pss 
MAX[ { NO2/NO } NOCAR, { NO2/NO }pss] 
(5c) 
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Fig. 10. Scatter plot of calculated [NO2] (using GIT NO 
observations) and GIT observed [NO2]. The circles are for 
[NO2] calculated using equation (1), and the triangles are for 
[NO2] calculated using equation (2). The solid line, Ro, and b o 
indicate linear regression line, correlation coefficient, and slope 
of linear regression, respectively, for [NO2] calculated using 
equation (1). The dashed line, R', and b' indicate linear 
regression line, correlation coefficient, and slope of linear 
regression line, respectively, for [NO2] calculated using 
equation (2). 
(CRD')NOCAR = 
{NO2/NO }NO'CAR - {NO2/NO }pss',NOCAR k-,u) 
MAX[ { NO2/NO }NOCAR' { NO2/NO } pss',NOCAR] 
where (CRD)Grr is the fractional difference between the GIT 
observed ratio and ratio calculated from the simple 
-o 1.000 I • 
photostationary state equation, (CRD')GiT is the fractional 
difference between the GIT observed ratio and the ratio 
calculated with the modified photostationary state equation 
using the GIT observed NO, (CRD)NoC^R is the fractional 
difference between the NOCAR observed ratio and the ratio 
calculated from the simple photostationary state equation, and 
(CRD')NOCAR is the fractional difference between the 
NOCAR observed ratio and the ratio calculated with the 
modified photostationary state equation using the NOCAR 
observed NO. 
Plots of the four CRD functions versus time interval are 
presented in Figures 11 and 12. Similar to our comparison of 
the observed ratios in Fig. 5, we found a large amount of 
variability in all four CRD functions from one time interval to 
another, with many intervals having CRD magnitudes in excess 
of 0.5 (i.e., a factor of 2 discrepancy). However, a large 
fraction of the discrepancy between the calculated and 
observed ratios appears to be random rather than systematic. 
As indicated on the far right hand side of Figures 11 and 12 
and in Table 2, the mean calculated ratio differences are within 
20-25% of 0 when the modified photostationary state equation 
was used, implying at least reasonably good agreement between 
observations and present-day photochemical theory. 
Furthermore, while the average ratio differences between the 
GIT observations and the calculations are somewhat smaller 
than those involving the NOCAR observations when the entire 
data set is used, the agreement between observations and 
theory is virtually identical for both sets of ratio measurements 
when the time intervals from missions 14, 15, and 16 are 
omitted from the analysis. (Interestingly, the NOCAR CRD 
functions are not affected by the inclusion or exclusion of the 
data from the last three missions, while the GIT CRD 
functions increase significantly when the data from missions 14, 
15, and 16 are omitted. In fact, the ratios predicted by 
equation (2) are actually larger than the ratios observed by the 
GIT instrumentation during these missions.) 
Conclusions 
An analxm;c nf Wan [nclopgnclgnt qgtq nf airhnrne. NO 
measurements obtained during the NASA GTE/CITE 2 fiei• 
sampling campaign indicates reasonable agreement between 
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Fig. 11. Calculated ratio difference (with corresponding ratio of observed tocalculated NO2/NO indicated 
on right-hand vertical axis) using NOCAR observations a  a function of time interval. Opefi circles denote 
(CRD)NoCAR, the NOCAR calculated ratio difference using equation (1). Solid circles denote 
(CRD') , the NOCAR calculated ratio difference using equation (2) Mean values and standard NOCAR ß 
errors 6f the mean are indicated on the right for all time intervals (circles), all time intervals except hose 
from missions 14, 15, and 16 (triangle), and only the time intervals from missions 14, 15, and 16 (square). 
10,246 GTE/CITE-2 Chameides et al.: NO2/NO Ratios in Tropospheric Air 
'• 1.000 I t • • • 
o i•,o oC• ooOcr p • co 4.0 o...o" o .. o oo o o o E o • o 
• 0.500 , o ** * o . 2.0 
• •Oo. • .o • 
0.000 . oo . ß Oo ß o o 1.0 • ß oe 
• ß ß ee e ß o • 
o . 'o 0.75 
• -0.500 e• 0.5 
• 0.25 
• -• 000 • • • • 
• . 
0 • 5 30 •5 •0 z 
7ime Interval 
Fig. •2. Calculated milo diff•nc• (wi•h corresponding milo of obs•d m calculated NO•/NO •d•ca•d 
on •gh•-hand v•fical •is) using OTT obs•afions as a function of fim• ••al. Open c•cl•s 
(C•)o• •h• OTT calculated milo diff•nc• using •quafion (1). Solid c•cl•s d•no• (CRD')o•, 
calculated •afio d•f•nc• using •quafion (2). •an values and s•anda•d •o•s of •h• m•an a• •dica•d 
on •h• • fo• • • ••s (c•d•s)• aH fim• in••s •xc•p• •hos• •om missions l•, l•, 
(•Jan•)• and o•y •h• fim• incomes f•om missions • • and •6 (squa•). 
the NO2/NO ratios inferred from the observations. While the 
two ratios were found to differ by a factor of 2 or larger for 
some 6 to 10 min time intervals with overlapping 
measurements, the average difference for all time intervals 
analyzed was only about 10%, with a standard deviation of 
40% and a standard error of the mean of 4%. Elimination of 
anomalous data from three missions, yielded an average ratio 
difference of only 1% with a similar standard deviation and 
standard error of the mean. Two important points can be 
inferred from these results: (1) large random variations are 
associated with the NO x measurements, making comparisons 
of quantities uch as the NO2/NO ratio from individual time 
intervals statistically meaningless; and (2) with the use of the 
entire data set, a statistically meaningful comparison can be 
made, and this comparison indicates reasonable agreement 
within the stated standard error of the mean. 
A comparison of the observed ratios and those calculated 
based on photochemical theory also indicates reasonably good 
agreement. In contrast to a number of previous studies of 
NO2/NO ratios in nonurban air, there was no evidence of a 
large systematic trend with model-calculated ratios falling far 
below the observed ratios. The better agreement between 
observations and theory in the case of the CITE 2 data base 
is likely due, at least in part, to the techniques used by the GIT 
and NOCAR instruments to convert NO 2 to NO when 
measuring NO 2 levels; these techniques appear to be more 
specific to NO 2 than techniques used by other investigators and 
as a result the GIT and NOCAR NO 2 measurements are 
probably less influenced by artifacts arising from other NOy 
compounds [cf., Gregory et al., this issue (b)]. 
However, while our analysis appears to qualitatively confirm 
present-day photochemical theory, there is still evidence for a 
small, but statistically significant discrepancy between model- 
calculated and observed NO2/NO ratios. On average, model- 
calculated ratios using the modified photostationary state 
equation are about 25% smaller than the observed ratios; the 
standard deviation of the mean for both data sets is only about 
5%. While this discrepancy could easily have been caused by 
an error either in the NO x measurements or in the model- 
calculated peroxy radical concentrations or some combination 
of the two, it could just as easily have been caused by a 25% 
over- estimation of he oJ •values from equation (4). Thus a more stringent test model-predicted peroxy radical 
conversion of NO to NO 2 will likely require accurate NO 2- 
actinometric measurements a well as NO x measurements. 
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