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Abstract 
 
Improving connectivity is increasingly a topic at the centre of the international trade and transport 
policy agendas. An examination on available documents and studies in both the policy-making 
and the academic fields shows that the concept of connectivity has often been defined in different 
ways, and thus has taken a variety of meanings. This poses the questions: what is freight 
connectivity?; what are its determinants in the context of international trade? The researcher is 
not aware of any study that has analysed, in a comprehensive and systematic way, the different 
perspectives, determinants and measures of connectivity to international markets.  
Using a mixed-methods approach that includes a systematic literature review encompassing 
literature in the fields of Transport Engineering and Economics, International Economics, Supply 
Chain Management, Physics and Transport Geography; a survey and in-depth interviews in three 
countries; comparative analysis of connectivity metrics in a variety of fields; and network 
analysis of over 100 networks, this Dissertation contributes to fill this gap by providing: (i) a 
complex systems approach to connectivity to international markets; (ii) a comprehensive 
definition of connectivity to international markets which encompasses the different factors that 
influence it; and (iii) a novel method to assess connectivity to international markets using 
network analysis.  
Further contributions of this research include insights on the multi-layered characteristics of both 
international trade flows and its support system; the perspective of emerging economies; and the 
study of a region – the Americas – mostly overlooked by the literature on complex systems 
applied to trade and transport networks. It is expected that a multi-disciplinary, comprehensive 
and more precise understanding and assessment of the determinants of connectivity will 
contribute to identify and design more effective policies to address barriers impeding the fast, 
smooth access to international markets, as well as guide future multi-disciplinary research and 
analysis in academia and policy-making. 
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“The voyage of discovery is not in seeking new landscapes but in having new eyes.” 
                               Marcel Proust (1871-1922) 
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Chapter 1. Introduction 
 
1.1 Introduction 
The purpose of this research is to understand what connectivity to international markets means, 
which are its determinants and how it can be measured. With the term ‘connectivity to 
international markets’ this research refers, in general, to the ability of a given country to connect 
to countries demanding products from it. This chapter provides an overview of the thesis, which 
is structured into nine chapters.  
 
1.2 Background to Research 
During the second half of the twentieth century, international trade grew twice as fast as world 
output, driven by globalisation, trade liberalisation, delocalisation of production activities, 
vertical integration, lower transportation costs and the use of information technologies in 
international business and production (Blonigen and Wilson 2013). Global supply chains 
emerged linking suppliers, production plants, distribution centres and consumers across the 
world. At the same time, complexity in managing globally distributed production activities 
increased, while competition for accessing and obtaining a share in international markets rose, 
driving the attention of industry managers on achieving efficiency and reducing waste through 
the adoption of just-in-time and lean production and management techniques.  
In the present context of production activities, barriers affecting the efficient flow of materials, 
products and information along the supply chain can increase complexity and harm the 
productivity and competitiveness of firms, their ability to participate in global supply chains and 
their economic gains from taking part in them. In turn, lost opportunities in international business 
can have a negative impact on the dynamic of economic activities and employment at the country 
level. Each day that a product is delayed reduces the possibility of it being traded by 1% (6% 
when products are time-sensitive, e.g. perishable products) (Djankov, Freund and Pham 2010) 
and reduces its value by 0.8% (Hummels and Schaur 2013). Each additional day of transport 
reduces the possibility of a country to export between 1.0 and 1.5% (Hummels 2001) and causes 
inventories to increase, raising in turn logistics costs (Gonzalez, Guasch and Serebrisky 2007).  
The reduction of barriers to international trade could have substantial benefits. A 1.5% reduction 
of global transaction costs could raise global GDP by 3% (Organization of Economic Co-
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operation and Development 2003). If border administration and transport communications, 
infrastructure and services were improved globally in order to reach half the performance levels 
of the World’s best performers, global GDP could increase by 4.7% (US$ 2.6 trillion) and 
exports by 14.5% (US$ 1.6 trillion) (World Economic Forum 2013a). Barriers to a fast, smooth 
connection to international markets can take many forms. For the past two decades preferential 
agreements, multilateral negotiations, and unilateral trade liberalisations have substantially 
reduced tariff barriers, whereas physical and policy-related costs have emerged as major 
obstacles to connect to and compete in international markets. Infrastructure inefficiencies, 
inadequate regulatory environments, inconsistent standards and control procedures, and 
cumbersome customs clearance processes are among the main factors increasing cost and time 
for products to reach international markets (Hummels 2001; Calderon and Serven 2002 and 2004; 
Behrens 2004; Wilson, Mann and Otsuki 2005; Djankov, Freund and Pham 2010; Mesquita-
Moreira, Volpe and Blyde 2008). In addition, globalisation of trade and production activities has 
driven firms to improve connectivity to suppliers and consumers located in different parts of the 
world in order to forecast changes in demand, ensure on-time delivery of both supplies and final 
products, and address supply chain disruptions (Poirier 1999; Christopher 2000; Narasimhan and 
Kim 2001; Fawcett et al. 2007).  
 
1.3 The Need of Enhancing Connectivity  
As a result of the present trends, connectivity is becoming a subject of increasing attention for 
policy making. Indeed, public and private sectors are raising their attention towards enhancing 
connectivity as a means to overcome barriers to international trade, decrease complexity and raise 
competitiveness. For the past few years, connectivity has been at the centre of the international 
trade and transport policy agendas. In its 2012 Annual Summit, which gathered industry and 
policy global leaders, the International Transport Forum (ITF) included among its main 
recommendations the need to increase “connectivity across borders” by enhancing infrastructure, 
increasing information sharing and providing the harmonisation and standardisation needed to 
smooth border crossing and reduce transit time (ITF 2012 p. 30). The World Customs 
Organization (WCO) declared 2012 the year of connectivity and suggested that seamless trade 
could only be achieved through a high degree of connectivity between Customs agencies, their 
customers, and the various stakeholders involved in trade movements (WCO 2012). A variety of 
national governments and regional and international organisations have supported reports, 
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conferences, master plans and programmes aimed at enhancing connectivity to international 
markets, evidencing policy-makers’ growing interest in this subject (Asia-Pacific Economic 
Cooperation [APEC] 2010; Association of Southeast Asian Nations [ASEAN] 2010; Carruthers, 
Rajan, and Murray 2008; United Nations Economic and Social Commission for Asia and the 
Pacific [UNESCAP] 2013). For example, ASEAN (2010) developed a Master Plan on 
Connectivity for its Member States. According to the Plan, connectivity improvement had to be 
reached by joint work at three levels: (i) physical connectivity, through enhancing infrastructure 
development; (ii) institutional connectivity, through effective institutions, mechanisms and 
processes; and (iii) people-to-people connectivity, through empowering people. At the same time, 
research on connectivity has seen a strong growth in different academic fields such as Transport 
Engineering, Transport Economics, and Supply Chain Management.  
 
1.4 Research Purpose and Design 
An examination on available documents and studies in both the policy-making and academic 
fields shows that connectivity has often been defined in different ways and thus has taken a 
variety of meanings. In some cases, documents in the field of policy-making emphasise the role 
of infrastructure and/or transport services (Carruthers, Rajan and Murray 2008; Cali et al. 2014). 
In other cases, definitions of connectivity also include variables related to trade controls and 
procedures (ITF 2012). Yet in other cases, emphasis is placed on information technologies and 
information sharing (Preston 2012). In the academic literature, the review of analytical work on 
the concept of connectivity in multiple disciplines, including Economics, Engineering and Supply 
Chain Management, shows that, similar to the diverse viewpoints present in national and 
international policy-making arenas, there is no harmonised definition of connectivity but different 
approaches to it, depending on the theoretical perspective and discipline involved.  
The presence of different perspectives on connectivity poses the question on what connectivity is 
and what its determinants are in the context of international trade in goods. The researcher is not 
aware of any study that has analysed, in a comprehensive and systematic way, the different 
perspectives, determinants and measures of connectivity to international markets. Therefore, the 
purpose of this research is to fill in this gap and advance knowledge on a subject that is of 
increasing interest to the  private, public and academic sectors.  
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Within the broader use of the concept of connectivity, this research focuses on understanding and 
measuring freight connectivity to international markets. Broadly speaking, the word connectivity 
refers to “the state of being connected or interconnected” (Oxford Dictionaries 2013). For the 
purpose of this research, international markets is defined as the geographic area of demand of 
commodities (Samuelson and Nordhaus 2010) located in one or more countries abroad (Salvatore 
2002). Specifically, for a country i its international markets comprise countries j, k,…, n where i 
exports to. Therefore, with the term ‘connectivity to international markets’ this research refers, in 
general, to the ability of a given country to connect to countries demanding products from it.  
According to the knowledge gap identified in the literature review (Chapter 2), the problem 
addressed by this research was defined as follows: little research is available on the impact of 
freight connectivity on international trade flows, and the research available focuses mainly on 
one aspect of connectivity, related to infrastructure and transport services (Chapter 3). Since there 
is evidence in the literature on international trade flows that there are other factors influencing the 
ability to reach international markets, there is a need to provide a more comprehensive definition 
of connectivity in the context of international trade, explore the determinants of connectivity to 
international markets and provide an approach to comprehensively assess a country’s degree of 
connectivity to international markets. In line with the research problem, two research objectives 
were stated, namely: (i) to explore the relationship between connectivity and international trade; 
and (ii) to explore the possibility of developing a comprehensive approach to assess a country’s 
degree of connectivity to international markets. Each objective encompassed two research 
questions. For the first objective, the research questions were specified as follows: (i) how can 
connectivity be understood in the context of international trade?; and (ii) what are the factors that 
influence a country’s degree of connection to international markets, or the countries where it 
exports to? In turn, the two research questions related to the second objective were the following: 
(i) do available indices allow for measurement of such factors’ performance and their impact on a 
country’s ability to reach international markets?; and (ii) would the development of a more 
comprehensive approach provide a more accurate measurement for a country’s degree of 
connectivity to international markets? Quantitative and qualitative methods were combined in a 
mixed-method, three-phased triangulated research approach in order to address the research 
questions. Table 1.1 summarises the research design:  
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Research 
Objective 
Phase Research Question Approach Methods Chapter 
RO1. To explore 
the relationship 
between 
connectivity and 
international 
trade 
1 
RQ1. How can connectivity 
be understood in the context 
of international trade?  
 
RQ2. What are the factors 
that influence a country’s 
degree of connection to 
international markets, or the 
countries where it exports 
to? 
Qualitative 
Systematic 
literature review 
Interviews 
2 
 
4 
Quantitative Survey 
 
4 
 
RO2. To explore 
the possibility of 
developing an 
approach to 
assess a 
country’s degree 
of connectivity 
to international 
markets 
comprehensively 
 
2 
RQ3. Do available indices 
allow for measurement of 
such factors’ performance 
and their impact on a 
country’s ability to reach 
international markets?  
Qualitative 
Literature review 
Comparative 
analysis 
 
 
2 
5 
3 
RQ4. Would the 
development of a more 
comprehensive approach 
provide a more accurate 
measurement for a country’s 
degree of connectivity to 
international markets? 
Quantitative Network analysis 6, 7, 8 
Table 1.1. Overall research design 
 
In the light of the different theoretical perspectives on connectivity retrieved in the literature 
review, this research proposes that, far from providing an exclusive explanation of the 
phenomenon under study, each of these perspectives suggests that there are different aspects that 
should be taken into account in order to define and assess connectivity to international markets. 
This is in line with the evidence provided in International Economics, which shows that trade 
flows can be affected at the same time by different factors, including infrastructure and transport 
services, information sharing, and trade facilitation (Hummels 2001; Calderon and Serven 2002 
and 2004; Behrens 2004; Wilson, Mann and Otsuki 2005; Mesquita-Moreira, Volpe and Blyde 
2008; Djankov, Freund and Pham, 2010). As a consequence, instead of restraining the analysis to 
only one dimension of the phenomenon, what is hypothesised in this research is that the subject 
of connectivity to international markets should be studied from a systemic perspective. By doing 
so, knowledge can be gained on the multiple dimensions of the phenomenon, as well as on the 
interrelations existing among its different dimensions. Indeed, the adoption of the systemic 
perspective allows for consideration of the different determinants of connectivity retrieved in the 
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literature review as parts of a complex system, or systems within a larger system, that enable 
connection to international markets. Based on this perspective and the results of both the 
systematic literature review (Chapter 2) and the empirical research (Chapter 4) – which included 
a survey and in-depth interviews with relevant stakeholders in the private and public sectors in 
three countries – this research proposes a comprehensive definition of connectivity to 
international markets, encompassing the different factors retrieved in the literature and validated 
by the empirical research.  
After defining connectivity to international markets, this research analyses whether available 
connectivity metrics allow for a systemic assessment of a country’s degree of connectivity to 
international markets (Chapter 5). A thorough review of available metrics is conducted in a 
variety of relevant fields such as Air and Maritime Transportation, Logistics, International Trade 
and Supply Chain Management. By providing a multi-disciplinary review of available 
connectivity metrics, this research makes a further contribution to the literature. The suitability of 
such metrics to assess connectivity to international markets is analysed through comparative 
analysis, concluding that a novel approach is needed.  
A comprehensive approach to assess connectivity to international markets is proposed and 
developed using network analysis (Chapters 6, 7 and 8). The use of this method is consistent with 
the complex systems perspective embraced in this study, allowing for consideration of the 
different factors enabling connectivity to international markets through different network layers 
and attributes. The approach proposed entails the analysis of the multi-layered network of 
international trade flows and its multi-layered ‘support system’. The support system includes the 
enablers of connectivity to international markets, which allow trade flows to reach their 
destination markets. Given that literature on the interdependence between trade flows and the 
network that makes them possible is still scarce, the approach proposed in this research 
contributes to close the gap in the literature by evidencing the interdependency that exists 
between a high level network such as the international trade network and other networks 
underpinning it. Due to the predominance of containerisation and maritime transportation in 
international trade, the focus of this research lays on containerised trade moved by container 
ships. One geographic region was selected for applying the approach proposed, the Americas 
(encompassing North, Central and South America, and the Caribbean), which includes 34 
countries and shows high intensity of intra-regional trade flows. Focusing the analysis on the 
Americas provides a further contribution to the literature. Indeed, while there is research on trade 
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and transport networks at the global scale and other regional scales, such as for example Asia and 
the Mediterranean (Lam and Yap 2011; Marei and Ducruet 2014), an analysis focusing on the 
Americas is still missing. Furthermore, it was necessary to delimit the research to a defined 
region so as to allow for more in-depth and focused analysis. 
 
1.5 Contribution 
The contribution of this research can be summarised as follows: 
 understanding the relationship between connectivity and international trade, as well as the 
factors enabling connection to international markets;  
 development of a definition of connectivity accounting for the factors enabling connection 
to international markets, based on sound academic evidence and the perspectives of public 
and private sectors; 
 comprehensive review of available connectivity metrics; 
 development of an approach for a more accurate assessment of a country’s degree of 
connectivity to international markets and the factors influencing it; 
 contribution to understanding the multi-layered characteristics of both international trade 
flows and its support system;  
 provision of more accurate information for decision-making in public policy;  
 provision of the perspective of emerging economies; and 
 contribution to fill in the gap in the literature by providing empirical evidence on the 
Americas. 
The contents of this research were presented at a number of international conferences and 
seminars including: the ‘XVIII Pan-American Congress on Traffic, Transport Engineering and 
Logistics’ (Santander, Spain, 2014), the ‘2014 Conference of the International Association of 
Maritime Economists – IAME’ (Norfolk, United States, 2014), and the ‘European Logistics 
Association Doctorate Workshop’ (Schindelleggi, Switzerland, 2015). In the latter, the researcher 
received the award for ‘Best Presentation’ based on the research contents and originality. 
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1.6 Overview of the Dissertation 
This Dissertation is organised in nine chapters. Chapter 1 introduces the motivation and main 
characteristics of the research. Chapter 2 analyses the concept of connectivity through a 
systematic literature review and sheds light on the knowledge gap this research addresses. 
Chapter 3 presents the research design, including research problem, objectives and questions; 
philosophy, theoretical framework, methodology and methods; significance; and research plan. 
Chapter 4 proposes a definition of connectivity to international markets based on the conclusions 
of the systematic literature review, as well as the evidence from a survey and in-depth interviews 
with stakeholders from public and private sectors in three countries. Based on this definition, 
Chapter 5 analyses available metrics and their suitability to assess connectivity to international 
markets as defined in this research. Upon the results of this assessment, in Chapters 6, 7 and 8 a 
new approach based on network analysis is developed and applied to a country sample which 
included 34 countries. In particular, Chapter 6 lays out the rationale and methodology for the use 
of network analysis in the assessment of a country’s degree of connectivity to international 
markets. Chapter 7 presents and analyses the multi-layered network of international trade flows. 
Chapter 8 presents and analyses the multi-layered support network for countries to connect to 
their international markets, and lays out the approach to assess connectivity to international 
markets. Finally, Chapter 9 presents the conclusions of this research. 
 
1.7 Conclusion 
This chapter provided an overview of how the Dissertation is structured and the main 
characteristics of the research. The background and contribution of the research are given. The 
research purpose and design are summarised. These will be addressed in details in the 
corresponding sections. The next chapter will present the literature review and the knowledge gap 
that is addressed by this research.  
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Chapter 2. Understanding Connectivity to International Markets: a 
Systematic Literature Review 
 
2.1 Introduction 
Connectivity derives from the word ‘to connect’, from the Latin word connectere, meaning to 
join, link or fasten together (Merriam-Webster 2013). According to the Oxford Dictionaries 
(2013) connectivity refers to “the state of being connected or interconnected”. The Business 
Dictionary (2013) provides a more specific definition of connectivity, referring to it as the 
“measure of the extent to which the components (nodes) of a network are connected to one 
another, and the ease (speed) with which they can converse”.  
In academic literature, the word connectivity is used in different fields. A simple key search on 
academic search engines such as Scopus shows that the term connectivity can be found in a 
variety of fields that include Transport and Systems Engineering, Supply Chain Management, 
Economics, Physics, Mathematics, Biology, Neuroscience, among others. Rather than being an 
absolute term, the definition of connectivity varies according to the context or field it is applied 
to. Therefore, definitions of connectivity often differ from one field to the other, while different 
fields suggest different factors as determinants of connectivity. The purpose of this literature 
review is to understand the concept of connectivity in the context of international trade. In 
particular, and given the wide variety of meanings with which connectivity is used in the 
international trade and transport policy arenas (see Introduction), the purpose of this research is to 
explore the concept of connectivity to international markets – or the countries where a given 
country exports to – as well as to shed light on the factors that influence the ability to connect to 
such markets. With this objective, in this Chapter the concept of connectivity is explored through 
a systematic literature review that encompasses literature in relevant fields such as Economics, 
Engineering and Supply Chain Management. Section 2.2 presents the methodology and results of 
the systematic literature review. Section 2.3 analyses and discusses such results. Finally, Section 
2.4 summarises the findings of the systematic literature review on the concept of connectivity.  
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2.2 Systematic Literature Review: Methodology and Results  
In order to explore the concept of connectivity in the context of international trade and, 
particularly, in the context of reaching international markets, the systematic literature review 
technique was applied. The purpose of this technique is to summarise and analyze the body of 
knowledge concerning a given concept or a relationship between concepts, and to determine 
whether gaps exist (Gligor and Holcomb 2012). In this research, the concept of connectivity is 
explored through a wide review of literature. In particular, the purpose of the systematic literature 
review is to cast light on the meaning and the determinants of connectivity to international 
markets. Because the concept of connectivity applied to international trade is relatively recent, 
using the systematic review technique is deemed appropiate to: (i) summarise the accumulated 
body of knowledge concerning the topic of interest; (ii) explore the topic through different 
perspectives; and (iii) develop reliable knowledge from a pool of knowledge dispersed across a 
broad range of studies (Tranfield, Denyer and Smart 2003; Gligor and Holcomb 2012). Unlike a 
traditional literature review, which might be influenced by the familiarity or preferences of the 
reviewer, a systematic review allows the researcher to gather, analyse and interpret a 
comprehensive body of available literature in a thorough and unbiased manner (Wang and 
Notteboom, 2014). In sum, a systematic review on the topic of connectivity allows the researcher 
to explore available literature comprehensively, sheding light on the meaning and determinants of 
connectivity to international markets, while bridging the gaps among different perspectives and 
developing a broad understanding of the research topic.  
Applying the systematic review technique involves four stages: (i) problem formulation; (ii) 
literature research and selection; (iii) research analysis and interpretation; and (iv) presentation of 
results (Whittemore and Knafl 2005; Denyer and Tranfield 2009). In the first stage of this 
systematic literature review, the problem was formulated as follows: taking into account the 
range of meanings with which connectivity is used in the international trade and transport policy 
arenas, how does the academinc literature define connectivity to international markets and which 
are its determinants? In the second stage, the literature was researched by interrogating the 
dataset Scopus, one of the largest repositories of academic articles. Literature research and 
selection comprised five phases. In the first phase, key search was performed using the words 
(“connectivity”) AND (“international trade” OR “international market”) in papers and conference 
proceedings published between 1950 – the earliest available year in the dataset – and September 
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2014. This interrogation resulted in 127 articles. In the second phase, studies were chosen and 
evaluated according to a set of specific criteria that referred to: (i) the relevance of the study to 
the research problem; and (ii) the quality of the study. In agreement with Wang and Notteboom 
(2014), the Critical Appraisal Skills Program (CASP) checklist was used to evaluate the quality 
of the studies (Appendix A). The evaluation resulted in the selection of 14 articles among the 
127. Selected studies were preliminarily analysed in order to identify shared patterns among 
them. The analysis showed that articles could be classified into three broad domains: (i) 
transportation, including studies with focus on transport infrastructure and/or services in any 
transport mode; (ii) supply chain management, including studies with focus on planning and 
management of activities that integrate supply and demand within and across companies; and (iii) 
international trade, including studies with focus on the international exchange of goods and 
services. These categories were then used to further query the database, looking for articles 
relevant to the research problem. Table 2.1 contains the 14 articles identified as being relevant to 
the research on connectivity to international markets, classified according to the three domains 
identified: 
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No. Domain Author Title Year 
1 Transportation Cui The complex properties of Chinese ship-
transport networks 
2014 
2 Transportation Gekara and 
Chhetri 
Upstream transport corridor inefficiencies 
and the implications for port performance: a 
case analysis of Mombasa Port and the 
Northern Corridor 
2013 
3 Supply Chain 
Management 
Regmi and 
Hanaoka 
Location analysis of logistics centres in 
Laos 
2013 
4 Transportation Salgado and Cea External connectivity analysis of the ports 
of Chile as a factor of competitiveness 
2012 
5 Transportation Marquez-Ramos 
et al. 
Maritime Networks, Services Structure and 
Maritime Trade 
2011 
6 Transportation Kaluza et al. The complex network of global cargo ship 
movements 
2010 
7 International Trade Barigozzi, 
Fagiolo and 
Garlaschelli 
Multinetwork of international trade: A 
commodity-specific analysis 
2010 
8 International  
Trade / Transportation 
Wilmsmeier and 
Martinez-Zarzoso 
Determinants of maritime transport costs - 
A panel data analysis for Latin American 
trade 
2010 
9 Supply Chain 
Management 
Wilson and 
Duffy 
Improved information connectivity and 
visibility throughout the global supply base 
2010 
10 Transportation / 
Supply Chain 
Management 
Coronado et al. Facilitating multimodal logistics and 
enabling information systems connectivity 
through wireless vehicular networks 
2009 
11 International Trade Fagiolo, Reyes 
and Schiavo 
Dynamics and evolution of the international 
trade network 
2009 
12 Supply Chain 
Management 
Gosain, 
Malahotra and El 
Sawy 
Coordinating for flexibility in e-business 
supply chains 
2004 
13 International Trade Kikuchi Time zones, outsourcing and patterns of 
international trade 
2006 
14 International Trade Moodley Connecting to global markets in the Internet 
age: The case of South African wooden 
furniture producers 
2002 
Table 2.1. Papers that satisfied the relevance and quality criteria, by domain (1950-2014) 
 
In the third phase, the database was interrogated by searching for words related to the three 
domains identified in the previous phase. The words (“connectivity”) AND (“transport” OR 
“infrastructure”) were selected for the transportation domain, resulting in 259 articles, among 
which 35 articles satisfied the relevance and quality criteria. The words (“connectivity”) AND 
(“supply chain”) were selected for the supply chain management domain, resulting in 136 
articles, among which 24 articles satisfied the selected criteria. Finally, the words 
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(“connectivity”) AND (“markets” OR “trade” OR “economics”) were selected for the 
international trade domain, resulting in 1,188 articles, among which 36 satisfied the selected 
criteria. After applying the relevance and quality criteria to the results, 42 articles were selected, 
making up the basis for further analysis. In all queries, synonyms of connectivity such as 
“connection” or “connectedness” were considered as well. Figure 2.1 is a graphical 
representation of the articles selected for analysis in all three domains, according to the domain 
they belonged to. The size of each bubble was represented in agreement with the number of 
articles selected for analysis in each domain. The overlapping areas of the bubbles show that 
some of the literature analyzed was multi-disciplinary or could be classified according to more 
than one field.  
 
 
Figure 2.1. Graphical illustration of the literature analyzed according to academic field 
 
References included in the papers collected were used as guidance for further exploration of the 
literature. In addition, literature citing the papers collected were identified and analysed. The 
earliest article included in the dataset had been published in 2002 and the most recent in 2014. 
This time period is consistent with the exponential growth of academic interest in the subject of 
connectivity in general. Indeed, the simple keysearch for the term “connectivity” on Scopus 
showed that  80% of academic publications (75,822 articles) were concentrated in the period 
2002-2014. Table 2.2 shows the five journals with the highest number of articles selected for 
analysis after phases 1 through 4 of the literature search: 
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Journal No. of articles selected 
Journal of Transport Geography 16 
Maritime Policy & Management 7 
Maritime Economics & Logistics 5 
International Journal of Physical Distribution and 
Logistics Management 
5 
Transport Reviews 5 
Table 2.2. Main sources of the articles selected 
 
In the fifth phase, the review of articles was complemented by searching: (i) the catalogue of the 
United States Library of Congress (the biggest library catalogue in the world) for books that 
could be related to the topic; and (ii) Google search engine, using the same keywords that were 
used in the Scopus query, to account for working papers and reports relevant to the topic 
published by other sources, such as national and international organisations. Search results were 
evaluated according to the relevance and quality criteria applied in phase two. As a result from 
the five phases of the literature research, 137 studies were selected and analysed. A generalised 
graphical illustration of the process to identify relevant literature is presented in Figure 2.2.  
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Figure 2.2. Graphical illustration of the literature search process and results 
 
2.3 Analysis of the Results 
After the literature research and selection conducted in the second stage of the systematic 
literature review process, in the third stage of the process the researcher analysed the results. The 
analysis of the literature selected gave insights on different perspectives on connectivity. Each of 
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these perspectives belonged to a specific domain in the literature. Literature in the transportation 
domain defined connectivity as the availability and capacity of infrastructure and transport 
services. For some studies, connectivity also entailed the efficiency of trade procedures (Section 
2.3.1). Literature in the supply chain management domain defined connectivity as the integration 
of information among different supply chain actors (Section 2.3.2). Finally, literature in the 
international trade domain defined connectivity as the ability to access other markets, as a result 
of different factors (Section 2.3.3). The next sections present the detailed analysis of the different 
perspectives on connectivity, the domain they belong to and the different factors influencing 
connectivity according to each definition.  
 
2.3.1 Connectivity, infrastructure and networks 
Literature in the transportation domain includes studies in the fields of Transport Economics and 
Transport Engineering. In Transport Economics there is extensive literature where connectivity is 
defined according to infrastructure availability and capacity. Marquez-Ramos et al. (2011, p. 557) 
referred to this as a “narrow” concept of connectivity, which focuses on the physical properties of 
a network. Available economic literature has applied this concept to investigate the effects that 
connectivity, resulting from a given infrastructure configuration, can have on economic activities, 
including international trade activities and access to international markets. For example, 
Wilmsmeier and Hoffmann (2008) and Marquez-Ramos et al. (2011) showed that the 
characteristics of port infrastructure affected port connectivity, which in turn impacted on 
maritime freight rates and maritime trade flows. Moreno and Lopez (2007) explored the spill over 
effects of increased connectivity for Spanish provinces as a result of transport infrastructure 
investments. Carruthers, Rajan and Murray (2009) analysed transport infrastructure status in 
Africa and quantified investment needs in order to increase the connectivity of rural and urban 
areas to domestic and international markets. Likewise, Bhattacharyay (2012) estimated transport 
infrastructure investment needs in Asia so as to increase connectivity among countries in the 
region, enhance intraregional trade and promote economic integration. Dorosh et al. (2012) 
analysed the impact of road connectivity on crop production and choice of technology, and found 
that agricultural production was highly correlated with proximity – as measured by travel time – 
to urban markets, concluding that increasing road connectivity for rural areas would have had a 
positive impact on agricultural production. Meijers et al. (2012) analysed the spatial effects of the 
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construction of a tunnel in the Netherlands, and suggested that distributive effects of increasing 
connectivity between central and peripheral regions could differ from the effects estimated at an 
aggregated spatial scale. Yu et al. (2013) showed that the spill over effects of transport 
infrastructure investment varied over time among Chinese regions as a result of changes in 
connectivity patterns at the national level, due to changes in the configuration of transport 
infrastructure.  
In addition to this narrower perspective on connectivity, a large part of the literature in the area of 
Transport Economics has applied a broader perspective of connectivity, which refers to “features 
of the modes and co-ordination of various operators, as well as integration of services” (Marquez-
Ramos et al. 2011, p. 557). Under this broader perspective, analytical work on connectivity has 
emphasised the importance of availability and capacity of transport services. This approach has 
been extensively used in order to assess airport (Guillen 2009; Malighetti, Paleari and Redondi 
2008; Paleari, Redondi and Malighetti 2009 and 2010; Redondi, Malighetti and Paleari 2011 and 
2013) and port connectivity (McCalla, Slack and Comtois 2005; Notteboom 2006; Wilmsmeier, 
Hoffmann and Sanchez 2006; Kaluza et al. 2010; Marquez-Ramos et al. 2011; Pais, Seoane and 
Gonzalez 2012; Ducruet and Lugo 2013; Cui 2014). A large part of these studies has applied 
concepts and methods from graph theory and complex systems theory, assessing connectivity 
within a given network configuration of transport services. In particular, connectivity is defined 
in these studies as the degree to which nodes in a network are connected to each other 
(Burghouwt and Redondi 2013) or, similarly, as the degree to which actors in the network can be 
reached or can reach all other actors in the network (Lee 2005; Kang, Woo and Bang 2013).   
Graph theory and complex systems theory have been applied to uncover and model the structure 
and dynamics of transport systems (Barthelemy 2011; Lordan et al. 2014; Wang, Mo and Wang 
2014). Particular attention has been paid to the analysis of the topology and dynamics of airport 
and maritime networks, and the estimation of airport and port connectivity based on a given 
configuration of transport services (Notteboom 2006; Kaluza et al. 2010; Reggiani and Nijkamp 
2006 and 2010; Ducruet and Notteboom, 2012; Lam and Yap 2011; Reggiani et al. 2011; Wang 
et al. 2011; Ducruet and Zaidi 2012; Pais, Seoane and Gonzalez 2012;  Salgado and Cea 2012; 
Ducruet and Lugo 2013; Cui 2014; Wang, Mo and Wang 2014)1. In air transportation, studies 
                                                          
1 Chapter 6 presents an in-depth discussion on application of complex networks methodology to transport 
research, as well as the main findings of available work in this area.  
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have estimated connectivity based on variables such as number of direct and indirect connections 
between two airports; capacity of aircraft deployed in direct connections between two airports; 
minimum and maximum connecting time; average travel time; travel cost; and shortest path 
length, among others (Burghouwt and Redondi 2013; Oxford Economics 2013). In maritime 
transportation, studies have estimated connectivity according to variables such as vessel 
movements (Ducruet, Rozenblat and Zaidi, 2010; Gonzalez-Laxe, Seoane and Pais 2012); 
capacity and number of vessels deployed on direct services between two ports; number of 
shipping possibilities between two ports (Wilmsmeier and Hoffmann 2008); service frequency; 
number of port calls; distance between ports; and vessel speed (Low, Lam and Tang 2009; Lam 
et al., 2011; Marquez-Ramos et al., 2011). A few studies also took into account port 
infrastructure capabilities such as number of cranes, storage area, berth and water depth, and 
inter-modal connections (Lam and Yap 2011). Some studies took into account domestic 
connectivity, international connectivity, or both. For example, the study by Salgado and Cea 
(2012) combined both and suggested that there were two aspects of connectivity: internal and 
external connectivity. Internal connectivity was defined by the characteristics of road, rail and 
logistics infrastructure and transport services linking a port with its hinterland. External 
connectivity was defined by the characteristics of port infrastructure and maritime transport 
services linking a port with ports in other countries.  
The review of literature in the field of Transport Engineering also suggests the presence of a 
narrow and a broader concept of connectivity. Under the narrow perspective of connectivity, 
research in Transport Engineering has focused on the physical properties of the network and 
interoperability enhancement across modes (Van Geenhuizen 2000). Under the broader 
perspective, the focus has been placed on the cohesiveness of networks (Frybourg and Nijkamp 
1998), encompassing connections between modes, transport services, and different nodes, from 
an integrated, door-to-door management perspective, to ensure high quality and minimum costs 
to move persons and freight from an origin to a destination (Rietveld 1995; Van Geenhuizen 
2000). In this field, connectivity has been applied to the study of coordination within and across 
modes (Fuller et al. 2011; Alstadt and Weisbrod 2012), and defined as “a form of ‘access’ 
between two systems” and, broadly, as the “ease, time or cost of traveling between different 
transportation route systems or modal systems” (Alstadt and Weisbrod 2012, p. 3). Based on such 
definitions of connectivity, a large body of literature in Transport Engineering has focused on 
assessing intra and inter-modal connectivity, applying metrics related, for example, to the quality 
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– in terms of time and cost – and the quantity – in terms of number and capacity – of the 
travelling opportunities at the connection (Hadas and Ranjitkan 2012). Among this literature, 
many studies have analysed intra and inter-modal connectivity in passenger transport networks 
(Derrible and Kennedy 2011), including bus (Shafani and Khani 2010; Jin et al. 2014; Kaplan et 
al. 2014), metro (Guo and Wilson 2011), airline (Veldhuis 1997; Burghouwt and de Wit 2005; Li 
et al. 2012), and rail networks (Seaton and Hackett 2004; Wang et al. 2009). Other studies have 
analysed intra and inter-modal connectivity in freight transport networks including, for example, 
road-rail connectivity (Schonharting et al., 2003; Bathel and Woxenius 2004; Bontekoning et al. 
2004), port-road connectivity (de Langen and Sharypova 2013), port-rail connectivity (Wanke, 
Garcia and Hijjar 2011), and airline connectivity (Kim and Park 2012). 
In agreement with the broader perspective on connectivity, the concept of integrated transport 
systems has recently emerged in the Transport Engineering field, and is getting increasing 
attention from the academic, public and private sectors (International Transport Forum, ITF 
2012). An integrated transport system can be defined as a scalar system (Potter 2010), which 
integrates different transport aspects such as infrastructure, services, information, tariffs, and 
policies (Preston 2012). The aim of integrating all transport-related aspects, beyond those of 
infrastructure and services, is to maximise connection and coordination at different levels (ITF 
2012). According to the ITF (2012), a modern, integrated, seamless transport system requires at 
least four levels of connections: (i) the infrastructure connection, to minimise transfer time 
between modes; (ii) the management connection, which consists of the coordinated planning of 
service times in order to minimise waiting times; (iii) the tariff connection, allowing users to 
move using multiple modes of transportation with a single ticket or contract; and (iv) the 
information technology connection, which consists of integrating information systems to monitor, 
manage and optimise the entire transport system. By including different features related to 
transportation, the integrated transport systems concept provides a more comprehensive, holistic 
understanding of connectivity, so as to achieve a more effective connection of people and 
markets.  
In line with the emergence of a more systemic, comprehensive approach to transportation so as to 
ensure better and seamless connection, some recent studies on airport connectivity and logistics 
corridors have expanded the notion of connectivity understood as the availability and capacity of 
infrastructure and transport services so as to cover the full range of interactions among all 
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network nodes (Arvis et al. 2010; Ruiz and Calatayud 2012). For instance, in their development 
of an Air Connectivity Index, Arvis and Shepherd (2011) defined connectivity as “the importance 
of a country as a node within the global air transport system” (p. 3) and included, apart from 
infrastructure components, existing indicators of trade and transport facilitation outcomes 
("beyond-the-border" metrics such as the Logistics Performance Index or the Doing Business 
Trading Across Borders data). These outcomes are primarily endogenous and not tied to the 
geography of the network (Arvis et al. 2010). Likewise, Srivastava (2011) suggested that trade 
facilitation measures were an important factor increasing or decreasing the range and 
performance of a corridor, since they could lower or increase the cost of using the infrastructure 
belonging to the corridor. Gekara and Chhetri (2013) called for collaboration among governments 
so as to improve harmonisation of transport policies and customs procedures, which would in 
turn lead to increased corridor performance and seamless flow of freight along the corridor. 
Bhattacharyay (2012) suggested that, together with infrastructure investments, achieving 
seamless transport connectivity required improving ‘soft’ infrastructure, which included the 
policy, regulation, trade facilitation, and institutional frameworks that support the development 
and operation of physical or ‘hard’ infrastructure. Although there is still very little work available 
on this perspective, it shows growing attention towards broadening the perspective of 
connectivity in order to cover variables not only referring to infrastructure and transport services. 
This is in agreement with a more holistic view of transport systems as the one proposed by 
Preston (2012) and ITF (2012). With particular reference to international trade, a broader concept 
of connectivity implies addressing the different trade-related factors that affect “connectivity 
across borders”  (ITF 2012, p. 30) and that increase costs and time to move goods and “connect 
(…) markets” (ITF 2012, p. 38).  
 
2.3.2 Connectivity and Supply Chain Management 
A second body of literature on the concept of connectivity falls within the field of Supply Chain 
Management. A review of literature in this field shows that the term connectivity is used to refer 
to “the collaborative electronic linkage of partners up and down the supply chain” (Poirier 1999, 
p. 16). Closs and Swink (2005) referred to this as information connectivity, which related to 
information-sharing and collaboration among supply chain partners. The importance of 
information connectivity has been well documented in the literature (Bowersox et al. 1989; 
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Cachon and Lariviere 1999; Golicic et al. 2002). Advances in information technology have 
changed modern business models (Fawcett et al. 2007). Geographic location no longer restricts 
firms to markets and suppliers (Golicic et al. 2002). Technological advances and information-
sharing allows firms to look for new suppliers, outsource activities and reach new customers, and 
at the same time making it possible to reduce costs and increase efficiency through increased 
supply chain collaboration.  
Golicic et al. (2002) identified two components of connectivity in supply chain management: (i) 
interaction among firms; and (ii) market access. The former refers to the ability to remove 
technological barriers among supply chain members, allowing for complete visibility and 
enabling operations to be managed more effectively. The latter refers to the ability to build multi-
directional flows of information through electronic platforms, overcoming the unidirectional 
communication of traditional business and allowing firms to establish closer relations with clients 
(Golicic et al. 2002). Through these electronically built networks, “connectivity provides for a 
level of interaction that is not as efficiently achieved in the traditional business environment” 
(Golicic et al. 2002, p. 859). 
This concept of connectivity – the collaborative electronic linkage of partners throughout the 
supply chain – present in the literature on supply chain management relates to an important 
research stream focused on supply chain integration. Indeed, as stated by Sanders, Autry and 
Gligor (2011, p. 179), “the very foundations of the supply chain integration concept rest upon the 
assumption that collaboration takes place between supply chain partners, which is only made 
possible through bidirectional flows of voluminous, rich information, including operations and 
planning data”. Literature on supply chain integration suggests that the higher the degree of 
integration among partners across the supply chain, the better a firm performs (Narasimhan and 
Jayaram 1998; Frohlich and Westbrook 2001; Song and Panayides 2008), and that the presence 
of information technologies and information connectivity is crucial to facilitate integration across 
the supply chain (Bowersox and Daugherty 1995; Lewis and Talalayevsky 1997; Gosain, 
Malhotra, and El Sawy 2004; Song and Panayides 2008). Among the benefits of enhancing 
connectivity and, thus integration along the supply chain, are: better inventory control and 
visibility (Poirier 1999; Christopher 2000; Narasimhan and Kim 2001; Fawcett et al. 2007); 
shorter order fulfilment lead times and product development cycles (Sahin and Robinson 2002; 
Sanders and Premus, 2002; Erhun and Tayur 2003; Fawcett et al. 2007); better monitoring of 
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customer behaviour (Fawcett et al. 2007); enhanced capacity to design, monitor and implement 
logistics plans (Gunasekaran and Ngai 2004a and 2004b); and greater logistics flexibility and 
improved delivery and logistics assets performance (Gosain, Malhotra and El Sawy 2004; Closs 
and Swink 2005). An empirical study conducted by Fawcett et al. (2007) showed that there was a 
strong relationship between a company’s information-sharing capability and its performance, 
understood as its ability to reduce costs and increase service levels. They found that connectivity, 
along with the will to exchange information, accounted for over one third of the variance in 
operational performance in the firms analysed. Similarly, Sanders, Autry and Gligor (2011) found 
that increased information connectivity between buyer and supplier was beneficial not only to the 
supplier, but to the buyer as well. Sanders, Autry and Gliglor (2011) characterised this as a “win-
win” situation where information connectivity enhanced firms’ competitiveness through lower 
costs, better delivery performance and greater flexibility.  
Increasing connectivity along the supply chain has become a critical factor within supply chain 
management in the context of outsourcing logistics activities. The adoption of information and 
communication technologies makes it possible to experience high levels of visibility, control and 
connectivity across the entire supply chain (Coronado, Coronado and Lalwani 2009), resulting in 
higher levels of agility and, ultimately, higher business performance (Swafford, Gosh and Murthy 
2008). Information-sharing and, in general, the ability to integrate and coordinate complex 
networks of business relationships via electronic linkages are key sources of competitive 
advantage (Song and Panayides 2008; Lam and van de Voorde 2011).  
Improving supply chain performance also requires partners to increase information-sharing - 
“connectivity” – with infrastructure nodes and operators (Panayides and Song 2013). In the case 
of international trade, ports and airports are central infrastructure nodes and gateways to 
international markets. With the emergence of global value chains and the fragmentation of global 
production, ports and airports have become strategic nodes in the larger logistics chain and a key 
part of global distribution channels (Carbone and De Martino, 2003; Wang and Cullinane 2006; 
Mangan, Lalwani and Fynes 2008; Panayides and Song 2008). Because of this critical role, 
leanness, agility and seamlessness in supply chain management requires also information 
connectivity between port and airport facilities and other supply chain nodes (Panayides and 
Song 2008; Woo, Pettit and Beresford 2013).  
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The literature on port-supply chain integration suggests that information-sharing between the port 
and other supply chain actors contributes to reduced order cycle times, a cut in inventories and 
more flexible systems  (Woo, Pettite and Beresford, 2013). Song and Panayides (2008) identified 
three facilitators so that information can be shared effectively between the port and supply chain 
actors: (i) the use of electronic data interchange (EDI) to communicate with shipping lines; (ii) 
the presence of integrated information technology platforms to share data with shipping lines; and 
(iii) the presence of computerised port service systems for operations with shipping lines. 
Nevertheless, they suggest that further research is needed in order to empirically assess the 
impact of port-supply chain integration on supply chain efficiency. There is evidence however 
that supply chain integration has a strong impact on port performance, since it helps port 
terminals to better accommodate the growing capacity of maritime transportation and the other 
relevant trends in a highly-fluctuating, competitive, low-margin industry (Panayides and Song 
2013; and Woo, Pettite and Beresford 2013). The integration of supply chain information with 
port management and systems is consonant with the emerging interest from public, private and 
academic sectors in moving towards integrated transport systems, so that the integrated 
management of infrastructure, services, policies and information results in a more efficient and 
seamless movement of people and freight. 
 
2.3.3 Connectivity, access to markets and international trade 
The third domain of the literature explored gathers studies in the fields of International Trade and 
Economics. There is an emerging research trend in these fields that applies complex systems 
theory to international trade and explores connectivity from a network perspective (Serrano and 
Boguna 2003; Garlaschelli and Loffredo 2005; Bhattacharya, Mukherjee and Manna 2008; 
Reyes, Schiavo and Fagiolo 2008; Fagiolo, Reyes and Schiavo 2009a and b; De Benedictis and 
Tajoli 2011; Duenas and Fagiolo 2013). These studies have cast light on distortive patterns in the 
‘International Trade Network’ (ITN), namely the network of trade flows among countries in the 
world, showing some countries being connected with many trade partners while others with only 
a few (Garlaschelli and Loffredo 2005). Furthermore, they have provided evidence on the 
hierarchical arrangements existing in the ITN, where countries with high intensity of trade (those 
connected with many trade partners) are better connected with each other than countries with low 
intensity of trade (those with few trade partners) (Duenas and Fagiolo 2013). In spite of these 
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interesting conclusions on connectivity patterns within the ITN, these studies do not explore the 
factors influencing connectivity – or the size and distribution of international trade flows – in the 
ITN.  
Academic work in International Trade and Economics, and to some extent in Transport 
Economics, has provided significant advances in understanding international trade flows and 
their determinants. Since the seminal work of Adam Smith (1776), where the theory of absolute 
advantage was formalised, an important research stream in Economics has focused on 
understanding international trade, providing evidence of its benefits and identifying the barriers 
that deter trade flows. Division of labour, differences in factor endowments, specialisation, 
differences in productivity levels, consumers’ preferences, and strategic decisions in public 
policy are among the main reasons driving international trade (Salvatore 2002; Samuelson and 
Nordhaus 2010; Blonigen and Wilson 2013); while increased economic growth and welfare are 
among its main benefits (Frankel and Romer 1999; Freund and Bolaky 2008). In turn, different 
factors enable or deter trade, particularly by increasing or decreasing trade costs. For example, 
international trade requires transportation and involves administrative and technical procedures, 
both factors that may increase cost and time to trade. A great amount of literature in Economics 
has shed light on the factors that influence trade costs and, consequently, international trade 
flows. Studies have shown that, after controlling for factors related to economic size and distance, 
trade costs substantially explained the differences between domestic and international trade 
flows. This difference is referred to in the economic literature as “the border effect” (Braconier 
and Pisu 2013). Because of the border effect, trade within a country can be two to twenty times 
higher than trade with other countries of similar size and distance (McCallum 1995; Anderson 
and van Wincoop 2003; Braconier and Pisu 2013). 
For the past two decades preferential agreements, multilateral negotiations, and unilateral trade 
liberalisations have significantly reduced tariff barriers – the main limitation to international trade 
in the past  – whereas less visible trade deterrents have emerged. Studies have shown that 
infrastructure inefficiencies, inadequate regulatory environments, inconsistent standards and 
control procedures, and cumbersome customs clearance processes were among the main factors 
increasing trade costs and time to reach international markets2. For example, Mesquita-Moreira, 
                                                          
2 Appendix B contains detailed information on the main studies that have analysed the determinants of 
international trade flows, which are cited in this section. Given that the focus of this research is to analyse 
connectivity to international markets, the researcher reviewed literature in the fields of International Trade and 
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Volpe and Blyde (2008) showed that the costs of physical barriers to trade could cancel the 
benefits derived from trade liberalisation. Limao and Venables (2001) estimated that a 
deterioration of infrastructure from the median to the 75th percentile increased transport costs by 
12% and reduced traded volumes by 28%. Clark, Dollar and Micco (2004) found that port 
efficiency was an important determinant of maritime freight rates and trade flows, and estimated 
that improving port efficiency from the 25th to the 75th percentile reduced freight rates by 12% 
and raised bilateral trade by 25%. Djankov, Freund and Pham (2010) estimated that each day that 
a product was delayed reduced the possibility of it being traded by 1% (6% when products were 
time-sensitive, e.g. perishable products) and that such a delay was equal to increasing a country’s 
distance to its trade partners by 70 km. Hummels (2001) and Hummels and Schaur (2013) 
estimated that each additional day of transport was equivalent to imposing an ad-valorem tariff of 
0.6 to 2.3% and that it reduced the possibility of a country to export to the US by between 1.0 and 
1.5%. Nordas, Pinali and Geloso (2006) estimated that a 10% delay in transport time as a result 
of inefficient trade-related procedures reduced the value of trade between 8 and 40%. Hoekman 
and Nicita (2011) found that behind-the-border measures to improve trade facilitation were likely 
to have a comparable, if not larger, effect on expanding trade flows than preferential access 
programmes. Therefore, improvements in transport infrastructure and services and in trade 
facilitation procedures can help reduce cost and time to reach international markets, and increase 
trade flows (Hummels, 2001; Wilson, Mann and Otsuki 2005; Mesquita-Moreira, Volpe and 
Blyde 2008; Djankov, Freund and Pham 2010).  
Within these studies, there is an emerging body of literature that explores the impact of 
connectivity on trade and access to markets. Such studies focus mainly on the role of 
infrastructure and transport networks in determining connectivity and increasing access to 
markets. Access to markets is defined as “the ability of transportation facilities and services to 
provide households and businesses with access to opportunities that they desire”, while 
connectivity is referred to as the possibility and ease of accessing such markets, based on the 
given characteristics of transportation facilities and services (Alstadt and Weisbrod 2012, p. 2). 
From this perspective, studies have shown, for example, that higher connectivity in air 
transportation – measured as the number of connections at a given airport – increased access to 
markets and stimulated economic growth (Tam and Hansman 2002); that the loss of connectivity 
                                                                                                                                                                                            
Economics to understand trade enablers and deterrents. For a thorough insight on available work, Appendix B 
also includes reference to the methodological approaches applied in the studies.  
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for certain areas in Europe due to airport closures had severely affected market access (Redondi, 
Malighetti and Paleari 2013); that increased road connectivity for rural areas enhanced access to 
technology, fostering crop productivity and output growth (Dorosh et al. 2012); and that 
infrastructure investment was needed in order to strengthen the urban-rural, centre-periphery 
connection (Carruthers et al., 2008), as well as regional markets integration (Bhattacharyay 
2010). Moreover, available studies suggested that the characteristics of maritime transportation 
services had a significant effect on transport costs, the impact of which was higher than 
geographical distance and port infrastructure (Wilmsmeier and Martinez-Zarzoso 2010), and that 
trade routes more centrally located in the maritime liner service network had lower average 
transport costs and higher trade flows (Marquez-Ramos et al. 2011).  
A number of studies make a distinction between the concepts of connectivity and accessibility 
(Jenkins, 2011; Lam and Yap 2011; Mishra, Welch and Jha 2012; Salgado and Cea 2012; Weber 
2012; Redondi, Malighetti and Paleari 2013; Wittman and Swelbar, 2013). Although tightly 
related and, in some cases, even interchanged or used as synonyms (Yeo, Roe and Dinwoodie 
2008)3, according to these studies, accessibility can be defined as the ability to be reached by 
others, measured in terms of cost and time (Salgado and Cea, 2012; Redondi, Malighetti and 
Paleari 2013). Instead, connectivity is more related to the configuration and characteristics of 
infrastructure and transport services, as a result of which nodes obtain different positions within a 
network and access to other nodes in the network (Mishra, Welch and Jha 2012). In the context of 
international trade and transportation, connectivity can be thought of as the “possibility to 
establish means of communication or connection between different places in the world” (Salgado 
and Cea 2012). In general, according to this body of literature, connectivity can be thought of as a 
supply-side measure that indicates how well a node is integrated into a larger network and can 
reach other nodes, while accessibility can be seen as a demand-side measure that indicates how 
                                                          
3 While connectivity has different meanings in different contexts, accessibility also lacks a universally accepted 
definition. Geurs and van Wee (2004) reviewed literature in a variety of fields and concluded that the concept 
of accessibility is often misunderstood and poorly defined, leading to a range of different meanings. For 
example, Hansen (1959) defined accessibility as “the potential of opportunities for interaction”; Dalvi and 
Martin (1976) as “the ease with which any land-use activity can be reached from a location using a particular 
transport system”; Burns (1979) as “the freedom of individuals to decide whether or not to participate in 
different activities”; and Paez, Scott and Morency (2012) as “the potential for reaching spatially distributed 
opportunities (for employment, recreation, social interaction, etc.)”. This range of meanings may explain the 
interchangeable use of accessibility and connectivity in the literature (see for example Yeo, Roe and Dinwoodie 
2008; Dorosh et al. 2012; Yu et al. 2013).  
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easily a population or market can be accessed or reached (Jenkins 2011; Wittman and Swelbar 
2013).  
Notwithstanding the importance of available studies as a step forward in understanding the 
relationship between connectivity and trade, and between connectivity and accessing 
international markets, the literature review shows that the available studies are still few and that 
there is still a knowledge gap regarding the role of connectivity in reaching international markets. 
Moreover, available work focuses on a narrow perspective of connectivity, referring only to the 
availability and capacity of infrastructure and transport services. However, the systematic review 
of the literature conducted by the researcher also suggests that there are broader perspectives on 
connectivity – including, for example, trade facilitation measures so as to cover the full range of 
interactions in a network. In addition, it suggests that there are alternative perspectives on 
connectivity – namely the supply chain research stream where connectivity is understood as the 
ability to share information among supply chain members. These perspectives could be useful to 
understand the full interaction between connectivity and international trade, and the determinants 
of connectivity to international markets. A broader approach to connectivity is also present in 
recent reports and projects supported by the public and private sectors aimed at improving 
“connectivity across borders” (ITF 2012, p. 30). In addition to improving infrastructure and 
transport services, connectivity can be enhanced by increasing information-sharing and 
coordination of supply chain activities. Connectivity can also be strengthened by providing the 
necessary regulation and infrastructure to speed up the flow of goods and better “connect (…) 
markets” (ITF, 2012 p. 38). This is in line with the evidence provided by the literature in 
International Economics, which shows the importance of trade procedures and the negative 
impact of policy-related processes not only on international trade flows, but also on infrastructure 
and transport services performance.  
Indeed, there is evidence in the literature that shows the importance of streamlining trade 
facilitation procedures – understood as the simplification and harmonisation of international trade 
procedures, including import and export procedures (European Commission 2014) – in order to 
improve the efficiency of infrastructure and transport services. For example, in the case of road 
transportation, Srivastava (2011) suggested that trade procedures could lower or increase the cost 
of using the infrastructure belonging to a transport corridor. Therefore, trade facilitation measures 
are necessary to increase the range and performance of a transport corridor. Other literature with 
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a focus on dry ports showed that trade-related procedures affected dry ports performance, 
intensifying their bureaucratic roles while undermining their logistics functions (Ng, Padilha and 
Pallis 2013). In particular, these studies showed that the complexity of customs clearance 
processes – including multiple duties, taxes, trade restrictions and regimes – created an 
environment where uncertainty led to higher inventory levels, increased time of cargo at ports, 
and higher port congestion (Ng and Gujar 2009; Ng and Cetin 2012; Ng, Padilha and Pallis 
2013). Similarly, academic work investigating seaport performance showed that specific 
institutional settings constrained port development, performance and growth (Hall 2003; Jacobs 
and Hall 2007; Ng and Pallis 2010). In particular, a number of studies evidenced the negative 
impact that trade-related policies had on seaport performance. For example, Suarez, Trujillo and 
Cullinane (2014) identified customs and other trade-related procedures among the elements that 
were positively correlated with port inefficiency. Wilmsmeier, Hoffmann and Sanchez (2006) 
showed that the delay of cargo during customs procedures had an impact on port performance 
and maritime freight rates, suggesting that a 1% increase in the time to clear customs raised 
maritime transport costs by 0.051%. Therefore, improving trade facilitation procedures can not 
only enhance connectivity to international markets – as the broader definition of connectivity 
suggests – but it can also improve the performance of infrastructure and transport services, the 
factors traditionally identified by the literature as the main determinants of connectivity. 
In general, this literature relates to a well-stablished stream in Economics that emphasises the role 
of institutional settings in the promotion of economic activities and growth (North 1991; 
Williamson 2000; Hall 2003; Acemoglu and Robinson 2008). Academic work belonging to this 
stream shows that efficient institutions can encourage economic players to invest and specialise, 
thus incentivising wealth creation. In contrast, inefficient institutions can increase transaction 
costs – e.g. by increasing corruption, time wastage, and insecurity among economic agents – thus 
reducing the incentives to invest and be efficient (Coase, 1992; de Soto, 2000; Ng et al., 2013). 
With reference to infrastructure and transport services, country-specific institutional contexts 
might affect investment and performance, leading in turn to higher transport costs and lower trade 
flows.  
Given the different definitions of connectivity found in the literature, as well as the influence of 
different factors in the connection to international trade markets, the question on the meaning of 
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connectivity to international markets arises4. This question is especially relevant given the 
increasing interest on the topic that policy-makers and the private sector have shown in recent 
times (ASEAN 2010; ITF 2012; WCO 2012; UNESCAP 2013). In spite of this, the review of 
literature conducted here shows that the topic seems to be largely absent in the academic 
literature. The absence of research on connectivity to international markets is puzzling given the 
critical role of international trade for the modern economy, the undeniable need to move goods 
for international trade to take place, and the importance that a fast, seamless flow of goods has for 
firms and countries to be competitive in the globalised economy. Indeed, understanding 
connectivity in the context of international trade and the factors driving it is crucial in an 
increasingly globalised economy, characterised by high competition, volatile demand, growing 
vertical integration and the emergence of global value chains. Endeavouring to close the current 
knowledge gap will contribute to accurately identify and overcome barriers impeding a fast, 
smooth access to international markets, which can pose a significant challenge to a country’s 
ability to compete internationally and attract foreign investment.  
 
2.4 Conclusion 
The literature review showed that there is little academic work available on the relationship 
between connectivity and international trade, but it evidences a positive impact of connectivity on 
international trade flows. This literature focuses on a definition of connectivity based on the 
availability and capacity of infrastructure and transport services. Indeed, as suggested by the 
literature in International Economics and Transport Economics, infrastructure and transport 
services are important determinants of international trade, since trade flows need infrastructure 
and transportation to reach destination markets. However, besides infrastructure and transport 
services, the literature also evidences the effect that trade-related procedures have on 
international trade flows. Such procedures can affect the time and costs to reach destination 
markets, severely restricting trade flows. In line with this evidence, an emerging broader 
                                                          
4 The work done by Ghemawat and Altman (2011) is a step forward in this direction since they take the depth 
and the breadth of a country’s trade flows as indicators of its degree of connection to the world. However, by 
doing so they suggest a reverse correlation between connectivity and international trade, where the depth and 
breadth of international trade are the independent variables that determine a country’s level of connectivity. 
With this, they leave aside variables such as trade facilitation and infrastructure. The impact of these factors on 
trade flows has been substantially evidenced by the Economic literature. 
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perspective on connectivity includes trade facilitation procedures, aside from infrastructure and 
transport services.  
The literature review on the concept of connectivity showed that there are different definitions of 
connectivity, belonging to different fields and with different degrees of focus. This suggests that 
connectivity, rather than being an absolute concept, is defined within the field and the context 
that it is being applied to. The literature review on the concept of connectivity included analytical 
work on multiple disciplines, including Economics, Engineering and Supply Chain Management. 
The literature review showed that, similar to the diverse viewpoints present in national and 
international policy-making arenas (Introduction), there is no harmonised definition of 
connectivity but different approaches to it, depending on the theoretical perspective and 
discipline involved. This can be attributed to the fact that the topic of connectivity does not fall 
into a discrete subject area but it is relevant to many disciplines, which has given birth to 
different theoretical approaches.  
Although the literature is spread over a large variety of academic fields, the analysis of available 
literature shed light on three main theoretical perspectives on connectivity: (i) a narrow 
perspective focused on the availability and characteristics of infrastructure and transport services; 
(ii) a broader perspective that includes trade facilitation procedures; and (iii) a supply chain 
management perspective. Although different in scope and focus, these perspectives are not 
mutually exclusive. The perspective on connectivity that includes trade facilitation procedures 
also encompasses infrastructure and transport services and, therefore, can be thought of as an 
extension or broadening of the narrow perspective that only focuses on the latter variables. In 
turn, and although less evident in the literature, there is at least one point of contact between the 
infrastructure and transport services perspective and the supply chain management perspective. 
This refers to the aspect that information sharing is becoming critical for transport and supply 
chains to perform effectively and, conversely, it is increasingly important to include information 
on infrastructure and transport services performance in supply chain information-sharing 
platforms for supply chains to improve their efficiency.  
Table 2.3 summarises each approach and the relevant research work within it. Given the absence 
of a review of literature on the concept of connectivity and the dispersion of analysis across 
different fields, a first contribution of this research is the comprehensive review and assessment 
of the connectivity literature under an integrative, multi-disciplinary approach. Nevertheless, the 
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knowledge gap remains on what the meaning of connectivity to international markets is and 
which factors determine it. This research will aim to close this gap.  
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Theoretical 
perspective 
Definition References Main argument regarding connectivity 
Narrow perspective 
with focus on 
infrastructure and 
transport services 
Availability and 
capacity of 
infrastructure and 
transport services 
and their ability to 
link supply and 
demand markets 
Batthacharyay (2012); Carruthers et al. (2008); Dorosh et 
al. (2012); Meijers et al. (2012) ; Moreno and Lopez 
(2007). 
Connectivity is determined by the availability and 
capacity of transport infrastructure. Infrastructure 
enables spatial connectivity between markets. 
Air transportation: Alderighi et al. (2007); Burghouwt and 
Redondi (2013); Malighetti et al. (2008); Paleari et al. 
(2009 and 2010); Redondi et al. (2011); Reggiani et al. 
(2010); Wang et al. (2011). 
Maritime transportation: Cui (2014); Ducruet and Lugo 
(2013); Ducruet and Notteboom (2012); Ducruet et al. 
(2010); Ducruet and Zaidi (2012); Gonzalez et al. (2012); 
Kaluza et al. (2010); Marquez-Ramos et al. (2010 and 
2011); McCalla et al. (2005); Notteboom (2006); Pais et 
al. (2012); Salgado and Cea (2012); Wilmsmeier et al. 
(2006). 
Connectivity is a network property and refers to 
the degree to which nodes are connected to each 
other as a function of the characteristics of 
transport services. 
Passenger transportation: Burghouwt and de Wit, (2005); 
Derrible and Kennedy (2011); Guo and Wilson (2011); 
Jin et al. (2014); Li et al. (2012); Seaton and Hackett 
(2008); Shafani and Khani (2010); Veldhuis (1997); 
Wang et al. (2009). 
Freight transportation: Bontekoning et al. (2004); Bathel 
and Woxenius (2004); de Langen and Sharypova (2013); 
Kim and Park (2012); Schonharting et al. (2003). 
Connectivity refers to the interoperability and 
coordination within and across transport modes.  
Broader perspective 
including trade 
facilitation 
Availability and 
capacity of 
infrastructure and 
transport services, 
and efficiency of 
trade procedures 
Arvis et al. (2010); Arvis and Shepherd (2011); Gekara 
and Chhretri (2013); ITF (2012); Ruiz and Calatayud 
(2012); Srivastava (2011). 
Connectivity is determined not only by 
infrastructure and transport services, but also 
trade-related procedures that affect the 
performance of infrastructure and transport 
services. 
Djankov et al. (2010); Gonzalez et el. (2007); Hummels 
(2001); Hummels and Schaur (2013); Wilson et al. 
(2005). 
International trade flows are negatively affected 
by trade policy barriers that increase costs and 
time to reach international markets.  
Supply chain 
perspective 
Degree of 
information-sharing 
among supply chain 
members 
Christopher, (2000); Closs and Swink (2005); Erhun and 
Tayur (2003); Fawcett et al. (2007); Golicic et al. (2002); 
Gunasekaran and Ngai (2004); Poirier 
(1999); Narasimhan and Kim (2001); Panayides and Song 
(2013); Sahin and Robinson (2002); Sanders and Premus 
(2002); Sanders et al. (2011); Song and Panayides (2008); 
Woo et al. (2013).  
Increasing connectivity with suppliers and 
customers is critical for better inventory control 
and visibility; shorter order fulfillment lead times 
and product development cycles; better 
monitoring of customer behavior; and enhanced 
capacity to design, monitor and implement 
logistics plans, among others. 
Table 2.3. Connectivity to international markets: summary of theoretical perspectives and literature review
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Chapter 3. Research Purpose and Design 
 
3.1 Introduction 
The literature review on connectivity shows that research is for the most part fragmented across 
various disciplines, including Engineering, Economics and Supply Chain Management. In 
addition, while there has been much development towards understanding connectivity in the 
context of transport networks, there is little research on connectivity in the context of 
international trade, and its impact on international trade flows. Moreover, the little research that 
exists focuses mainly on the availability and capacity of infrastructure and transport services as 
the sole factors influencing international trade flows. However, literature in the fields of Supply 
Chain Management and Economics suggests that, beyond infrastructure and transportation, there 
are other factors that are important in order to reach international markets and move goods along 
supply chains, such as the electronic exchange of information among firms taking part in a supply 
chain and the simplification of customs procedures. Despite the available evidence, there is no 
integrative framework for research that gathers the different perspectives retrieved in the 
literature (Chapter 2), namely the infrastructure and transportation perspective, the supply chain 
perspective and the international trade (or trade facilitation) perspective. In the context of 
international trade, the lack of this integrative framework, along with a comprehensive definition 
of connectivity, limits the ability to accurately understand the constraints to connecting to 
international markets, measure the impact of such constraints and design actions to effectively 
address them. The actions taken in this research were designed to address this knowledge gap.  
Based on the knowledge gap identified, this Chapter presents the objectives and questions, 
philosophy, theoretical framework, methodology and methods, relevance and contribution of this 
research.  
 
3.2 Research Problem, Objectives and Questions 
According to the knowledge gap identified in the previous Chapter, the problem addressed by this 
research was defined as follows: little research is available on the impact of connectivity on 
international trade flows, and the research available focuses mainly on one aspect of connectivity, 
related to infrastructure and transport services. Since there is evidence that there are other factors 
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influencing the ability to reach international markets, there is a need to provide a more 
comprehensive definition of connectivity in the context of international trade, explore the 
determinants of connectivity to international markets and provide an approach to assess a 
country’s degree of connectivity to international markets comprehensively.  
This research pursued the following objectives: 
1) To explore the relationship between connectivity and international trade;  
2) To explore the possibility of developing an approach to assess a country’s degree of 
connectivity to international markets comprehensively.  
The following research questions were developed to address the research problem and fulfil the 
research objectives:  
1) How can connectivity be understood in the context of international trade? 
2) What are the factors that influence a country’s degree of connection to international 
markets, or the countries where it exports to?  
3) Do available indices allow for measurement of the performance of such factors and their 
impact on a country’s ability to reach international markets?  
4) Would the development of a more comprehensive approach provide a more accurate 
measurement for a country’s degree of connectivity to international markets?  
  
3.3 Research Philosophy 
The researcher’s beliefs about the world influence the way research is designed, as well as how 
data are collected and analysed (Collis and Hussey 2009). In scientific research, such views about 
the world have been classified into two broad research paradigms: positivism and 
phenomenalism5 (Collis and Hussey 2009). Paradigms are “universally recognized scientific 
achievements that for a time provide model problems and solutions to a community of 
practitioners” (Kuhn 1962, p. viii) or, in other terms, a ‘world-view’ (Wittgenstein 1961; 
Mangan, Lalwani and Gardner 2004). Paradigms include three elements: ontology, epistemology, 
and axiology (Denzin and Lincoln 1994; Collis and Hussey 2009). Ontology refers to the 
researcher’s view of the nature of reality (Saunders, Lewis and Thornhill 2007). Epistemology is 
concerned with what is accepted as valid knowledge by the researcher (Collis and Hussey 2009). 
                                                          
5 Also known as interpretivism (Easterby-Smith et al. 2008). 
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Axiology refers to the researcher’s view on the role of values in research (Saunders, Lewis and 
Thornhill 2007). Table 3.1 compares ontology, epistemology and axiology, as well as other 
relevant characteristics, for positivist and phenomenological paradigms.  
 
 Positivism Phenomenalism 
Ontology The world is objective and 
external to the research. 
The world is socially constructed, 
created from perception and 
subject to interpretation. 
Epistemology Independent. Only phenomena 
which are observable and 
measurable can be validly 
regarded as knowledge. 
Interdependence. The researcher 
is involved in defining the 
phenomenon under study. 
Axiology Value-free. Detachment from 
what being researched. Facts are 
independent and not affected by 
the researcher. 
Value-led. Values help to define 
facts. 
Scientific method Deductive: hypothesis testing. 
Phenomena can be predicted 
based on causal relationships 
between variables.  
Reductionist approach 
Inductive: theory building. 
Phenomena are interpreted, based 
on perception.  
 
Holistic approach 
Data collection 
techniques frequently 
used 
Experimental, with large samples 
High reliability, low validity 
Interpretation, with small 
samples 
Low reliability, high validity 
Table 3.1. Comparison between positivist and phenomenological paradigms 
Source: Author adapted from Collis and Hussey (2009); Denzin and Lincoln (2000); Easterby-
Smith et al. (2008); and Saunders, Lewis and Thornhill (2007). 
 
While positivism has been the dominant paradigm in physical science, social scientists gradually 
moved away from this paradigm – which had dominated research in social science since its early 
stages – arguing that the phenomena studied by social science made it impossible to separate the 
investigator from what was being investigated (Mangan, Lalwani and Gardner 2004). As a result, 
phenomenalism emerged, with opposed characteristics to those of positivism. However, Collis 
and Hussey (2009) and Morgan and Smircich (1980) suggest that in spite of being two opposite 
world views, rather than being completely disentangled each paradigm represents an extreme of a 
continuum where, as moving along the continuum, the features and assumptions of one paradigm 
are gradually relaxed and replaced by those of the other paradigm (Collis and Hussey 2009). In 
areas particularly relevant to this research such as logistics, transportation, economics and 
business, researchers have started to question the predominance of the positivistic paradigm, 
starting to position themselves along the continuum between the two paradigms (New and Payne 
1995; Hussey and Hussey 1997; Tashakkori and Teddlie 1998; Mangan, Lalwani and Gardner 
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2004; Easterby-Smith et al. 2008) while choosing rather pragmatic approaches that combine the 
elements from both extreme paradigms that best enable answering the research problem 
(Saunders, Lewis and Thornhill 2007).   
The paradigm adopted has implications on the methodology selected and, to a lesser extent, the 
research methods. Since the selection of the paradigm guides and permeates the entire research, 
in selecting the paradigm it is not only important to take into account the researcher’s 
assumptions, but also the nature of the research problem (Collis and Hussey, 2009). In fact, 
following Saunders, Lewis and Thornhill (2007), since the purpose of research is to address a 
research problem, instead of the researcher’s preferences, the most important guidance to adopt a 
given paradigm are research questions.   
The nature of the topic in this research is complex. Understanding the phenomenon of 
connectivity to international markets and its drivers requires reviewing and drawing from 
different disciplines, as well as analysing the industry perspective in order to gain understanding 
on the phenomenon. In addition, the research questions postulated by this research (Section 3.2) 
do not particularly fall into only one philosophical domain. Instead, answering them requires the 
adoption of a range of philosophical perspectives, to ensure that the phenomenon under study is 
explored holistically, combining the perspectives, methodologies and methods that best enable 
answering the research problem. Pragmatism, located along the continuum between positivism 
and phenomenalism, makes possible to combine perspectives, methodologies and methods that 
better suit the research questions. The ‘onion’ developed by Saunders, Lewis and Thornhill 
(2007) and presented in Figure 3.1 helps to understand the position of pragmatism with respect to 
the two main paradigms.  
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Figure 3.1. ‘The research onion’ 
Source: Saunders, Lewis and Thornhill (2007). 
 
The following table presents the main characteristics of pragmatism:  
 Pragmatism 
Ontology Multiple, chosen to best fit research questions 
Epistemology Both observable phenomena and subjective meanings can 
provide acceptable knowledge, based on the research 
questions. Focus on practical applied research, integrating 
different perspectives to help interpret the data.  
Axiology Values help interpreting phenomena 
Scientific method Mixes deductionism and inductivism  
Data collection techniques 
frequently used 
Integrate different methods for data collection and analysis 
(mixed methods, quantitative and qualitative) 
Table 3.2. Main characteristics of pragmatism 
Source: Author based on Saunders, Lewis and Thornhill (2007). 
 
Pragmatism reflects the fact that instead of two opposite poles, positivism and phenomenalism 
are placed on a continuum, where a combined approach is possible, if dictated by the research 
problem. The selection of pragmatism guided the selection of the methodology and methods for 
this research, which is detailed in Section 3.6.  
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3.4 Theoretical Framework 
Understanding the features of connectivity to international markets – or the factors that 
enable/impede exports from a given country to reach their destination markets – is a complex 
subject. A broad literature review in a variety of fields (Chapter 2) showed that there were 
different research streams, each of them suggesting a different concept of connectivity and 
different variables underpinning it. On the one hand, there was the network of infrastructure and 
transport services used to reach clients in other countries. On the other hand, there was the 
network that allowed information to be shared along the supply chain. Finally, literature in the 
field of International Economics suggested that there were regulatory aspects that affected 
connection to international markets. For the purpose of this research, the latter will be referred to 
as the trade facilitation system, consisting of norms and procedures that regulate access to 
international markets. Far from providing an exclusive explanation of the phenomenon under 
study, each of these research streams suggests that there are different aspects that should be taken 
into account in order to explore this phenomenon. This is in line with the evidence provided in 
International Economics, which showed that trade flows could be affected at the same time by 
infrastructure and transport services, information sharing, and trade facilitation (Hummels 2001; 
Calderon and Serven 2002 and 2004; Behrens 2004; Wilson, Mann and Otsuki 2005; Mesquita-
Moreira, Volpe and Blyde 2008; Djankov, Freund and Pham 2010). As a consequence, instead of 
restraining the analysis to only one dimension of the phenomenon, what was hypothesised in this 
research was that the subject of connectivity to international markets could be studied from a 
systemic perspective. By doing so, knowledge could be gained on the multiple dimensions of the 
phenomenon, as well as on the interrelations existing among the different dimensions. 
The word system has its origins in the Greek word systema, which referred to a reunion, 
conjunction or assembly (Francois 1999). With the emergence of the discipline of Systems 
Thinking, complex phenomena in different fields started being studied through a systemic 
approach, using scientific methods and models to understand the structures underlying them 
(Jackson 2009). On the basis of Boulding’s (1956) 9-level hierarchy of systems complexity, the 
discipline of Systems Thinking claims that studying reality from a systemic perspective enables  
gaining knowledge on not only the nature of the parts that constitute the system, but also the 
interrelationships between such parts and the relationship between the system and its 
environment. Systems Thinking seeks to dig “beneath the surface” to discover the most important 
structural and functional aspects that lie behind system performance (Jackson 2009, p. 6). 
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Ultimately, Systems Thinking simplifies life by helping to uncover the deeper patterns lying 
beneath events (Senge, 1990). 
Using a systemic approach allows to view a situation holistically (Mingers and White 2010), 
understanding the role of each part in the system but recognising at the same time the relationship 
or interactions between the elements of the system. After the seminal works of Boulding (1956) 
and von Bertalanffy (1950), the systemic approach gained popularity, was applied across many 
disciplines, such as transportation and engineering (Hall, 1962), urban planning (Forrester 1968), 
operations research and management (Beer 1967), and gave rise to different streams. Among 
these was systems dynamics, developed by Forrester to explain the dynamic behaviour of 
systems such as supply chains and population (Forrester 1968 and 1969; Mingers and White 
2010). According to Forrester (1968), the dynamic behaviour of any entity was the result of 
underlying structures of flows, information, delays and feedback relations (Mingers and White 
2010). Another and more recent development within the systemic approach is complexity theory 
(Kaufmann 1995; Waldrop 1992), originated in Physics, Chemistry and Mathematics to challenge 
the linearity, stability and continuity of the traditional view on systems thinking. The concept of 
complex systems has been applied to various disciplines such as Economics, Biology (e.g. Minor 
and Urban 2008), Transportation, and Ecology (e.g. Lusseau et al. 2003). In Engineering, the 
concept of complex systems was the focus of the new-born discipline of Systems Engineering, 
which emerged around World War II with the introduction of new engineering techniques that 
focused on a complex system rather than separate individual components (Gorod, Sauser and 
Boardman 2008). Later on, with increasing complex and interrelated systems, the discipline of 
Systems of Systems (SoS) emerged (Eisner, Marciniak and Mcmillan 1991) as “a set of several 
independently acquired systems, each under a nominal systems engineering process; these 
systems are interdependent and form in their combined operation a multifunctional solution to an 
overall coherent mission. The optimisation of each system does not guarantee the optimisation of 
the overall system of systems”. Complexity in SoS is created by the heterogeneity of its 
constituent systems – which can operate autonomously – the nature and organisation of each 
system, and the uncertainty on its future state (Delaurentis and Fry 2008). SoS has been applied 
to the transportation domain in order to search for a holistic framework and methodology that 
allows a better understanding of transportation dynamics (Delaurentis and Fry 2008). 
Connectivity is a key variable in SoS, and is defined as the need to achieve interoperability 
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among the different transportation systems, or the ability to be and stay connected in the 
transportation network (Delaurentis and Fry 2008; Gorod, Sauser and Boardman 2008). 
Complex systems can be represented as a set of interconnected entities, in the form of networks 
or graphs (Spector et al. 2001). Networks are organised arrangements that aim to shape, 
systematise and control human activities in an efficient way (Reggiani et al. 2009). Under the 
systemic approach, network analysis – the method used to identify and analyse the structure and 
dynamics of networks – provides a powerful tool to understand and model complex systems. 
Because of this, the analysis of the structure and evolution of networks has been getting 
researchers’ attention in a variety of fields such as Transportation, Economics, Industrial 
Organization, and Sociology (Barabasi and Albert1999; Serrano and Boguna 2003; Barabasi and 
Oltvai 2004; Schintler et al. 2005; Reggiani and Nijkamp 2006 and 2010; Goyal 2007; Reggiani 
et al. 2009; Duenas and Fagiolo 2013). In particular, network analysis is increasingly being used 
to analyse two areas of interest for this research: transportation and international trade. 
Transportation networks are being widely studied; examples include air (Reggiani and Nijkamp 
2006 and 2010; Reggiani et al. 2009), maritime (Notteboom 2006; Ducruet and Notteboom 2012; 
Hu and Zhu 2009), bus (Sienkiewicz and Holyst 2005), and railway (Li and Cai 2007) networks. 
The ‘International Trade Network’ and its evolution over time has also been the focus of many 
studies, such as those of Li, Jin and Chen (2003), Serrano and Boguna (2003), Garlaschelli and 
Loffredo (2005), Bhattacharya, Mukherjee and Manna (2007), Reyes, Schiavo and Fagiolo 
(2008), Fagiolo, Reyes and Schiavo (2009a and b), De Benedictis and Tajoli (2011) and Duenas 
and Fagiolo (2013). 
With reference to the phenomenon of connectivity to international markets, the selection of the 
systemic approach as the theoretical framework for the study allowed the researcher to consider 
the different elements retrieved in the literature review (infrastructure and transportation, 
information sharing and trade facilitation) as parts of a complex system, or systems within a 
larger system, that enabled connection to markets. In other terms, the systemic approach provided 
structure to study the multilevel aspects that were crucial to understand connection to 
international markets. By doing so, it consented to adopt a more holistic view of the problem, in 
agreement with the evidence provided by the literature on international trade, which showed that 
it was not only transport networks but all the three elements which had an impact on the ability to 
reach international markets, enabling or deterring international trade flows. In this sense, the 
optimisation of the complex system as whole depended on the optimisation of all three systems. 
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Figure 3.2 is a graphic representation of the theoretical framework selected: the systemic 
approach to analyse a complex system consisting of (i) the infrastructure and transport system; 
(ii) the trade facilitation system; and (iii) the information sharing system.  
 
 
Figure 3.2. Theoretical framework 
       
An important benefit of adopting a systemic approach was that it allowed the researcher to focus 
on both the behaviour of the individual part of the system in a bottom-up approach, but with 
reference to the behaviour of the whole system in a holistic, top-down approach. Another 
important benefit was that, in line with the pragmatic philosophical perspective selected for this 
study, the systemic approach allowed the researcher to incorporate different disciplines and 
multiple methods in the analysis (Delaurentis and Fry 2008). As a matter of fact, the systemic 
approach makes possible to address both the quantitative and qualitative aspects of a complex 
situation and to adopt multiple methods that can better address the different phases in a research 
project (Mingers and White 2010), overcoming the paradigm-silo mentality and using different 
paradigmatic lenses to obtain different perspectives of the problem (Tashakkori and Teddlie 
2003).  
 
3.5 Disciplines of Focus 
Because the concept of connectivity is rather dispersed across disciplines (see Chapter 2), this 
section summarises the disciplines that are the focus of this research. Figure 3.3 is a graphical 
representation of the literature on connectivity that was reviewed for this research. To this 
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purpose, books, articles and reports were classified according to the fields they belonged to, 
leading to the identification of seven fields: Transport Economics, Transport Engineering, 
Transport Geography, International Economics and Trade, Supply Chain Management and 
Logistics, Physics, and Systems Thinking.  
It can be noticed that the larger part of the literature reviewed lies within Transport Economics,  
which is the branch of Economics that studies the economic aspects of transportation. In 
particular, Transport Economics studies the movement of goods and people over space and time, 
applying economic theory and economic methodologies to transportation questions (Blauwens, 
Baere and Van de Voorde, 2008). These questions relate, for instance, to the determinants of 
transport costs; the impact on economic activities of transport costs and transportation in general; 
and the presence of network effects. Because the aim of this research was to explore the 
relationship between connectivity and international trade, and given the fact that a large part of 
the literature has been developed within this field – particularly in Maritime Economics and Air 
Transport Economics (see for example Marquez-Ramos et al. 2010 and 2011; Reggiani et al. 
2010) – this research was anchored in the field of Transport Economics.   
However, as shown in Chapter 2, the topic of this research by definition extends beyond one 
field. Critical knowledge on the subject of connectivity has been produced within Transport 
Engineering6 and Physics. International Economics7 and Transport Geography8 have provided 
important insights on the characteristics of international trade flows and their distribution across 
space. Supply Chain Management9 and Logistics10 have cast light on the barriers to the efficient 
flow of goods from both the firm and the supply chain perspective. Therefore, gaining deeper 
                                                          
6 Transport Engineering belongs to the disciplines of Civil, Mechanical and Industrial Engineering, and is 
concerned with planning, functional design, operation and management of facilities for any mode of 
transportation of people and goods 
7 International Economics is the branch of Economics that studies economic interactions among different 
countries, including foreign trade (Samuelson and Nordhaus 2010). 
8 Transport Geography is the branch of Geography that is concerned about movements of freight, people and 
information. It seeks to understand their spatial organisation by linking spatial constraints and attributes with 
the origin, the destination, the extent, the nature and the purpose of movements (Rodrigue, Comptois and Slack 
2009). 
9 Supply Chain Management refers to the “set of approaches utilised to efficiently integrate suppliers, 
manufacturers, warehouses, and stores, so that merchandise is produced and distributed at the right quantities, 
to the right locations, and the right time, in order to minimise systemwide costs while satisfying service level 
requirements” (Simchi-Levi, Kamisky and Simchi-Levi 2000, p. 1) 
10 Logistics is a branch of Supply Chain Management that is concerned with planning, implementing, and 
controlling the efficient, effective flow and storage of goods, services, and related information from point of 
origin to point of consumption in order to meet customer requirements (CSCMP 2010).  
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understanding on the phenomenon of connectivity to international markets required reviewing 
and drawing knowledge from these disciplines as well.  
The relevance of knowledge produced in these other fields is graphically shown in Figure 3.311. It 
is important to notice that there are overlapping areas between two or more of these fields. This is 
the case of research that, for example, analyses the impact of transport costs or transport networks 
on international trade; the impact of a given configuration of transport services on transport costs; 
or the logistics and supply chain barriers to exporting present in a given country, among others. 
In these cases, studies were classified as belonging to different fields. Finally, the disciplines of 
Physics and Systems Thinking were represented in the graph as separate entities but sometimes 
related to the other fields (though with different strength). This is because in many studies the 
systemic approach and the network analysis methodology that characterise – or emerged within – 
these disciplines were used to explore the subject of connectivity.  
 
 
Figure 3.3. Graphical representation of the literature reviewed, classified by field 
                                                        
 
3.6 Methodology and Methods 
The choice of pragmatism stated in Section 3.3 drove the methodological approach adopted in 
this research. The methodology combined quantitative and qualitative methods in order to 
explore the phenomenon under investigation and provide a holistic and detailed approach to it. 
                                                          
11 Of the list of books, articles and reports in the Reference section, 31 were classified in the category of 
Transport Economics, 28 in International Economics, 18 in Supply Chain Management and Logistics, 15 in 
Transport Engineering, 11 in Physics, 9 in Transport Geography and 6 in Systems Thinking.  
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Hence, mixed methods were used to provide more perspective on the research phenomenon 
(Easterby-Smith et al. 2003). Following Johnson and Onwuegbuzie (2007, p. 114), the goal of 
mixed methods is not to replace the quantitative or the qualitative approaches “but rather to draw 
from the strengths and minimise the weaknesses of both in single research studies and across 
studies”.  
The combination of methods is a form of triangulation. According to Hussey and Hussey (1997) 
triangulation refers to the use of different approaches and techniques in the same study, enabling 
the researcher to overcome the potential bias of single methods approaches. Mangan, Lalwani 
and Gardner (2004) point out that triangulation “provides a middle ground and some bridging” 
between extreme approaches (Mangan, Lalwani and Gardner 2004, p. 569), compensating for 
their flaws and leveraging on their strengths. New and Payne (1995) suggest that significant 
progress can be achieved through expanding the range of methods employed. Strengthening the 
importance of combining quantitative and qualitative approaches, Eisenhardt (1989) suggests that 
the use of qualitative data enables a better understanding of quantitative data and improves the 
interpretation of relationships revealed by quantitative analysis.  
To select the most suitable methodology to address the research questions, a detailed review of 
different approaches was carried out. This review explored the relevance for this research of 
inductive and deductive approaches, and quantitative and qualitative strategies. It also explored 
the relevance of the use of specific methods including case studies, multi-variate analysis and 
network analysis. After this detailed review, a three-phased triangulated research approach was 
designed, combining the most appropriate elements of positivistic and phenomenological 
perspectives in order to address the research questions. Table 3.3 presents the overall research 
design.  
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Research 
Objective 
Phase Research Question Approach Methods Chapter 
RO1. To explore 
the relationship 
between 
connectivity and 
international 
trade 
1 
RQ1. How can connectivity 
be understood in the context 
of international trade?  
 
RQ2. What are the factors 
that influence a country’s 
degree of connection to 
international markets, or the 
countries where it exports 
to? 
Qualitative 
Systematic 
literature review 
Interviews 
 
2 
4 
Quantitative Survey 
 
4 
 
RO2. To explore 
the possibility of 
developing an 
approach to 
assess a country’s 
degree of 
connectivity to 
international 
markets 
comprehensively 
 
2 
RQ3. Do available indices 
allow for measurement of 
such factors’ performance 
and their impact on a 
country’s ability to reach 
international markets?  
Qualitative 
Literature review 
Comparative 
analysis 
2 
5 
3 
RQ4. Would the 
development of a more 
comprehensive approach 
provide a more accurate 
measurement for a country’s 
degree of connectivity to 
international markets? 
Quantitative Network analysis 6, 7, 8 
Table 3.3. Overall research design 
 
3.6.1 Phase 1 
In the first phase, qualitative and quantitative approaches were combined in order to explore the 
concept of connectivity and its relationship with international trade. A systematic literature 
review was conducted to explore the concept of connectivity and the factors influencing 
connection to international markets. The appropriateness of this method, along with the different 
steps to apply it, was explained previously in Chapter 2. The systematic literature review showed 
that, apart from infrastructure and transport services, there were other factors relevant to reach 
international markets, such as customs procedures and connection among supply chain partners. 
Having explored the literature in a systematic way and based on its results, a survey was designed 
(Appendix C) and distributed among managers in top exporting firms in a country in order to 
explore the determinants of connectivity (see below for details on sample selection). The purpose 
of the survey was twofold, namely: (i) understand the key issues for connectivity from the 
industry perspective; and (ii) compare the findings from the survey with the insights retrieved in 
the literature review. Given the different definitions of connectivity found in not only the 
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academic literature but also the documents from the public and private sectors, the researcher 
wanted to further explore the factors influencing connectivity to international markets – or the 
markets a firm/country exported to – from the practitioners’ point of view (Section 4.3.1). The 
survey was the most appropriate method for this since, according to Easterby-Smith et al. (2008), 
the main purpose of survey research is to obtain information from, or about, a defined set of 
people, or population.  
The Dominican Republic was selected to implement the survey because of being a middle 
income-level country (UN, 2012a), which helps avoid biases that could emerge from extreme 
levels of GDP (either very rich or very poor countries). In addition, the Dominican Republic has 
two characteristics that make connectivity a key matter for its economy: (i) it has a significant 
share of the external sector on its GDP (44.4% in 2012); and (ii) it is an island and thus needs at 
least infrastructure and transport services to connect to international markets. The sample of firms 
for the survey was drawn as follows: (i) COMTRADE12 data was used to identify the country’s 
export patterns for a selected year and then grouped into sectors; (ii) sectors were selected up to 
80% of the country’s total exports; (iii) firms belonging to these sectors were identified; (iv) a 
sample of firms was randomly selected for each sector to distribute the survey. Therefore, the 
research used a stratified random sampling technique to select sample for the survey. Having 
gained further knowledge on the subject from the systematic literature review, the researcher 
designed the questions taking into account the audience of the survey (Easterby-Smith et al., 
2008). While designing the questionnaire, the researcher took into account the general rules 
suggested by Collis and Hussey (2009), explaining the purpose to the participants, keeping 
questions as simple as possible, phrasing questions so that only one meaning would have been 
possible, and including questions to cross-check answers to other questions. The questionnaire 
had 13 questions in total, 12 were closed question and one was open-ended. Closed questions 
were selected to keep the focus on identifying the key elements of connectivity to international 
markets. According to Collis and Hussey (2009), closed questions are better suited for obtaining 
factual responses. In those questions where the interest was to capture respondents’ opinions and 
preferences, rating scales were used to allow for more flexibility in responses (Collis and Hussey 
2009). The checklist provided by Collis and Hussey (2009) was used to check for questions 
validity. This involved checking for whether questions: (i) measured some aspect of the research 
                                                          
12 COMTRADE is the repository of official trade statistics of the United Nations. It contains annual trade 
statistics starting from 1962. 
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questions; (ii) would have been understood by respondents in the same way; (iii) would have 
been willingly answered by respondents; and (iv) would have provided relevant and sufficient 
information to answer the research questions. The questionnaire was tested and refined before 
conducting the survey. The survey was distributed by e-mail to the firms randomly selected for 
the sample. E-mail distribution was preferred to other ways of administering the survey due to 
geographical dispersion of the firms in the sample, the low accessibility of some of the areas, the 
limited availability of the managers, and budget and time constraints. The e-mail contained a link 
to access the survey online. The online survey software SurveyMonkey was used to host the 
survey. The survey remained open for 30 days. Two follow-up phone calls were made, one after 
distribution of the survey to confirm reception, and the other seven days before the deadline for 
submission. Statistical techniques were used to analyse the data. The results of the survey are 
discussed in Chapter 4. 
For further insight and exploration of the phenomenon, interviews with relevant stakeholders in 
the public and private sectors were conducted. In this exploratory stage, a semi-structured 
interview was deemed to be appropriate to explore themes that could have not emerged from the 
use of the survey, as well as to validate findings from the implementation of the survey 
(Tashakkori and Teddlie 1998; Sauders, Lewis and Thornhill 2007). Indeed, the aim of using a 
semi-structured interview was to reinforce data gathering and further explore or uncover aspects 
related to the phenomenon that may have not been revealed through the survey. The expectation 
was that interviews could contribute to: (i) capture the essence and characteristics of the 
phenomenon of connectivity to international markets; and (ii) increase the validity of this 
research while reflecting reality more accurately. Twenty face-to-face semi-structured interviews 
with a pre-determined list of questions on specific topics (Appendix D) were conducted in two 
countries: Costa Rica and Honduras (Section 4.3.2). Costa Rica and Honduras were selected 
because they shared some critical similarities between them and with DR that allowed the 
researcher to compare the results of the empirical work. Like DR, Costa Rica and Honduras are 
middle-income countries, allowing the researcher to control for the influence that the income 
factor could have had on results. In addition, the three countries are relatively small economies, 
which made taking part in international trade relevant and an important source for economic 
growth (Easterly and Kraay 2000; Alesina and Spolaore 2003). To account for all different 
aspects that could have emerged from the interviews, the researcher decided to conduct 
interviews in two countries instead of only one. Interviewees were selected among leaders in 
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public and private sectors, to capture a more strategic view on the phenomenon under study. 
Interviews were confidential and conducted in the interviewee’s work environment. Whenever 
possible, interviews were recorded for the purpose of data analysis; otherwise, notes were taken. 
Data collected through interviews was summarised, coded and analysed. Full ethical approval to 
conduct interviews was granted from the Faculty Ethics Committee at Newcastle University.  
 
3.6.2 Phase 2 
In the second phase, a literature review was conducted to identify the metrics available on 
connectivity. The researcher critically analysed available metrics with the purpose of assessing 
whether they could have been used to measure connectivity to international markets. 
Comparative analysis (qualitative) was used to explore the suitability and the limitations of the 
available indices to provide a comprehensive and accurate measurement of connectivity to 
international markets, according to the systemic approach adopted by this research. Qualitative 
comparative analysis is a technique that allows for item-by-item comparison between two or 
more comparable datasets (Gerring 2001). Using comparative analysis the researcher explored 
the possibility of using available metrics that included different elements of a more 
comprehensive perspective on connectivity. Country scores from such metrics were compared for 
selected years to identify whether they agreed or disagreed in their assessment on the 
performance of relevant drivers of connectivity. The assessment was binary, assigning 0 if they 
disagreed and 1 if they agreed. The expectation was to find agreement among metrics on country 
scores for the same year and component of connectivity. The results of this analysis are presented 
in Chapter 5.  
 
3.6.3 Phase 3 
In the third phase, network analysis was used to develop a new approach to assess connectivity to 
international markets. Rooted in the discipline of Systems Thinking (Jackson 2009), network 
analysis is a method frequently used in transportation and logistics research (McCalla, Slack and 
Comptois 2005; Notteboom 2006; Guillen 2009; Malighetti, Paleari and Redondi 2008; Paleari, 
Redondi and Malighetti 2009 and 2010; Redondi, Malighetti and Paleari 2011), and is 
increasingly being used in international economics research (Li, Jin and Chen 2003; Serrano and 
Boguna 2003; Garlaschelli and Loffredo 2005; Fagiolo, Reyes and Schiavo 2009a and b; De 
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Benedictis and Tajoli 2011; Duenas and Fagiolo 2013). Before selecting this methodology, a 
detailed review of different approaches was carried out, including the approaches used by the 
available indices in the different fields. Among these were statistical and econometric techniques 
used to build connectivity indices. The researcher analysed available literature and found that 
there were some limitations in the approaches used concerning both the robustness of the 
techniques applied and the appropriateness of using them in the context of this research. Among 
these limitations were the reliance on perception data, obtained from samples where selection 
was not always clearly explained; and the arbitrary selection of weighting factors for the different 
components of the indices, without in many cases accounting for relationships between factors or 
for the need to apply different factor weightings.  
The strength of network analysis compared to other available methods relies on a number of 
reasons. On the one hand, data is drawn from actual transport routes and services and 
international trade data (instead of from perception surveys), which makes network analysis a 
more robust method to assess connectivity (Arvis and Shepherd 2011). On the other hand, rooting 
connectivity metrics on network analysis allows the researcher to: (i) obtain a local measurement 
of connectivity (that of the node) but within the context of a network; (ii) understand the 
importance of each node within the network; and (iii) allow for comparison of connectivity levels 
among nodes. The methodology for applying network analysis to the measurement of 
connectivity to international markets is extensively explained in Chapter 6. In this chapter, the 
researcher summarised the main features of the methodological approach. Data was gathered for 
a selected year from maritime transport databases (Containerization International), international 
trade databases (COMTRADE) and the Doing Business database (World Bank). These data were 
inputted into a software package for network analysis (Gephi) in order to build two networks: the 
international trade network (ITN) and the ‘support network’ (SN) of the components allowing for 
connection to international markets. The characteristics of each network was analysed based on 
measures derived from graph theory (Freeman, 1977; Watts and Strogatz 1998; Barabasi and 
Oltvai 2004), including all aspects of connection: direct and indirect links, and strength of the 
links, hierarchy of nodes, closeness and betweenness centrality, clustering. Both connectivity at a 
certain point (accessibility) and connectivity as being part of a network (centrality) were 
analysed. The topology of each network was compared in order to explore relationships and 
common patterns between them. It was expected that the comparison would have cast light on the 
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relationship between international trade and the components of connectivity. Further details on 
the methods used in this phase are provided in Chapter 6.  
The result of the three phased triangulated research proposed included a range of qualitative and 
quantitative approaches, which complemented each other in a cohesive strategy to (i) explore the 
concept of connectivity; (ii) assess the suitability of available metrics to measure connectivity; 
and (iii) explore the possibility of developing a novel approach to assess connectivity to 
international markets. As a result, mixed approaches were used to better address the questions 
posited by this research.  
The following table summarises the philosophy, theoretical framework, methodology and 
methods selected for this research: 
 
Element Choice 
Paradigm Pragmatism 
Theoretical framework Systemic approach 
Methodology Mixed methodology 
Methods Mixed methods 
Table 3.4. Summary of the research design 
 
 
3.7 Relevance and Contribution 
In an increasingly globalised economy, characterised by high complexity and competition, 
volatile demand, growing vertical integration and the emergence of global value chains, barriers 
impeding a fast, smooth access to international markets can pose a significant challenge to a 
country’s ability to compete internationally and attract foreign investment. Factors affecting cost, 
time, risk and reliability can harm productivity and competitiveness of firms, their ability to 
participate in global value chains and their economic gains from it. As a result, it is crucial to 
understand the drivers underlying connectivity to international markets. The large number of 
documents produced and conferences organised by public and private sectors on this topic reveal 
the importance that it has in the present context. 
This research filled in a current knowledge gap by exploring the relationship between 
connectivity and international trade. It went beyond the traditional and limited approach to 
connectivity that focuses on transport capacity and availability and it identified the different 
variables affecting connectivity. Importantly, this research proposed a comprehensive definition 
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of connectivity accounting for the different factors affecting connectivity to international 
markets. This definition was not only based on sound academic evidence, but it also gathered the 
perspectives of public and private sectors. 
In addition, this research explored the possibility of developing a novel approach to assess 
connectivity. Relying on a measure of connectivity that sheds light on the different components 
enabling access to international markets is essential for countries aiming at reaching a 
competitive position in such markets. The development of such approach provided support to a 
more accurate analysis on the connectivity status of a country and the bottlenecks causing supply 
chain disruptions and affecting access to the international markets. They also contributed to a 
better assessment on where to target public interventions in order to increase connectivity and 
improve competitiveness. This is vital in the context of an increasingly complex and competitive 
global economy, where countries have to efficiently use their limited resources to achieve a 
sustained competitive position vis à vis other countries. Finally, this research provided the vision 
of a group of countries sometimes neglected by the literature, namely the emerging countries, 
whose participation in international trade is critical for their development and which face 
challenging barriers to enter and remain in international markets and global supply chains.  
Overall, the contribution of this research can be summarised as follows: 
• contribution to understanding the relationship between connectivity and international 
trade, as well as the factors enabling connection to international markets;  
• development of a definition of connectivity accounting for such factors, based on sound 
academic evidence and the perspective of public and private sectors; 
• development of an approach for a more accurate assessment of a country’s degree of 
connectivity to international markets and the factors influencing it;  
• provision of more accurate information for decision-making in public policy; and 
• provision of the vision of emerging economies. 
 
3.8 Conclusion 
This Chapter presented the objectives and questions of this research. Based on these, the choice 
of the philosophical paradigm (pragmatism), the theoretical framework (systemic approach), the 
methodology (mixed methodology) and the research methods (mixed methods) was justified. 
Finally, the relevance and contribution of this research was explained.  
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Chapter 4. Connectivity to International Markets: 
Selected Approach and Empirical Evidence 
 
4.1 Introduction 
The extensive literature review presented in Chapter 2 cast light on three theoretical perspectives 
on connectivity: (i) a narrow perspective that referred to infrastructure and transport services; (ii) 
a broader perspective that, aside from infrastructure and transport services, included trade 
facilitation processes; and (iii) a supply chain management perspective which referred to 
information-sharing along supply chain partners. At the same time, the evidence retrieved in 
available research suggested that there were different factors influencing the ability to connect to 
international markets, among which are the performance of trade facilitation processes and the 
availability of infrastructure and transport services. Based on the findings of the literature review, 
this Chapter further explores the concept of connectivity in the context of international trade and 
the factors enabling connectivity to international markets. In Section 4.24.2 the approach to 
connectivity to international markets proposed by the researcher is presented. In Section 4.3 the 
proposed approach is further explored through a survey of managers of top exporting firms in a 
country (Section 4.3.1) and semi-structured interviews with high-level managers and policy 
makers in two countries (Section 4.3.2).   
 
4.2 The Systemic Approach 
The literature reviewed in Chapter 2 showed that, when related to reaching international markets 
– or the markets a country exports to – the little work available on connectivity emphasised the 
importance of infrastructure and transport services (Wilmsmeier and Hoffmann 2008; Marquez-
Ramos et al. 2010 and 2011). However, a literature review on the concept of connectivity showed 
that, although preeminent, the infrastructure and transportation perspective was not the only 
available perspective on the phenomenon. Available research in the fields of International 
Economics and Supply Chain Management showed the relevance that information-sharing along 
the supply chain and trade facilitation had for international trade. Therefore, the results of the 
literature review suggested that beyond the infrastructure and transportation perspective on 
connectivity, other perspectives could be relevant to understand a country’s ability to connect to 
international markets.    
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The hypothesis postulated by the researcher was that an integrative framework could be needed 
to understand and advance research on connectivity to international markets. Based on the 
available knowledge on connectivity in the fields of Transport Economics, Transport Engineering 
and International Economics, mainly, but also integrating concepts from Supply Chain 
Management and Logistics, Physics, Systems Thinking and Transport Geography, this research 
suggests a comprehensive definition of connectivity to international markets. This is in agreement 
with the postulates from the theoretical framework that guided this research (Section 3.4). 
Understanding connectivity to international markets is a complex subject and instead of 
restraining the analysis to only one dimension of the phenomenon, it has to be studied from a 
systemic perspective. The selection of the systemic approach as the theoretical framework for the 
study allowed the researcher to consider the different elements retrieved in the literature review 
as parts of a complex system (illustrated in Figure 4.1), or systems within a larger system, that 
enabled connection to markets. Taking into account this perspective, the definition of 
connectivity to international markets proposed is as follows: the degree to which a country is 
connected to its trading partners (the countries where it exports to), as a function of (i) the 
infrastructure and transport system; (ii) the trade facilitation system; and (iii) the information-
sharing system.  
 
 
Figure 4.1. Connectivity to International Markets: a systemic approach 
 
The network of infrastructure and transport services refers on the one hand to the domestic 
network of transport infrastructure and services which can speed or delay the delivery of export 
products to the international gateways and that of import products to firms and final consumers 
(Ruiz-Rua and Calatayud 2012). This network comprises road and rail infrastructure, logistics 
platforms, consolidation/deconsolidation centres, warehouses, trucking and rail fleet, trucking 
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and rail operators, logistics and freight carriers (Barbero, 2010; Inter-American Development 
Bank 2012a). On the other hand, there is the international network, the performance of which is 
crucial to facilitate trade flows since it is the gateway to international markets. Ports, border-
crossing facilities, maritime transport services, and international trucking services, are elements 
of this network (Rodrigue, Comptois and Slack 2009; Ruiz-Rua and Calatayud 2012).  
Trade facilitation entails the regulatory framework and processes related to international trade. 
Trade agreements; trade, transport and customs regulations; and customs and control procedures, 
are all elements of the institutional environment that may enable or obstruct connection to 
international markets (Ruiz-Rua and Calatayud 2012). The importance of including trade 
facilitation as a key variable influencing a country´s ability to access international markets is 
largely justified given the impact that it has on trade flows (Hummels 2001; Wilson, Mann and 
Otsuki 2005; Djankov, Freund and Pham 2010).  
The information-sharing system refers to the ability to exchange information among actors taking 
part in a given supply chain (suppliers, producers, logistics operators or 3PLs) (Poirier 1999). An 
increased connectivity along the supply chain allows enterprises to better address unexpected 
disruptions or shifts in demand, monitor logistics nodes, improve inventory management and 
monitor partners´ performance (Poirier 1999; Narasimhan and Kim 2001; Gunasekaran and Ngai 
2004).  
 
4.3 Empirical Evidence 
4.3.1 Survey 
With the aim of further exploring the concept of connectivity in the context of international trade 
and understand the key issues behind connectivity to international markets from the industry 
perspective,  a survey was designed and administered to managers of 94 firms located in the 
Dominican Republic (DR). DR is a good case of study because of both being a middle income-
level country (UN, 2012a) with a significant share of the external sector on its GDP (44.4% in 
2012) as well as an island, which makes having linkages to international markets critical to DR 
economy. In particular, ensuring connectivity to DR international markets a key issue for its 
economy and its ability to take part in international trade. COMTRADE data was used to identify 
the country’s export patterns and then grouped into industry sectors (Table 4.1). Seven sectors 
were identified, accounting for 80% of the country’s total exports in 2011.  
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Sector 2006 2007 2008 2009 2010 2011 
1. Manufactured 
products* 
1,498,625 1,464,376 1,625,115 1,485,587 1,379,654 1,627,650 
2. Agri-food & tobacco 
products 
605,689 654,788 697,646 654,879 822,316 943,147 
3. Metals and mineral 
products 
824,924 1,698,264 1,293,752 206,156 247,328 889,059 
4. Apparel, clothing & 
footwear 
1,869,493 1,216,549 998,854 650,170 736,217 883,541 
5. Cotton 55,307 303,046 325,158 282,746 230,816 279,762 
6. Jewellery 515,143 674,238 493,892 230,388 223,210 223,181 
7. Pharmaceutical 
products 
26,036 17,446 50,194 35,610 118,733 125,163 
Table 4.1. Main exports Dominican Republic 2006-2011 (in thousands USD) 
Source: Author based on UN, 2012b. 
*Includes paper, electrical, optical and plastic products. 
       
A survey was designed (Appendix C) and administered to a sample of 94 firms belonging to such 
sectors and stratified, randomly selected for each sector (see Chapter 3 for details on sample 
selection), obtaining a response rate of 40.1%
13
. Table 4.2 compares the contribution of each 
sector to the country´s total exports in 2011 and the rate of response for each sector. For each 
sector, the response rate was proportional to its share of DR exports in 2011. 
 
Sector Contribution to DR 
exports 2011 (%) 
Response rate (%) 
1. Manufactured products 27 25 
2. Agri-food & tobacco products 15 18 
3. Metals and mineral products 15 14 
4. Apparel, clothing & footwear 14 16 
5. Cotton 5 N/A 
6. Jewellery 4 3 
7. Pharmaceutical products 2 2 
Table 4.2. Contribution of main sectors to DR exports in 2011 vs. response rate (%) 
 
In the survey, managers were asked about the three factors influencing connectivity retrieved in 
the literature review – infrastructure and transport services, trade facilitation, information-sharing 
along the supply chain – and their impact on the ability to reach international markets. Table 4.3 
                                                          
13
 The response rate obtained was in line with the average rates frequently obtained through electronic 
surveying (Bethlehem and Biffignandi, 2011). 
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summarises the main problems raised by the exporters in the survey and their perceived impact 
on connecting to international markets. The problems identified were grouped according to the 
three factors retrieved in the literature review.  
 
Factor Problem Impact on reaching international markets 
Infrastructure and 
transport services 
Road infrastructure: 
Congested road network  
Poor maintenance of secondary road 
network 
 Higher transit times and transport costs 
to/from international nodes (ports/airports) 
 Higher transit times, costs and risks for 
agricultural products 
Maritime infrastructure: 
Ports located in the southern part of the 
island 
 Higher transit times and transport costs for 
firms located in other areas of the island 
Logistics infrastructure: 
Lack of specialised logistics infrastructure, 
in particular for cold chain management 
 Higher risk of freight damage, perishability  
Road transportation: 
Cost of transport services 
Quality of transport services 
 Higher transport costs relative to competitors 
 Domestic transport costs are higher than 
international transport costs 
 Lower reliability. Higher risk of freight 
damage 
Maritime transportation: 
Priority given to trans-shipment services  
Frequency of maritime transport services 
Lack of containers and chassis 
 Higher transit times 
 Higher transport costs 
 Lower reliability 
Logistics services: 
Lack of specialised logistics services near 
international nodes (ports/airports) 
Limited availability of 3PLs services 
 Higher costs  
 Lower flexibility to arrange shipments 
 Higher risk of freight damage, perishability 
Trade facilitation  
Poor implementation of paperless 
procedures 
Lack of IT platform gathering all required 
procedures (e.g. Port Community System) 
Lack of training of customs officers 
Delays, lack of coordination and excessive 
customs procedures 
Informal payments 
Poor access to finance  
Poor security 
 Higher transit times 
 Higher transport and administrative costs 
 Lower reliability 
 Lower flexibility 
 Higher risk of quality damage/perishability, 
especially in the cases of agri-food and 
pharmaceutical products 
Information-
sharing  along the 
supply chain 
Poor traceability along the transport chain 
Poor coordination with 3PLs service 
providers 
Need to improve coordination with 
suppliers and customers 
 Higher transit times 
 Higher transport costs 
 Lower reliability 
 Lower flexibility 
 Higher risk of quality damage/perishability 
Table 4.3. Main connectivity problems in DR 
 
Interestingly, the results of the survey showed that according to respondents, the problems 
affecting connectivity to international markets did not only relate to transport infrastructure and 
services – as connectivity had been traditionally identified with. The performance of trade 
facilitation processes was suggested to be of moderate to high importance for firms’ connectivity 
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to international markets by 62% of respondents. Among them, adequate technology (35%) and 
security (40%) were indicated as the factors of lower quality in DR
14
. In contrast, only 19% of 
exporters identified infrastructure and transport services as the most important barrier. As a 
consequence, the results of the survey suggest that connectivity to international markets is a 
complex, multi-dimensional phenomenon that cannot be reduced to a single element or 
perspective; instead, from the industry perspective, it calls for an integrated approach. As 
proposed in Section 4.2, such an approach should integrate elements from both supply chain 
management and trade facilitation to the infrastructure and transport perspective, which has 
traditionally dominated the research on connectivity. The results of the survey are in line with 
academic work on International Trade and Economics, which suggests that infrastructure 
inefficiencies negatively impact the volume of trade flows, but that also inadequate regulatory 
environments and cumbersome customs clearance processes are among the main factors 
hindering participation in international trade.  
In addition, it is interesting to notice that the barriers identified by managers as affecting 
connectivity to international markets had some variance according to product type or sector. For 
instance, in the cases of agri-food and tobacco products, pharmaceutical products, manufacturing 
products and jewellery, issues concerning the institutional environment were identified as the 
most significant barriers affecting connectivity, scoring (on a scale 1 to 3, where 1 was the most 
important) 1.71, 1.50, 1.50 and 1.67 respectively. Although these barriers were also important in 
the case of metal and mineral products, the issues related to infrastructure and transport services 
were pointed out as the most important obstacles, scoring 1.67. Likewise, responses showed that 
some products were more sensitive to barriers causing costs to rise than to barriers affecting 
transit times. For example, responses indicated that an increase in costs was more likely to affect 
competitiveness in international markets for metals and mineral products and manufacturing 
products, than for pharmaceutical products and jewellery. In the case of the latter products, 
responses indicated that competitiveness was more sensitive to time and reliability.  
In summary, the results of the survey showed that from managers’ point of view, connectivity to 
international markets is not determined by a single factor. The efficient performance of the 
factors identified by the different research streams in the literature influences the entire process of 
connecting to international markets. This perspective from the industry suggested that adopting a 
                                                          
14
 In the survey, respondents were requested to assess the quality of different factors on a scale from ‘very bad’ 
to ‘very good’ (see Appendix C). 
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single theoretical view would lead to an oversimplified analysis and that, instead, it required a 
cross-disciplinary approach which, starting from the Transport Economics perspective (the 
perspective that focuses on infrastructure and transport services), could encompass the different 
factors affecting the ability of a firm to connect to international markets. Importantly, the industry 
perspective reinforced the need to adopt a systemic perspective to define and study connectivity 
to international markets.  
 
4.3.2 Semi-structured interviews 
For further exploration of the concept of connectivity in the context of international trade, 
interviews with relevant stakeholders in the public and private sectors were conducted. The 
purpose of using a semi-structured interview was to reinforce data gathering and further explore 
or uncover aspects related to the phenomenon that may have not been revealed through the 
survey. Twenty face-to-face semi-structured interviews with a pre-determined list of questions on 
specific topics (Appendix D) were conducted in two countries between August and October 
2013.  
To account for different realities that could have influenced the way connectivity was seen, 
interviews were carried out in two countries different from the Dominican Republic: Costa Rica 
and Honduras. Costa Rica is considered an upper middle-income country in terms of GDP (UN 
2012a) and an economy ‘in transition to be driven by innovation’ (World Economic Forum, WEF 
2013b). In addition, Costa Rica has based its development strategy on export promotion (Inter-
American Development Bank 2013), which should make the country particularly attentive to 
factors limiting access to international markets since exports account for 37% its GDP 
(CEPALSTAT 2013). In 2013 the ‘Global Competitiveness Index’ (WEF 2013b) ranked Costa 
Rica in the 54
th
 place among 148 countries, as a result of the assessment of different factors, 
including infrastructure and institutions. Honduras is defined as a lower middle-income country 
in terms of GDP (UN 2012a) and an economy driven by factor endowments (WEF 2013b). 
Because of the latter, Honduran exports are predominantly commodities from the agri-business 
sector. In 2013 the ‘Global Competitiveness Index’ (WEF 2013b) ranked Honduras in the 111th 
place out of 148 countries. Apart from being different in terms of performance in international 
indices and trade profiles, Costa Rica and Honduras were selected because they share some 
critical similarities both with each other and with DR that allowed the researcher to compare the 
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results of the empirical work. Like DR, Costa Rica and Honduras are middle-income countries, 
allowing the researcher to control for the influence that the income factor could have had on 
results. Another similarity was that the three countries are relatively small economies, which 
makes taking part in international trade relevant and an important source for economic growth 
(Easterly and Kraay 2000; Alesina and Spolaore 2003).  
To capture a more strategic, top-level view of the phenomenon under study, interviewees were 
selected among leaders in private and public sectors. In the private sector, representatives from 
different chambers and private sector associations were selected for a broader coverage of the 
views of the sector. In the public sector, high-level policy makers from relevant areas such as 
international trade, industry, agriculture and public works were selected. Ten face-to-face 
interviews were conducted in Costa Rica and ten in Honduras, 65% of the interviewees belonged 
to the private sector and 35% to the public sector. 
The list of questions for the interviews was designed to explore the concept of connectivity in the 
context of international trade, the factors that would affect connection to international markets, 
and the performance of such factors in the respective country. The checklist provided by Collis 
and Hussey (2009) was used to select the questions for the interviews. This involved checking for 
whether questions: (i) measured some aspect of the research questions; (ii) would have been 
understood by respondents in the same way; (iii) would have been willingly answered by 
respondents; and (iv) would have provided relevant and sufficient information to answer the 
research questions. The list of questions were tested and refined before conducting the interviews. 
Following Collis and Hussey (2009), data from the interviews was summarised according to the 
key subjects that emerged from them. Next, categories were developed using the information 
retrieved in the literature review, the theoretical framework of this research and the 
comprehensive definition of connectivity proposed by the researcher (Section 4.2). These 
categories, shown in Figure 4.2, were used to code and group data from the interviews. Three 
categories were developed in agreement with the three elements suggested by the researcher as 
components of the definition of connectivity to international markets, namely infrastructure and 
transport services, trade facilitation and information-sharing along the supply chain. The themes 
retrieved in the responses were gathered in subcategories and allocated to the corresponding 
category.  
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Figure 4.2. Categories used to code and group data from the interviews 
 
The analysis of interview data showed that there was a broad consensus among private sector 
representatives and policy makers on the fact that there was a variety of elements influencing 
connection to international markets. Most of the respondents pointed out that although 
infrastructure and transport services were key factors for exports to reach their destination 
markets, issues such as customs and sanitary/phytosanitary procedures were at least as important 
as the former. One respondent said: ‘it is pointless to have an excellent road if then one 
encounters problems at customs offices’. Another respondent suggested that there were no 
physical barriers to connect to international markets, but that the most compelling problems were 
cumbersome customs procedures, too many documents required, limited hours of operation of 
customs offices, problems with interpreting customs regulations, and lack of coordination with 
neighbouring countries at border control stations. While 11 respondents pointed out infrastructure 
and six mentioned transport services as important factors affecting connection to international 
markets, 13 also mentioned sanitary/phytosanitary procedures and 10 pointed out customs 
procedures (Figure 4.3). It is interesting to notice that even though Costa Rica and Honduras have 
important limitations in terms of infrastructure and transport services – in 2012 the Global 
Enabling Trade Index ranked Costa Rica 85 among 155 countries in infrastructure and 101 in 
transport services; while Honduras ranked 97 and 122, respectively – the answers from private 
sector representatives and policy makers indicated that other factors needed to be taken into 
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consideration when identifying the factors contributing to overall connection to international 
markets.  
 
 
Figure 4.3. Frequency of responses by subcategory 
 
Undoubtedly, infrastructure and transport services are key factors to connect to international 
markets, and respondents acknowledged their importance. Respondents indicated that the lack of 
adequate port infrastructure; the limited road network and its poor maintenance; the lack of 
railways, intermodal connections and logistics facilities; and the limited availability of air and 
maritime routes all increased transport costs and caused delays.  
In addition to infrastructure and transport services, there was a general consensus on the 
importance of other factors as well. According to the definition of connectivity proposed in 
Section 4.2, these factors were grouped into two categories: trade facilitation and information-
sharing along the supply chain. With regard to trade facilitation, respondents stressed the critical 
importance of efficiency in customs procedures (simplification of documents, efficient electronic 
systems, hours of operations, trained personnel, impartial interpretation of customs regulations) 
and sanitary and phytosanitary procedures (simplification of procedures and coordination with 
customs offices, efficient electronic systems, adequate facilities, hours of operation, trained 
personnel). Other aspects mentioned by respondents were trade agreements, the ability to obtain 
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information from destination markets through channels such as embassies and trade promotion 
agencies (‘trade intelligence’), and the ability to comply with standards and certifications. 
Corruption, security and crime were also mentioned by three respondents.  
Regarding the component of information-sharing along the supply chain, the respondents stressed 
the importance of increasing traceability along the supply chain; acquiring software and technical 
skills to adopt electronic management tools; increasing internet access and speed; and increasing 
information about clients abroad. However, it should be noted that the aspects related to this 
component were the least mentioned in the interviews. As one of the respondent mentioned, this 
could be due to the existence of two different groups of exporting firms: enterprises that provide 
to multinational firms, which are integrated to a global supply chain and use integrated planning 
techniques and common software; and a large number of small and medium size enterprises 
(SMEs) who depend on rudimentary software, if any, to manage their business, they do not have 
access to information on suppliers and clients, and they are not integrated into any global supply 
chain. Likewise, the low appearance of this component on the responses could be due to the fact 
that information-sharing along the supply chain is of interest of the private sector exclusively, 
while respondents belonged to both the private and public sectors.   
One interesting issue that came out from the analysis of the interviews was that several 
respondents suggested a different impact of connectivity issues depending on the firm size. In this 
sense, one of the respondents mentioned that large enterprises were able to cope better than 
SMEs with higher costs, delays and risks due to inefficient functioning of infrastructure, transport 
services, customs and sanitary/phytosanitary procedures. For instance, according to one 
respondent, the costs to cope with cumbersome export procedures, in terms of hiring customs 
agents, understanding the processes, devoting personnel to follow up on the processes, among 
others, posed a higher burden on SMEs and created barriers to export. Another matter raised by 
respondents was that problems with infrastructure and transport services, customs and 
sanitary/phytosanitary procedures raised logistics costs by up to 30%, creating a disadvantage for 
enterprises willing to export but located in those countries. Finally, many respondents indicated 
that in order to improve the country’s connectivity to international markets, government had to 
focus on improving both infrastructure and transport services, and trade facilitation. To get 
benefits in the short-term, respondents suggested that trade facilitation measures had to be 
implemented. To get benefits in the medium and long-term, respondents suggested that 
governments had to invest in improving infrastructure.  
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4.4 Conclusion 
The evidence provided by the survey and the in-depth interviews reinforced the hypothesis 
postulated by this research: that an integrative framework was needed to understand and advance 
research on connectivity to international markets. The industry perspective retrieved through the 
survey suggested that, in order to understand connectivity to international markets, adopting a 
single theoretical view could lead to an oversimplified analysis and that, instead, it required a 
cross-disciplinary approach which, resting on a transport economics perspective, could 
encompass the different factors affecting the ability of a firm to connect to international markets. 
Importantly, the data from the survey reinforced the need to adopt a systemic perspective to 
define and study the phenomenon.  
Consistent with the existing theory, the theoretical framework and the definition of connectivity 
proposed, and the results from the survey, the analysis of the interviews showed that business 
leaders and policy makers perceived connectivity to international markets as a complex 
phenomenon, that could not be reduced only to infrastructure and transport services, but that 
there were other important factors to take into account. The data gathered through the interviews 
contributed to capture the essence and characteristics of the phenomenon of connectivity to 
international markets, including the perspective of high-level decision makers in the attempt to 
reflect reality more accurately. From their point of view, factors belonging to the trade facilitation 
component mainly, but also to some extent to the information-sharing component as well, had to 
be included in a thorough analysis of a country’s degree of connectivity to international markets. 
The results of the interviews are in line with results from the consultations conducted by the 
International Transport Forum (2012) with industry and policy leaders at the global scale, which 
suggest that: (i) international cross-border connectivity requires not only adequate transport 
infrastructure, but also a coherent institutional framework, especially with regard to customs 
procedures; and (ii) the degree of connectivity depends on all physical, managerial and 
institutional characteristics of the system. Interestingly, the results from the survey and the 
interviews, which were conducted in three emerging countries, agreed with the vision of the more 
advanced economies reflected in the consultations of the International Transport Forum with 
leaders from OECD countries. Indeed, this research showed that a comprehensive perspective on 
connectivity is embraced by not only developed countries, which invest more on infrastructure 
and transport services, but also emerging countries which, despite lacking adequate infrastructure 
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and transport services, suggest that trade facilitation procedures and information-sharing among 
supply chain partners are as important as the former to reach international markets.  
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Chapter 5. Measuring Connectivity to International Markets 
 
5.1 Introduction 
In Chapters 2 and 4, the researcher discussed the meaning of connectivity to international markets 
and proposed a definition based on a comprehensive approach that included different research 
streams and determinants found in the literature and the empirical research. By doing so, the 
researcher provided answers to the first and the second questions of this research, namely: (i) 
how connectivity could be understood in the context of international trade; and (ii) which factors 
influenced a country’s degree of connection to international markets, or the countries it exported 
to. In this Chapter, the researcher addresses the third question, related to whether available 
indices allowed for a measurement of such factors’ performance and their impact on a country’s 
ability to reach international markets. To this purpose, the researcher conducted a review of 
available metrics in order to identify those that could have proven useful for measuring the more 
comprehensive definition of connectivity proposed. The researcher explored academic work in a 
variety of fields such as Transport Economics, Transport Engineering, International Trade and 
Economics, and Logistics. The review showed that different metrics, with different purpose and 
scope, had been used to measure connectivity, as well as to measure the performance of its 
determinants – e.g. infrastructure, transport services, trade facilitation (Chapter 2). The suitability 
of such metrics was estimated through comparative analysis, concluding that novel metrics were 
needed.  
 
5.2 Connectivity as a Network Property 
5.2.1 Connectivity metrics in Air Transportation 
A large part of the metrics developed to measure connectivity has been influenced by the 
definition of connectivity as the availability and capacity of infrastructure and transport services. 
The field of Air Transportation has been very prolific in the development of connectivity metrics. 
Airport connectivity metrics have been a useful tool to compare airport performance, analyse 
airport position within the larger air transportation network, understand better the spatial and 
economic roles of airports, and provide input to strategic airport planning (Paleari, Redondi and 
Malighetti 2009).  
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Research in the field of Air Transportation has applied graph theory to generate topological 
networks of the global air transportation system – with airports as nodes and flights as edges or 
links – and measure the properties of such networks (Guimera et al. 2005; Wang et al. 2011; 
Wittman and Swelbar 2013). In these studies, connectivity has been analysed as a network 
property, and has been computed for both the overall network and its nodes. However, studies 
have used different approaches to compute connectivity, with different range of complexity. 
Among such approaches, the least complex generate origin-destination matrices and use degree 
centrality – a graph theory metric – to measure airport connectivity. According to Wang et al. 
(2011), the degree centrality of an airport i can be computed as the number of direct edges – or 
links – that exist between airports i and j, therefore reflecting its connectivity in the network.  
𝐶𝐷(𝑖) = ∑ 𝑎𝑖𝑖𝑛𝑖=1 ,             (1) 
Where 𝑎𝑖𝑖 = 1 if there is a direct edge between airports i and j , and 𝑎𝑖𝑖 = 0 otherwise (Freeman, 
1997). In the cases of directed networks, that is, when the directions of the edges matter, two 
separate measures can be computed, namely in-degree and out-degree centralities (Wang et al. 
2011).  
Other measures of connectivity based on the number of edges are the alpha, beta and gamma 
indices, and the network diameter (Wang, Mo and Wang 2014). The alpha index α is the ratio of 
actual to maximal number of circuits15 in a fully connected network: 
∝= 2(𝑒−𝑛+1)(𝑛−1)(𝑛−2)           (2) 
Where e are edges and n are nodes.  
The beta index is the average degree or the average number of edges per node: 
𝛽 = 𝑒/𝑛            (3) 
The gamma index is the ratio of actual to maximal number of edges: 
𝛾 = 2𝑒/[𝑛(𝑛 − 1)]          (4)  
The diameter is the topological distance between two or more nodes: 
𝐷 = max𝑑𝑖𝑖           (5) 
                                                          
15 A circuit is a path (or a sequence of consecutive edges) which ends at the node it begins.  
67 
 
Larger values of alpha, gamma and beta indices, and smaller values of network diameter, indicate 
that the network is better connected (Wang, Mo and Wang 2014).  
Additional metrics from graph theory such as average path length and clustering coefficient can 
be used to reinforce the analysis of network connectivity (Watts and Strogatz 1998). Average 
path length refers to the number of edges along the shortest paths for all possible node-pairs in a 
network: 
𝐴𝐴𝐴 = 11
2
𝑛(𝑛−1)∑ 𝑑𝑖𝑖𝑖>𝑖           (6) 
Where dij is the number of edges for the shortest path from i to j, and the diameter D is defined as 
the maximum value of all dij (Boccaletti et al. 2006).  
Clustering coefficient (Ci) is the portion of actual edges (Lj) between the nodes (kj) within its 
neighbourhood divided by the maximal possible edges (ki(ki-1)/2) between them (Watts and 
Strogatz 1998): 
𝐶𝑖 = 𝐿𝑖𝑘𝑖(𝑘𝑖−1)/2            (7) 
A larger value of Ci indicates that the node i has a more compact system of connections with its 
neighbours (Wang et al. 2011). In a fully-connected network, Ci for all nodes is equal to 1. The 
clustering coefficient of the whole network is the average of all individual Ci. 
Apart from metrics that take into account the quantity of connections in a network, more complex 
and robust methods to examine airport connectivity assess the quality of such connections 
(Wittman and Swelbar 2013). These methods include variables that, for example, exclude 
unfeasibly short connection times or extremely lengthy layovers, or assign more importance to 
connections linking an airport with network hubs or destinations that are valuable for certain 
reasons.  
Burghouwt and Redondi (2013) reviewed different models available in the literature to assess 
airport connectivity, and classified them according to a number of dimensions. A first dimension 
relates to whether the model determines a temporal threshold to exclude unfeasible layovers 
between flights. For example, Doganis and Dennis (1989) suggested a minimum connection time 
of 45 minutes, and a maximum connection of 90 minutes. Bootsma (1997) adopted a less severe 
time frame and suggested a minimum connection time of 180 minutes and a maximum 
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connection of 300 minutes between two continental flights, and a maximum connection of 720 
minutes between two intercontinental flights. 
A second dimension relates to the routing factor of the connection. The routing factor of a flight 
between i and j is defined as the ratio between the sum of in-flight distances and the great circle 
distance16 (Malighetti, Paleari and Redondi 2008). The higher the routing factor, the longer the 
detour passengers have to take to complete the connection (Malighetti, Paleari and Redondi 
2008). Models such as the ones developed by Burghouwt and de Wit (2005) and Burghouwt and 
Veldhuis (2006) assigned higher scoring to direct flights than indirect flights, and weighted the 
quality and feasibility of indirect flights according to their routing factor.  
A third dimension refers to the maximum number of steps or legs allowed to connect airports i 
and j. Burghouwt and Redondi (2013) found that existing connectivity models mostly focus on 
one-step connections. Only models taking into account the quickest or the shortest path between 
airports allow more than one connection (Ivy 1993; Conrath, Arndt and Zoch 2008; Malighetti, 
Paleari and Redondi 2008). 
Table 5.1 summarises the models identified in the literature by Burghouwt and Redondi (2013). It 
also includes other metrics identified by the researcher. 
 
 
 
 
 
 
 
 
 
 
 
                                                          
16 The great circle distance – or the orthodromic distance – is the shortest distance between two points on the 
surface of a sphere, measured along the surface of a sphere.  
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Measure Definition References 
‘Reynolds-Feighan & 
McLay’ connectivity 
Number of direct and indirect connections weighted 
by their quality in terms of importance of destination 
airport. 
Reynolds-Feighan and McLay 
(2006) 
‘Doganis & Dennis’ 
connectivity 
Number of connections. Indirect connections meet 
conditions of minimum and maximum connecting 
time and routing factor. 
Dennis and Doganis (1989); 
Dennis (1994) 
‘Bootsma’ connectivity Number of connections. Indirect connections meet 
conditions of minimum and maximum connecting 
time and have a quality measure attached. 
Bootsma (1997) 
WNX (weighted 
number of connections) 
Number of direct and indirect connections weighted 
by their quality in terms of transfer and detour time.  
Burghouwt and de Wit (2005); 
Burghouwt (2010) 
NETSCAN 
connectivity units 
Number of direct and indirect connections weighted 
by their quality in terms of transfer and detour time. 
Veldhuis (1997); IATA 
(2000); Burghouwt and 
Veldhuis (2006); Matsumoto 
et al. (2008) 
WCN (Weighted 
Connectivity Number) 
Number of direct and indirect connections weighted 
by their quality in terms of transfer and detour time. 
Danesi (2006) 
Airport Connection 
Quality Index 
Number of direct and indirect connections weighted 
by their quality in terms of airport types. 
Wittman and Swelbar (2013) 
Shortest Path Length 
Centrality 
Number of connections lying of Origin-Destination 
quickest paths. The quickest path is the path 
involving the minimum number of steps from O to D. 
Conrath et al. (2008); 
Malighetti et al. (2008); Shaw 
(1993); Shaw and Ivy (1994) 
Shortest Path Length 
Accessibility 
Average number of steps to reach any other airport in 
the network. 
Conrath, Arndt and Zoch 
(2008); Malighetti, Redondi 
and Paleari (2008); Shaw 
(2003); Shaw and Ivy (1994) 
Quickest Path Length 
Centrality 
Number of connections lying of O-D quickest paths. 
The quickest path is the path involving the lower 
travel time from O to D. 
Malighetti, Redondi and 
Paleari (2008); Paleari, 
Redondi and Malighetti 
(2008) 
Quickest Path Length 
Accessibility 
Average travel time to reach any other airport in the 
network. 
Malighetti, Redondi and 
Paleari (2008); Paleari, 
Redondi and Malighetti 
(2008); Redondi, Malighetti 
and Paleari (2009) 
Gross Vertex 
Connectivity 
Sum of all possible paths to other airports weighted 
by a scalar value that lessen the importance of 
indirect connections. 
Ivy (1993); Ivy et al. (1995) 
Number of connection 
patterns 
Number of statistical significant patterns of incoming 
and outgoing flights. 
Budde, de Wit and Burghouwt 
(2008) 
Table 5.1. Connectivity models in air transport 
Source: Author based on Burghouwt and Redondi (2013). 
 
For example, the model developed by Reynolds-Feighan and McLay (2006) estimated airport 
connectivity as the product of the total seating capacity of all flights between airports i and j in a 
given period, and the weighting factor assigned to airport j. The weighting factor is assigned to 
airports according to their importance in terms of the regional air traffic. Total connectivity of 
airport i is calculated as:  
𝐶𝐶𝑛𝑛𝑒𝐶𝐶𝑖𝐶𝑖𝐶𝐶𝑖 = ∑ (𝑇𝐶𝐶𝑎𝑇 𝑛𝑛𝑛𝑛𝑒𝑛 𝐶𝑜 𝑠𝑒𝑎𝐶𝑠)𝑖𝑖(𝑤𝑒𝑖𝑤ℎ𝐶)𝑖𝑛𝑖=1     (8) 
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The model developed by Burghouwth and de Wit (2005) combined the methodologies proposed 
by Bootsma (1997) and Veldhuis (1997), such that indirect connections are only taken into 
account if they are of a certain quality. The quality of the indirect connection decreases as: (i) 
connecting time between flights increases; and (ii) backtracking and in-flight time increases 
compared to the direct flight alternative (Danesi 2006). Therefore, flight departure and arrival 
times, services frequency and the routing factor affect connection quality. In addition, aircraft 
type also affects connection quality. With regard to connecting times, the authors compute a 
unique minimum connecting time for each airport. In turn, they set the maximum connecting time 
at 90 minutes. Airport connectivity is then calculated as the result of direct connections and a 
‘weighted indirect connectivity number’ (WNX). The WNX depends on both the quality of the 
connection at the hub (as a function of the number of direct flights to/from the hub, and the 
minimum and maximum connecting times), and the quality of the indirect flight compared to the 
direct flight (or the routing factor, which should not exceed 1.4).  
The NETSCAN model (Veldhuis 1997; Bourghouwt and Veldhuis 2006) assigns a quality index 
to every connection, not only indirect flights. The quality index ranges between 0 and 1. A direct, 
non-stop flight is assigned the maximum quality index of 1. The quality index of an indirect 
connection will always be lower than 1 given that extra travel time will be added by the 
connection. If the additional travel time of an indirect connection exceeds a certain threshold, the 
quality index of the connection equals 0. By taking the product of the quality index and the 
frequency of the connection per time unit (day, week, and year), the total number of connections 
or connectivity units (CNUs), can be derived (Bourghouwt and Veldhuis 2006).  
𝑀𝐴𝑀𝑇 = (3 − 0.075 ∗ 𝑁𝑁𝑇) ∗ 𝑁𝑁𝑇        (9) 
𝐴𝑇𝑇 = 𝐹𝐴𝐹 + (3 ∗ 𝑇𝑇𝐹)         (10) 
𝑄𝑄𝐴𝐴 = 1 − [ 𝑃𝑃𝑃−𝑁𝑁𝑃
𝑀𝑀𝑀𝑃−𝑁𝑁𝑃
]         (11) 
𝐶𝑁𝑄 = 𝑄𝑄𝐴𝐴 ∗ 𝐹𝑇𝐹𝑄         (12) 
Where MAXT is the maximum perceived travel time; NST is the non-stop travel time; PTT is the 
perceived travel time; FLY is the flying time; TRF is the transfer time; QUAL is the quality index 
of an individual connection and CNU is the number of connectivity units (Bourghouwt and 
Veldhuis, 2006). 
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The Air Connection Quality Index weights direct and indirect connections by airport type. 
According to Wittman and Swelbar (2013), an airport’s connectivity should increase if:  
• More flights per day are offered to an existing destination;  
• The connecting opportunities from current nonstop destinations increase (for example, 
more connecting service is available from an existing destination);  
• The number of non-stop destinations increases; or  
• The quality of destinations increases (for instance, a flight to a new large hub destination 
should be more valuable than a new flight to a small airport).  
To account for such changes, the Air Connection Quality Index score for an airport a is: 
𝐴𝐶𝑄𝐴𝑎 = ∑ 𝑜𝑎,ℎℎ∈𝐻 𝑑𝑎,ℎ𝑤ℎ+∝ ∑ 𝑑′𝑎,ℎ′𝑤ℎ′ℎ′∈𝐻       (13) 
Where A is a set of origin airports and H is a set of airport types. Wittman and Swelbar (2013) 
include within the set of airport types, large, medium or small hubs; non-hubs; essential air 
service airports; and international airports. 𝑜𝑎,ℎ is the average number of daily scheduled flights 
per destination from airport a to airport h. 𝑑𝑎,ℎ is the number of nonstop destinations of type h 
served from airport a. 𝑑′𝑎,ℎ′ is the number of online or codeshare connecting destinations of type 
h served from airport a. 𝑤ℎ is a weighting factor based on the quality of airport type h. α is a 
scaling factor that weights the importance of nonstop destinations vs. one-stop destinations. 
Therefore, the Air Connection Quality Index score can be interpreted as: 
ACQIa= (Quality of nonstop services) + Scaling Factor * (Quality of connecting services) 
The models of shortest and quickest paths length combine metrics from network theory with 
variables that assign quality to the paths identified between nodes. The shortest path length (SPL) 
between airports i and j is defined as the minimum number of steps to connect i and j (Malighetti, 
Redondi and Paleari 2008). For example, if there is a direct link between i and j, the SPLij = 1 ; if 
there is one connection, the SPLij = 2. When analysing airport connectivity, in addition to the 
average SPL of an airport, Malighetti, Redondi and Paleari (2008) calculate the betweenness and 
essential betweenness of airports in a network. These metrics are useful to quantify the 
importance of airports as intermediate nodes between airports that are not directly connected 
(Malighetti, Redondi and Paleari 2008). The authors apply metrics from graph theory but modify 
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their definition in order to account for the quality of the connections. They do so by considering 
flight frequency and routing factors.  
The betweenness centrality (Bk) of airport k is defined as the number of minimal paths within the 
entire network that pass through airport k. The higher an airport’s Bk , the more important its 
connecting role within the network (Guimera et al. 2005). Accounting for flight frequency and 
routing factors, Bk is defined formally as follows:  
𝐵𝑘 = ∑ ∑ ∅𝑖,𝑗𝑓𝑖,𝑗𝑟𝑖,𝑗𝑁𝑖=1,𝑖≠𝑘𝑁𝑖=1,𝑖≠𝑘          (14) 
Where ∅𝑖,𝑖 = 1 if the shortest connection between airport i and airport j passes through airport k, 
and 0 otherwise. 𝑜𝑖,𝑖 is the minimum flight frequency on the optimal connection passing through 
airport k, and 𝑛𝑖,𝑖 is the routing factor of the i-j connection. This definition of Bk assigns greater 
importance to connections with high frequency and low routing factors (Malighetti, Redondi and 
Paleari 2008). 
The Essential Beteweenness (EB) of an airport is the number of unavoidable minimal paths 
passing through an airport (Malighetti, Redondi and Paleari 2008). It is defined formally as: 
𝐹𝐵𝑘 = ∑ ∑ 𝑀𝑖,𝑗∅𝑖,𝑗𝑓𝑖,𝑗𝑟𝑖,𝑗𝑁𝑖=1,𝑖≠𝑘𝑁𝑖=1,𝑖≠𝑘         (15) 
Where 𝑀𝑖,𝑖 = 1 when all the shortest paths between airport i and airport j pass through airport k, 
and it equals 0 when one or more of the shortest paths linking airport i and airport j do not pass 
through airport k.  
Malighetti, Redondi and Paleari (2008) also compute the ratio Rk = EBk / Bk . If the ratio equals 0, 
the airport is never essential to reach other destinations. In contrast, a higher value of Rk indicates 
that the airport is a vital connection for some portion of the network. When Rk equals 1, a 
passenger must always pass through airport k when it lies on a shortest path to another 
destination.  
In the case of the quickest path length (Malighetti, Redondi and Paleari 2008; Paleari, Redondi 
and Malighetti 2008; Redondi, Malighetti and Paleari 2009), the temporal dimension is 
emphasised. The quickest path length is the minimum travel time needed to connect two airports 
in the network. A minimum connection criterion is applied to define all viable paths (Burghouwt 
and Redondi 2013). Only the connection taking the least time is considered.  
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5.2.2 Connectivity metrics in Maritime Transportation 
Connectivity metrics have also been applied to analyse maritime transportation systems. Similar 
to the case of air transportation, peer-reviewed publications have made use of graph theory to 
identify the topological characteristics of maritime transportation networks. Adjacency matrices 
have been built using ports as nodes and ships movements as edges (Ducruet and Notteboom 
2012; Gonzalez-Laxe, Freire and Pais 2012). Different network metrics have been used to 
understand local connectivity (that of a specific port or group of ports) and global connectivity in 
the network, among which are degree and degree centrality, network density or beta index, alpha 
and gamma indices, and betweenness centrality.  
For example, Gonzalez-Laxe, Freire and Pais (2012) estimated port connectivity by calculating 
the average degree of each node, or the average of the incoming and outgoing connections to and 
from each port. Apart from node degree, Fraser et al. (2014) identified connectivity with 
betweenness centrality, or the number of positions of a node on possible shortest paths among all 
nodes in the entire network. While betweenness centrality is a more global measure of 
connectivity, degree centrality is more local. Pais, Freire and Gonzalez (2012), Ducruet, 
Rozenblat and Zaidi (2010) and Ducruet (2014) used the beta index or network density – the 
number of edges divided by the number of ports – to estimate port connectivity. Ducruet and 
Notteboom (2012), Ducruet and Zaidi (2012) and Ducruet (2014) suggested that connectivity was 
revealed in various ways, and used all alpha, beta and gamma indices to understand local and 
global connectivity in the maritime container shipping network. The beta index cast light on 
network density, the gamma index on network completeness, and the alpha index on network 
clustering. Ducruet (2014) and Fraser et al. (2014) also used eccentricity in order to measure 
how, on average, nodes were topologically far or close to each other in the graph.  
Lam and Yap (2011) analysed port connectivity by combining quantitative and qualitative 
variables. The quantitative variable referred to the number of vessels calling at a certain point 
during a certain period of time. The qualitative variable referred to the capacity of such vessels in 
terms of TEUs. Port connectivity (or the Annualized Slot Capacity, as named by the authors) was 
calculated as follows:  
∑ 𝐴𝑁𝐶𝑘𝑖=1 = ∑ 𝑉𝑖𝐹𝑖𝑘𝑖=1           (16) 
Where V denotes average vessel capacity and F denotes the frequency of call in the timeframe 
considered.  
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Qualitative variables are also included in the Liner Shipping Connectivity Index (LSCI) 
developed by the United Nations Conference on Trade and Development (UNCTAD, 2012c). For 
each country, the LSCI is calculated based on four major components: (i) Containership 
deployment (and deployment per capita), or number of containerships calling at the country’s 
ports; (ii) Container carrying capacity (and capacity per capita); (iii) Number of shipping 
companies, liner services and vessels per company available in a country; and (iv) Average and 
maximum vessel size (among vessels calling at the country’s ports). The components are 
standardised to have a maximum value of 100, and assigned an equal weight. Then the index 
assigns a score to countries according to their performance in the four components, and compares 
a country’s performance with that of the best performer in order to obtain an international 
ranking. The LSCI has been used in several studies to analyse maritime connectivity and estimate 
its impact on maritime transport costs (McCalla, Comptois and Slack 2005; Wilmsmeier and 
Hoffmann 2008; Salgado and Cea 2012). 
The LSCI is a local metric of connectivity. As such, it does not provide information on how 
connected the global maritime transportation network may be when considering both quantitative 
and qualitative metrics. In addition, the characteristics of the global maritime transportation 
network are captured only remotely by a country’s LSCI. For example, the LSCI does not 
consider the higher connectivity benefits that a country may have when acting as a global or 
regional hub. In addition, it does not consider the effect of direct vs. indirect services. The 
Container Port Connectivity Index (CPCI) recently developed by Bartholdi, Jarumaneero and 
Ramudhin (2014) use LSCI components to create a connectivity metric that does take into 
account the effects of the shipping network on port connectivity. Compared to the LSCI, this 
index estimates port connectivity based not just on the number of TEUs handled or direct links to 
other ports, but also on port position within the global structure of the shipping network 
(Bartholdi, Jarumaneero and Ramudhin 2014). To calculate the CPCI, a directed matrix is built, 
assigning a link between ports i and j when there is a direct service between them. The link is 
then weighted according to LSCI components. The CPCI is then calculated using the HITS 
algorithm, which is an eigenvector-based method to rank web pages (Kleinberg 1999). Two 
indices are calculated: inbound and outbound connectivity. By applying the HITS algorithm, a 
port is assigned a high inbound score if container capacity flows to it from ports with high 
outbound score, or if it is not too far downstream from such a port. Similarly, a port is assigned a 
high outbound score if container capacity flows from it to many ports with high inbound score, or 
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if it is not too far upstream from such a port. As a result, a port’s degree of connectivity does not 
only depend on the port itself, but also on the importance of the ports it is linked to. It should be 
remarked, however, that the CPCI does not capture anything about the effects of direct vs. 
indirect services (transhipment). 
A first attempt to include the effect of indirect connections or transhipment in port connectivity 
can be found in the work of Fugazza, Hoffmann and Razafinombana (2013). The authors 
considered two variables: maritime distance between a pair of ports, and a dummy variable that 
takes the value of 1 if there is a direct service between two ports, or 0 otherwise. Taking into 
account both the distance between ports and the availability or not of direct services, the authors 
calculated the shortest path length to find the shortest route between one country and any other 
country. Only the shortest paths were considered. When a direct connection was not available, the 
shortest path length included the best transhipment solution, with regard to geographical 
distances. A country’s degree of connectivity was estimated according to its number of direct and 
indirect services, including up to three transhipments. 
Currently, UNCTAD is working on developing a bilateral LSCI which, according to preliminary 
reports, should take into account both direct and indirect services in order to estimate 
connectivity. The bilateral LSCI would include five components: (i) the number of transhipments 
required to get from port i to port j (a maximum number of three transhipments would be 
allowed); (ii) the number of common direct connections between port i and port j; (iii) the 
number of common connections with one transhipment between port i and port j; (iv) the level of 
competition on services that connect country pairs; and (v) the size of the largest ship on the 
weakest route (Hoffmann, van Hoogenhuizen and Wilmsmeier 2014; Fugazza 2015). The 
bilateral LSCI would be obtained by standardising each component to have a maximum value of 
100, and assigning all five components an equal weight (20 percent). In the case of the first 
component, a direct service would obtain a value of 100, a value of 50 in the case of a service 
with one transhipment, 25 in the case of two transhipments, and 12.5 in the case of three 
transhipments (Hoffmann, van Hoogenhuizen and Wilmsmeier 2014).  
The connectivity metrics reviewed in this section can be useful to understand a country’s degree 
of connectivity to international markets. Given the critical role that transport services and 
transport costs have for international trade flows, these metrics help to understand better how 
easy – or difficult – it may be for goods produced in a certain country to reach other countries. 
Therefore, these metrics can be considered a proxy for access to global trade (Rodrigue, 
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Comptois and Slack 2009). The higher the degree of connectivity, the easier it would be to access 
high-capacity, frequent and flexible transport systems, and thus effectively participate in 
international trade. Studies in the field of Transport Economics have shown the significant effect 
of port connectivity on maritime freight rates and the impact on international trade flows 
(Martinez-Zarzoso and Hoffmann 2007; Wilmsmeier and Hoffmann 2008; Marquez-Ramos et al. 
2010 and 2011; and Wilmsmeier and Martinez-Zarzoso 2010; Fugazza 2015). In spite of this, the 
use of connectivity metrics in the literature that analyses trade flows determinants is still very 
limited, to a handful of studies only. In addition, these studies have used the LSCI or some 
variant of it exclusively. Other maritime and air connectivity metrics have been overlooked. In 
the case of maritime connectivity metrics, even though some of them have been developed very 
recently only – CPCI and bilateral LSCI – more standardised connectivity metrics based on 
quantitative variables – e.g. degree and betwenness centrality; alpha, beta and gamma indices – 
could have been used to estimate the impact of port connectivity on international trade flows. In 
the case of air connectivity metrics, their application may have been limited by the fact that they 
were developed and applied in the area of passenger transportation only. Therefore, there remains 
the challenge of adapting these metrics to air freight transportation. 
 
5.3 Metrics for a Broader Definition of Connectivity 
The connectivity metrics reviewed in the previous section refer to a precise definition of 
connectivity, related to the availability and capacity of transport services. However, the analysis 
of literature presented in Chapter 2 showed that there were other definitions of connectivity, 
which in turn suggested other determinants of connectivity, such as infrastructure, trade 
facilitation procedures, and information sharing among supply chain partners. Although the 
connectivity metrics based on transport network characteristics dominate the available literature, 
the researcher expanded the review to the fields of Logistics and International Trade, to shed light 
on metrics that, even though did not include the term ‘connectivity’ in their name, could have 
provided useful information on other determinants of connectivity. Table 5.2 summarises the 
different metrics found in these fields. For each metric, its goal and main components are 
detailed. An assessment on their usefulness for measuring connectivity to international markets is 
included as well. 
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Index Goal Components Usefulness for measuring connectivity 
Doing 
Business – 
DB (WB) 
To provide a measure for regulations 
related to business activity in a given 
country, and to provide a measure for 
cross-country comparison. 
Regulations area assessed on a scale 
from 1 (most friendly business 
regulation) to 0 (least friendly 
business regulation). 
1. Starting a business  
2. Dealing with construction permits  
3. Getting electricity  
4. Registering property  
5. Getting credit  
6. Protecting investors  
7. Paying taxes  
8. Trading across borders  
9. Enforcing contracts  
10. Resolving insolvency  
11. Employing workers 
The ‘Trading across borders’ component 
measures costs, time and number of documents 
associated with fulfilling official procedures 
for importing and exporting standardised cargo 
of goods by maritime transportation.   
This indicator may be a useful estimator of 
how well trade facilitation procedures work in 
a country and their impact (time and costs) on 
reaching international markets. 
Logistics 
Performance 
Index – LPI 
(WB) 
To provide qualitative 
and quantitative measures of 
performance along the logistics 
supply chain within a country, and to 
provide a measure for cross-country 
comparison. 
1. Efficiency of the clearance process by 
customs and other agencies 
2. Quality of transport and IT 
infrastructure for logistics 
3. Ease and affordability of arranging 
international shipments 
4. Competence of the local logistics 
industry 
5. Ability to trade and trace international 
shipments 
6. Domestic logistics costs 
7. Timeliness of shipments reaching 
destination 
The LPI provides a measure of a country’s 
logistics performance, including infrastructure, 
transport services, and trade facilitation 
processes.  
International 
Supply 
Chain 
Connectivity 
Index – 
ISCCI 
(ESCAP) 
To provide a measure for the factors 
that enable connectivity along the 
supply chain and across borders, 
from country of origin to country of 
destination. 
1. ‘Trading across borders’ component 
of DB 
2. LSCI 
It gathers both the DB ‘Trading across borders’ 
component and the LSCI in one index.  
  Table 5.2. Available indicators and their usefulness for measuring connectivity to international markets 
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Index Goal Components Usefulness for measuring connectivity 
Global 
Enabling 
Trade Index 
– GETI 
(WEF) 
To provide a measure for factors, 
policies and services that facilitate 
the trade in goods across borders and 
to destination. 
1. Market access 
2. Border administration 
3. Transport and communication 
infrastructure 
4. Business environment 
The ‘Border Administration’ component 
provides a measure for assessing the 
performance of trade facilitation procedures in 
a country. The ‘Transport and communication 
infrastructure’ component provides a measure 
for assessing the performance of transport 
infrastructure and services in a country. 
DHL Global 
Connectedne
ss Index 
(DHL) 
To measure global connectedness. 
Global connectedness is defined as 
the depth and breadth of a country’s 
integration with the rest of the world, 
as manifested by its participation in 
international flows of products and 
services, capital, information, and 
people. 
Components of the Index: 
1. Trade 
2. Information 
3. Capital 
4. People 
Indicators related to policy and structural 
drivers of connectedness: 
4 Globalisation related policies 
5 Structural factors 
6 General policies/ Environment 
 
Among the policy and structural drivers of 
connectedness, the index includes the LPI, a 
measure of country’s remoteness, and a 
measure of regional integration a component. 
The remoteness variable may provide useful 
information on the friction of distance in 
international trade. The regional integration 
variable may provide useful information to 
account for the ease of accessing international 
markets.   
  Table 5.2. Available indicators and their usefulness for measuring connectivity to international markets (cont.)
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The Doing Business ‘Trading across borders’ indicator from the World Bank (WB) provides 
information on the cost, time and number of documents needed in a given country in order to 
import and export a 20-foot container. Trade facilitation processes are among the connectivity 
determinants suggested by the broader perspective on connectivity identified in Chapter 2. The 
‘Trading across borders’ indicator has been used in several reports and some peer-reviewed 
publications to analyse the impact of trade facilitation procedures on international trade flows. 
For example, using data from this indicator, Djankov, Freund and Pham (2010) estimated that a 
one day increase in export time was equivalent to extending the distance between trading partners 
by about 70 km, and that a 10% saving of time in exporting increased exports by about 4%. 
Hoekman and Nicita (2011) and Portugal-Perez and Wilson (2012) showed that non-tariff 
measures continued to be a significant source of trade restrictiveness for low-income countries 
despite preferential access programs, and that behind-the-border measures to improve logistics 
performance and facilitate trade improved the export performance of developing countries.  
The LPI (WB) also provides information on a country’s trade facilitation performance through its 
component called ‘Efficiency of the clearance process by customs and other agencies’. Together 
with information on trade facilitation, the LPI includes a measurement of infrastructure and 
transport services performance, a factor that has been acknowledged as a connectivity 
determinant by both the narrower and broader perspectives on connectivity identified in Section 
2.3. Overall, the LPI provides information on the performance of logistics related factors in a 
certain country, according to the perception of professionals in the area of international freight 
logistics. A few studies have used the LPI to understand the impact of logistics performance – 
and its various components – on transport costs and trade. For instance, Arvis et al. (2010) 
showed that there was a relationship between a country’s LPI ranking and its level of logistics 
costs. Therefore, countries with a low LPI score tended to have high logistics costs. They also 
suggested that there was an association between the LPI and trade expansion –or the excess of 
trade growth over GDP growth – and the index of trade diversification. Using LPI scores, 
Puertas, Marti and Garcia (2014) found that logistics performance had a higher impact on exports 
that imports. 
Among its various components, the GETI created by the World Economic Forum (WEF) 
includes two components – ‘Border Administration’ and ‘Transport and Communication 
infrastructure’ – that relate to the connectivity determinants identified by the broader perspective 
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on connectivity. The index has been mainly used in international and national reports to analyse 
and compare performance across time and countries (OECD, 2013; WEF, 2013). Korinek and 
Sourdin’s (2011) study is among the few peer-reviewed studies that use GETI data. The authors 
combined data from Doing Business, LPI and GETI to estimate the impact of trade facilitation, 
infrastructure and transport services on international trade flows. They found that time and costs 
associated with completing procedures for importing and exporting containerised goods impacted 
trade even more than time and costs associated with their transport.  
The researcher was not able to identify any peer-reviewed publications using ISCCI or DHL 
indices. However, both indices include components that relate to the broader definition of 
connectivity retrieved in the literature. The ISCCI combines data from the LPI and the Doing 
Business ‘Trading across borders’ indicator. The DHL index includes metrics on infrastructure 
and transport services, distance and availability of trade agreements.  
 
5.4 Using Available Metrics to Assess Connectivity to International Markets 
As is the case with connectivity definitions, the metrics that assess connectivity from an 
infrastructure and transport services perspective clearly prevailed in the available literature. 
Furthermore, these metrics, which relate to a narrow connectivity definition, are the only ones 
that were specifically developed to measure connectivity. For a broader definition of connectivity 
that includes the trade facilitation perspective, a number of metrics developed with other 
purposes could have provided useful information. In turn, unlike the case of connectivity 
definitions, the review did not cast light on any metric related to the supply chain management 
perspective.  
Figure 5.1 summarises graphically the analysis conducted by the researcher on metrics retrieved 
in her review. Metrics were classified according to whether they provided information related to a 
narrow definition of connectivity, based on infrastructure and transport services availability and 
capacity, or a broader definition that included trade facilitation as well. The closer to the Y axis, 
the narrower the definition. The closer to the dotted line, the broader the definition.  
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Figure 5.1. Available connectivity metrics and relationship with connectivity definitions 
 
Connectivity metrics available in the fields of air and maritime transportation focused on 
infrastructure and transport services only, and thus were placed on the Y axis to show graphically 
that they referred to the narrow definition of connectivity. In turn, the Doing Business ‘Trading 
across borders’ indicator only provided information on trade facilitation. Therefore it was placed 
on the X axis, far from both the Y axis (narrow connectivity definition) and the dotted line 
(broader connectivity definition). The LPI, GETI and DHL included components that referred to 
both a narrow and a broader definition of connectivity. However, if compared to the maritime and 
airport connectivity metrics, they provided less accurate information on the infrastructure and 
transport services of connectivity. This was because, unlike maritime and airport connectivity 
metrics, they were not developed to measure connectivity, but to provide some information on 
the performance of infrastructure and transport services in a given country. Therefore, with 
respect to the Y axis, these indices were placed below the performance of the maritime and 
airport connectivity metrics. The ISCCI provided information on both transport connectivity and 
trade facilitation performance. Hence, it was placed closer to the broader definition of 
connectivity, symbolised by the dotted line. Nevertheless, when compared to many of the 
maritime and airport connectivity metrics, the ISCCI was considered an underperformer, since it 
took information directly from the LSCI, which considered connectivity at the local level only, 
understating network effects.  
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The results from the analysis showed that although maritime and airport connectivity metrics 
were the only ones specifically developed to assess connectivity, the LPI, GETI and DHL indices 
could have contributed to a more comprehensive assessment of connectivity, including indicators 
for all infrastructure, transport services and trade facilitation processes. With the purpose of 
deepening the assessment on the suitability of such metrics, a comparative analysis was 
conducted. LPI and GETI indices were considered in the analysis, given that initially they 
appeared to be more comprehensive on the different factors that influenced connectivity to 
international markets. DHL was also included in the comparative analysis because among the 
structural variables of the index it included infrastructure and policy related indicators. However, 
it should be noted that the index itself is derived from flows of information, trade, capital and 
people.  
Based on the information reported by these metrics, a comparative analysis on results for two 
years (2010 and 2012) was conducted for a sample of 34 countries. The analysis focused on the 
results reported by the indices in two components relevant to connectivity to international 
markets: infrastructure and transport services, and trade facilitation. For country selection, 
reference was made to the country classification developed by the United Nations’ Department of 
Economic and Social Affairs (UN 2012a). Countries were classified in five geographic regions – 
Africa, Americas, Asia, Europe, and Other Countries, seventeen sub-regions and three income 
levels – high, middle, and low. Two countries were randomly selected for each sub-region. Table 
5.3 shows the countries selected for the analysis. 
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Region High income Middle income Low income 
Africa       
North Africa   Tunisia    Egypt   
Central Africa   Chad Cameroon 
East Africa     Ethiopia     Kenya 
Southern Africa   Namibia Mozambique 
West Africa   Nigeria Mali 
Americas       
North America Canada    USA     
Central America   Honduras     Panama   
South America   Paraguay     Peru   
Caribbean   
Dominican 
Republic 
Jamaica  
Asia       
Central Asia   Ukraine Tajikistan 
East Asia Singapore Indonesia   
South Asia   India Bangladesh 
West Asia   Turkey    Jordan  
Europe       
EU-15 United Kingdom    Netherlands     
New European 
Member States Poland Lithuania   
Other Europe Switzerland Serbia  
Other Countries      
 Australia   
 New Zealand    
Table 5.3. Country selection 
Source: Author based on UN 2012a. 
 
The scores given by DHL, LPI and GETI to the country sample in 2010 and 2012 were retrieved 
and analysed (Tables E.1 and E.2 in Appendix E). Given that these indices include information 
on how a country performs on two drivers of connectivity to international markets – 
infrastructure and transport services, and trade facilitation –, the aim was to get further insight on 
whether these indices – or the information they provided – could have been used to measure 
connectivity to international markets. Therefore, focus was placed on retrieving, analysing and 
comparing among the three indices the scores obtained by each country on areas related to 
infrastructure and transport services, and trade facilitation. For year 2010 results provided by 
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DHL, LPI and GETI were compared. For 2012, results provided by LPI and GETI were 
compared since data was not available for DHL. Table 22 summarises the findings from the 
analysis conducted for each country according to 2010 data.  
When comparing the scores reported by each index, discrepancies were found in 28 cases (82.3% 
of the countries analysed), meaning that one index reported higher scores for one component (e.g. 
infrastructure and transport services) than for the other (e.g. trade facilitation), while other indices 
reported the opposite. Among these 28 cases, 25 (73.5%) related to discrepancies between LPI 
and GETI, and four (11.7%) between LPI and DHL. Discrepancies were found in scores reported 
for countries belonging to different regions and different income levels. For example, in the case 
of the Dominican Republic (a middle-income country in the Caribbean region) scores reported by 
LPI in 2010 suggested that the country was performing better in customs administration (scoring 
2.51) than in infrastructure (2.34). Instead, the scores reported by GETI showed that DR was 
performing better in infrastructure (scoring 4.19 in ‘Availability and quality of transport 
infrastructure’) than in customs administration (scoring 4.07 in ‘Border Administration’ and 3.92 
in ‘Efficiency of customs administration’). The differences between the information reported by 
the indices posed the question on which area DR had to focus in order to foster its connection to 
the international markets. Did the country need to allocate more resources to improve its transport 
infrastructure? According to the LPI it did. Instead, according to GETI it had to allocate more 
resources to improve its customs administration, which was performing worse than its transport 
infrastructure. Likewise, in the case of the Netherlands (a high-income country in Europe), The 
LPI reported a higher score in infrastructure (scoring 4.25) than in customs administration 
(scoring 3.98), while GETI reported that the country was performing worse in infrastructure 
(5.75) that in customs administration (6.03). In addition, in the case of Mozambique (a low-
income country in the African region), LPI assessed that the country was performing better in 
infrastructure (2.04) than in customs administration (1.97), while GETI reported the opposite: a 
lower score in infrastructure (2.62) compared to that on customs administration (3.31). In only six 
out of the 34 cases analysed (17.7%) results followed the same trend. Three out of the six cases in 
which no discrepancy was found belonged to the African region, and four belonged to the low-
income level.  
 
 
85 
 
 
Table 5.4. Analysis of the scores reported by the selected indices (2010) 
 .- Indices agree on performance evaluation ; X.- Indices disagree ; N/A.- Data not available 
because the country was not assessed by one or more of the indices 
 
No. Country DHL 
Connectedness 
Index 
Logistics 
Performance Index 
Global Enabling 
Trade Index 
1 Australia   X   
2 Bangladesh   X   
3 Cameroon   X   
4 Canada   X   
5 Chad N/A     
6 Dominican 
Republic 
  X   
7 Egypt   X   
8 Ethiopia       
9 Honduras           X 
10 India   X   
11 Indonesia   X   
12 Jamaica   X   
13 Jordan   X   
14 Kenya N/A X       X 
15 Lithuania   X   
16 Mali       
17 Mozambique   X   
18 Namibia   X   
19 Netherlands   X   
20 New Zealand       
21 Nigeria   X   
22 Panama       
23 Paraguay   X   
24 Peru   X   
25 Poland X     
26 Serbia   X   
27 Singapore   X   
28 Switzerland   X   
29 Tajikistan N/A     
30 Tunisia   X   
31 Turkey   X   
32 Ukraine X     
33 United Kingdom X     
34 United States   X   
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The analysis conducted for the country sample17 using 2012 data also showed discrepancies in 24 
cases (70.6% of the countries analysed) (see Table E.2 in Appendix E). Discrepancies were found 
in scores reported for countries belonging to different regions and different income levels.  
 
5.5 Conclusion 
As a conclusion, although LPI, GETI and DHL indices could have provided some information to 
estimate a country’s connectivity performance, the inconsistencies in the results reported by the 
indices suggested being cautious when relying on these metrics. In addition, they provided partial 
information for the analysis on connectivity to international markets because they: (i) provided 
less accurate information on the performance of the transport service component if compared to 
the information provided by air and maritime transport connectivity metrics; (ii) did not include 
information on the ability to exchange information among firms (the information-sharing 
system); and (iii) did not provide information on how the performance of the different 
components impacted the access to international markets, as well as trade flows. The limitations 
of these metrics to analyse connectivity to international markets are related to the fact that they 
were developed for other purposes. In turn, regarding those metrics developed with the purpose 
of assessing connectivity (air and maritime transport metrics), this Chapter showed that they 
focused just on one component of connectivity: transport services. As a result, the analysis on 
available metrics suggested that new metrics needed to be developed in order to provide a 
specific and more comprehensive measurement on connectivity to international markets.  
 
 
 
                                                          
17 Since LPI did not report data for Mozambique in 2012, Zimbabwe was randomly chosen among the countries 
classified under the subregion ‘Southern Africa’. 
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Chapter 6. Towards a Systemic Assessment of Connectivity to  
International Markets 
 
6.1 Introduction 
In Chapter 4, a systemic approach to analyse connectivity to international markets was suggested 
based on a literature review and empirical evidence. The approach encompassed three systems: 
(i) infrastructure and transport system; (ii) trade facilitation system; and (iii) information-sharing 
system along the supply chain. In order to understand how the connectivity system impacts on 
international trade, and specifically on a country’s ability to reach its international markets, some 
means of measurement should be available. Chapter 5 showed that available metrics in a variety 
of fields – Transportation, Economics, International Trade and Logistics – provided useful but 
partial, even contradicting, performance assessments on some of the elements of the connectivity 
system (particularly infrastructure and transport services, and trade facilitation). Most of the 
metrics had been developed for other purposes and did not provide information on how the 
connectivity system (or the performance of its different components) influenced access to 
international markets. Moreover, the metrics specifically developed to measure connectivity 
referred to transport services. As a result, the researcher suggested that a specific measurement 
needed to be developed. Chapters 6, 7 and 8 contribute to this purpose by developing a systemic 
approach for assessing connectivity to international markets.  
For the development of such an approach, network analysis was used with two goals: (i) building 
a network that took into account the different factors enabling connection to international 
markets; and (ii) exploring the relationship between connectivity and international trade, and the 
effects of the connectivity system on international trade flows. This approach was consistent with 
the systematic perspective selected for this study, and allowed the researcher to incorporate the 
different factors enabling connectivity to international markets through different network layers 
and attributes. Developing an approach rooted in network analysis aimed to: (i) understand local 
connectivity (that of the node) but within the context of a network; (ii) understand the importance 
of each node within the network; (iii) allow for comparison of connectivity levels among nodes; 
(iv) obtain a global measure of connectivity for a given network; and (v) understand the 
relationship among different overlaying networks or systems that enabled connection to 
international markets. The sections that follow review literature in the fields of Transport 
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Economics, Transport Engineering, and International Economics, where network analysis has 
been used to measure connectivity (Section 6.2), and present the research design for developing a 
new approach to assess connectivity to international markets (Section 6.3).  
 
6.2 Rationale for the Use of Network Analysis 
Networks are organised arrangements that aim to shape, systematise and control human activities 
in an efficient way (Reggiani et al. 2009). The analysis of the structure and evolution of networks 
has been getting researchers’ attention in a variety of fields such as Physics, Biology, Geography, 
Transportation, Economics, Industrial Organisation, and Sociology, where network analysis is 
increasingly being used as tool to understand, uncover and model the structure and dynamics of 
complex systems (Barabasi and Albert 1999; Serrano and Boguna 2003; Barabasi and Oltvai 
2004; Schintler et al. 2005; Reggiani and Nijkamp 2006 and 2010; Goyal 2007;  Reggiani et al. 
2009; Duenas and Fagiolo 2013).  
 
6.2.1 Network analysis in maritime and air transportation 
Research in maritime and air transportation – two important fields for this research – has 
benefited from the adoption of network analysis where, with the assistance of advanced analytical 
software, maritime and air connections are abstracted into graphs made of vertices (nodes) and 
edges (links) and used to analyse and model relationships and dynamics in these fields. Elements 
of Graph Theory – a scientific field that dates back to the seminal Seven Bridges of Koenigsberg 
problem proposed by Leonhard Euler in 1735 –  are used to uncover the properties and laws 
governing these networks (Barabasi 2012), as well as their internal efficiencies and 
vulnerabilities (Ducruet and Lugo 2011). The use of Graph Theory in the study of transport 
networks dates back to the works of Garrison (1960), Kansky (1963), Haggett and Chorley 
(1972), and Garrison and Marble (1974). In Graph Theory and network analysis, network 
connectivity is a key network property, which varies according to the characteristics of each 
network. Network connectivity is defined as whether and how nodes are connected to one another 
through the network (Newman 2003). In other words, connectivity refers to how easy it is to 
reach the network from a given node and the opportunity for connections (available links) that the 
node offers (Paleari, Redondi and Malighetti 2009). Therefore, connectivity can only be 
understood in the context of a network and its characteristics. This was a critical reason for 
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which, unlike other available metrics such as the LSCI and the DHL Connectedness Index, this 
research employed network analysis to measure a country’s degree of connectivity.   
Graph Theory and network analysis have brought new insights to the fields of maritime and air 
transportation (Ducruet, Rozenblat and Zaidi 2010). The characteristics of transport services (e.g. 
aeroplane/ship route, aeroplane/ship capacity, service frequency) are being used to build 
adjacency matrices, identify and analyse the topology of a transport network, and assess the level 
of connectivity of its nodes (Blumenfeld 2009). Indeed, since networks frequently have different 
configurations of links and nodes, the specific topology of the network should be analysed in 
order to understand the degree of connectivity of its nodes (Ducruet and Notteboom, 2011). 
Among the main metrics applied to identify network characteristics are degree (the number of 
links a node has to other nodes), path length (number of links connecting two nodes in a 
network), diameter (the largest distance recorded between any pair of nodes in a network), 
centrality (the extent to which a network is organised around one or more central nodes), density 
(the percentage of connections that exist out of the total possible that could exist), and clustering 
(density of links in a node’s vicinity), among others (Barabasi 2012). 
With regard to the use of network analysis in the field of maritime transportation, De Langen and 
Sharypova (2013) suggest that even though it is still in its initial stages, recent studies have 
achieved significant results. Hu and Zhu (2009), Ducruet, Rozenblat and Zaidi (2010), Ducruet 
and Lugo (2011), Ducruet and Noteboom (2012), and Ducruet and Zaidi (2012) provided an 
overview of the characteristics of the global maritime network and identified the principles and 
statistical properties of such networks. These advances improved the knowledge available in the 
field, obtained using other methods like gravity models (Kaluza et al. 2010) or variables such as 
total traffic volume (Mengqiao et al. 2015).  
Using measurements from Graph Theory, available literature explored the statistical properties of 
the network, which is made of ports (nodes) and liner shipping services (links). They showed that 
the container shipping network shared the characteristics of other networks found in nature and 
sciences: (i) it was a ‘scale-free’ network, where a limited number of nodes were highly 
connected and links among nodes were distributed according to a power-law distribution 
(Barabasi and Albert 1999)
18
; (ii) it was a ‘small-world’ network, with high cluster densities 
among nodes (Watts and Strogatz 1998); and (iii) a giant component could be found in the 
                                                          
18
 Since degree centrality is highly correlated with throughput (Ducruet and Notteboom 2012), the position of 
ports in shipping networks explains a large part of their activity. 
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network, to which almost all nodes belonged to. Ducruet and Zaidi (2012) showed that the 
network made of direct linkages between ports was a typical scale-free network with a strong 
hierarchical structure dominated by large hubs, whereas the network made of all linkages 
between ports (including both direct and indirect links) was more like a small-world network, 
with higher clustering coefficient among nodes and lower average shortest path length than in the 
other network. Because of this network configuration, while large hubs were important at the 
global scale for global connectivity, at the regional level smaller ports were also key for network 
connectivity, due to the importance of intra-regional linkages. In addition, the particular 
configuration of maritime networks led scholars to suggest that they did not entirely overlap trade 
patterns but they followed the economic organisation of shipping lines (Freemont 2007). 
In air transportation, the availability of data allowed researchers to produce several studies using 
Graph Theory and complex networks to uncover the structural characteristics of air transport 
networks. Since the critical study of Guimera et al. (2005), which showed that the network made 
of airports (nodes) and airline services (links) was a ‘scale-free’, ‘small-world’ network, with a 
few highly connected airports that had the largest part of links in the network, several studies 
have focused on analysing the structure of air transport networks at both the global (Choi et al., 
2006) and country scales. With regard to the latter, studies have analysed air transport networks 
in, for example, China (Wang, Mo and Wang 2014), the United States (Xu and Harris 2008), 
Italy (Guida and Maria 2007) and India (Bagler 2008). In turn, other studies have focused on the 
configuration of specific airline services (Reggiani et al. 2009).  
Apart from the studies using single complex networks, a few recent studies use multiple complex 
networks to deepen the understanding on the structure of air transport networks. Studies applying 
multiple complex networks aim at uncovering the multiple relations between nodes. Relations 
between nodes may be based on different criteria, each criterion represented as a layer in a multi-
layer network. According to each criterion, nodes may take different positions within a network 
(De Domenico et al. 2015). Studies in different fields have argued that when nodes are connected 
according to different criteria, multiple complex networks (or multiplex networks) may better fit 
the real situation, catching the different dynamics developing in each layer (Cardillo et al. 2013; 
Kivela et al. 2014). From this point of view, Cardillo et al. (2013) studied the air transport 
network as a multi-layer structure with the purpose of comparing the structural properties of the 
multi-layer system and the single-layer network, as well as understanding the resilience of the 
system. They considered a set of 15 layers, each representing one of the 15 biggest airline 
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companies operating in Europe. Looking at the structural properties of the different layers, they 
found that air transport networks could be classified into two main families: (i) networks 
corresponding to major airlines (such as Lufthansa, Air France, or Iberia), with characteristics of 
scale-free networks and emergence of large hubs critical for network connectivity (as suggested 
by studies using a single-layer network); and (ii) networks corresponding to the low-cost airlines, 
with a more uniform structure due to a point-to-point organisation. They simulated the impact of 
random failures on passenger trips and, when comparing the results to those corresponding to the 
single-layer network, they found that the multi-layer structure strongly increased the resilience of 
the system against perturbations and thus enhanced network connectivity. These results suggest 
that, although of recent use, multiplex networks can provide interesting results to understand the 
complexity of transport systems, their characteristics, and their degree of connectivity. In spite of 
this, and the recent applications in air transportation, the researcher is not aware of any study yet 
that analyses the multiple complex structure of maritime shipping networks. Instead, available 
literature in this transportation field focuses on the network as a one-layered structure, or on the 
network characteristics of a specific shipping network (Freemont 2007). 
 
6.2.2 Network analysis in international trade  
Lately, network analysis has been adopted as a methodological tool to study international trade. 
Works such as those of Li, Jin and Chen (2003), Serrano and Boguna (2003), Garlaschelli and 
Loffredo (2005), Bhattacharya, Mukherjee and Manna (2007), Reyes, Schiavo and Fagiolo 
(2008), Fagiolo, Reyes and Schiavo (2009a and b), De Benedictis and Tajoli (2011) and Duenas 
and Fagiolo (2013) have used network analysis to understand the statistical properties of the 
‘International Trade Network’ (ITN), and their evolution over time (Duenas and Fagiolo 2013). 
Studies evidenced distortive patterns in the ITN, showing some countries being connected with 
many trade partners while others with only a few (Garlaschelli and Loffredo 2005). Furthermore, 
studies provided evidence on the hierarchical arrangements existing in the ITN, where countries 
with high intensity of trade (those connected with many trade partners) are better connected with 
each other than countries with low intensity of trade (those with few trade partners) (Duenas and 
Fagiolo, 2013). In addition, studies showed that countries with higher GDP tended to be better 
connected and thus occupied a more central position (Fagiolo, Reyes and Schiavo 2009a) within 
the ITN. 
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As in the case of air transport networks, a number of papers have recently begun to investigate 
the ITN as a multi-layer network, where a commodity-specific approach is followed to unfold the 
aggregate ITN in many layers, each one representing import and export relationships between 
countries for a given commodity class traded (Barigozzi, Fagiolo and Garlaschelli, 2010). 
Studying the ITN as a multi-layer network helps to understand better the input-output relations 
between countries and the patterns of interdependency in global production and international 
trade. Barigozzi, Fagiolo and Mangioni (2011a and b) showed that the structure of commodity-
specific networks sometimes differed from the structure of the aggregated ITN in terms of the 
size of the giant component, diameter, and clustering, among others. Using different thresholds of 
connectivity between two nodes – measured as the trade intensity between two countries – the 
authors showed that complete connectivity in the ITN was mainly achieved through weak links, 
while there were ‘trade clubs’ of countries that strongly traded among them. These ‘clubs’ could 
vary according to the specific commodity, but in general they agreed with the macro trade 
regions retrieved at the aggregated level. 
 
6.2.3 Networks, relationships and connectivity 
Some attempts exist to understand the relationship between networks, particularly between 
transport networks and economic variables. Indeed, network analysis provides a powerful tool 
with which to analyse and compare multi-layer world infrastructure (Choi, Barnett and Chon 
2006). A number of studies used network analysis as a methodology to identify relationships 
between transport and information flows, economic activities and cities/countries’ hierarchy. 
Blumenfeld (2009) suggested that transportation networks could be used as an indicator of 
economic activity between cities and showed that, because transportation facilities and 
infrastructure had strong correlations with various economic activities, cities with strong 
economic relationship were characterised by high volume of connectivity. Choi, Barnett and 
Chon (2006) explored the topology of the Internet backbone and air transportation networks of 
world cities, and examined the hierarchies and patterns of connections in the two networks. They 
found that Internet and air traffic networks were significantly correlated, with similar areas in the 
world generating the greatest flows of both information and people. Likewise, Wang et al. (2011) 
took the measures of degree, closeness and betweenness of the air transport network and showed 
that they were highly correlated with socio-economic indicators of cities such as air passenger 
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volume, population, and GDP. They concluded by suggesting that the overall centrality of the 
cities in a network reflected the spatial pattern of economic activities.  
In spite of the advances in applying network analysis to transport and trade research, there was no 
analysis that (a) explored transport and international trade networks together to understand 
whether there was a relationship between the structure of such networks; and (b) to such purpose, 
combined data on the different determinants of connectivity suggested by this research to fully 
understand the level of connectivity existing at both a local (node) and global (network) scales. 
Therefore, this research used network analysis, a method increasingly used to analyse both 
transport and international trade networks, with a twofold purpose: (i) to assess whether there was 
a relationship between the network enabling connection to international markets – the 
‘connectivity system’ – and the structure of the international trade network; and (ii) to develop a 
new approach to assess connectivity in the context of international trade. The ultimate goal was 
to gain insights on the relationship between connectivity – understood from a systemic 
perspective – and international trade. This research also provided a way forward in understanding 
trade and transport networks as multiplex networks.  
Chapter 5 presented a number of available metrics in different fields related to one or more 
components of a multi-dimensional, systemic perspective on connectivity. It was shown that 
available metrics provided useful but partial, even contradicting performance assessments for the 
determinants of connectivity. Among available metrics were connectivity metrics in the fields of 
maritime and air transportation. As explained before, while improvements have been made in 
order to measure connectivity in air and maritime transportation using graph theory and network 
analysis (Paleari, Redondi and Malighetti 2009), the focus has been on analysing infrastructure 
and transport services solely, while little reference has been made to other factors influencing 
connectivity. Other metrics developed in the fields of International Economics and Logistics, 
which could have provided additional information to account for a wider perspective on 
connectivity, showed contradictory results when comparing the performance of infrastructure and 
transport services, and trade facilitation.  
The development of a new approach to measure connectivity drew from the literature and 
empirical evidence that applied network analysis to the assessment of transport networks, 
particularly focusing on connectivity. Grounding this approach in network analysis allowed the 
researcher to (i) understand local connectivity (that of the node) but within the context of a 
network; (ii) understand the importance of each node within the network; (iii) compare 
94 
 
connectivity levels among nodes; (iv) obtain a global measurement of connectivity (that of the 
network); and (v) compare connectivity levels among networks. Ideally, the approach had to 
include direct and indirect measurements of a node’s level of connectivity, corresponding to 
properties of a given node and properties of nodes and networks the node was connected to 
(Arvis and Shepperd 2011; Burghouwt and Redondi 2013; Matsumoto et al., 2008). Importantly, 
variables reflecting infrastructure and trade facilitation performance were included in the 
proposed approach. Apart from the work on passenger transportation from Arvis and Shepperd 
(2011), which was based on econometric techniques rather than network analysis, these variables 
had not yet been contemplated in the literature applying network analysis to transport and 
international trade research. By including these variables, an approach that better reflected 
barriers to connectivity and their impact on a node’s connectivity within a network was made 
available. 
Therefore, the suggested approach to assess connectivity to international markets included 
indicators of two components of the multi-dimensional, systemic definition of connectivity 
proposed by this research, namely: (i) infrastructure and transport services; and (ii) trade 
facilitation. The third component – information sharing along the supply chain – was laid out in 
the previous Chapters for a more comprehensive understanding and framework for the study of 
connectivity in the context of international trade. However, given that this component took place 
at a different level from the other two, to ensure the robustness of the approach developed, this 
research did not include it in the analysis. In fact, both the infrastructure and transport services, 
and the trade facilitation variables could be aggregated at the country scale, and then be inputted 
into a tool to explore their impact on trade flows. Instead, the degree of information sharing 
among supply chain members took place at and was specific to the thousands of supply chains 
existing in a country and internationally. Taking place at a more micro scale, it was difficult to 
aggregate data without losing robustness. Indeed, this is why research on connectivity in supply 
chain management uses different methods, such as case studies or social network analysis, to 
identify the level of connectivity, collaboration and integration along a single supply chain. 
However, the fact that this component was not included in the approach to assess connectivity to 
international markets does not understate the importance of this factor to understand, from a 
comprehensive and systemic perspective, the different factors that influence the ability to connect 
to international markets. Instead, it suggests that a different method at a different scale should be 
used to accurately account for it.  
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6.3 Research Design 
Network analysis was used with a dual purpose. First, it was used to uncover the structure of the 
multi-layer network enabling access to international markets. Indeed, as suggested in Chapters 2 
and 4, connectivity to international markets depends on not only transport infrastructure and 
services, but also trade facilitation measures. Analysing connectivity to international markets 
requires a systemic approach, and thus network analysis is the adequate method to empirically 
explore it. Second, network analysis was used to explore the relationship between connectivity 
and international trade. To this purpose, the structures of two networks were compared: the 
international trade network (ITN) and the ‘support network’. In agreement with the systemic 
perspective on connectivity suggested by this research, the support network included measures of 
the components that enabled connectivity to international markets, namely: (i) infrastructure 
performance; (ii) availability and quality of transport services (availability, capacity and 
frequency of transport services); and (iii) performance indicators related to the ease of accessing 
the transport network at each node, using time and documents required to export as proxies of the 
level of ‘easiness’. Figure 6.1 graphically shows the two networks – namely the ITN and the 
‘support network’ (SN) – that were built in order to study the phenomenon of connectivity to 
international markets. It includes the characteristics of each network, including the variables and 
data sources to build them.  
 
 
Figure 6.1. Networks built for the connectivity analysis 
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The characteristics of each network were analysed, including conventional measures derived 
from Graph Theory (Barabasi and Oltvai 2004; Freeman 1977; Watts and Strogatz 1998) as well 
as all aspects of connection: direct and indirect links, strength of the links, hierarchy of nodes, 
closeness and betweenness centrality, and clustering. Both connectivity at a certain point and 
connectivity as being part of a network were analysed. In addition, the topologies of both 
networks were compared in order to explore relationships and common patterns between them. It 
was expected that the comparison would have shed light on the relationship between international 
trade and the determinants of connectivity.  
 
6.3.1 Building the International Trade Network 
The first step to analyse connectivity to international markets from a systemic perspective and 
through network analysis was to build the ITN. This first step was important because connectivity 
is not an absolute measure. Given that countries needed to connect to those countries they 
exported to, it was crucial to understand the ITN structure and the trade patterns among countries, 
to then assess whether countries were connected to those markets they needed to be connected to, 
or whether there were barriers or opportunities lost due to the specific configuration of the 
‘support network’, or the network that enabled connection to international markets.  
For feasibility purposes, 34 countries were selected for the analysis. The list of countries is 
presented in Table 6.1. The number of countries selected was manageable enough to make data 
collection and analysis feasible for the different variables taken into account. Indeed, several 
studies had highlighted that the key empirical challenge on the areas of focus of this research – 
transport services, infrastructure and international trade – was data analysis on large spatial scales 
(Barigozzi, Fagiolo and Garlaschelli 2010; Barigozzi, Fagiolo and Mangioni 2011a and b; 
Notteboom et al. 2013). Therefore, a smaller number of countries allowed the study to be 
feasible. At the same time, the number of countries selected was sufficiently large to accurately 
analyse the topology of the networks they belonged to and reach to conclusions relevant for this 
research.  
The countries selected were located in a geographic area referred to as ‘the Americas’ (North, 
Central and South America, and the Caribbean). International trade statistics showed that trade – 
of all types – among these countries accounted for approximately 21% of global trade and, 
importantly, that approximately 60% of these countries’ international trade took place intra-
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regionally (WTO, 2013). Studies applying network analysis to international trade had evidenced 
the higher intensity of intra-regional trade in the Americas with respect of trade with countries in 
other regions (De Benedictis et al. 2013). Moreover, studies applying multiple complex networks 
to international trade had shown the presence of a community structure among countries in the 
Americas (Barigozzi, Fagiolo and Mangioni, 2011a and b). The high intensity of intra-regional 
trade flows in the Americas, and the high dependency of intra-regional trade from the countries in 
the region – evidenced when using both standard international trade statistics and network 
analysis – allowed the researcher to treat the countries suggested as a self-contained (sub)network 
and, thus, made it possible to apply network analysis to study the relationship among such 
countries.  
 
1 Argentina 13 Dominican Republic 25 Nicaragua 
2 Antigua and Barbuda 14 Ecuador 26 Panama 
3 Bahamas 15 Grenada 27 Peru 
4 Belize 16 Guatemala 28 Paraguay 
5 Bolivia 17 Guyana 29 El Salvador 
6 Brazil 18 Haiti 30 Suriname 
7 Barbados 19 Honduras 31 Trinidad and Tobago 
8 Canada 20 Jamaica 32 Uruguay 
9 Chile 21 St. Kitts and Nevis 33 United States 
10 Colombia 22 St. Lucia 34 Venezuela 
11 Costa Rica 23 St. Vincent and the 
Grenadines 
  
12 Dominica 24 Mexico   
Table 6.1. Countries included in the analysis 
 
To build the international trade network (ITN) in the Americas, COMTRADE data was used 
(Serrano and Boguna 2003; Barigozzi, Fagiolo and Garlaschelli 2010; Barigozzi, Fagiolo and 
Mangioni 2011a and b; Zhong et al. 2014). Following De Benedictis and Tajoli (2011) and 
Piccardi and Tajoli (2012), the ITN consisted of: 
𝐼𝑇𝑁 = (𝑁, 𝐿,𝑊)          (17) 
Where N={1,2,…, n} was the number of nodes, or the countries, in the ITN, and L was a set of 
links between pairs of N. L could have one or two directions, meaning that country i could export 
to country j, or it could both export to and import from j. W indicated the strength of the 
relationship between two countries. Following Serrano and Boguna (2003), Garlaschelli and 
Loffredo (2005), De Benedictis and Tajoli (2011) and Piccardi and Tajoli (2012), the degree ki of 
country i – or the total number of linkages to and from country i – was given by the total exports 
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from i to j (ki
out
) and the imports from j to i (ki
in
). Given N, the total in-degree of country i – or the 
total number of linkages to country i – in year t was 𝑘𝑖
𝑖𝑛(𝑡) = ∑ 𝑎𝑖𝑗
𝑁(𝑡)
𝑗=1 (𝑡) , where 𝑎𝑖𝑗 was the 
directed adjacency matrix in year t, and the total out-degree – or the total number of linkages 
from country i – was 𝑘𝑖
𝑜𝑢𝑡(𝑡) = ∑ 𝑎𝑗𝑖
𝑁(𝑡)
𝑗=1 (𝑡) . The total degree of country i (ki
T
) was given by the 
sum of its in-degree and out-degree: 
𝑘𝑖
𝑇(𝑡) = 𝑘𝑖
𝑖𝑛(𝑡) + 𝑘𝑖
𝑜𝑢𝑡(𝑡)         (18) 
To account for the differences in trade according to different commodities, a multi-layer network 
was built following Barigozzi, Fagiolo and Mangioni (2011a and b). Following a detailed 
analysis on data availability and validity, year 2011 was selected for the analysis. The researcher 
analysed data availability and validity for the period 2007-2014 (the period for which data on 
trade facilitation was available). Given the purpose of this research is primarily to identify the 
relationship between connectivity and international trade and not the trends and evolution of this 
relationship, data was collected for one point in time, which was sufficient to explore the 
relationship in the multi-layer network. When selecting the year of study, the researcher aimed at 
avoiding external shocks – such as economic crises and natural disasters – that could have 
impacted on the validity of the results. Hence, year 2007 was excluded because it preceded the 
global economic crisis of 2008/2009. Years 2008 and 2009 were excluded as well since the crisis 
that took place during those years deeply affected international trade and transportation. Although 
in 2010 trade values and volumes reached pre-crisis levels, two major natural disasters took place 
in the Hemisphere: the earthquakes in Haiti and Chile; therefore it was decided not to select this 
year in order to avoid any impact that these phenomena could have had on international trade and 
transportation in the Americas. In 2012 the recession in the European Union affected the global 
economy, slowing down global recovery after the economic crisis and depressing the volume of 
goods moved internationally, mainly on the West-East routes (UNCTAD 2013). In turn, available 
data on international trade for years 2013 and 2014 was preliminary and incomplete due to time 
proximity to data collection. Taking into account these factors and trends in international trade 
and transportation (UNCTAD 2008, 2009, 2010, 2011, 2012c, 2013), the year 2011 was 
considered the most appropriate for analysis since: (i) the economy recovered to the pre-crisis 
levels (2007), as did international trade and maritime transportation; (ii) cargo transported 
continued to grow, especially containerised cargo; (iii) almost all regions experienced growth 
(with the exception of Japan, which was hit by the Tsunami in February 2011); and (iv) overall, 
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there was no major natural disaster in the Americas impacting on intra-regional international 
trade and transportation (UNCTAD 2013). Therefore, the year 2011 was the most stable year for 
purposes of risk analysis in the context of the timeframe 2007-2014.  
Trade flows were reported in US current dollars for C=99 (2-digit) different commodities, 
classified according to the Harmonized System 2007. To capture regular trade flows between 
countries, trade flows were considered if being above a minimum of 100,000 US dollars in year 
2011. This research considered containerised trade only. The reasons for this selection are 
thoroughly explained in the paragraphs related to the ‘support network’ that follows (see page 
101). However, the fact that the focus was placed on containerised trade does not understate the 
validity of the approached proposed here to assess connectivity to international markets. Indeed, 
bulk and other types of commodities could be included in the analysis in the future, provided that 
transport and trade facilitation data becomes available to build the support network for these 
commodities.      
To identify containerised trade flows among the different commodities included in the 
COMTRADE database, commodities were selected according to those identified by Wilson and 
Benson (2009) as showing a percentage of containerisation of 70% (of total volume) or above. 
The commodities selected were consistent with those identified by Wilmsmeier, Hoffmann and 
Sanchez (2006) as having medium to high probability of containerisation. Out of the 99 
commodities, 78 commodities were selected, representing 53% of the total value of intra-regional 
trade in 2011 (Table F.1 in Appendix F). If leaving aside fuel exports, the 78 commodities 
represented 69% of the total value of intra-regional trade. Among these commodities, the 20 most 
traded in 2011 according to trade value were selected. Together, they accounted for 80% of 
containerised trade in 2011. In addition to these 20 commodities, 6 commodities were taken into 
account for their relevance in economic terms. The commodities selected are shown in Table 6.2. 
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Chapter Commodity Value (in 1,000 
USD) 
% of Aggregate 
trade 
2 Meat and edible meat offal 1,0085,882 1.240763 
3 Fish and crustaceans, molluscs  7,504,823 0.923241 
7 Edible vegetables and certain roots 10,616,863 1.306084 
8 Edible fruit and nuts 14,896,772 1.832597 
9 Coffee, tea, mate and spices 8,543,506 1.05102 
18 Cocoa and cocoa preparations 3,739,409 0.460021 
22 Beverages, spirits and vinegar 10,909,560 1.342091 
24 Tobacco and manufactured tobacco  1,934,044 0.237926 
30 Pharmaceutical products 17,767,811 2.185792 
31 Fertilisers 12,140,616 1.493536 
39 Plastics and articles thereof 55,585,992 6.838175 
40 Rubber and articles thereof 17,856,408 2.196691 
44 Wood and articles of wood 11,339,930 1.395035 
48 Paper and paperboard, articles of paper 24,839,272 3.055721 
61 & 62 Articles of apparel and clothing accessories 17,643,455 2.170493 
64 Footwear, gaiters and the like 2,083,485 0.25631 
71 Natural or cultured pearls, precious stones 36,029,659 4.432359 
73 Articles of iron or steel 23,694,709 2.914917 
76 Aluminum and articles thereof 18,133,336 2.230758 
84 Nuclear reactors, boilers, machinery 152,518,231 18.76275 
85 Electrical machinery and equipment  136,626,282 16.80773 
88 Aircraft, spacecraft, and parts the 14,031,562 1.726159 
90 Optical, photo, technical, medical apparatus 31,638,080 3.892109 
94 Furniture 17,755,033 2.18422 
99 Commodities not elsewhere specified  28,855,379 3.549781 
Table 6.2. Commodities selected for the analysis 
Source: Author based on COMTRADE.  
 
Altogether, the 26 commodities accounted for 85% of the total value of containerised trade in 
2011. Using these data, a multi-layer network of international trade was built. Each layer 
c=1……, C represented imports between countries for commodity c and could be characterised 
by an N x N weighted matrix Kc , where 𝑘𝑖𝑗,𝑡
𝑖𝑛,𝑐
 corresponded to the value of imports of commodity 
c in country i from country j in year t. A regular assumption in the International Economics 
literature is that imports are more accurately reported than exports, since imports are more tightly 
controlled by governments so as to enforce compliance with customs and sanitary regulations (De 
Benedictis and Tajoli 2009; Duenas and Fagiolo 2011; Hausmann et al. 2013). In the very few 
cases when data was not available, the researcher used the mirroring technique, which is a 
technique frequently used and widely accepted in International Economics, which refers to using 
data from the exporting country to fill in the information not reported by the importing country. 
Given that data was organised in an N x N weighted matrix Kc , the matrix contained data on both 
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imports of commodity c in country i from country j , or 𝑘𝑖𝑗,𝑡
𝑖𝑛,𝑐
, and exports of commodity c from 
country j to country i, or 𝑘𝑗𝑖,𝑡
𝑜𝑢𝑡,𝑐
. 
The aggregated ITN was obtained by adding all commodity-specific layers (Barigozzi, Fagiolo 
and Mangioni 2011a and b): 
𝑘𝑖𝑗
𝑖𝑛(𝑡) = ∑ 𝑘𝑖𝑗
𝑖𝑛𝐶
𝑐=1 (𝑡)          (19) 
Adding the different commodity-specific layers was deemed appropriate since the total value of 
imports of a country was obtained by adding up the value of each of the different commodities 
imported.  
Following the design and analysis of the ITN, the researcher built the ‘support network’ (SN). 
The SN can be defined as the network of infrastructure, transport services and trade facilitation 
procedures that enable connection to international markets, or the flow of international trade to 
their market destinations. Therefore, to build the SN in the Americas, the researcher gathered data 
on infrastructure performance, availability and capacity of transport services and trade facilitation 
performance in the selected countries. Regarding infrastructure and transport services, the 
researcher chose to focus on maritime transportation. As a matter of fact, maritime transportation 
is the dominant mode of transport in international trade, accounting for 90% of world trade 
volumes (Kaluza et al. 2010; Lam and Yap 2011; Windeck 2012). In the Americas, 
approximately 74% of the commodities traded intra-regionally – measured in US dollars – are 
traded by sea. Thus, the maritime transport network is clearly one crucial aspect for reaching or 
connecting to markets in the hemisphere.  
Instead, air and rail transportation have a very small share of intra-regional trade (approximately 
9% of total value), though it should be noted that rail transportation is very important for bilateral 
trade between the United States and Canada, and the United States and Mexico. Road 
transportation accounts for nearly 17% of total value of intra-regional trade. For some specific 
country groups (such as Central America) or country pairs (such as Argentina-Uruguay), the 
share of road transportation is larger – reaching 80% of goods traded among countries in Central 
America, for instance. However, due to the characteristics and complexity of trucking (multiple 
carriers, less regularity of services, less regularity on origin-destination points, unavailability of 
origin-destination matrices at national and international scales), it is currently very  difficult to 
collect data, identify the trucking network and apply network analysis to it. Researchers have not 
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come yet with a solution to these constraints. Instead, studies have focused on studying air and 
maritime transport networks, where research has been facilitated by the regularity of services, the 
ease of identifying origin and destination points, and data availability.  
In line with available literature in Maritime Economics and Transport, this research focused on 
containerised international trade, which represents 53% of the value of international trade in the 
Hemisphere. The global shipping industry can be divided into three different modes of operation: 
industrial, tramp and liner (Christiansen et al. 2013). Liner shipping involves carrying 
containerised cargo on regular scheduled service routes. Containerised cargo is the cargo that has 
been physically and economically stored in a container (Agarwal and Ergun 2008).  Similar to the 
case of trucking, bulk dry carriers and oil tankers move less regularly and less predictably 
between ports, whereas containerships follow regularly repeating paths, allowing for networks to 
exist and use network analysis to uncover its topology (Kaluza et al. 2010). Liner shipping 
operations can be compared to a bus line service, where ships pick up and drop off cargo at 
specific ports according to their assigned route and published schedule (Windeck 2012). In 
addition to the regularity of liner shipping operations, this research focused on containerised 
international trade because the researcher aimed to capture the incontestable trend in international 
trade for the past decades, for which goods of both high and low added value are increasingly 
being shipped in containers (Levinson 2008; Rodrigue, Comptois and Slack 2009). Indeed, 
according to Windeck (2012), about 70% of world trade value is transported on containerships, 
making liner shipping the most important mode of maritime transportation.  
Since not all commodities are transported in containers, the focus on containerised trade made 
necessary to adjust the international trade database. Following Wilson and Benson (2009) and 
Wilmsmeier, Hoffmann and Sanchez (2006), commodities transported as bulk dry or liquid were 
identified and excluded from the database. As explained before, from the 99 commodities 
initially identified, 82 were identified as capable of being containerised, of which 26 were 
selected for this study, accounting for 85% of the value of intra-regional containerised trade in 
2011.  
In addition, the international trade database was adjusted to reflect the modal split between 
country pairs. Modal splits for bilateral trade were estimated according to statistics from national 
and international agencies (ECLAC 2010; IADB 2012a; USDOT 2014). The conversion factors 
to estimate modal splits for bilateral trade and their sources are detailed in Table F.2 of Appendix 
F. 
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6.3.2 Building the Support Network 
The first step to build the SN was to design the network of maritime shipping services in the 
Americas, which was called the ‘maritime shipping network’ (MSN). Variables on the 
availability and quality of maritime transport services were used to measure the strength of the 
maritime linkage between country pairs. Data was gathered on containership deployment; 
container carrying capacity; and service frequency (Wilmsmeier, Hoffmann and Sanchez 2006; 
Ducruet and Notteboom 2012). These variables were used to estimate the strength of the link for 
the country pair. The source for data gathering was Containerization International Yearbook 
2011, the source widely used by available literature (Ducruet and Notteboom 2012; Ducruet and 
Zaidi 2012; Pais, Freire and Gonzalez 2012; Ducruet 2014). The Yearbook was a key source of 
information for this research since it provided detailed information – including port calls, 
frequency and size of vessels operated – on all regular liner shipping services for all ports around 
the world, included ports in the 34 countries selected for this study.  
Based on vessels movement data obtained from Containerization International for the year 2011, 
the researcher built a network where countries were treated as nodes and maritime inter-countries 
connections drawn by the circulation of vessels were treated as links. An inter-country 
connection in the Americas existed when a vessel subsequently called at ports in two different 
countries among the 34 countries considered in this research. For example, if a service 
subsequently called at the following ports: Buenos Aires, Montevideo and Santos, given that the 
unit of analysis in this research were not ports but countries, inter-countries connections in this 
service were: Argentina, Uruguay and Brazil. Therefore, a link between Argentina, Uruguay and 
Brazil was created in the network. In addition, since the research focused on 34 countries in the 
Americas, only services subsequently calling at ports in two or more countries out of the 34 
selected were included in the network. This was irrespective of whether services called at ports in 
countries outside the region, as long as they called at least ports in two of the 34 countries 
selected. For example, in the case of the APL service NYX, vessels called at the following ports: 
Shanghai, Ningbo, Yantian, Hong Kong, Kaohsiung, Puerto Manzanillo, New York, Norfolk, 
Savannah, Jacksonville, Miami, Puerto Manzanillo, Balboa, Yokohama, Busan, and Shanghai. In 
this case, the service was included in the database since, besides calling at ports in Asia, it 
subsequently called at ports in Panama and the US. Therefore, a link was created between 
Panama and the US in the network. Instead, in the case of for example PCE service – another 
APL service – vessels called at the following ports: Dalian, Tianjin, Qindao, Yokohama, Los 
104 
 
Angeles, Oakland, Hong Kong, Chiwan, and Dalian. The service was not included in the network 
because it called at ports in only one country in the Americas (United States). In order to account 
for regular services, services with frequency of at least once a month were included in the 
analysis. In sum, in the MSN nodes were countries and links were vessels movements between 
ports located in two different countries. This allowed the researcher to identify maritime 
connections between the 34 countries in the sample. Indeed, the data gathered by the researcher 
on vessels movements between countries in the Americas in 2011 was used to build an adjacency 
matrix of inter-country maritime flows. In contrast to the available literature (Kaluza et al. 2010; 
Ducruet and Notteboom, 2012; Pais, Freire and Gonzalez 2012), both inbound and outbound 
services were considered, allowing the researcher to build an asymmetric matrix for network 
analysis.  
Two MSNs were built for further analysis: the ‘MSN-restricted’ and the ‘MSN-all’. The MSN-
restricted only included direct successive calls between ports in two different countries. This is, 
from port A in country i to port B in country j, and from port B in country j to port C in country k. 
For instance, in the case of the service Brazil/River Plate from Alianca Navegacao e Logistica, 
the service subsequently called at the following ports in the Americas: Santos, Buenos Aires, 
Montevideo, Rio Grande, Santos, Pecem. Therefore, the links taken into account to build the 
MSN-restricted were: Brazil-Argentina, Argentina-Uruguay, Argentina-Brazil and Uruguay-
Brazil. The MSN-all included the links that were created between all of the countries whose ports 
were called by a vessel, even if those countries were not adjacent. That is, if a vessel called at 
ports in countries i, j and k, then in the MSN-all links between i and j, i and k and j and k were 
created. For example, in the case of the Brazil/River Plate service, the links created were Brazil-
Argentina, Brazil-Uruguay, Argentina-Uruguay and Uruguay Brazil. This two-networked 
approach has been used in the literature that analyses the global shipping network to gain insight 
on the different structures that may emerge by taking into account two different dimensions of the 
same reality, namely the reality of the maritime shipping network (Ducruet and Notteboom, 
2012). 
In both networks links were weighted according to the total number of TEUs carried by the 
vessels deployed on a given inter-country linkage. One limitation of available data on maritime 
services that has been highlighted by the literature (Ducruet 2014; Mengqiao et al. 2014) is that 
they lack detailed information about the actual container capacity between country-pairs, which 
could reflect the maritime activity between two countries more accurately. Indeed, available data 
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ignore how many full or empty containers are truly handled by ships and ports. In reality, some 
vessels may not be fully loaded, or they may be already full by the time they reach a given port. 
Given this lack of information, it is a widely-adopted practice in the literature to compute the 
weight of a link between two ports or countries as the total container traffic between them. This is 
obtained by adding together the container capacities of vessels that operate within the ports of the 
two countries on their individual service loops (Mengqiao et al. 2014). For example, in the case 
of the Brazil/River Plate service from/to Rotterdam, the total container capacity of the two 
vessels Alianca Navegacao e Logistica deployed in this route was 11,910 TEUs. Rotterdam, 
Tibury, Hamburg, Antwerp, Le Havre, Santos, Buenos Aires, Montevideo, Rio Grande, Santos, 
Pecem, Tangier and Rotterdam were the sequential ports of call. Therefore, this circulation 
contributed 11,910 TEUs to the weight of each edge between the country-pairs connected by this 
service. As pointed out by Ducruet (2014), counting the same vessel and its capacity in TEUs as 
many times as the number of its calls might overestimate the traffic intensity of some links at the 
expense of others. In spite of this drawback, statistical analyses conducted by available research 
show that there is a high correlation between container throughput and data from 
Containerization International, suggesting that port hierarchies measured via vessel movements 
closely overlap with those measured in more classic ways (Ducruet 2014). 
The dataset comprised a set of 259 container services calling at ports in at least two different 
countries in the Americas in 2011. Data processing was needed in order to transform the data 
present in the Containerization International Yearbook to an O-D matrix of inter-country 
linkages. Figure 6.2 shows the steps undertaken for such transformation. First, relevant services 
were identified within the data included in the Containerization International Yearbook 2011 
(Step 1). In the example, the Brazil/River Plate service was selected because it subsequently 
called at ports in Brazil (Santos), Argentina (Buenos Aires), Uruguay (Montevideo), and Brazil 
again (Rio Grande, Santos and Pecem). Each port was associated with the country it was located 
in (Table G.1 in the Appendix G) and a table was built summarising each vessel’s route with its 
subsequent country calls (Step 2). To calculate the total annual capacity of the inter-country link, 
the researcher computed how many times a services visited a country given the service schedule 
(Step 3). This was the frequency of the service. For example, in 2011 the Brazil/River Plate 
service called at ports in Argentina 49 times, 49 times in Uruguay as well and 48 times in Brazil. 
Therefore, the frequency of the links Brazil-Argentina, Brazil-Uruguay and Argentina-Uruguay 
was 49, and the frequency of the links Argentina-Brazil and Uruguay-Brazil was 48. 
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Figure 6.2. Steps to build the O-D matrix for maritime transportation (example of one service) 
 
The transformation process was performed for each of the 259 services (Table G.2 in Appendix 
G). Once the process was completed for all of the services, a table containing the O-D pairs for 
each service was built. For each O-D pair, the total width of the connection – weighted degree – 
was computed according to the following formula:  
𝑊𝑙 = 𝑉𝑖𝑄𝑖𝐹𝑖            (20) 
Where Wl was total weight of link l, Vi was average vessel size deployed in service i, Qi was the 
number of vessels deployed in service i, and Fi was the annual frequency with which service i 
links two given countries. Fi was calculated according to the 3 steps detailed above (Figure 6.2). 
The result was a 2,028 O-D weighted pairs for the MSN-all and 963 weighted pairs for the MSN-
restricted. O-D matrices were built for both MSN-all and MSN-restricted, where link weight was 
calculated as follows: 
𝑊𝑙 = ∑ 𝑉𝑖𝑄𝑖𝐹𝑖
𝑘
𝑖=1            (21) 
According to Lam and Yap (2011), this way of calculating links weight could reveal the 
connectivity between countries in a systematic and quantifiable manner. Moreover, the state-of-
the-art literature suggested that due to the fact that detailed information on the actual load of each 
container and its precise origin and destination was not publicly available, this way to compute 
links weight was the best available option.  
Step 1 
Step 2 
Step 3 
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The procedures explained above allowed the researcher to explore one of the components of the 
SN: transport services. The next paragraphs explain the data and data sources selected for the 
other two components: infrastructure and trade facilitation processes. Since the analysis focused 
on international trade moved by containerships, for the infrastructure component of the 
connectivity system data on port performance was included. Ports are the key nodes of maritime 
shipping and, as a consequence, their performance and efficiency play an important role in a 
country’s degree of connectivity to international markers. Econometric analyses such as those 
conducted by Matinez-Zarzoso and Hoffmann (2007), Wilmsmeier and Hoffmann (2008) and 
Wilmsmeier and Martinez-Zarzoso (2010) showed that port infrastructure had a significant 
impact on trade flows. The database selected to gather data on port performance for countries in 
the Americas was the ‘Port performance’ indicator of the Global Enabling Trade Report (WEF 
2012). Data for this indicator was generated from the WEF Executive Opinion Survey 2011-
2012, a business executives' perception survey that is conducted on a yearly basis, achieving in 
2011 a record of over 15,000 surveys from 142 economies conducted between January and June 
2011. Following the data editing done by the WEF process, a total of 13,395 surveys were 
retained. This represented an average of 98 respondents per country, while the median country 
sample size was 89 responses. The WEF Executive Opinion Survey includes a question upon 
which the port efficiency indicator is estimated. The question asked to a large number of business 
executives in each country is: “How would you assess port facilities in your country?” Business 
executives rank port facilities in a range of 1 to 7, where 1 = extremely underdeveloped; and 7 = 
well-developed and efficient by international standards. One drawback of this data is that the 
2011-2012 database included data for 23 out of the 34 countries selected for this research. In spite 
of this limitation, the WEF database was assessed as the most relevant one for three reasons: (i) 
there is currently no agreement in the literature on the way to calculate port performance; (ii) 
there was no database that assessed port performance at large scales for the year selected; and 
(iii) in agreement with this research objective, the WEF database focused on the country and not 
the single port as the unit of analysis. In modelling the SN, the infrastructure performance 
variable was treated as a node characteristic, different from the transport service variable, which 
was treated as a characteristic of the links between nodes.  
Finally, data from the ‘Trading across borders’ component of the Doing Business survey was 
used to account for the level of trade facilitation present in a given country. As explained in 
Section 6.2, the ‘Trading across borders’ component measures time and costs associated with 
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fulfilling official procedures for importing and exporting a standardised cargo of goods by 
maritime transportation. Particularly relevant for this analysis, this indicator focuses on 
containerised cargo and the number and costs of procedures to import and export a 20-foot 
container. In the case of exports, this indicator can be understood as a proxy of how easy it is to 
access the international transport network at a given node and, in the case of imports, how easy it 
is to finally reach the destination country after using the international transport network. Given 
that ‘Trading across borders’ provided data on number and costs of procedures for both import 
and exports, it allowed the researcher to estimate the impact of trade facilitation 
comprehensively, from country of origin to country of destination of trade flows. In modelling 
the support network, the trade facilitation variable was treated as a node characteristic, different 
from the transport services variable, which was treated as a characteristic of the link between two 
nodes.    
Therefore, the support network (SN) consisted of: 
𝑆𝑁 = (𝑁, 𝐿,𝑊, 𝑌)          (22) 
L was determined by the existence of a maritime connection between two countries, while W 
referred to link weight or the characteristics of maritime transport services deployed in that 
connection. Variables referring to the ease of accessing the network (infrastructure and trade 
facilitation performance) were contained in Y, which referred to the characteristics of a given 
node. Network analysis software was used to design the SN, modelling nodes’ and links’ 
characteristics to understand the performance of the SN. This process is thoroughly explained in 
Chapter 8.  
 
6.3.3 Connectivity metrics applied 
To understand global and local connectivity in both the ITN and SN networks, a set of measures 
derived from Graph Theory and network analysis was applied (Wang et al., 2011). These metrics 
had been used by the Transportation and International Economics literature to measure 
connectivity (Section 5.2). First, the researcher used a set of metrics to explore the degree of 
global connectivity in both networks. Given that each metric analysed network connectivity from 
a different perspective, relying on the results provided by only one metric would have provided a 
partial view on the degree of network connectivity. The degree of completeness of each network 
was estimated according to alpha, beta and gamma indices, network diameter and average path 
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length. In addition, the concentration of both networks was estimated according to clustering 
coefficient. Likewise, local connectivity – that is, a node’s degree of connectivity – was analysed 
using a set of metrics to estimate both the number of connections that a node had to other nodes 
in the network, and the importance of the node in the network as a result of its connections. The 
measures applied to analyse global and local connectivity in both networks are explained below, 
including the formulae to calculate them.  
The measures of connectivity used in this research to assess the level of global connectivity in a 
network were alpha, beta and gamma indices, network diameter, average path length and 
clustering coefficient: 
 Alpha index: the ratio of actual to maximal number of circuits in a fully connected 
network. It is calculated as follows: 
𝛼 =
2(𝑘−𝑛+1)
(𝑛−1)(𝑛−2)
           (23) 
Where k are links and n are nodes. 
 Beta index: the average number of edges (k) per node (n), such as: 
β=k/n             (24) 
 Gamma index: the ratio of actual to maximal number of edges (k), such as:  
𝛾 = 2𝑘 [𝑛(𝑛 − 1)]⁄           (25) 
A large value of these indices indicates a better connected network (Wang, Mo and Wang 2014).  
 Average path length (APL): the average number of links along the shortest paths for all 
possible node-pairs in the network (Watts and Strogatz 1998): 
𝐴𝑃𝐿 =
1
1
2
𝑛(𝑛−1)
∑ 𝑑𝑖𝑗𝑖>𝑗          (26) 
Where dij is the number of edges for the shortest path from i to j, and the diameter D is defined 
as the maximum value of all dij (Boccaletti et al. 2006). A small value of APL and D indicates 
that any node in the network can reach any other node in just a few hops, thus making the 
network tightly connected. 
 Clustering coefficient (Ci): the portion of actual edges (Lj) between the nodes (kj) within its 
neighbourhood divided by the maximal possible edges (ki(ki-1)/2) between them (Watts and 
Strogatz, 1998): 
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𝐶𝑖 =
𝐿𝑖
𝑘𝑖(𝑘𝑖−1)/2
           (27) 
A larger value of Ci indicates that the node i has a more compact system of connections with its 
neighbours (Wang et al., 2011). In a fully-connected network, Ci for all nodes is equal to 1. The 
clustering coefficient of the whole network is the average of all individual Ci: 
𝐶 =
1
𝑛
∑ 𝐶𝑖𝑣𝑖∈𝑉            (28) 
The measures of connectivity used in this research to assess local connectivity were degree, 
degree centrality, closeness centrality, and betweenness centrality: 
 Degree: the number of links (k) that a node (n) has to other nodes (Barabasi and Albert 
1999). For a network with n nodes, if nk of them have degree k, the degree distribution p(k) is 
defined as the fraction of these k-degree nodes (nk|n). P(k) is the cumulative degree 
distribution, written as:  
𝑃(𝑘) = ∑ 𝑝(𝑘′)∞𝑘′=𝑘           (29) 
The average degree of a network <k> is the average number of directly connected nodes a node 
has in the network (Wang et al., 2011). Total in-degree 𝑘𝑖
𝑖𝑛 is the number of links a node receives 
from other nodes. Total out-degree  𝑘𝑖
𝑜𝑢𝑡 is the number of links a node sends to other nodes. Total 
degree 𝑘𝑖
𝑇 is the sum of in and out degrees. 
 
 Degree centrality: the number of edges that a node shares with others, representing the 
importance of the node within the network (Freeman 1977), and written as (Wang et al. 
2011): 
𝐶𝐷(𝑖) = ∑ 𝑎𝑖𝑗
𝑛
𝑗=1                        (33) 
Where 𝑎𝑖𝑗 = 1 if there is a direct link between i and j , and 𝑎𝑖𝑗 = 0 otherwise. For directed 
networks, degree centrality can be measured for in-degree and out-degree. 
(30) 
(31) 
(32) 
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 Closeness centrality: the extent to which a node is close to all other nodes along the shortest 
path (Wang et al. 2011; Kang et al. 2014). Closeness centrality is based on geodesic distances 
among the nodes and measured by the inverse of the sum of distances from a node to all of 
the other nodes (Freeman 1977). Therefore the more central a node is the lower its total 
distance to all other nodes is. Closeness can be regarded as a measure of how long it will take 
to spread information from a node to all other nodes sequentially (Newman 2003). 
𝐶𝑐(𝑖) =
𝑛−1
∑ 𝑑𝑖𝑗𝑣𝑗∈𝑉,𝑖≠𝑗
          (34) 
 Betweenness centrality: the extent to which a particular node is located on the shortest path 
connecting other nodes in the network (Freeman 1977). It is measured as the ratio of all 
shortest paths passing through it (Wang et al. 2011): 
𝐶𝐵(𝑖) = ∑ 𝜎𝑘𝑗(𝑖) 𝜎𝑘𝑗⁄𝑘≠𝑖≠𝑗∈𝑁         (35) 
 
6.4 Conclusion 
This chapter presented the rationale for the use of network analysis in the development of a 
systemic approach for assessing connectivity to international markets. Section 6.2 reviewed 
literature in the fields of Transport Economics, Transport Engineering, and International 
Economics, where network analysis has been used to measure connectivity. Section 6.3 presented 
the research design for developing a new approach to assess connectivity to international 
markets. 
Chapters 7 and 8 analyse connectivity in both the ITN and the SN, as well as how connectivity in 
the SN is related to connectivity in the ITN. The analysis is organised as follows: in Chapter 7 the 
ITN is analysed so as to understand international trade patterns in the Americas. This analysis 
gives insight on the international markets that matter for the different countries, or the countries 
they export to. In Chapter 8 the SN is explored to understand whether its structure matches and 
effectively supports the trade flows according to the ITN structure. Connectivity at both global 
and local levels is analysed using the different network analysis metrics presented above. Based 
on the results from the analysis, a method to analyse connectivity to international markets is 
proposed.  
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Chapter 7. Analysis of the International Trade Network 
 
7.1 Introduction 
The first step to analyse connectivity to international markets from a systemic perspective and 
through network analysis was to build the containerised ITN in the Americas. This first step was 
important because connectivity is not an absolute measure. Given that countries needed to 
connect to those countries they exported containerised products to, it was crucial to understand 
the ITN structure and the trade patterns among countries in the Americas, to then assess whether 
countries were connected to those markets they needed to be connected to, or whether there were 
barriers or opportunities lost due to the specific configuration of the ‘support network’, or the 
network that enabled connection to international markets.  
Following the methodology developed in Section 6.3.1, direct adjacency matrices 𝑎𝑖𝑗,𝑐 were built 
for the aggregated ITN – which included all containerised trade flows in the Americas – as well 
as for the 26 commodities identified in Section 6.3.1 – which represented product-specific 
import-export relations between the 34 countries included in this study. In total, 27 matrices – 
one for the aggregated ITN and 26 for the selected commodities – were inputted into Gephi, an 
open software for network visualisation and analysis (Bastian, Heymann and Jacomy 2009)
19
, 
obtaining 27 networks, one for each matrix.  
As a means of introduction, Figure 7.1 provides the graphical representation of the 27 networks. 
A simple look at the figures shows that topology is different for the 26 commodity-specific 
networks and that, in turn, there are differences between the topology of the commodity-specific 
networks and the topology of the aggregated ITN. The following pages provide an in-depth 
analysis of these networks using network analysis and Graph Theory. In line with the latest 
literature in International Economics (Barigozzi, Fagiolo and Garlaschelli 2010; De Benedictis et 
al. 2013), the objective was to give insight on the structure of such networks, the role of countries 
within them and the characteristics of trade flows among these countries.   
                                                          
19
 Gephi is an interactive visualisation and exploration platform for all kinds of networks and complex systems, 
dynamic and hierarchical graphs. Compared to other tools available to visualise networks (i.e. Cytoscape, 
Tulip, UCINET), Gephi supports various types of networks (i.e. directed, undirected, weighted, un-weighted, 
mixed graphs) and various layout algorithms; it provides dynamic filtering options and multiple formats to 
export data; it is compatible with various operating systems; and it is open-source and free as well.  
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Figure 7.1. Visualisation of the aggregated ITN and the 26 commodity-specific networks 
Source: Author based on COMTRADE data. The network was built using Gephi and displayed using the Fruchterman and Reingold 
algorithm (see Section 7.2). The size of the nodes varies according to countries’ betweenness degree. The size of the linkages varies 
according to the value of trade between countries. Nodes and linkages are coloured according to the connected component they belong 
to.  
Nuclear reactors Aluminum Elect. equipment Aircrafts and parts 
Optical equip. Furniture Other 
commodities 
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7.2 The Aggregated International Trade Network (ITN) 
Figure 7.2 shows the aggregated ITN. It should be reminded that this network – which will be 
referred to as the (aggregated) ITN – includes the international trade flows moved in containers 
by sea. The Fruchterman and Reingold algorithm was used to display the network in a way that 
nodes with higher degree were located close to the centre of the network, and the nodes with 
lower degree were pushed out to the periphery of the network (Kobourov 2013). The 
Fruchterman and Reingold algorithm is a force-directed algorithm that simulates a physical 
system, or a balanced spring system that minimises the energy in the system (De Benedictis et al. 
2013), attracting (placing closer) the nodes that are linked and repulsing (pushing out) the nodes 
that are not connected.  
 
Figure 7.2. The aggregated ITN 
 Source: Author based on COMTRADE data. The network was built using Gephi and displayed 
using the Fruchterman and Reingold algorithm. The size of the nodes varies according to 
countries’ total degree. The size of the linkages varies according to the value of trade between 
countries.  
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7.2.1 Connectivity in the ITN according to the quantity of links 
Total degree 𝑘𝑖
𝑇(𝑡), in-degree 𝑘𝑖
𝑖𝑛(𝑡) and out-degree 𝑘𝑖
𝑜𝑢𝑡(𝑡) were computed for all 34 nodes 
(countries). Table 7.1 shows the ranking of countries in the Americas, according to their total, in 
and out-degrees. Canada, United States, Colombia, Dominican Republic, Mexico, Costa Rica, 
Panama and Jamaica were the countries with higher total degree; hence they were placed in the 
centre of the network by the Fruchterman and Reingold algorithm. Canada and United States both 
imported from and exported to all the other countries included in the analysis, both with 𝑘𝑖
𝑇(𝑡) = 
66 ; 𝑘𝑖
𝑖𝑛(𝑡) = 33 ; and 𝑘𝑖
𝑜𝑢𝑡(𝑡) = 33. In turn, Mexico [𝑘𝑖
𝑇(𝑡) = 61] ; Dominican Republic [𝑘𝑖
𝑇(𝑡) 
= 59] ; Costa Rica [𝑘𝑖
𝑇(𝑡) = 57] ; Panama [𝑘𝑖
𝑇(𝑡) = 57] ; Brazil [𝑘𝑖
𝑇(𝑡) = 55] ; and Colombia 
[𝑘𝑖
𝑇(𝑡) = 55] traded with almost all the other countries. In contrast, Haiti [𝑘𝑖
𝑇(𝑡) = 23] ; Antigua 
and Barbuda [𝑘𝑖
𝑇(𝑡) = 24] ; Grenada [𝑘𝑖
𝑇(𝑡) = 25] ; and Dominica [𝑘𝑖
𝑇(𝑡) = 25] traded with less 
than 40% of the countries; hence they were placed in the periphery of the hemispheric ITN.  
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R Country 
Total 
Degree  
R Country 
In-
Degree  
R Country 
Out-
Degree 
1 Canada 66 
 
1 Canada 33 
 
1 Canada 33 
2 United States 66 
 
2 United States 33 
 
2 United States 33 
3 Mexico 61 
 
3 Mexico 29 
 
3 Dominican Republic 33 
4 Dominican Republic 59 
 
4 Jamaica 28 
 
4 Panama 33 
5 Costa Rica 57 
 
5 Dominican Republic 26 
 
5 Mexico 32 
6 Panama 57 
 
6 Guyana 26 
 
6 Costa Rica 32 
7 Brazil 55 
 
7 Costa Rica 25 
 
7 Colombia 32 
8 Colombia 55 
 
8 Panama 24 
 
8 Brazil 31 
9 Jamaica 52 
 
9 Brazil 24 
 
9 Chile 31 
10 Chile 51 
 
10 Trinidad and Tobago 24 
 
10 Argentina 30 
11 Argentina 50 
 
11 Colombia 23 
 
11 Guatemala 28 
12 Ecuador 49 
 
12 Ecuador 23 
 
12 Ecuador 26 
13 Guatemala 49 
 
13 Peru 23 
 
13 Honduras 25 
14 Trinidad and Tobago 48 
 
14 Barbados 22 
 
14 Jamaica 24 
15 Peru 46 
 
15 St. Lucia 22 
 
15 Trinidad and Tobago 24 
16 Honduras 45 
 
16 Guatemala 21 
 
16 Venezuela 24 
17 Venezuela 45 
 
17 Venezuela 21 
 
17 Uruguay 24 
18 Guyana 44 
 
18 Chile 20 
 
18 Peru 23 
19 Uruguay 43 
 
19 Argentina 20 
 
19 Paraguay 23 
20 Nicaragua 41 
 
20 Honduras 20 
 
20 Nicaragua 22 
21 El Salvador 39 
 
21 Uruguay 19 
 
21 El Salvador 20 
22 Barbados 38 
 
22 Nicaragua 19 
 
22 Guyana 18 
23 Paraguay 36 
 
23 El Salvador 19 
 
23 Barbados 16 
24 Suriname 34 
 
24 Suriname 19 
 
24 Suriname 15 
25 St. Lucia 33 
 
25 Antigua and Barbuda 19 
 
25 Bolivia 14 
26 St. Kitts and Nevis 30 
 
26 St. Kitts and Nevis 18 
 
26 St. Kitts and Nevis 12 
27 Bolivia 28 
 
27 Grenada 18 
 
27 St. Vincent  12 
28 St. Vincent  28 
 
28 Haiti 18 
 
28 St. Lucia 11 
29 Bahamas 27 
 
29 Dominica 17 
 
29 Bahamas 11 
30 Belize 27 
 
30 St. Vincent  16 
 
30 Belize 11 
31 Dominica 25 
 
31 Bahamas 16 
 
31 Dominica 8 
32 Grenada 25 
 
32 Belize 16 
 
32 Grenada 7 
33 Antigua and Barbuda 24 
 
33 Bolivia 14 
 
33 Antigua and Barbuda 5 
34 Haiti 23 
 
34 Paraguay 13 
 
34 Haiti 5 
Table 7.1. Ranking of counties according to their degrees 
The Pearson’s correlation between in and out-degrees was positive and moderate (0.64), 
indicating to some extent that countries with many inbound connections tended to also have 
many outbound connections, and vice versa (Figure 7.3). In turn, the ranking correlation was 
higher – 0.75 – meaning that a country’s position as importer was correlated to its position as 
exporter (Figure 7.4). This is in line with results emerging from the analysis on the global trade 
network. For example, De Benedictis et al. (2013) found that the rank correlation in the global 
network was high and positive, reaching 0.77 in 1980 and 0.95 in 2000. 
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Figure 7.3. Correlation between in and out-degrees 
 
 
Figure 7.4. Rank correlation, in and out-degrees 
 
Due to high rank correlation, seven out of the 34 countries were among the ten countries with 
higher degrees in all three rankings (total, in and out-degree), meaning that these countries had 
both import and export relations with a significantly high number of countries in the Hemisphere. 
Among these countries, three belonged to North America (Canada, United States and Mexico), 
two to Central America (Costa Rica and Panama), one to the Caribbean (Dominican Republic) 
and one to South America (Brazil). In turn, nine out of the 34 countries were found among the ten 
countries at the bottom of all three rankings, meaning that they had fewer import and export 
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relations with other countries in the Hemisphere. Seven of the nine countries belonged to the 
Caribbean (Haiti, Antigua and Barbuda, Grenada, Dominica, Bahamas, St. Vincent and the 
Grenadines, and St. Kitts and Nevis), one to Central America (Belize) and one to South America 
(Bolivia).  
The literature in International Economics has extensively studied the different factors influencing 
international trade flows (see Section 1.3 and Appendix B for a review of literature). These 
factors can help to explain the different positions countries had in the ITN. For example, 
economists have shown that bigger economies tend to trade more (Helpman and Krugman 1985); 
therefore, it is not unusual to find countries with higher GDP such as the United States, Canada 
and Mexico at the top of the degree rankings or, conversely, to find smaller economies such as 
the Caribbean countries at the bottom of the degree rankings. Trade policy also influences 
international trade (Wilson, Mann and Otsuki 2003), given that more trade agreements provide 
access to more countries. This may help explain in part, for example, the position of Costa Rica 
in the network, since the country has been pursuing the policy of broadening the number of its 
trade partners by increasing the number of trade agreements. Geography has also been identified 
as a critical factor for trade due to its impacts on trade costs (Krugman 1991). Therefore, it may 
not surprise to observe landlocked countries (Bolivia and Paraguay) trading by sea with fewer 
countries in the network because of their geographical barriers. Finally, as highlighted in Chapter 
2, the literature in International and Transport Economics has shown that infrastructure and 
transport costs have an important impact on trade flows. Hence, one could hypothesise that 
countries such as the United States, Canada, Panama, Colombia and Dominican Republic may 
trade more by sea than landlocked and other countries since, according to international rankings, 
they have better maritime infrastructure and liner shipping connections than other countries in the 
Americas
20
. With particular reference to this subject, the study of the SN in the Hemisphere in 
Chapter 8 provides a deeper understanding on the relationship between the characteristics of the 
SN (including infrastructure and transportation in the Americas) and that of the containerised 
ITN.    
 
 
                                                          
20
 For example, these countries ranked highly in the LSCI 2011: United States ranked 10
th
 among 157 
countries; Canada, 26
th
; Panama, 27
th
; Colombia, 42
nd
; and Dominican Republic, 48
th
. 
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Figure 7.5. Countries in top five and bottom five positions (total degree) 
 
Although countries had different degrees and positions in the three rankings, it is important to 
note that, overall, the ITN in the Americas was moderately to highly connected: all countries 
were connected to 35% or more of the rest of the countries, while on average each country traded 
with 24.4 countries (average degree of the ITN). As a result, the density of the network and the 
clustering coefficients were high (0.65 and 0.74 respectively), while the APL and the diameter 
were, logically, very low (1.35 and 2 respectively). This means that, within the network, any 
country could reach any other country within two steps only, resulting in a strongly-connected 
network, with one strongly-connected component. As shown in Figures 7.6 and 7.7, degree 
distribution was skewed to the left, meaning that most of the countries traded with many other 
countries in the ITN. This is in line with findings from the literature that studied the global trade 
network, which suggested that the network was tightly connected at the regional level and that 
there was a strong propensity to trade with neighbouring countries (Barigozzi, Fagiolo and 
Mangioni 2011a and b; Abbate et al. 2013).  
 
 
122 
 
 
Figure 7.6. Distribution of total degree within the ITN 
 
 
Figure 7.7. Cumulative distribution of total degree within the ITN 
 
Following Watts and Strogatz (1998), the short APL and the high clustering coefficient indicated 
that the ITN was a small-world network, where most countries were neighbours of many 
countries, and countries were topologically close to each other, meaning that they could be 
reached within a short number of steps. The small-world property of the network was confirmed 
by comparing the ITN to a random network with the same number of nodes and p=0.5 (Table 
7.2). The APL of the ITN (1.35) was shorter than that of the random network (1.46). Moreover, 
its clustering coefficient was significantly larger (0.73) if compared to that of the random network 
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(0.26). Therefore, regarding a random network, the ITN simultaneously showed shorter APL and 
higher clustering coefficient (Telesford et al. 2011). 
 
Metric ITN 
Random 
network 
Nodes 34 34 
Edges 728 286 
Avg. degree 24.412 8.412 
APL 1.351 1.466 
Diameter 2 3 
Graph density 0.649 0.255 
Avg. clustering coefficient 0.739 0.262 
Table 7.2. Network properties of the ITN and a random network 
 
7.2.2 Connectivity in the ITN according to the quality of links 
In contrast to this analysis based on the number of links among countries, when the researcher 
took into account the weight of the links, or the value of trade between countries in the network, a 
very different network topology emerged, with different degree distribution and country rankings. 
Table 7.3 shows the ranking of countries according to their share of value traded in the ITN. A 
small number of countries concentrated most of the value traded within the ITN: the top 20% of 
countries accounted for 80% of trade. These countries were: United States (196.9 billion USD); 
Brazil (59.7 billion USD); Mexico (55.7 billion USD); Canada (49 billion USD); Venezuela 
(29.9 billion USD); Colombia (24.3 billion USD); Argentina (20 billion USD) and Chile (20 
billion USD). In addition, only three countries concentrated more than 50% of trade: United 
States (35%); Brazil (10.6%); and Mexico (10%). In contrast, the bottom 20% of the countries 
accounted for only 0.5% of the value traded within the ITN. These countries were: Grenada 
(115.6 million USD); Dominica (120.2 million USD); St. Vincent and the Grenadines (133.3 
million USD); St. Kitts and Nevis (187.7 million USD); Antigua and Barbuda (194.27 million 
USD); Belize (282.3 million USD); Suriname (763.8 million USD); and Barbados (777.6 billion 
USD). There were only a few countries having trade values above the average weight of the links 
in the ITN (773.3 million USD). In particular, one country (United States) accounted for 35% of 
total containerised trade within the ITN. Interestingly, the United States’ containerised trade with 
the Americas was above the average weight of the links in the ITN by a factor of 255 whilst, for 
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instance, Brazil – the second county in the ranking – was above the average by a factor of 77, and 
Grenada – the last country in the ranking – was below that average by a factor of 6.7. 
 
Ranking Label Weighted Degree % of total trade 
1 United States 196,932,460.12 34.98% 
2 Brazil 59,668,393.11 10.60% 
3 Mexico 55,754,378.75 9.90% 
4 Canada 48,988,408.53 8.70% 
5 Venezuela 29,939,365.35 5.32% 
6 Colombia 24,322,351.74 4.32% 
7 Argentina 20,037,645.37 3.56% 
8 Chile 19,960,936.46 3.55% 
9 Costa Rica 17,832,012.75 3.17% 
10 Peru 14,564,502.58 2.59% 
11 Dominican Republic 9,677,013.07 1.72% 
12 Ecuador 9,242,576.49 1.64% 
13 Guatemala 7,585,585.18 1.35% 
14 Panama 7,421,198.58 1.32% 
15 Honduras 6,267,218.04 1.11% 
16 Trinidad and Tobago 5,769,271.52 1.02% 
17 El Salvador 4,372,504.55 0.78% 
18 Nicaragua 3,951,349.95 0.70% 
19 St. Lucia 3,424,113.01 0.61% 
20 Haiti 3,365,964.45 0.60% 
21 Uruguay 2,555,739.51 0.45% 
22 Paraguay 2,256,284.00 0.40% 
23 Jamaica 1,885,993.87 0.33% 
24 Bahamas 1,629,653.68 0.29% 
25 Bolivia 1,616,318.25 0.29% 
26 Guyana 1,389,075.99 0.25% 
27 Barbados 778,208.60 0.14% 
28 Suriname 764,402.63 0.14% 
29 Belize 282,942.33 0.05% 
30 Antigua and Barbuda 195,272.67 0.03% 
31 St. Kitts and Nevis 188,050.12 0.03% 
32 St. Vincent  134,171.25 0.02% 
33 Dominica 120,719.62 0.02% 
34 Grenada 115,809.25 0.02% 
Table 7.3. Ranking of countries according to trade value (in 1,000 USD) 
 
Compared to the ranking of countries according to their degree, in this ranking the countries with 
higher GDP in the Americas were in the top positions (Figure 7.8). This is perfectly reasonable 
since international trade is positively correlated with GDP (Serrano and Boguna 2003); therefore, 
in the absence of barriers, the bigger the size of the economy, the larger the size of its 
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participation in international trade (Helpman and Krugman 1985; De Benedictis et al. 2013). This 
is what the literature has called the ‘size effect’ of the nodes: “high-income countries tend to hold 
more, and more intense, trade relations” (Fagiolo, Reyes and Schiavo 2009a, p. 8). As a result, 
richer countries have higher degree (Abbate et al. 2013) and tend to occupy a more central 
position (Fagiolo, Reyes and Schiavo, 2009a), whereas the peripheral position is held by smaller, 
poorer countries (Serrano and Boguna 2003; De Benedictis et al. 2013). 
 
 
Figure 7.8. Countries in top five and bottom five positions (total weighted degree) 
 
Figure 7.9 is a graphical representation of the correlation between weighted in and out-degrees. 
In line with literature on the global trade network (Serrano and Boguna 2003), calculations 
showed that the correlation was high (0.945), meaning that a higher volume of containerised 
imports was correlated with a higher number of containerised exports, and vice versa.  
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Figure 7.9. Correlation between weighted in and out-degrees (in 1,000 USD) 
 
Interestingly, distribution of trade value among links in the ITN was significantly different from 
the distribution of number of connections (degree) among nodes. While the degree distribution 
was skewed to the left, with most of the countries trading with many other countries in the 
network, the distribution of trade value is skewed to the right (Figure 7.10). This indicated that 
trade value was concentrated on a few links only, while most of the linkages were weak.  
 
 
Figure 7.10. Distribution of trade value within the ITN (in 1,000 USD) 
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A closer look at the network showed that the most valuable linkages took place between a few 
countries. Figure 7.11 shows the linkages that carried 50% of the trade value in the ITN. The 
number of linkages was astonishingly small: 13 out of the 728 total edges of the network. The 
network at 50% of its value had the shape of a star, with the United States in the centre, 
connecting all other linkages and having the greater degree, closeness and betweenness 
centralities. Only eight countries were connected, resulting in almost null density and clustering 
coefficients for the ITN: 0.1 and 0 respectively. The edges within NAFTA region (United States-
Canada, and United States-Mexico), and the edge between the United States and Brazil were the 
ones carrying more value. This is in line with findings from the literature that analysed the global 
trade network, which showed that: (i) the United States played a predominant, key role in the 
regional network; and (ii) that trade within NAFTA accounted for a significant part of trade in the 
Region (De Benedictis et al. 2013).  
Figure 7.12 shows the linkages that carried 75% of the trade value in the ITN. Again, the number 
of edges was very low compared to the number of total edges in the INT: 37 vs. 728. However, 
the number of countries connected (19) was higher than the number of countries connected at 
50% of trade value. The United States kept playing a critical role for the network to be connected, 
and for allowing new nodes to connect to the network (like countries in Central America, for 
example). A few linkages emerged between other countries, like Brazil and Argentina, Mexico 
and Canada, Mexico and Brazil, which resulted in a slightly higher clustering coefficient (0.154) 
and density (0.033) compared to the network at 50% of trade value. The ‘rich club phenomenon’ 
could be observed at both 50% and 75% of trade value. This phenomenon, which has been 
observed in the global trade network (De Benedictis et al. 2013), suggests that in the network a 
few strong linkages coexisted with a majority of weak linkages.  
Finally, Figure 7.13 shows the linkages that carried 90% of the trade value in the ITN. The 
number of linkages (76) almost doubled those present at 75% of trade value (37). However, it 
was still very low compared to the 728 linkages present in the ITN. The United States held its 
position as the key player in the network, serving as the critical node in keeping the network 
connected (its degree, closeness and betweenness centrality were 36, 1.091 and 273.75 
respectively). New linkages emerged between countries in South America (e.g. Argentina-Chile; 
Chile-Colombia) and between South and North America (e.g. Canada-Peru; Mexico-Peru). There 
was only one country from Central America (Panama) and one from the Caribbean (Trinidad and 
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Tobago) connected to the network not exclusively through the United States. However, most of 
the countries in Central America and the Caribbean were either connected to the network via the 
United States or completely disconnected. As in the other two cases, the network at 90% of its 
trade value showed that a few strong linkages coexisted with a vast majority of weak linkages. 
Indeed, around 10% of the linkages concentrated 90% of the value.  
 
Figure 7.11. The ITN at 50% of trade value  Figure 7.12. The ITN at 75% of trade value 
 
Figure 7.13. The ITN at 90% of trade value 
Source: Author based on COMTRADE data. The networks were built using Gephi and displayed 
using the Fruchterman and Reingold algorithm. The size of the nodes varies according to 
countries’ betweenness degree. The size of the linkages varies according to the value of trade 
between countries. Nodes and linkages are coloured according to the connected component they 
belong to. Only connected countries are shown. 
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Metric ITN 50% ITN 75% ITN 90% ITN 100% 
Edges 13 37 76 728 
Average Degree 0.38 1.08 2.23 24.412 
Network Diameter 2 3 3 1.351 
Density 0.01 0.03 0.06 2 
Connected 
components 
27 16 10 0.649 
Clustering coefficient 0 0.15 0.26 0.739 
Table 7.4. Characteristics of the ITN at 50, 75, 90 and 100% of trade value 
 
These findings on the containerised ITN in the Americas are in line with those of the literature 
that has applied network analysis to global trade. For example, Fagiolo, Reyes and Schiavo 
(2009a and b), Duenas and Fagiolo (2013) and De Benedictis et al. (2013) suggested that global 
trade tended to be concentrated among a sub-group of countries (a very small number of 
countries accounted for up to 50% of global trade), and that a small percentage of the total 
number of flows accounted for a disproportionally large share of global trade. In addition, they 
suggested that the distribution of the total trade intensity carried by each country appeared to be 
very right-skewed, implying the coexistence of a few intense trade connections with a majority of 
low-intensity ones. In other words, despite the large density of the network, the majority of trade 
linkages are weak. In agreement with the available literature on the global trade network, these 
findings regarding: (i) a small number of countries prevailing within the ITN in the Americas; (ii) 
the coexistence in the network of a few intense linkages with a majority of weak connections; and 
(iii) the ‘rich club phenomenon’ in the ITN, suggest that the analysis of the weighted-network 
provides a more complete and accurate picture of containerised trade in the Americas than the 
one simply based on the number of connections. 
 
7.2.3 Connectivity in the ITN according to nodes’ centrality 
In networks, countries may have different roles and occupy different positions. Aside from 
degree, centrality measures such as closeness and betweennes centrality can be used to identify 
countries’ roles and positions within the ITN. Countries with better closeness centrality are 
topologically less far away from other countries in the network, since they can reach other nodes 
within relatively few topological steps. Countries with higher betweenness centrality can be 
thought as of ‘hubs’ in a network, since they lie on a large number of the shortest paths 
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connecting other nodes. In the containerised ITN in the Americas, countries with better closeness 
centrality also had higher betweenness centrality. As shown in Figure 7.14, the correlation 
between closeness and betweenness centrality was moderate (0.65)
21
, meaning that a country 
which is closer to other countries could also emerge as a ‘hub’ in the network, lying on many of 
the shortest paths between other countries. These findings are in line with the literature that 
analysed the global trade network, which also found that both centrality measures were positively 
correlated (De Benedictis et al. 2013). 
 
 
Figure 7.14. Correlation between closeness and betweenness centrality 
 
Table 7.5 shows the ranking of countries according to closeness and betweenness centrality. 
Given to the moderate correlation existing between both measures, among the ten countries with 
highest closeness centrality, seven (Canada, Dominican Republic, Panama, United States, Costa 
Rica, Mexico and Brazil) were also ranked among the ten countries with highest betweenness 
centrality.  
 
 
 
                                                          
21
 Pearson’s correlation had a negative sign (-0.802) given that for closeness centrality the lower the measure, 
the more central a node is in a network. Instead, for betweenness centrality, the higher the measure, the more 
central a node is in a network. 
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Ranking Country 
Closeness 
Centrality  
Ranking Country 
Betweenness 
Centrality 
1 Canada 1.000 
 
1 Canada 55.739 
2 
Dominican 
Republic 1.000 
 
2 United States 55.739 
3 Panama 1.000 
 
3 Mexico 37.784 
4 United States 1.000 
 
4 
Dominican 
Republic 26.277 
5 Colombia 1.030 
 
5 Jamaica 21.686 
6 Costa Rica 1.030 
 
6 Costa Rica 20.829 
7 Mexico 1.030 
 
7 Brazil 17.454 
8 Brazil 1.061 
 
8 Panama 15.393 
9 Chile 1.061 
 
9 
Trinidad and 
Tobago 15.188 
10 Argentina 1.091 
 
10 Guyana 14.562 
11 Guatemala 1.152 
 
11 Colombia 13.137 
12 Ecuador 1.212 
 
12 Ecuador 10.967 
13 Honduras 1.242 
 
13 Chile 10.867 
14 Jamaica 1.273 
 
14 Argentina 9.510 
15 
Trinidad and 
Tobago 1.273 
 
15 Guatemala 8.427 
16 Uruguay 1.273 
 
16 Barbados 7.602 
17 Venezuela 1.273 
 
17 Venezuela 7.117 
18 Paraguay 1.303 
 
18 St. Kitts and Nevis 7.044 
19 Peru 1.303 
 
19 Peru 6.067 
20 Nicaragua 1.333 
 
20 Uruguay 4.677 
21 El Salvador 1.394 
 
21 Honduras 4.218 
22 Guyana 1.455 
 
22 Suriname 4.179 
23 Barbados 1.515 
 
23 St. Lucia 4.149 
24 Suriname 1.545 
 
24 St. Vincent  2.766 
25 Bolivia 1.576 
 
25 El Salvador 2.470 
26 St. Kitts and Nevis 1.636 
 
26 Nicaragua 1.944 
27 St. Vincent  1.636 
 
27 Belize 1.791 
28 Bahamas 1.667 
 
28 Dominica 1.607 
29 Belize 1.667 
 
29 Grenada 1.448 
30 St. Lucia 1.667 
 
30 Paraguay 1.253 
31 Dominica 1.758 
 
31 Bahamas 0.893 
32 Grenada 1.788 
 
32 
Antigua and 
Barbuda 0.876 
33 
Antigua and 
Barbuda 1.848 
 
33 Bolivia 0.341 
34 Haiti 1.848 
 
34 Haiti 0.000 
Table 7.5. Country rankings according to centrality measures 
 
Closeness centrality was relatively low for all countries (from 1 to 1.848), meaning that there was 
a relatively small topological distance among countries in the network – for 30% of the countries 
closeness centrality was almost 1. This is typical in highly-connected networks where nodes can 
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easily be reached by other nodes, such as the case of the ITN in the Americas, where APL was 
close to 1.  
As expected, correlation between total degree and closeness centrality was high (0.96)
22
, meaning 
that countries with more connections are topologically closer to the rest of the countries in the 
network (Figure 7.15). Correlation between total degree and betweenness centrality was very 
high as well (0.80), meaning countries with higher number of connections in the network tend to 
become ‘hubs’ (Figure 7.16). 
 
 
Figure 7.15. Correlation between total degree and closeness centrality 
 
                                                          
22
 Pearson’s correlation has a negative sign (-0.937) given that for closeness centrality the lower the measure, 
the more central a node is in a network. Instead, for degree centrality, the higher the measure, the more central 
a node is in a network. 
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Figure 7.16. Correlation between total degree and betweenness centrality 
 
7.2.4 Discussion 
The use of network analysis provided interesting insights on the characteristics of containerised 
trade in the Americas. Importantly, this methodology allowed the researcher to analyse trade in a 
holistic perspective instead of bilaterally only – the perspective widely used in International 
Trade and Economics though methods such as gravity models and regression analysis. The 
analysis showed that the ITN in the Americas was dense, clustered and highly connected in terms 
of number of connections among countries. This is a critical feature to understand relationships 
among countries in the network. Given that trade relations are one of the most important channels 
of interaction between countries (Serrano and Boguna 2003), the high degree of interconnection 
in the ITN may help explain transmission of economic growth, shocks, and crises, etc., among 
countries, even when they are not directly connected (Abeysinghe and Forbes 2005; Kali, 
Mendez and Reyes 2007). On the contrary, analyses based on bilateral trade can only explain a 
small fraction of the dynamics among countries, underestimating the impact that any 
phenomenon can have at the systemic level, more importantly if the system is highly connected. 
The high interconnection of the ITN suggests that any political decision, any change in 
production and consumption patterns, or any shock at the country level affecting its international 
trade flows, will not only affect the country’s relationships with its own trade partners, but  also  
the flow of trade at the systemic level, even when countries are not partners directly (Fagiolo, 
Reyes and Schiavo 2009a and b; Ahlquist, Ward and Rozenas 2013). 
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In addition, analysing the topological structure of the network allowed the researcher to reveal the 
role that each country had within it. Centrality measures such as degree, closeness and 
betweenness centrality showed that a small group of countries played a critical role in the ITN. 
When taking into account the weight of the linkages between countries, bigger economies in the 
Americas (e.g. the United States, Brazil, Mexico, and Canada) occupied more important positions 
in the network, while small economies such as the Caribbean countries were pushed out to the 
periphery of the network. Moreover, the topology of the network showed that bigger countries 
traded more, but mainly among themselves. As a result of this, the so-called ‘rich-club 
phenomenon’ emerged, where a very few strong connections between a limited number of 
countries coexisted with a vast majority of weak connections among the other countries in the 
network.  
A number of factors may help to explain the different position of countries in the ITN. According 
to the literature in International Economics, countries with higher GDP tend to trade more 
(Helpman and Krugman 1985), thus playing a more central role in the network. Apart from this 
factor, De Benedictis et al. (2013) suggest that the existence of trading blocks may explain the 
role of countries and the presence of clustering within the network. Indeed, the analysis based on 
the quality of links in the network showed that there was a strong connection among NAFTA 
countries (United States, Canada and Mexico), and that the density of trade among them was 
much higher than the density of the entire network. It also showed the more intense connection 
between CAFTA countries (the United States and the countries in Central America), as well as 
the connection between the United States and other countries with which the United States has 
bilateral trade agreements (such as the bilateral trade agreements with Chile and Colombia).  
Following the literature in International and Transport Economics that has analysed the 
determinants of international trade flows, other factors such as distance, infrastructure, transport 
services, trade facilitation measures, and information technology influence trade flows (see 
Appendix B for a thorough review of literature on trade determinants). These factors may help 
explain the different country positions in the international trade network. In line with this, 
Chapter 8 analyses the network of maritime transport services and trade facilitation in the 
Hemisphere, so as to shed light on the impact these factors may have on a country’s position in 
the ITN.  
In any case, the central role that one country – the United States – had for the entire network 
needs to be highlighted, both when analysing the number of connections and the weight of such 
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connections. The United States was the country with the highest number of import and export 
connections, the highest intensity of trade, and the highest betweenness, allowing the network to 
be held together. All of this is of great significance for containerised trade in the Hemisphere. 
Given the predominant role of the United States, any shock, political decision, or change in its 
buying preferences may have consequences for the whole network. 
Finally, it should be noted that the properties of the global trade network evidenced by available 
literature (Fagiolo, Reyes and Shchiavo 2009a and b; De Benedictis et al. 2013) were also present 
in the hemispheric ITN. As in the case of the global trade network, the ITN in the Americas was a 
dense, highly clustered network, held together by a few, very intense trade flows linking richer 
countries, and a vast majority of weak linkages. However, unlike the global trade network, the 
ITN was much more dependent on the central role of only one country, which made the ITN 
much more vulnerable and much weaker than the global trade network.  
 
7.3 The commodity-specific layers of the ITN  
Having analysed the aggregated ITN in the Americas, this section compares the topology of the 
ITN to the topologies of 26 commodity-specific layers selected for this study. Studies applying 
multiple complex networks to the global trade network have shown that the properties of 
commodity-specific networks can differ from those of the global trade network (Barigozzi, 
Fabiolo and Mangioni, 2011a and b). Therefore, with the aim of better understanding the ITN in 
the Americas, the researcher explored whether this divergence was also present in this network. 
Table 7.6 summarises network properties of the hemispheric ITN and the 26 commodity-specific 
layers.  
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Number of 
COMTRADE 
chapter 
Aggregate 
trade 
2 3 7 8 9 18 22 24 
Commodity 
Aggregate 
trade 
Meat 
Fish, 
crustaceans, 
molluscs 
Edible 
vegetables 
Edible fruit 
Coffee, tea, 
mate and 
spices 
Cocoa and 
cocoa 
preparations 
Beverages, 
spirits and 
vinegar 
Tobacco 
Nodes 34 34 34 34 34 34 34 34 34 
Edges 728 145 225 198 173 169 291 325 142 
Avg. degree 24.412 4.265 6.618 5.824 5.88 4.971 8.559 9.559 4.176 
Avg. weighted 
degree (USD 
1,000) 
1.351 130,089.66 123,868.83 92,322.43 269,372.85 207,282.25 39,596.55 159,743.86 40,841.28 
APL 2 2.22 1.825 1.824 1.967 1.94 1.745 1.832 2.127 
Diameter 0.649 6 4 3 5 4 5 4 6 
Graph density 0.739 0.129 0.201 0.176 0.154 0.151 0.259 0.29 0.127 
Avg. clustering 
coefficient 
728 0.473 0.527 0.648 0.479 0.557 0.529 0.586 0.357 
Table 7.6. Network properties of the ITN in the 26 commodity-specific layers 
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Number of 
COMTRADE 
chapter 
30 31 39 40 44 48 61 62 64 
Commodity 
Pharmac. 
products 
Fertilizers 
Plastics and 
art. thereof 
Rubber and 
art. thereof 
Wood and 
articles of 
wood 
Paper 
Apparel and 
accessories 
(knit or 
crochet) 
Apparel and 
accessories 
(not knit or 
crochet) 
Footwear 
Nodes 34 34 34 34 34 34 34 34 34 
Edges 358 186 412 266 275 319 253 234 188 
Avg. degree 10.529 5.471 12.118 7.824 8.088 9.382 7.441 6.882 5.529 
Avg. weighted 
degree (USD 
1000) 
256,735.0
3 
181,218.67 577,773.61 201,243.69 118,932.89 234,403.62 283,515.78 120,813.22 50,222.04 
APL 1.649 1.879 1.667 1.689 1.746 1.944 1.697 1.859 1.806 
Diameter 4 4 6 3 3 5 3 4 3 
Graph density 0.319 0.166 0.367 0.237 0.245 0.284 0.225 0.209 0.168 
Avg. 
clustering 
coefficient 
0.67 0.459 0.682 0.698 0.615 0.619 0.581 0.62 0.677 
Table 7.6. Network properties of the ITN in the 26 commodity-specific layers (cont.) 
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Number of 
COMTRADE 
chapter 
71 73 76 84 85 88 90 94 99 
Commodity 
Pearls and 
precious 
stones 
Articles of 
iron or steel 
Aluminium 
and art. 
thereof 
Nuclear 
reactors, 
boilers, 
machinery 
Electrical 
and 
electronic 
equipment 
Aircrafts 
and parts 
thereof 
Optical, 
photo, 
technical, 
medical 
apparatus 
Furniture 
Commoditie
s not 
elsewhere 
specified 
Nodes 34 34 34 34 34 34 34 34 34 
Edges 163 315 260 390 392 74 263 289 117 
Avg. degree 4.794 9.265 7.647 11.471 11.529 2.176 7.735 8.5 3.441 
Avg. 
weighted 
degree (USD 
1000) 
509,926.77 228,713.34 143,695.32 
1,534,892.6
8 
1,332,249.7
2 
178,528.62 337,417.01 121,064.06 239,365.76 
APL 1.875 1.686 1.784 1.636 1.656 1.993 1.724 1.65 1.813 
Diameter 3 3 3 3 3 5 3 3 2 
Graph 
density 
0.145 0.281 0.232 0.348 0.349 0.066 0.234 0.258 0.104 
Avg. 
clustering 
coefficient 
0.531 0.668 0.581 0.726 0.755 0.416 0.649 0.619 0.67 
Table 7.6. Network properties of the ITN in the 26 commodity-specific layers (cont.) 
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The comparison of the topological properties of the ITN and the 26 commodity-specific layers 
evidenced that the networks differed greatly. While the ITN was densely connected (it had 728 
edges; the average degree was 24.412 and the density was 0.739), the 26 commodity-specific 
layers were less connected and, in many cases, they were weakly connected by a few links only. 
This was the case of ‘Aircrafts and parts thereof’, ‘Commodities not specified elsewhere’, and 
‘Tobacco’, where the networks respectively had 74, 117, and 142 edges only. In none of the cases 
did commodity-specific networks reach the number of edges of the aggregated ITN. Indeed, the 
three most connected commodity-specific networks – ‘Nuclear reactors, boilers and machinery’, 
‘Electronic and electric equipment’, and ‘Plastics and articles thereof’ – had approximately one-
third of the number of edges the ITN has (390, 392 and 412 edges respectively). As a result, the 
commodity-specific networks were less dense, ranging from 0.066 in the case of the least dense 
network (‘Aircrafts and parts thereof’) to 0.367 in the case of the densest network (‘Plastics and 
articles thereof’).  
Likewise, the average degree was very low compared to the average degree in the ITN. For 
example, in the case of ‘Meat’ and ‘Pearls and precious stones’ the average degrees were as low 
as 4.265 and 4.794 respectively. The commodity-specific networks with higher average degree 
were ‘Electrical and electronic equipment’ and ‘Plastics and articles thereof’, with 11.529 and 
12.118 respectively, which were in turn very far from the 24.412 average connections per node of 
the ITN. The average weighted degrees of the commodity-specific networks were also low 
compared to that of the ITN (773.3 million US dollars). For example, in the case of ‘Cocoa and 
cocoa preparations’, ‘Tobacco’ and ‘Footwear’, the average weighted links were as little as 39.5; 
40.8; and 50.2 US million, respectively. In spite of the lower density, many commodity-specific 
networks showed a medium degree of clustering. For half of these networks, the clustering 
coefficient was above 0.6. For 77% of these networks (20 commodities), the clustering 
coefficient was above 0.5.  
An important commonality among the commodity-specific layers, and with the ITN, was the 
preponderant role that one country – the United States – played in all of the networks. The United 
States had the highest degree and betweenness centrality in all of the networks. This was the case 
in the least connected networks, such as the case of ‘Meat’, where the United States’ degree was 
37 (the average degree was 4.265), and its betweenness degree was 213.21 (the average 
betweenness degree was 18.58). In addition, this was also the case in the most connected 
networks, such as the case of ‘Plastics and articles thereof’, where the United States’ degree was 
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55 (the average degree was 12.118), and its betweenness degree was 156.98 (the average 
betweenness degree was 18.79). Indeed, the graphical representations of the 26 networks 
evidenced the critical position of the United States, at the centre of star-shaped networks where 
connectivity was ensured by the role of the United States in holding the network together. 
Therefore, even in the case of different products – which conferred different topological 
characteristics to networks – one preponderant characteristic of the aggregated ITN prevailed in 
the Americas: the critical role that the United States played as a trade partner for countries in the 
Hemisphere and, especially, as a critical hub connecting the trade network in the Americas. As in 
the case of the ITN, although in some networks the existence of hubs and hub-and-spoke 
arrangements can be beneficial in terms of efficiency (Ducruet and Notteboom 2012), in the case 
of commodity-specific networks, the predominance of only one country creates a great risk for 
the network. This is because a negative shock hitting the leading country may rapidly spread 
along the network, hitting its trade partners and third parties connected to them.  
Aside from the preponderant role of the United States in all the commodity-specific networks, a 
closer look at some networks showed the relative importance that other countries had in them. 
Indeed, a country’s advantage changed from commodity to commodity, leading to different 
positions in the commodity layers. The paragraphs that follow present examples of the different 
position countries occupied in different commodity-specific networks. 
As shown in Figure 7.17, in the case of ‘Meat’, countries such as Costa Rica, Panama, Peru, 
Chile and Brazil had relatively high betweenness centrality in the commodity-specific network, 
thus occupying a relatively important position as ‘hubs’ or connectors of containerised meat trade 
in the Americas. From the graphical representation of the network, two main distinct components 
were evidenced: one component made of countries in the North America, Central America and 
the Caribbean – with the United States, Costa Rica, Panama and Canada as main connectors – 
and the other component made of countries in South America – with Brazil, Chile and Peru as 
main connectors.  
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Figure 7.17. ‘Meat’ 
Source: Author based on COMTRADE data. The network was built using Gephi and displayed 
using the Fruchterman and Reingold algorithm. The size of the nodes varies according to 
countries’ betweenness degree. The size of the linkages varies according to the value of trade 
between countries. Nodes and linkages are coloured according to the connected component they 
belong to. Only connected countries are shown. 
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In the case of ‘Cocoa and cocoa preparations’ (Figure 7.18), countries that had traditionally 
produced and exported these products, such as Peru, Ecuador, Brazil, Colombia and Costa Rica, 
occupied a more central role in the network.  
 
 
Figure 7.18. ‘Cocoa and cocoa preparations’ 
Source: Author based on COMTRADE data. The network was built using Gephi and displayed 
using the Fruchterman and Reingold algorithm. The size of the nodes varies according to 
countries’ betweenness degree. The size of the linkages varies according to the value of trade 
between countries. Nodes and linkages are coloured according to the connected component they 
belong to.  
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Instead, in the case of ‘Plastics and articles thereof’, Figure 7.19 shows that many countries 
played important roles in the network. In fact, containerised import and export linkages among 
countries in the Americas were denser, with many countries being connected to many other 
countries in the network. This was the case, for example, of Costa Rica, Dominican Republic, 
Mexico and Brazil, which had total degrees of 45, 45, 41 and 40, respectively.  
 
 
Figure 7.19. ‘Plastics and articles thereof’ 
Source: Author based on COMTRADE data. The network was built using Gephi and displayed 
using the Fruchterman and Reingold algorithm. The size of the nodes varies according to 
countries’ betweenness degree. The size of the linkages varies according to the value of trade 
between countries. Nodes and linkages are coloured according to the connected component they 
belong to.  
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Finally, Figure 7.20 shows the network for ‘Apparel and accessories (not knit or crochet)’. It is 
interesting to note that the graphical representation of the network actually evidenced the 
distribution of production activities in the apparel industry, with production centres located 
outside the United States and producing mainly for this market. This is the case, for example, of 
the ‘maquiladoras’ in Mexico, which manufacturing plants located in free trade zones import 
material and equipment on a duty-free and tariff-free basis for assembly, processing, or 
manufacturing. Then, these ‘maquiladoras’ export the assembled, processed and/or manufactured 
products to another country.  
 
Figure 7.20. ‘Apparel and accessories (not knit or crochet)’ 
Source: Author based on COMTRADE data. The network was built using Gephi and displayed 
using the Fruchterman and Reingold algorithm. The size of the nodes varies according to 
countries’ betweenness degree. The size of the linkages varies according to the value of trade 
between countries. Nodes and linkages are coloured according to the connected component they 
belong to.  
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7.4 Conclusion 
The analysis of the aggregated ITN and the different commodity-layers selected showed that their 
degree of connectivity differed. When taking into account the quantity of connections, the 
analysis showed that the ITN was a dense, clustered and highly connected network, where most 
of the countries had direct connections to the rest of the countries in the network. In turn, all of 
the commodity-specific layers were less connected than the ITN. In many cases, commodity-
specific layers were weakly connected by a few links only. When taking into account the quality 
of connections, however, the analysis of the aggregated ITN showed that it was also weakly 
connected: 90% of containerised trade in the Americas was concentrated among only 10% of the 
countries. In addition, it showed that a small percentage of the total number of trade flows 
accounted for a disproportionally large share of global trade. As a result, the analysis evidenced 
that in the aggregated ITN a majority of weak linkages coexisted with a few strong linkages, 
which actually held together the ITN. 
The analysis of the ITN and the selected commodity layers shed light on the central role that one 
country – the United States – had for the networks to be connected, evidencing the critical 
importance that the United State has for import and export flows in the Americas, at both the 
aggregate and the product specific scales. Aside from the preponderant role of the United States, 
a closer look at some of the commodity-specific networks showed the relative importance that 
other countries had in them. Indeed, a country’s advantage changed from commodity to 
commodity, leading to different positions in the commodity layers. Therefore, countries could be 
more or less connected in the networks. According to the literature in International and Transport 
Economics, among the factors explaining the different position of countries in the trade networks 
are GDP, distance, infrastructure, transport services, trade facilitation measures, and information 
technology all influence trade flows. Following the definition of connectivity to international 
markets proposed by this research, Chapter 8 analyses the network of maritime transport services 
and trade facilitation in the Hemisphere, so as to shed light on the impact these factors may have 
on a country’s position in the ITN and the commodity-specific networks.  
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Chapter 8. Analysis of the Support Network 
 
8.1 Introduction 
The previous Chapter presented the characteristics of the containerised ITN in the Americas. 
International trade flows need infrastructure, transport services and trade facilitation procedures 
to reach their destination markets. This was evidenced by both the literature review conducted in 
Chapter 2 and the empirical research presented in Chapter 4. In other words, the ITN is 
underpinned by another network that allows trade flows to move between countries. Having 
analysed the structure of the ITN, this Chapter explores the extent to which countries in the 
Americas were connected to their international markets – or the markets they exported to – by a 
‘support network’ made of infrastructure, transport services and trade facilitation procedures that 
enabled international trade to flow between countries. Countries’ position in the ‘support 
network’ was analysed to give insight on the opportunities or the barriers that existed for a 
country to connect to its international markets. Indeed, literature in the fields of International and 
Transport Economics has evidenced that the extent and destination of trade flows are influenced 
by not only factors such as economic size, natural endowments and population, but also 
infrastructure availability and quality (Limao and Venables 2000), transport costs (Marquez-
Ramos et al. 2010), and trade facilitation performance (Wilson, Mann and Otsuki 2005). 
Literature applying network analysis suggested that for an economic system such as international 
trading to be profitable, a particular country needed to have not only an economic advantage due 
to its availability of specific natural resources, a cheap labour force or a specialised technology, 
but also an efficient distribution network with efficient hard infrastructure (ports, airports, roads, 
etc.) and soft infrastructure (transport services, institutional procedures, etc.) (Caschilli, Medda 
and Wilson 2015). Such an efficient and less costly distribution network could expand trade 
flows and thus the size of the ITN.  
Nevertheless, literature on the interdependence between trade flows and the network that makes 
them possible is still scarce. Button et al. (2015) studied the airline network in Sub-Saharan 
Africa and found that there was a direct link between it and the economic performance of urban 
areas, thus concluding that policy and planning of air transportation shaped the long-term 
performance of urban economies. Lordan et al. (2014) suggested that the evolution of the 
network of large cities shaped and was shaped by the air transport network. Ducruet, Rozenblat 
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and Zaidi (2010) suggested that changes in the economic organisation of shipping lines affected 
the competitive position and growth prospects of container ports, affecting in turn economic 
performance. This research contributes to closing the gap in the literature by evidencing the 
interdependency that exists between a high level network such as the ITN and other networks 
underpinning it, in this case the ‘support network’ made of the different components of the 
connectivity system: infrastructure, transport services and trade facilitation procedures. 
Additionally, it provides an understanding on the characteristic of trade and transport networks in 
the Americas. Indeed, while there was research on trade and transport networks at the global 
scale and other regional scales, such as for example Asia and the Mediterranean (Lam and Yap 
2011; Marei and Ducruet 2014), an analysis focusing on the Americas was still missing. 
The analysis of the SN is divided into five sections. Section 8.2 analyses and compares 
connectivity in both the ITN and the SN. Section 8.3 analyses which countries are connected to in 
the MSN. Section 8.4 explores the SN and how it relates to the structure of the ITN. Section 8.5 
analyses connectivity dependency from different factors. Finally, Section 8.6 explores 
connectivity vulnerability. 
 
8.2 Connectivity as the Result of Network Structures 
As largely recognised by the literature in the field of International Economics, international trade 
flows need infrastructure, transport services and trade facilitation procedures in order to reach 
their destination markets. In other words, they need a ‘support network’ (SN). According to this 
research, the SN includes the transport infrastructure, the network of transport services and the 
trade facilitation procedures that enable interaction between countries in the ITN. In particular, 
given that the focus of this study is on the containerised maritime trade, the SN detailed below 
includes port infrastructure, maritime transport services and trade facilitation procedures.  
Due to the critical importance that the SN has for the ITN to exist in its specific configuration, the 
question posed by the researcher to analyse the relationship between connectivity and 
international trade was whether the SN structure matched the ITN structure, and thus enabled 
international trade flows to reach their international markets. Following the conventional 
perspective present in the Transport Economics literature that suggests that transportation is a 
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derived demand from economic activities
23
 (Bamford 2001; Rodrigue, 2006), one could have 
assumed that, a priori, the SN structure – at least in its transport component – had to match the 
ITN structure. This perspective had remained unquestioned for many years. Yet recently it was 
questioned by a growing body of evidence which showed that freight distribution encompassed 
complex transport and distribution systems, which not always matched the structure of 
international trade flows (Hesse and Rodrigue 2006). The results of this analysis contribute to this 
discussion. 
 
8.2.1 Properties and structures of the ITN and the MSN 
To explore the relationship between connectivity and international trade, the researcher first 
examined the properties of both the ITN and the SN, as well as the structural relationship 
between the two networks. Network theory and metrics were applied to uncover and compare 
network properties, and analyse connectivity characteristics in each of them. For a 
comprehensive analysis of network structure and connectivity characteristics, the two traits of 
connection – namely number and strength of links – were considered (Choi, Barnett and Chon 
2006). As in the case of the ITN, the researcher chose the graphical software Gephi (Bastian, 
Heymann and Jacomy 2009; Pais, Freire and Gonzalez 2012) to build the SN.  
The maritime shipping network (MSN) encompassing the movement of containerships among the 
Americas in 2011, was taken into account (see Section 6.3 for details on network design). In most 
of the cases, the MSN-all was the network of maritime services taken into account to analyse 
connectivity. However, in certain cases the researcher also referred to the MSN-restricted for 
further understanding of the connectivity characteristics of the MSN. The MSN-restricted differs 
from the MSN-all in that it only includes direct successive calls between ports in two different 
countries (Section 6.3). The structure of the ITN was compared to the MSN-all structure. The 
results of the comparison are presented below. Figure 8.1 shows the ITN and the network of 
maritime transport services (MSN-all) that enables it.  
 
 
                                                          
23
 This perspective suggests that freight movements are the direct outcome of the supply and demand of raw 
materials, parts and final products by firms or individuals located in different countries. Without trade demand 
being located in another country, demand for international freight transport would simply not take place. 
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ITN* 
 
 
 
 
 
 
 
 
MSN-all** 
 
 
 
 
 
 
 
 
 
 
Figure 8.1. ITN and MSN-all 
* Containerised International Trade Network (ITN), displayed using Gephi and Fruchterman and 
Reingold algorithm. Node’s size according to betweenness centrality. Links size according to 
trade value between partners.  
** Maritime Shipping Network (MSN-all), displayed using Gephi. Node’s size according to 
betweenness centrality. Node’s colour according to community. Links weight according to quality 
of shipping connection between countries (total TEUs in 2011).  
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The results of network visualisation suggest that the structure of the networks differed. The ITN 
was much more densely connected, with one big community – due to the dense connection 
between all the countries in the ITN – and many countries playing central roles in the network in 
terms of their betweenness centrality, or their ability to act as hubs in the network. Instead, the 
MSN-all was less densely connected, with four communities – within which connections among 
nodes were denser, but with few connections to other communities – and a few countries playing 
central roles in the network and acting as hubs. These characteristics are further analysed in this 
section.  
To compare network structures, the researcher first applied global connectivity metrics from 
network theory. The metrics used for this purpose were the alpha, beta and gamma indices, 
network diameter, average path length (APL) and average clustering coefficient. The suitability 
of these metrics was justified in Section 6.3 but the formulae to compute them are included again 
here for the reader’s convenience (Table 8.1). The results for the MSN-all evidenced that the 
network had lower global connectivity than the ITN. In all of the metrics applied, the MSN-all 
scored poorer than the ITN. In the MSN-all, there were less fully connected circuits (alpha index) 
than in the ITN. In line with this, the average clustering coefficient of the MSN-all was lower 
than that of the ITN, evidencing that the MSN-all had a less compact system of connections 
among nodes and that it was less likely that nodes would have reached other nodes through short 
paths. The average number of links per node (beta index) was also lower in the MSN-all, 
meaning that nodes had fewer opportunities of direct connections to other nodes. The number of 
links vis à vis the maximal number of possible links in the network (gamma index) was also 
lower in the MSN-all evidencing that, contrary to the case of the ITN, a large number of nodes 
did not have direct connections between them. Diameter and APL were higher in the MSN-all, 
which showed that in the MSN-all nodes had to make more movements to reach other nodes in 
the network. In summary, global connectivity in the MSN-all was lower than in the ITN.  
 
 
 
 
 
 
 
 
 
151 
 
 
Metrics MSN ITN 
Alpha index 0.661 1.276 
Beta index 11.29 27.235 
Gamma index 0.33 0.825 
Diameter 3 2 
APL 1.626 1.175 
Clustering coeff. 0.639 0.845 
Table 8.1. Global connectivity in the MSN-all and the ITN 
 
The results from the application of global connectivity metrics to both the ITN and the MSN-all 
showed that there were differences between these networks. Based on these results, the question 
that emerged was whether these networks had structural differences or it was only a matter of the 
networks having a different number of links. The analysis of the ITN presented in Chapter 7 
showed that this network fulfilled the small-world property suggested by Watts and Strogatz 
(1998), with higher connectivity – especially in terms of diameter and clustering coefficient 
(Reggiani et al. 2009) – than a randomly generated network. In addition, it was evidenced that 
linkages were distributed almost evenly among ITN nodes. The results of connectivity metrics 
applied to the MSN-all showed that network connectivity was lower than in the ITN. Although 
these metrics suggested that connectivity levels were different in each network, they did not fully 
explain by themselves whether the two networks had similar or different structures. Literature in 
the field of Complex Theory explores network structures by testing for their fitness of power-law 
or random distribution properties (Barabasi and Albert 1999). The literature in Maritime 
Transportation found that the MSN at the global scale had a power-law distribution of its links 
and therefore fulfilled the scale-free property suggested by Barabasi and Albert (1999). To test 
whether the ITN and the MSN-all in the Americas fulfilled the scale-free property, the researcher 
tested whether their links were power-law distributed (Newman 2003).  
Figure 8.2 shows the results plotted on a log-log scale for the MSN-all, evidencing that links in 
this network followed a power-law distribution. These results were in line with evidence found in 
the literature that analyses the global MSN. Instead, results showed that in the ITN links were not 
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distributed according to a power-law (Figure 8.3). As a consequence, the ITN had different 
structural characteristics than the MSN-all: while the first was a small-world network, where 
nodes were highly connected among themselves, the latter was a scale-free network with a few 
links with higher connectivity. 
 
 
 
 
 
 
 
The analysis of links weight shed light on other features of the comparison between the ITN and 
the MSN-all. In Chapter 7, the analysis of the weighted ITN showed that most of the trade value 
was concentrated among a reduced number of links. The researcher wondered if this was also the 
case in the MSN. To analyse the distribution of links weight among nodes in the MSN-all, links 
were ordered from highest to lowest according to their weight in TEUs. Figure 8.4 shows the ITN 
and the MSN-all at 50%, 75% and 90% of their total links weight. From the visualisation of such 
networks, it can be evidenced that whereas the ITN had a star-shaped structure, with the United 
States (US) at the centre of the networks, the MSN-all showed a hub-and-spoke structure, with a 
number of hubs that concentrated most of the connections
24
. Apart from the central role of the 
US, other nodes such as Brazil, Colombia, Mexico and Panama emerged as hubs in the MSN-all.  
 
 
 
                                                          
24
 The hub-and-spoke structure of the MSN is further analysed in the following pages.  
Fig. 8.2. MSN (un-weighted) Fig. 8.3. ITN (un-weighted) 
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Figure 8.4. ITN* and MSN-all** at 50%, 75% and 90% of their total links weight 
* ITN displayed using Gephi and Fruchterman and Reingold algorithm. Node’s size according to 
betweenness centrality. Node’s colour according to community. Links size according to trade 
value between partners.  
** MSN-all displayed using Gephi and YiFan Hu proportional algorithm (a force-directed 
algorithm that proportionally places together in the graphical space nodes which are tightly 
connected, while proportionally repulsing nodes with fewer or no connections; Khokhar 2015). 
Node’s size according to betweenness centrality. Node’s colour according to community. Links 
weight according to quality of shipping connection between countries (total TEUs in 2011).  
 
A large body of literature in Maritime Economics has evidenced the hub-and-spoke structure 
adopted by most of the shipping companies (Hu and Zhu 2009), such as the structure shown by 
the MSN in the Hemisphere. The hub-and-spoke structure consists of hub ports, lateral ports, 
main lines and branch lines, forming a complex container transportation network system 
(Rodrigue, Comptois and Slack 2009). The objective of adopting this structure is to minimise 
total transportation costs: main liners travel between hubs handling large traffic while branch 
liners visit the hub's neighbouring ports to provide cargo for the main lines. This structure allows 
the carriers to consolidate the cargo in larger vessels to lower the transportation cost. 
Transhipment ports play a critical role for hub-and-spoke structures, since they allow cargo to be 
154 
 
transferred through a sequence of moves by cranes from one ship to another, or temporarily 
stored at the port before being loaded onto another ship (Agarwal and Ergun, 2008). These 
transhipment hubs allow carriers to have additional routing options, while optimising at the same 
time the level of utilisation of their ships.   
The presence of a hub-and-spoke configuration in the global shipping network has been 
evidenced in the literature with the use of network theory. Hu and Zhu (2009) were the first to 
confirm that container shipping networks belonged to the category of ‘scale-free’ networks, 
where a limited number of nodes had the majority of links and the frequency of the latter was 
power-law distributed. The studies of Ducruet and Notteboom (2012), Ducruet, Rozenblat and 
Zaidi (2010), Kaluza et al. (2010) and Gonzalez, Freire and Pais (2012) confirmed these results. 
Based on the hub-and-spoke structure of the global shipping network and its ‘scale-free’ 
property, Ducruet and Notteboom (2012) suggested that the spatial design of maritime transport 
not only follows trade demand but also possesses its own practical arrangements and network 
configurations. 
In spite of the structural differences between the ITN and the MSN-all, it can be noticed that a 
small number of links remained in both networks when the different thresholds were applied to 
them, and that one country – the US – had a critical central position in both networks. Indeed, the 
analysis of links weight showed that both networks presented a ’rich club phenomenon’. When 
the ITN was analysed in the previous section, it was found that 13 links (1%) concentrated 50% 
of ITN weight, and 76 (10%) links concentrated 90% of ITN weight. Figure 8.5 shows the main 
ITN links according to their value. These links concentrate 50% of the total ITN value.  
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Figure 8.5. Main links in the ITN (by weight) – Up to 50% 
 
 
Figure 8.6. Cumulative distribution of weight among ITN links 
 
The ‘rich club phenomenon’ was also present in the case of the MSN. The number of links 
concentrating the highest share of weight changed depending on whether all direct maritime 
connections were (MSN-all) or just the subsequent port calls (MSN-restricted). For the MSN-all, 
33 links (8%) accounted for 50% of MSN weight (Figure 8.7) and 156 links (40%) accounted for 
90% of MSN weight. Given that weight was distributed among more links than in the case of the 
ITN, the cumulative distribution was more concave (Figure 8.8).  
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Figure 8.7. Main links in the MSN-all (by weight) – Up to 50% 
 
 
Figure 8.8. Cumulative distribution of weight among MSN-all links 
 
In the case of the MSN-restricted, a smaller number of links concentrated most of the total weight 
in the network: 14 links (7%) accounted for 50% of total weight (Figure 8.9), while 68 links 
(33%) accounted for 90% of total weight. The difference with the results of the MSN-all was due 
to the fact that in the MSN-restricted only direct successive calls between ports were considered. 
Therefore, links weight decreased for non-consecutive countries, even if they were connected by 
a direct service.   
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Figure 8.9. Main links in the MSN-restricted (by weight) – Up to 50% 
 
 
Figure 8.10. Cumulative distribution of weight among MSN-restricted links 
 
8.2.2 Countries’ position in the ITN and the MSN 
Another way to compare network structures is to explore the position that nodes have in each 
network as a result of the link distribution. To this purpose, the researcher ranked nodes in both 
the ITN and the MSN-all according to the number of links they had (countries’ total degree) and 
the total weight of such links (countries’ total weighted degree). Pearson’s correlation was 
computed for countries’ weighed and un-weighted degrees and degree rankings. The results of 
the comparison between the ITN and the MSN-all showed a moderate correlation between nodes’ 
degrees (0.74 weighted, 0.68 un-weighted), meaning that nodes in the MSN-all were not as 
densely connected as they were in the ITN. In the case of nodes’ rankings, results showed a 
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moderate correlation when un-weighted degrees were considered (0.72), meaning that countries 
did not always have the same level of importance in both networks. Instead, correlation was high 
when weighted degrees were taken into account (0.85), evidencing that most of the countries 
occupied similar positions in those rankings.  
 
 
 
 
 
 
 
 
 
 
 
Figure 8.11. Correlation between ITN and MSN-all degrees and rankings (un-weighted) 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.12. Correlation between ITN and MSN-all degrees and rankings (weighted) 
 
The results reported by the correlations can be better understood by looking at the data on 
countries’ degrees and rankings. When considering the number of connections that countries had 
in the different networks (node’s degree), the researcher observed that there were countries that 
had many connections in the ITN but few in the MSN-all. This was the case with Canada, whose 
degree was 66 in the ITN and only 16 in the MSN-all. Uruguay’s degree was only 8 in the MSN-
all, compared to 43 in the ITN. Countries also occupied different positions in the rankings. 
Because of their fewer connections in the MSN-all, Canada and Uruguay occupied lower 
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positions in the MSN-all ranking compared to the ITN. Instead, countries such as Grenada and 
Haiti had more connections in the MSN-all than in the ITN and were thus positioned higher in the 
MSN-all ranking.  
 
Country Degree ITN 
Degree 
MSN 
Ranking 
ITN 
Ranking 
MSN 
Antigua and Barbuda 24 15 33 28 
Argentina 50 21 11 16 
Bahamas 27 18 29 21 
Barbados 38 18 22 22 
Belize 27 12 30 30 
Bolivia 28 0 27 34 
Brazil 55 26 8 11 
Canada 66 16 1 25 
Chile 51 23 10 13 
Colombia 55 40 7 4 
Costa Rica 57 27 6 10 
Dominica 25 12 31 31 
Dominican Republic 59 37 4 5 
Ecuador 49 24 13 12 
El Salvador 39 16 21 27 
Grenada 25 19 32 19 
Guatemala 49 31 12 9 
Guyana 44 18 18 20 
Haiti 23 17 34 24 
Honduras 45 20 16 17 
Jamaica 52 43 9 3 
Mexico 61 37 3 6 
Nicaragua 41 16 20 26 
Panama 57 49 5 2 
Paraguay 36 0 23 33 
Peru 46 23 15 14 
St. Kitts and Nevis 30 14 26 29 
St. Lucia 33 23 25 15 
St. Vincent and the 
Grenadines 
28 19 28 18 
Suriname 34 17 24 23 
Trinidad and Tobago 48 34 14 7 
United States 66 60 2 1 
Uruguay 43 8 19 32 
Venezuela 45 33 17 8 
Table 8.2. Total degree and rankings in the INT and MSN-all 
Degree: differences > or = 25 are highlighted in yellow. 
Degree ranking: differences > or = 10 are highlighted in yellow. 
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Given the higher, though still moderate correlation existing in terms of weighted degree and 
rankings between the ITN and the MSN-all, differences were fewer than in the case of un-
weighted degree. For example, only one country (Panama) had a difference higher than 10 
positions in its respective rankings.  
 
  Weighted 
degree (US$ 
1000) 
Weighted 
degree 
(TEUs) 
Weighted 
degree Rnk 
Weighted 
degree Rnk 
Antigua and Barbuda 187164.1351 1075739 30 31 
Argentina 9802791.054 8.36E+07 7 7 
Bahamas 1302387.398 2.11E+07 24 18 
Barbados 704680.0632 2788691.21 27 28 
Belize 210717.9793 1993966.21 29 29 
Bolivia 791684.1665 0 25 34 
Brazil 2.66E+07 1.21E+08 2 4 
Canada 2.58E+07 7.12E+07 4 10 
Chile 9758532.558 9.35E+07 8 6 
Colombia 1.28E+07 1.36E+08 6 3 
Costa Rica 5915210.221 2.68E+07 9 17 
Dominica 117136.1533 834501 33 32 
Dominican Republic 4584998.306 7.94E+07 11 8 
Ecuador 4801085.134 6.14E+07 12 12 
El Salvador 1789596.444 1.63E+07 17 19 
Grenada 104752.2695 3895319 34 26 
Guatemala 3063863.783 4.76E+07 13 14 
Guyana 418781.1053 4264443 26 25 
Haiti 2580934.547 5161565.25 20 23 
Honduras 1461047.222 1.51E+07 15 20 
Jamaica 1528981.459 7.02E+07 23 11 
Mexico 1.91E+07 1.17E+08 3 5 
Nicaragua 672774.8199 1.37E+07 18 21 
Panama 3458708.249 1.66E+08 14 2 
Paraguay 807251.3429 0.00E+00 22 33 
Peru 6793080.433 7.26E+07 10 9 
St. Kitts and Nevis 116493.2125 1077954 31 30 
St. Lucia 3398269.739 5824249 19 22 
St. Vincent and the 
Grenadines 
103615.944 4583879 32 24 
Suriname 364187.2761 3228098 28 27 
Trinidad and Tobago 4680883.514 3.47E+07 16 16 
United States 9.73E+07 2.46E+08 1 1 
Uruguay 1736634.147 5.25E+07 21 13 
Venezuela 2.86E+07 3.47E+07 5 15 
Table 8.3. Total weighted degree and rankings in the INT and MSN-all 
Degree ranking: differences > or = 10 are highlighted in yellow. 
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In summary, the results of degree correlation between ITN and MSN evidenced that in many 
cases degrees were distributed differently among nodes in each network. This is in line with the 
results from the analysis of the network structures, which showed that while the ITN had a more 
even distribution of links among nodes, the MSN-all presented a power-law distribution of links 
and a hub-and-spoke structure, with a few hubs concentrating the higher number of links. As a 
consequence of this, differences in degree distribution among nodes was expected between the 
ITN and the MSN-all.  
Another way to assess whether nodes occupied the same position in the ITN and MSN was to 
apply centrality measures, namely betweenness and closeness centralities. Betweenness centrality 
(BC) counts the number of positions of a node on possible shortest paths among all nodes in the 
entire network (Ducruet and Notteboom 2012); therefore, the more links that pass through a 
node, the more central the node is. Closeness centrality refers to the extent to which a node is 
close to all other nodes along the shortest path (Wang et al. 2011); therefore, the more central a 
node is, the lower its total distance to all other nodes is (Kang, Woo and Bang 2014). Pearson’s 
correlation for nodes’ BC in the ITN and the MSN-all was moderate (0.63 and 0.66 when BC 
scores and rankings were considered, respectively) (Figure 8.13). In turn, Pearson’s correlation 
for nodes’ closeness centrality in the ITN and the MSN-all was low (0.17 and 0.53 when 
closeness centrality scores and rankings were considered, respectively) (Figure 8.14). 
 
 
 
 
 
 
 
 
 
 
 
 
  Figure 8.13. Correlation between ITN            Figure 8.14. Correlation between ITN 
  and MSN-all BC rankings              and MSN-all closeness centrality rankings 
 
 
The low-to-moderate correlation scores for nodes’ betweenness and closeness centralities in the 
ITN and the MSN-all showed that countries occupied different positions in both networks. 
Although there were some countries that occupied relevant positions in both networks, such as 
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the US, DR, Jamaica and Mexico, it can be noticed from Table 8.4 that many countries with high 
BC ranking in the ITN had lower BC in the MSN-all (Table 8.4 in yellow), meaning that there 
were countries which had a more special role as hubs in the ITN than in the MSN-all. This is the 
case of Canada, which had a central position in the ITN (rank 2) but it had little centrality in the 
MSN-all (rank 26). Conversely, as discussed later in this section, countries such as Panama, 
Trinidad and Tobago and Colombia showed a better BC ranking in the MSN-all given that many 
vessels’ routes in the Hemisphere called at their ports, making them global or regional hubs.    
 
Country 
ITN 
BC ranking 
MSN 
BC ranking 
United States 1 1 
Canada 2 26 
Mexico 3 7 
Dominican Rep. 4 5 
Jamaica 5 3 
Costa Rica 6 13 
Brazil 7 9 
Panama 8 2 
Trinidad and Tobago 9 4 
Guyana 10 24 
Colombia 11 6 
Ecuador 12 14 
Chile 13 15 
Argentina 14 10 
Guatemala 15 11 
Barbados 16 20 
Venezuela 17 8 
St. Kitts and Nevis 18 30 
Peru 19 18 
Uruguay 20 34 
Honduras 21 16 
Suriname 22 25 
St. Lucia 23 12 
St. Vincent 24 22 
El Salvador 25 29 
Nicaragua 26 27 
Belize 27 31 
Dominica 28 28 
Grenada 29 21 
Paraguay 30 33 
Bahamas 31 19 
Antigua and Barbuda 32 23 
Bolivia 33 32 
Haiti 34 17 
Table 8.4. BC in the ITN and the MSN-all* 
* Ranking differences highlighted in yellow when equal or higher than 5. 
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8.2.3 The role of links in the ITN and the MSN 
Having analysed nodes’ position in the ITN and the MSN-all, the researcher wanted to explore 
the role of links in the networks. In particular, she wanted to analyse whether they played similar 
or different roles in the networks. To this purpose, links in both MSN-all and MSN-restricted 
were ranked from higher to lower according to their TEU capacity. In turn, links in the ITN were 
ranked from higher to lower according to their value. Pearson’s correlation was computed for 
links weight and ranking between ITN and MSN-all, and ITN and MSN-restricted. The results of 
the correlation between ITN and MSN-all showed that although positive, it was very low (0.38) 
for links weight and moderate (0.55) for links ranking according to their weight. As in the case 
with nodes’ positions, the analysis showed that links played different roles in the ITN and the 
MSN-all. A closer look at the data showed that while in the ITN the most important links 
connected trade partners, in the MSN-all the most important links connected either global and 
regional hubs or community neighbours. The different link positions in the networks relate to the 
different network structures suggested above. While the ITN had a ‘point-to-point’ structure, with 
links directly connecting trade partners, the MSN-all showed a ‘hub-and-spoke’ configuration, 
with certain countries being at the centre of the MSN-all structure and more densely connected 
than other nodes, and with links connecting hubs to other countries frequently carrying a 
disproportionate capacity (TEUs) compared to the trade intensity between countries. The reason 
for this mismatch between trade and transport intensity is explained by the fact that in the MSN-
all, links between countries i and j not only enabled connectivity for the country pair, but since 
they also lay in between other direct/indirect connections, they enabled other countries’ 
connections as well. For example, the most important link in the MSN-all (in terms of TEUs) was 
the link between Panama and the US. Instead, in the ITN this link only occupied the 95
th
 position. 
This difference can be explained because in the MSN-all the link connected two of the most 
important global hubs in the Americas, providing connection not only to trade flows between 
those two countries, but also to trade flows going to/from the US or other countries, that used this 
link in the hub-and-spoke configuration of the MSN-all. 
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Country i Country j 
Link 
ranking ITN 
Link ranking 
MSN 
Panama US 95 1 
US Canada 7 2 
Argentina Brazil 40 3 
US Panama 32 4 
Brazil Argentina 17 5 
Canada US 3 6 
Uruguay Brazil 175 7 
Mexico US 1 8 
Brazil Argentina 62 9 
Jamaica US 113 10 
Peru Chile 137 11 
Mexico Colombia 29 12 
Argentina Uruguay 99 13 
Colombia Ecuador 68 14 
Colombia Chile 119 15 
Table 8.5. Links rankings in the ITN and MSN-all (top 15 links, MSN) 
 
When considering the MSN-restricted, correlation between links weight and links ranking in the 
ITN and MSN-restricted was also very low: 0.35 and 0.44 respectively. As in the case with the 
MSN-all, it can be observed that links fulfilled different roles in each network, with links in the 
MSN-restricted enabling connection not only for the country pair but also for other countries that 
used those links to get to one of the countries, or to a third country.  
 
Country i Country j 
Link ranking 
ITN 
Link ranking 
MSN 
Panama US 51 1 
US Canada 7 2 
Canada US 3 3 
US Panama 24 4 
Brazil Argentina 15 5 
Argentina Brazil 30 6 
Mexico US 1 7 
Jamaica US 57 8 
Peru Chile 68 9 
Argentina Uruguay 53 10 
Uruguay Brazil 81 11 
Colombia Panama 61 12 
US Mexico 4 13 
US DR 19 14 
Panama Colombia 83 15 
Table 8.6. Links rankings in the ITN and MSN-restricted (top 15 links, MSN) 
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8.2.4 Summary of findings 
In summary, the comparison of network structures evidenced that the ITN and the MSN shared 
some common characteristics. First, they both presented a ‘rich club phenomenon’, where a few 
strong linkages coexisted in the network with a majority of weak linkages. In addition, certain 
countries such as the US, DR, Jamaica and Mexico occupied central positions in both the ITN 
and the MSN. In particular, the US played a critical role in the ITN and the MSN both in terms of 
the number and intensity of the connections it held with other countries, and the centrality for 
other countries’ connectivity. In spite of these similarities, the analysis revealed that the ITN and 
the MSN had different characteristics as well. According to global connectivity metrics, the ITN 
was a more densely connected network than the MSN, evidencing a small-world characteristic vs. 
the hub-and-spoke characteristic of the MSN. Nodes’ positions in the networks not always 
matched. Indeed, the correlation between nodes’ degrees in both networks was only moderate 
(0.68 un-weighted, 0.74 weighted), showing that there were countries whose connectivity was 
higher in one network than in the other. The correlation in terms of BC was moderate as well 
(0.63), evidencing that there were countries which had a more special role as hubs in one or other 
network. Finally, the correlation between links’ position in both networks was moderate-to-low, 
showing that the most important connections in the ITN did not match the most important 
connections in the MSN. The analysis evidenced that certain links carried a disproportionate 
weight vis à vis the trade relation between nodes. In line with the hub-and-spoke structure of the 
MSN, this was due to the fact that in the MSN such links were either neighbours tightly 
connected by maritime services with third country destinations, or critical hubs lying in the path 
of other countries’ maritime and trade connections. As evidenced by the literature in Transport 
Economics, the results from the analysis of the MSN in the Americas suggest that the spatial 
design of the MSN followed a particular design according to the liner shipping business 
strategies, which not always coincided with the structure of trade flows. This is further explored 
in the next section.  
 
8.3 Identifying whom Countries are Connected to in the MSN 
In the previous section it was shown that the ITN and the MSN had different structures and that 
connectivity in the MSN was limited if compared to the ITN. However, the MSN was critical for 
the ITN to take place since the network of maritime services was the channel through which 
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containerised international trade flows in the Americas reached their destination markets. Given 
this fact, the researcher explored to what extent countries in the Americas were connected to their 
trade partners through the MSN. If transportation is a derived demand from economic activities, 
as traditionally suggested by the literature in Transport Economics, then countries had to be 
sufficiently connected via the MSN to their international markets in the ITN. The pages that 
follow analyse and discuss to what extent the structure of the MSN enabled connectivity between 
trade partners in the ITN. 
To begin with, it should be noted that the MSN in the Americas has been largely overlooked by 
available literature. Indeed, while the use of network theory has been growing in the areas of 
Transport and Maritime Economics, there is still no study that analyses: (i) the maritime transport 
network in the Americas; (ii) the relationship between such a network and the international trade 
network; (iii) and the relationship between both networks in the specific geographic area selected 
for this research. In spite of the knowledge gap in the literature, the Americas is an area of 
increasing interest for shipping carriers. In recent years shipping carriers have been adding 
container capacity to the region to provide better connections, attracted by its rapid economic 
development (Mengqiao et al. 2015). Therefore, while exploring countries’ connections in the 
MSN, this research provided a thorough study on the liner shipping network in the Americas, 
contributing to fill in a gap in the available literature.  
 
8.3.1 The macro approach 
The first step to identify whether countries were connected to their trade partners in the MSN was 
to overlap ITN and the MSN-all using Gephi. The analysis showed which links in both networks 
matched and which didn’t. Three layers were obtained from this exercise. The first layer 
contained ITN links that were supported by a direct MSN connection, accounting for 325 (41%) 
of the ITN links (Figure 8.15). When considering the value of those ITN links, then 89% of 
bilateral trade in the Hemisphere was supported by a direct maritime linkage. The second layer 
contained ITN links that were not supported by a direct MSN connection, accounting for 404 
(51%) links of the ITN (Figure 8.16). The third layer contained MSN links that did not have any 
international trade associated to it, accounting for 67 links (Figure 8.17).  
 
 
167 
 
 
Figure 8.15. Bilateral trade supported by a direct maritime connection 
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Figure 8.16. Bilateral trade without a direct maritime connection 
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Figure 8.17. Direct maritime services without any bilateral trade 
 
The overlapping of ITN and MSN-all linkages showed that countries were not always connected 
to their trade partners and that there were many ITN connections which were not supported by a 
direct MSN link. These findings posed the researcher two questions: whom countries in the MSN 
were connected to and how trade flows got to their final destinations. The geographical 
representation of both MSN-all and MSN-restricted showed that containerised trade not always 
travelled directly from origin to destination but, due to the organisation of maritime services, they 
went through other ports the different maritime services called at before arriving to their 
destination. Figures 8.18 and 8.19 show the graphical representations of both networks. 
Compared to the MSN-all, the MSN-restricted was clearly less densely connected at the global 
scale.  
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Figure 8.18. MSN-all* 
*MSN-all displayed using Gephi. Node’s size according to betweenness centrality. Node’s colour 
according to community. Links weight according to capacity of shipping connection between 
countries (total TEUs in 2011).  
 
 
Figure 8.19. MSN-restricted* 
* MSN-restricted displayed using Gephi. Node’s size according to betweenness centrality. 
Node’s colour according to community. Links weight according to capacity of shipping 
connection between countries (total TEUs in 2011).  
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While in the ITN countries formed one giant community with a dense network of connections 
among them, in both MSNs four smaller communities emerged:  
1. A community gathering two North American countries (US and Canada) with countries 
that acted as hemispheric hubs in the MSN (Panama and Jamaica).  
2. A community gathering countries in the Southern Cone with shores on the Atlantic coast 
(Brazil, Argentina and Uruguay). 
3. A community gathering Caribbean countries. 
4. A community gathering countries in Central America and the West Coast of South 
America (WCSA). 
Figure 8.18 and particularly Figure 8.19 show that countries were more densely connected within 
these MSN communities than with countries in other communities. Therefore, a first answer to 
the questions posed above was that in the MSN countries were connected to their community 
neighbours. However, high BC of certain countries showed that there were certain countries in 
the network that acted as connectors between communities, thus allowing countries in the 
different communities to be connected not only to their neighbours, but also to countries in other 
communities. These countries were critical to ensure connectivity between the different 
communities and connectivity for the global network. For example, Brazil was a critical 
connector between the Southern Cone community and the rest of the network. Likewise, Trinidad 
and Tobago was a key bridge between the Caribbean community and the other communities in 
the MSN. In turn, through a detailed analysis of nodes’ position in the network and their degree 
and betweenness centralities, the researcher noticed that connectors played different roles in the 
MSN. There were countries whose presence was critical for global connectivity, namely the US, 
Panama and Jamaica, who were connected to different communities, global and regional hubs, 
and individual countries, enabling connection among all the nodes they were connected to. In 
turn, there were other countries whose presence was critical to ensure regional connectivity, since 
they acted as bridges between countries in the communities and global or regional connectors. 
These countries were Trinidad and Tobago for the Caribbean; Brazil for the Southern Cone; 
Colombia for WCSA; and DR for South, Central and North America. The different status that 
countries and hubs had in the MSN reinforced the findings of the previous section, according to 
which the MSN had a hub-and-spoke structure. 
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Acting as bridges between countries and communities, certain connectors took advantage of their 
privileged position in the SN. Literature in the field of Transport and International Economics has 
shown that the level of connectivity that a country has impacts on its international trade flows. If 
countries have a more central position in the MSN, with transport services connecting them to 
many markets aside from their own community, then they would have the opportunity to export 
to more markets as well compared to a country that is in a worse position in the MSN. In Table 
8.7, countries’ BC rankings in the MSN are compared with BC and weighted degree rankings in 
the ITN. The comparison showed that main connectors – top 10 countries with highest BC – in 
the MSN and ITN tended to match: US, Panama, Jamaica, Trinidad and Tobago, DR, Mexico, 
Brazil. Therefore, countries with many connections and that lay in between other countries’ 
linkages in the MSN tended to have trade connections with many countries as well. However, in 
certain cases connectors could have taken more advantage of their MSN position. For example, 
although Panama, Jamaica and Trinidad and Tobago had high BC in both the MSN and the ITN, 
the weight of their trade was lower (rankings 14, 23 and 16 respectively) than countries playing a 
less critical connecting role. This was also the case of some countries that had high BC in the 
MSN but lower BC in the ITN. For instance, while Colombia acted as a regional hub in the MSN 
and had a large number of connections within and outside its community, its relevance in the ITN 
was lower, since it had less connections than other countries, included Guyana, which had low 
MSN connectivity. Instead, some countries such as Canada and Costa Rica managed to occupy a 
more relevant position in the ITN despite their reduced connectivity in the MSN.  
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Table 8.7. Comparing MSN and ITN BC rankings, and ITN weighted degree 
Relevant differences in countries’ positions are highlighted in yellow. 
 
8.3.2 The micro approach 
To further analyse whether countries in the MSN were directly connected to their trade partners 
and, mainly, their most relevant ones, the researcher took a micro approach, analysing MSN 
connectivity patterns from a nodes’ (or a country’s) perspective. A sample of countries was 
selected for this exercise. The selection was stratified, in order to have representation from 
highest, middle and lowest traders in 2011. Countries were ranked from 1 to 34 according to their 
trade value in 2011. Based on this ranking, nine countries were selected for the analysis: top 3 
traders (USA, Mexico and Brazil); middle 3 traders (El Salvador, Paraguay and Venezuela); and 
bottom 3 traders (Grenada, Antigua, Dominica). For each of these 9 countries, their main 3 trade 
BC ranking 
MSN
BC ranking 
ITN
Weighted degree 
Rnk ITN
United States 1 1 1
Panama 2 8 14
Jamaica 3 5 23
Trinidad and Tobago 4 9 16
Dominican Republic 5 4 11
Colombia 6 11 6
Mexico 7 3 3
Venezuela 8 17 5
Brazil 9 7 2
Argentina 10 14 7
Guatemala 11 15 13
St. Lucia 12 23 19
Costa Rica 13 6 9
Ecuador 14 12 12
Chile 15 13 8
Honduras 16 21 15
Haiti 17 34 20
Peru 18 19 10
Bahamas 19 31 24
Barbados 20 16 27
Grenada 21 29 34
St. Vincent and the Grenadines22 24 32
Antigua and Barbuda23 32 30
Guyana 24 10 26
Suriname 25 22 28
Canada 26 2 4
Nicaragua 27 26 18
Dominica 28 28 33
El Salvador 29 25 17
St. Kitts and Nevis 30 18 31
Belize 31 27 29
Bolivia 32 33 25
Paraguay 33 30 22
Uruguay 34 20 21
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partners where considered, for a total of 27 partnerships. The MSN-all was analysed to see 
whether MSN direct linkages supported such trade links. Among the countries selected, one 
country (Paraguay) had to be eliminated because it had no direct MSN connections.  
 
Country Partner 
ITN main 
partner 
% over total 
trade 
MSN main 
partner 
% over total 
capacity 
USA 1 Brazil 5.08% Canada 23.14% 
USA 2 Mexico 6.89% Panama 20.80% 
USA 3 Venezuela 2.05% Dom Rep 7.19% 
Mexico 1 USA 18.08% USA 18.81% 
Mexico 2 Canada 1.12% Colombia 15.30% 
Mexico 3 Colombia 15.29% Panama 8.98% 
Brazil 1 USA 6.47% Argentina 42.12% 
Brazil 2 Venezuela 1.05% Uruguay 24.46% 
Brazil 3 Argentina 42.12% Dom Rep 7.26% 
El Salvador 1 USA 3.48% Colombia 22.27% 
El Salvador 2 Canada 0.00% Costa Rica 17.91% 
El Salvador 3 Dom Rep 0.00% Ecuador 13.43% 
Venezuela 1 USA 14.72% 
Trinidad 
and Tobago 17.36% 
Venezuela 2 Brazil 8.63% USA 14.72% 
Venezuela 3 Mexico 2.41% Panama 11.85% 
Grenada  1 USA 22.33% Guyana 22.33% 
Grenada  2 Canada 0.00% USA 22.33% 
Grenada  3 St. Vincent 3.38% Venezuela 21.10% 
Antigua 1 USA 7.68% Barbados 18.06% 
Antigua 2 Mexico 0.00% St. Vincent 14.20% 
Antigua 3 Canada 0.00% St. Lucia 12.73% 
Dominica 1 USA 13.13% St. Lucia 28.70% 
Dominica 2 Dom Rep 0.00% Panama 13.94% 
Dominica 3 Guyana 0.00% St. Vincent 13.74% 
Table 8.8. Top 3 ITN and MSN partners for selected countries (weight) 
 
The results from the analysis of the country sample (Table 8.8) showed that only 20% (5) of the 
ITN partnerships analysed was supported by direct linkages in the MSN. These partnerships 
were: Mexico-US, Mexico-Colombia, Brazil-Argentina, Venezuela-US, and Grenada-USA. 
While in most of the cases countries were not connected to their trade partners, the analysis of the 
top 3 MSN connections for each country showed that they were densely connected to 
global/regional hubs and neighbouring countries instead. For example, in the case of Brazil, it 
had a direct connection with one of its main trade partners (Argentina), but in the MSN it was 
mainly connected to a geographical neighbour (Uruguay) and a global network hub (DR) which 
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allowed Brazil to reach countries in the different network communities. In the case of El 
Salvador, its main connections were to two community neighbours (Costa Rica and Ecuador) and 
the regional hub (Colombia). These findings are in line with the conclusion above on the fact that 
the MSN has a hub-and-spoke structure. 
 
8.3.3 Summary of findings 
In conclusion, in spite of the widely-adopted principle in Transport Economics which states that 
transport is a derived demand from economic activities, the analysis of the MSN and ITN showed 
that network structures differed. Indeed, only 41% of ITN linkages were supported by maritime 
connections. In line with recent available literature (Ducruet and Notteboom 2012), the MSN 
structure had a different configuration, which did not entirely match that of the ITN. While the 
first had a ‘hub-and-spoke’ structure, the second presented a ‘point-to-point’ organisation. In the 
ITN, countries were connected to trade partners. In the MSN, countries were not always 
connected to trade partners directly (one hop), but most of the time they were connected via 
maritime hubs and neighbouring countries due to liner shipping business strategies to reduce 
costs, aggregate demand and optimise fleet operations. In addition, the strategic organisation of 
liner shipping operations in hubs and spokes made nodes take a different role according to the 
network. This was evidenced in the previous section by the moderate-to-low correlation of nodes’ 
degrees, degree rankings, BC and closeness centrality.  
In the MSN, certain nodes played a critical role to ensure global and regional connectivity. 
Through their links to different communities and regional/global connectors, countries such as 
the US and Panama ensured connectivity at the global scale of the network. In turn, regional 
connectors bridged the connectivity gap between certain communities and the global network. 
Given the configuration of the MSN, both global and regional connectors played a key role for 
connectivity. This gave an insight into a feature of the MSN that will be discussed in the next 
subsection. Connectivity performance in the MSN did not only depend on the existence of a 
connection between trade partners. Because of MSN structure, connectors and third countries in 
liner shipping routes played a critical role for connectivity as well. 
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8.4 A Support Network for the ITN 
Given the different structures of the ITN and the MSN, the next question that emerged from the 
analysis in the previous sections was how effectively the MSN supported trade connectivity in 
the Americas. As a matter of fact, transport services are a critical component of connectivity to 
international markets. In addition, as evidenced by the economic literature, transport services 
have an active role in shaping (via time and costs) trade flows and patterns (Marquez-Ramos et 
al. 2010 and 2011; Hummels and Schaur 2013). The researcher explored this question by 
examining the ‘support network’ (SN) of international trade flows in the Region.  
 
8.4.1 Performance of the infrastructure and transport services components 
Following the results from the systematic literature review (Chapter 2) and the field research 
(Chapter 4), and according to the systematic approach to connectivity to international markets 
suggested by this research, the network that supports the flow of international trade in the 
Americas should encompass the following components: (i) transport infrastructure; (ii) transport 
services; and (iii) trade facilitation procedures.  The variables for each component were selected 
as detailed in Section 6.3. Measurements for each country were retrieved whenever available. 
Based on these data, the researcher used the network analysis software Gephi to model the SN for 
the ITN. This is explained in detail below.  
As mentioned in Section 6.3, for the transport infrastructure component data was obtained from 
the Executive Opinion Survey conducted by the World Economic Forum (WEF) in the year 2011, 
which included an indicator on ‘Quality of port infrastructure’. The WEF database for the year 
2011 contained data for 23 countries among the 34 included in this research. Data was retrieved 
for such countries. Based on this data, countries were ranked according to their scores, obtaining 
a scale from best to worst performer. Among the countries included in this study for which data 
was available in the WEF database, the best performer in 2011 was Panama with a score of 6.4/7. 
In order to include the port performance component in the SN using the network analysis 
software, the researcher designed a port performance scale, where the best performer (Panama) = 
100%. Results for the other countries were rescaled according to their distance to the best 
performer, and grouped into 6 ranges: 100%; 80-99%; 60-79%; 40-59%; 20-39%; and 0-19%. 
Using a temperature scale, each range received a colour as indicated in Table 8.9. Using the 
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network analysis software, nodes’ colours were modified according to the range that countries 
belonged to in the temperature scale illustrated, as  shown in Figure 8.20. 
  
 
Table 8.9. Port performance scale with regard to best performer (Panama = 100%) 
 
For the transport services component, the MSN (both MSN-all and MSN-restricted) analysed in 
the previous section was loaded into the network analysis software. The visualisation of the MSN 
and the port infrastructure performance for the countries in the Americas in 2011 are shown in 
Figure 8.20 and 8.21 for the MSN-all and MSN-restricted. The researcher first analysed the 
performance of these two components – port infrastructure and transport services – so as to 
explore global and local connectivity in the SN from the more traditional perspective used in the 
literature, namely the perspective that defines connectivity as availability and capacity of 
transport infrastructure and services. The performance of the trade facilitation component was 
included at a later stage.  
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Figure 8.20. Performance of port infrastructure and maritime transport services in the Americas 
(MSN-all, 2011)* 
*Network displayed using Gephi. Node’s colour according to port performance range. Node’s 
size according to total weighted degree of the node. Links weight according to capacity of 
shipping connection between countries (total TEUs in 2011).  
 
The results from the network analysis evidenced that while some of the most important countries 
in terms of their total weighted degree (or the total capacity of vessels in terms of TEUs that 
called at their ports in 2011) had a good port performance (Panama, the US and Jamaica), many 
of the countries that acted as hubs and community connectors had a deficient performance. This 
was the case with Colombia, Brazil and Mexico, which acted as critical connectors between the 
global network and the WCSA community, the Southern Cone community and the Central 
America community, respectively. In addition, when looking at the efficiency of port 
infrastructure and transport services at the community level, weakest links could be clearly 
evidenced. Given the tight connection among countries within the community, such inefficient 
performance could negatively influence the performance of the entire community. For example, 
the bad performance of Brazilian ports could  negatively influence other countries tightly 
connected to them such as Uruguay and Argentina. The low performance of Colombia and Peru 
could negatively influence the performance of Chile and Ecuador. Finally, the bad performance 
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of Nicaragua and Costa Rica could impact other countries in their community such as Guatemala 
and Honduras. These findings are further analysed in the next section when discussing 
connectivity dependency.  
When the MSN-restricted was considered, dependency on other countries’ port performance was 
even more clearly evidenced. Figure 8.21 shows the configuration of the MSN-restricted. The 
number of links decreased compared to the MSN-all, given that only consecutive port calls were 
taken into account. From this perspective, it was evidenced, for example, the high dependency 
that countries in the Southern Cone community had on Brazilian ports performance. The 
performance of these countries in terms of connectivity could be impacted by the low 
performance of Brazilian ports, given the configuration of maritime shipping services within the 
community. Likewise, in spite of its good port performance, Chile’s connectivity to its 
international markets could be affected by lower port performance at the Peruvian and 
Ecuadorian ports where maritime services connecting Chile call at. In the case of the Central 
American community, low performance in the ports in Costa Rica and Nicaragua could affect the 
connectivity of Honduras and Guatemala via the maritime services that are calling at ports in 
those countries as well.  
 
Figure 8.21. MSN-restricted and port performance* 
*Network displayed using Gephi. Node’s color according to port performance range. Node’s size 
according to total weighted degree of the node. Links weight according to capacity of shipping 
connection between countries (total TEUs in 2011).  
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According to the different positions nodes have in the network, the impact of their port 
performance on other countries can vary. For example, port performance of global connectors 
impact on the entire network given the critical role they play in holding together the network. 
Port performance of regional connectors will certainly affect their community neighbours and the 
countries that trade with them. Finally, given the configuration of maritime services at the 
community level that makes services call at many countries in the community, port performance 
of neighbouring countries will affect other countries in the same community.  
Port performance in the Americas is a matter of concern. Many of the ports that occupied the 
highest positions in the network according to their degree (MSN-all) – 6 out of 10 top ports – 
showed terms medium-to-low performance in 2011 (Figure 8.22).  
 
 
Figure 8.22. Countries’ weighted degree and port performance 
 
TEUs 
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Port inefficiencies were also evident for the main MSN links in the Americas. To analyse this 
aspect, links in the MSN-restricted were ranked from highest to lowest according to their weight 
in terms of TEUs. The top 14 links were selected for the analysis, accounting for up to 50% of 
total weight of the MSN-restricted. Port performance for each link was computed as the average 
performance of origin and destination countries. The average performance was then compared to 
the maximum score that could be possibly obtained according to the scale used by the WEF: 7. 
The results were then grouped into five categories according to the percentage they reached from 
the maximum possible (7=100%). The results showed that 71% of the critical MSN links had 
medium to low port performance (Figure 8.23). These findings showed that given the hub-and-
spoke structure of the MSN, connectivity in the MSN depended on a few critical linkages that did 
not perform efficiently in terms of port infrastructure. Due to the network structure, this was 
important for the connectivity of not only the countries linked by such edged, but all the other 
countries using those links to reach their international markets.  
 
 
Figure 8.23. Main MSN-restricted links and average port performance 
 
8.4.2 SN performance 
Having analysed the performance of infrastructure and transport components, the researcher then 
included the trade facilitation component so as to account for all three components of the SN – 
and of the connectivity system to international markets, such as suggested in Chapter 4. As 
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detailed in Section 6.3, data on trade performance was retrieved from the ‘Doing Business’ 
database of the World Bank, which has an indicator on ‘Trading across borders’. This indicator 
includes data on time and costs associated with fulfilling official procedures for importing and 
exporting a standardised cargo of goods by maritime transportation. One way to analyse SN 
performance was to explore how countries were performing in the different components with 
regard to the best performers. This analysis showed if countries performed better in certain 
components than in others and where they were lagging behind vis à vis other countries in the 
Region. For this purpose, a 3-D plot graph was used, where each axis represented the 
performance of each component. The scale used was 1 to 0, where 1 was the best performer and 
country scores were computed according to their distance to the best performers. The indicators 
used to assess the performance of each component of the SN were: (i) ‘Quality of port 
infrastructure’ (WEF) for the infrastructure component; (ii) country’s total degree in the MSN for 
the transport services component; and (iii) ‘Trading across border’ (World Bank) for the trade 
facilitation component. Given that WEF only provided data on port performance for 23 countries 
in the Americas, countries where WEF did not provide data had to be excluded from the analysis. 
Results are shown in Figure 8.24.   
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Figure 8.24. Countries’ connectivity performance 
*Relative to best performer 
 
The results from the comparison can help to answer the question on how SN with all its 
components performed for countries in the Americas in 2011. Connectivity performances of 
countries were grouped into 4 categories:  
1. Yellow group: countries that had high transport connectivity and relatively good quality 
of port infrastructure, but lower trade facilitation performance. This is the case of, for 
example, Panama and Jamaica. While Panama scored 1 and 0.82 in quality of port 
infrastructure and transport connectivity respectively, it only reached 0.58 in trade 
facilitation performance. In the case of Jamaica, it scored relatively well in quality of port 
infrastructure (0.83) and transport connectivity (0.72) but very low in trade facilitation 
performance (0.29).  
2. Grey group: countries that had medium-to-low performance in all 3 components of 
connectivity. For example, Ecuador scored 0.40 in transport connectivity, 0.60 in quality 
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of port infrastructure and 0.24 in trade facilitation performance. El Salvador scored 0.27 
in transport connectivity, 0.60 in quality of port infrastructure and 0.46 in trade 
facilitation performance. 
3. Blue group: countries that had high port performance but very poor transport 
connectivity. For example, Uruguay scored 0.80 in the quality of port performance, but 
only 0.13 in transport connectivity.  
4. Red group: countries that had low performance in all 3 components of connectivity. For 
example, Nicaragua scored 0.27 in transport connectivity, 0.42 in quality of port 
infrastructure and 0.23 in trade facilitation performance. Haiti scored 0.28 in transport 
connectivity, 0.28 in quality of port infrastructure and 0.17 in trade facilitation 
performance.  
The next step to understand the performance of the SN was to analyse it in the context of the 
international trade flows in the Americas (ITN). With this purpose, the ITN layer and the SN 
layer were overlapped using network analysis software (Gephi). Figure 8.25 shows the result of 
the overlapping. With regard to the transport component, it was found that the MSN-all supported 
41% of the total bilateral trade links in the ITN with direct maritime services. Most of these MSN 
links were deployed to support trade inflows and outflows from the US, the key player in the 
ITN. Instead, for countries with trade not supported by the MSN, they had to use linkages 
between other countries to reach their international market destinations. The colour of the nodes 
showed that for the main ITN links – those with the thicker links in the graph – there was at least 
one of the countries connected by the link with medium-to-low port performance. This was for 
instance the case of bilateral trade between US-Brazil, US-Colombia, US-Costa Rica, US-
Venezuela and US-Peru. With regard to the component of trade facilitation, the size of the nodes 
in the graph showed that most of the best performers in this component were countries in the 
Caribbean, whose participation in the ITN was marginal. Instead, many of the most critical links 
in the ITN had at least one country with medium-to-low performance in trade facilitation. This 
was the case of, for example, bilateral trade US-Colombia, US-Brazil, US-Venezuela, US-Chile 
and Brazil-Argentina.   
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Figure 8.25. SN performance in the context of the ITN* 
*ITN and SN were overlapped using Gephi. Nodes’ colour: port infrastructure performance 
(distance from best performer). Nodes’ size: DB (TAC) performance (distance). Edges weighted 
according to trade weight. Labels sized according to betweenness degree. 
 
Having explored the SN performance for international trade flows in the Americas, the researcher 
wanted then to dig into how the SN performed for the main ITN linkages. To this purpose, ITN 
links were ranked according to their weight (value) from highest to lowest. Among all links, 
thirteen were selected for the analysis, accounting for 50% of the total ITN weight (Figure 8.26). 
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Figure 8.26. ITN main linkages (up to 50% of ITN total weight) 
 
In order to analyse to what extent the SN effectively supported trade flows between the main 
country pairs, the researcher took the following steps: first, the number of maritime transport 
services available between country pairs was identified. Some of these services called at a port in 
the exporting country and, immediately after, they called at a port in the importing country. 
Instead, for other services, intermediate ports were called before arriving to the importing 
country. As shown in Table 8.9, for most of the trade links analysed, maritime services had to call 
to third countries before arriving to the importing countries. Second, port performance of the 
country pair and intermediate countries was analysed. The analysis showed that, in most of the 
cases, intermediate countries had a medium-to-low performance in port infrastructure. In 
addition, when maritime services called at ports in the exporting and importing countries 
consecutively, the average port performance of both countries was rarely above medium 
performance. Only in the case of the US and Canada did average port performance show a high 
score. Third, trade facilitation performance was analysed for the importing and exporting 
countries. The analysis showed that, in general, one of the trade partners had medium 
performance. However, since the US was present in all of the main ITN links and this country 
had high trade facilitation performance, the average result of trade facilitation performance for 
the country pair reflected the higher score that the US had. 
 
 
 
0%
1%
2%
3%
4%
5%
6%
7%
8%
9%
MX-US US-BR CAN-US US-MX BR-US US-VENUS-CAN CRI-US US-COL US-CHI COL-US US-CRI CHI-US
187 
 
Link 
No. of 
maritime 
services 
No. of 
services with 
consecutive 
port calls 
Services with 
intermediate 
port calls 
Infrastructure 
performance 
(7=100%) 
Avg. trade 
facilitation 
performance 
(max=100) 
MX-US 27 27 -------------- 4.75 (68%)* 84 
US-BR 13 2 -------------- 4.1 (58%)* 77.6 
 Colombia (2 
services) 
3.4 (48%) 
 Dom. Rep.  (6) 4.4 (63%) 
 Venezuela (2) 2.5 (36%) 
CAN-US 17 17 -------------- 5.65 (81%)* 86.8 
US-MX 18 18 -------------- 4.75 (68%)* 84 
BR-US 9 2 -------------- 4.1 (58%)* 77.6 
 Bahamas (2) N/A 
 Dom. Rep. (4) 4.4 (63%) 
 Mexico (2) 4 (57%) 
 Venezuela (2) 2.5 (36%) 
US-VEN 12 6 -------------- 4 (57%)* 51.7 
 Colombia (4) 3.4 (48%) 
 Costa Rica (2) 2.3 (33%) 
 Barbados (1) N/A 
 Jamaica (3) 5.3 (76%) 
 Mexico  (1) 4 (57%) 
 Panama  (1) 6.4 (91%) 
 St. Lucia (1) N/A 
 TT (1) N/A 
US-CAN 24 24 -------------- 5.65 (81%)* 86.8 
CRI-US 13 13 -------------- 3.9 (56%)* 83.3 
 Colombia (1) 3.4 (48%) 
 Dom. Rep. (2) 4.4 (63%) 
 El Salvador (1) 3.8 (54%) 
 Guatemala (4) 4.3 (61%) 
 Honduras (1) 5.1 (73%) 
 Mexico (2) 4 (57%) 
 Nicaragua (2) 2.7 (39%) 
 Panama (4) 6.4 (91%) 
US-COL 24 12 -------------- 4.45 (63%)* 81.6 
 Belize (1) N/A 
 Costa Rica (4) 2.3 (33%) 
 Dom. Rep. (3) 4.4 (63%) 
 Guatemala (1) 4.3 (61%) 
 Honduras (2) 5.1 (73%) 
 Jamaica (2) 5.3 (76%) 
 Mexico (6) 4 (57%) 
 Panama (4) 6.4 (91%) 
US-CHI 
 
 
 
 
 
6 0 -------------- 5.35 (76%)* 84.5 
 Ecuador (5) 3.8 (54%) 
 Colombia (3) 3.4 (48%) 
 Panama (4) 6.4 (91%) 
 Peru (6) 3.5 (50%)  
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COL-US 20 7 -------------- 4.45 (63%)* 81.6 
 Costa Rica (4) 2.3 (33%) 
 Dom. Rep. (1) 4.4 (63%) 
 Haiti (1) 1.8 (26%) 
 Honduras (2) 5.1 (73%) 
 Guatemala (5) 4.3 (61%) 
 Jamaica (1) 5.3 (76%) 
 Mexico (4) 4 (57%) 
 Panama (1) 6.4 (91%) 
 Venezuela (4) 2.5 (36%) 
US-CRI 7 3 -------------- 3.9 (56%)* 83.3 
 Dom. Rep.  (1) 4.4 (63%) 
 El Salvador (2) 3.8 (54%) 
 Guatemala (2) 4.3 (61%) 
 Honduras (1) 5.1 (73%) 
 Mexico (3) 4 (57%) 
 Panama (2) 6.4 (91%) 
CHI-US 8 2 -------------- 5.35 (76%)* 84.5 
 Colombia (5) 3.4 (48%) 
 Ecuador (3) 3.8 (54%) 
 Peru (5) 3.5 (50%) 
 Mexico (1) 4 (57%) 
Table 8.9. SN performance for main ITN linkages 
* Average of port performance between importing and exporting countries when they have 
immediate direct services, without port calls at third countries between them. 
 
Reaching to a conclusion, the previous analysis showed that only 41% of trade linkages had a 
direct MSN connection. The other ITN trade flows had to pass through third countries in the 
MSN in order to reach their markets. Although main trade linkages were supported by the MSN, 
in most cases they had intermediate port calls before arriving to their destination markets. Port 
performance for these links and the third countries they passed through (for example Mexico, 
Brazil, Colombia, DR, Costa Rica, and Venezuela) was in most of the cases medium-to-low. 
Given that the MSN is structured in hub and spokes, port infrastructure performance mattered not 
only at global and regional hubs, but also at the community level. For example, the Central 
American community had countries with medium (Mexico, Guatemala, Honduras) and low (El 
Salvador, Costa Rica, Nicaragua) port performances. Since maritime services within the 
community were structured in a way that they call at ports in many of these countries, the lower 
performance of certain ports could have affected performance in the other better performing 
countries. Indeed, a lower performance at the community level could have cancelled a good local 
performance. This is the case of Chile and Uruguay, whose ports had very good performances in 
2011, but in most cases were connected by maritime services to low performing ports in Peru and 
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Ecuador, and Argentina and Brazil. With regard to trade facilitation performance, best trade 
facilitation performers in the SN were, in most cases, peripheral in the ITN (Caribbean, El 
Salvador). Many critical countries in the ITN according to their high weighted degrees showed 
medium-to-low performance in trade facilitation processes (for example, Brazil, Venezuela, and 
Argentina).  
 
8.4.3 SN performance for a sample of commodity-layers 
Up to now the analysis considered the ITN as a single layer of international trade flows in the 
Americas. However, Chapter 7 evidenced that the ITN was a multi-layered network. The 
remaining pages of this section will now analyse the characteristics of the SN vis à vis the 
characteristics of the products that made some of the layers of the ITN. In Chapter 7, 26 networks 
(or ITN layers) were created based on the main products traded within the hemisphere. Among 
those, five commodity-layers were selected to explore how the SN performed for them. The 
researcher ensured that the commodity-layers selected represented different types of products and 
characteristics that could have required specific attention from the SN: three layers represented 
goods that were time-sensitive (fish, vegetables and fruits), one layer represented a product with 
high added value (pharmaceutical products), and one layer represented a product that was more 
cost-sensitive and had a high relevance for countries in the Americas, given their tradition in agri-
industry production (cocoa). 
For each commodity-layer, the main ten links in terms of trade weight (in US$ dollars) were 
identified by ranking the international trade flows between country pairs from highest to lowest 
value. Then, the structure of the commodity-layer was compared with the MSN-all structure, 
finding that in some cases there were direct connections among trading partners, while in some 
other cases there were not. In addition, many of the direct connections included port calls in third 
countries before the maritime service arrived to the importing country. Port efficiency was 
retrieved for the country pair and the intermediate countries between them in the MSN. To 
account for trade facilitation performance, the average score of the importing and exporting 
country was computed. Figures 8.27 through 8.31 show the results of the analysis for the five 
commodity-layers selected.  
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Fig. 8.27. SN analysis for the fish commodity-layer 
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Fig. 8.28. SN analysis for the vegetable commodity-layer 
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Fig. 8.29. SN analysis for the fruit commodity-layer 
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Fig. 8.30. SN analysis for the cocoa commodity-layer 
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Fig. 8.31. SN analysis for the commodity-layer of pharmaceutical products
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The comparison of the MSN-all structure with the selected commodity-layers showed that, in all 
of the cases, the MSN had higher connectivity than the selected commodity-layers. In spite of this 
higher connectivity, the MSN not always provided direct, fast connection to international trade 
flows. In certain cases, the MSN provided a strong support to trade links (e.g. Argentina-Brazil; 
Mexico-USA), with a high number of direct connections and few or no port calls between 
countries. However, the MSN configuration based on a ‘hub-and-spoke’ structure and the 
geographic characteristics of the hemisphere affected the level of connectivity of many nodes, 
resulting in more port calls, less direct connections, and longer transit time. This is particularly 
relevant in the case of perishable goods such as the ones analysed here – fish, vegetables and 
food – which are time-sensitive and require faster and smoother delivery channels than non-
sensitive goods. Another conclusion from this analysis is that in the Americas, the closer a 
country was to the US and the more central it was in the MSN network, the higher were the 
benefits in terms of connectivity to international markets, given that the possibility of having 
direct connections to the destination market without intermediate port calls was higher and thus 
could have reduced the time-to-delivery, which was particularly relevant to time-sensitive 
products. Finally, regarding trade facilitation procedures, aside from certain trade links in which 
the US was one of the partners, most of the links showed medium-to-low performance in trade 
facilitation processes. Again, this was particularly relevant for perishable, time-sensitive goods.  
 
8.5 Connectivity Dependency  
 
8.5.1 Connectivity dependency from certain nodes 
The analysis in the previous sections showed that the SN structure, and particularly the MSN 
structure, was organised in a ‘hub-and-spoke’ configuration, with the presence of: (i) 
communities based on geographical characteristics and the design of liner shipping routes; and 
(ii) regional and global hubs that made it possible for a country in a community to connect to its 
international markets via the SN. Given this structure, the question that emerged next was 
whether a country’s level of connectivity to its international markets depended only on its 
connectivity performance or, on the contrary, it was also influenced by other nodes’ connectivity 
performance. To explore this question, the researcher first looked at the maritime service routes 
196 
 
in the MSN, which made the path for countries in the ITN to connect to their international 
markets. Liner shipping services were ranked from highest to lowest according to the total 
number of TEUs they carried in 2011. Capacity of maritime services following the same route 
was aggregated into one route. The main 20 routes, which reached up to 80% of total MSN 
capacity available in 2011, were visually represented as a metro-like map so as to grasp the 
particular characteristics of the MSN geographic structure. Figure 8.32 visually shows the main 
20 maritime services routes in 2011. Since the visualisation follows the geographical 
characteristics of the hemisphere, whenever possible in terms of scale and visual simplicity in the 
graph, countries with shores on both Pacific and Atlantic oceans were indicated (e.g. two nodes 
were draws for Colombia, representing its shores on both Pacific and Atlantic oceans, but only 
one node was drawn for Costa Rica due to scale and crowdedness in the area).  
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Figure 8.32. Metro-like organisation of the MSN-restricted 
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The 20 main routes identified are presented in Table 8.10: 
 
N. Service routing N. Service routing 
1 US-Bahamas 11 Mexico-US 
2 Canada-US-Jamaica 12 Jamaica-US-DR-Colombia 
3 Canada-US-Panama-US-Canada 13 Mexico-Guatemala-El Salvador-Costa 
Rica-Colombia-US 
4 Canada-US (Pacific Coast) 14 US-DR-Brazil 
5 Canada-US (Atlantic Coast) 15 Mexico-Panama-Colombia-Jamaica-
DR-Venezuela-Trinidad and Tobago 
6 Brazil-Uruguay-Argentina 16 Mexico-US-DR-Brazil-Argentina 
7 Panama-US (Atlantic Coast) 17 DR-Colombia-Panama-Peru-Chile 
8 Panama-US (Pacific Coast) 18 Jamaica-Colombia-Guatemala-
Honduras-Costa Rica 
9 Mexico-Panama 19 Mexico-Colombia-Ecuador-Peru-Chile-
Mexico 
10 Mexico-Guatemala-Colombia-Ecuador-
Chile-Mexico 
20 USA-Venezuela-Brazil-Argentina 
Table 8.10. Main shipping routes in the Americas in 2011 (as % of total TEUs) 
 
Figure 8.32 clearly showed that, given the configuration of the MSN in the Americas, a country’s 
level of connectivity to its international markets not only depended on itself, but on the other 
countries where maritime services serving its ports called at. For example, in the case of Chile, 
since the maritime services calling at Chilean ports – and transporting its exports to destination 
markets - also stopped at Peruvian, Ecuadorian and Colombian ports, the country’s level of 
connectivity depended also on the performance of port and transport services at Chile’s 
neighbours in the WCSA (Peru and Ecuador) and the regional hub (Colombia). Likewise, given 
that all the maritime services that connected Uruguay with its international markets also called at 
ports in Brazil and Argentina, the performance of ports in those countries and their own level of 
connectivity were critical to Uruguay’s connectivity. Perhaps the case of Uruguay was the most 
evident among all, since it had no maritime service connecting it directly to countries in other 
communities without calling first at ports in Brazil and/or Argentina. Moreover, it depended on 
Brazil to indirectly connect to other countries via transhipment.  
For further analysis of dependency in the SN, the researcher identified the main countries that 
other countries in the SN depended on. To this purpose, the researcher further explored nodes’ 
position in the SN and how certain nodes could impact other nodes’ connectivity. Different 
metrics can be used to understand and compare the position of nodes in a network (Ducruet and 
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Lugo 2013). One of the local connectivity metrics most frequently used is betweeness centrality 
(BC). As explained in Section 6.3, a country has a higher BC when the more it lies in between 
links that connect other countries in the network. The BC of each country in the Americas was 
computed for both MSN-all and MSN-restricted networks (Table 8.11). 
 
BC 
Ranking 
Country in 
MSN-all 
Score 
MSN-all 
Country in 
MSN-restricted 
Score 
MSN-
restricted 
1 USA 226.72 USA 323.05 
2 
Panama 83.58 
Trinidad and 
Tobago 112.78 
3 Jamaica 66.00 Panama 91.62 
4 
Trinidad and 
Tobago 32.70 Brazil 82.16 
5 DR 32.09 Jamaica 80.24 
6 Colombia 30.90 St. Lucia 60.86 
7 Mexico 24.84 Venezuela 48.15 
8 Venezuela 24.03 Colombia 39.84 
9 Brazil 19.91 Dominica 32.14 
10 Argentina 16.12 Costa Rica 29.38 
11 Guatemala 13.34 Guatemala 24.47 
12 St. Lucia 13.33 DR 21.90 
13 Costa Rica 8.02 Mexico 21.57 
14 Ecuador 5.30 Barbados 21.40 
15 Chile 4.44 St. Kitts  18.55 
16 Honduras 3.00 St. Vincent  16.26 
17 Haiti 2.87 Honduras 13.23 
18 Peru 2.28 Haiti 11.20 
19 Bahamas 1.96 Chile 10.61 
20 Barbados 1.88 Nicaragua 9.81 
21 Grenada 1.62 Argentina 9.29 
22 St. Vincent 1.60 Ecuador 5.65 
23 Antigua 1.01 Grenada 4.67 
24 Guyana 0.77 Guyana 4.30 
25 Suriname 0.74 Suriname 4.11 
26 Canada 0.63 Bahamas 3.61 
27 Nicaragua 0.61 Peru 3.26 
28 Dominica 0.33 Antigua  3.17 
29 El Salvador 0.30 El Salvador 0.91 
30 St. Kitts  0.09 Canada 0.83 
31 Belize 0.00 Belize 0.00 
32 Bolivia 0.00 Bolivia 0.00 
33 Paraguay 0.00 Paraguay 0.00 
34 Uruguay 0.00 Uruguay 0.00 
Table 8.11. BC MSN-all and MSN-restricted 
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The scores showed that a small group of countries had high BC in the network, thus impacting on 
other countries whose links passed through them. Interestingly, in the case of MSN-all BC was 
higher for countries that played the role of global and regional connectors, such as the US, 
Panama and Trinidad and Tobago. Instead, in the case of the MSN-restricted, BC was higher also 
for countries within communities. This is because in the MSN-restricted only subsequent port 
calls were considered and, by the way strings were designed, most of the subsequent port calls 
took place within a community than across communities. These were the cases of Trinidad and 
Tobago, St. Lucia and Costa Rica.  
Aside from BC, another metric that helps reveal connectivity dependency in a network is total 
degree, which accounts for the number of inbound and outbound connections a node has with 
other nodes in the network. The more connections a country has, the higher its influence on 
network connectivity and other countries’ connectivity. Table 8.12 shows country rankings 
according to total degree in both MSN-all and MSN-restricted. The top 7 countries in both 
networks matched. Differences were found in medium and low performers. The differences were 
due to the fact that while in the MSN-all countries could have been directly connected to many 
more countries by maritime services, if those services subsequently called at fewer countries, 
then direct connections would have been lower in the MSN-restricted  
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Degree 
Ranking 
Country in MSN-all Country in MSN-
restricted 
1 USA USA 
2 Panama Panama 
3 Jamaica Jamaica 
4 Colombia Colombia 
5 DR DR 
6 Mexico Mexico 
7 Trinidad and Tobago Trinidad and Tobago 
8 Venezuela Costa Rica 
9 Guatemala Venezuela 
10 Costa Rica Guatemala 
11 Brazil Brazil 
12 Ecuador Ecuador 
13 Chile Honduras 
14 Peru St. Lucia 
15 St. Lucia Peru 
16 Argentina Chile 
17 Honduras Haiti 
18 St. Vincent  Bahamas 
19 Grenada Barbados 
20 Guyana Nicaragua 
21 Bahamas Dominica 
22 Barbados St. Vincent 
23 Suriname El Salvador 
24 Haiti Suriname 
25 Canada Antigua 
26 Nicaragua Argentina 
27 El Salvador Guyana 
28 Antigua  Canada 
29 St. Kitts  Grenada 
30 Belize St. Kitts 
31 Dominica Belize 
32 Uruguay Uruguay 
33 Paraguay Bolivia 
34 Bolivia Paraguay 
Table 8.12. Country ranking according to total degree in the MSN-all and MSN-restricted 
 
The results above suggested that a country’s degree of connectivity did not depend on its number 
of connections only, but the countries it was connected to and the position it occupied in the 
network. To evidence this, the researcher used different metrics and perspectives. Limiting the 
analysis to just some perspectives could have led to partial, inaccurate interpretations on the 
network configuration and the different roles countries played in it. One of the main findings of 
this analysis was that dependency from other countries varied according to the different roles of 
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nodes in the network. Based on the different metrics applied above, the researcher could 
distinguish at least three categories of nodes in the MSN: 
– Global connectors: countries that kept the network together acting as bridges between 
communities and that, as a consequence, had high beetweenness centrality (e.g. US, 
Panama, and Jamaica). 
– Regional connectors: countries that connected a specific community to the network. For 
example, Trinidad and Tobago for the Caribbean and Brazil for the Southern Cone.  
– Countries that did not play a connecting role at the global/regional scale, but whose 
performance was critical given the geographic structure of maritime services and the 
number of services that passed through them: Peru, Ecuador, Honduras.  
Due to the different role these countries played in the network, their connectivity performance 
impacted differently on other countries’ performance and, in turn, they were impacted differently 
by the other countries. Connectivity performance of global connectors impacted on global 
connectivity; connectivity performance of regional connectors impacted on regional connectivity; 
and connectivity performance of countries that played a key role for a certain geographic area 
impacted their geographic neighbours. Likewise, connectivity performance of global connectors 
was mainly impacted by other global or regional connectors; performance of regional connectors 
was chiefly impacted by global connectors, regional connectors they were linked to, and 
countries in their communities; and performance of a country in a community was mainly 
impacted by the neighbours in the community and the regional connector. Figure 8.33 shows the 
performance of one of the components of connectivity – port performance – according to the 
temperature scale and the impact port performance in certain countries could have on others 
depending on their position in the network. 
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Figure 8.33. Dependency on connectors’ performance 
 
An additional way to analyse dependency in the SN was to look at the design of the maritime 
service routes deployed in the Region in 2011. Table 8.13 shows the main countries where 
maritime services called at, the number of services calling at their ports and the share on the 
number of total services in the Americas in 2011. Beyond the US and Panama, whose centrality 
had already been revealed through their BC, other countries emerged as key players in the MSN. 
Colombia was the country with the highest concentration of services calling at their ports. In turn, 
because of the geographic structure of liner shipping routes, countries that occupied lower 
positions on BC ranking such as Peru, Guatemala, Ecuador and Honduras also had an important 
share of total services in 2011, therefore becoming critical players in the MSN.  
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Rnk Country 
Number of 
services 
% total 
services 
1 Colombia 52 20 
2 Panama 42 16 
3 US 35 13.5 
4 Peru 33 12.7 
5 Guatemala 32 12.3 
6 DR 26 10 
7 Ecuador 24 9.3 
8 Jamaica 18 7 
9 Mexico 17 6.5 
10 Brazil 17 6.5 
11 Honduras 14 5.4 
12 Trinidad and Tobago 13 5 
Table 8.13. Country relevance according to service routes 
 
In summary, results showed that given the configuration of maritime services, node’s 
connectivity did not depend solely on a single country, but also on the countries it was linked to 
by maritime services. In this sense, port performance and connections at neighbouring countries 
mattered for countries in their communities. This was for example the case of Canada, which 
depended almost exclusively on both port performance and connectivity in the US in order to 
reach their varied and large markets in the Americas. One important conclusion from these 
findings is that, due to the dependency on other countries, Canadian actors for instance should 
pay attention to US port performance and connectivity when assessing its own degree of 
connectivity to international markets.  
 
8.5.2 Connectivity dependency from geography 
The study on a country’s role and dependency in the SN also evidenced that a node’s degree of 
connectivity depended on geographic characteristics as well. To a certain extent, geography 
matters for connectivity since transport networks are spatial networks strictly constrained by their 
geographical features (Barthelemy 2011; Lordan et al. 2014). In agreement with the evidence 
provided by Ducruet and Zaidi (2012) in their analysis of the global liner shipping network, 
geographic proximity between ports can help explain the majority of communities evidenced in 
the MSN. According to Ducruet and Zaidi, “it is a constant behaviour for smaller ports to cluster 
together forming densely connected port systems and maritime regions, because they connect 
over shorter distances on average” (p. 162). Geographic characteristics are also an important 
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feature for liner shipping companies when designing service routes. These companies seek to 
optimise fleet utilisation by calling at more than one port in the same geographic region. The 
cases of the WCSA and Southern Cone are examples of this. In the first case, most of the services 
called at ports in Chile, Peru and Ecuador. In the second, most of the services called ports at in 
Argentina, Uruguay and Brazil. The fact that geography matters is also evident in the case of 
landlocked countries (Bolivia and Paraguay), which are not only cut-off from trade by lack of 
landside access to ports, but also by the lower port efficiency of their neighbours. For example, 
Paraguay exports used ports in Brazil and Argentina to connect to their destination markets. 
However, these countries showed low port performance, which in turn affected the weaker 
situation of Paraguay as a landlocked country. Finally, being located at crossroads of global and 
regional maritime routes favours connectivity. For example, the Panama Canal placed Panama at 
a privileged position both regionally and globally. The geographical location of Jamaica in the 
Caribbean made it a good transhipment hub for regional and global services.  
Nevertheless, the analysis of the MSN in the Americas also showed that not all geographic 
characteristics matter for connectivity. Being an island is one of them: some insular countries had 
good connectivity (DR, Jamaica) while others did not (St. Kitts and Nevis, Antigua and 
Barbuda). Also being peripheral in the network vis à vis the location of regional/global hubs did 
not seem to be important: while Argentina and Uruguay strongly depended on Brazil to reach 
other countries, Chile had direct connections with more international countries. Finally, having 
coasts on both the Atlantic and the Pacific Oceans did not seem to be an advantage for all 
countries. Some of them had good connectivity (Panama, Colombia, US), while others did not 
(Nicaragua, Canada). Indeed, geographic characteristics are not the only factors that matter in the 
design of maritime services.  
According to the literature in Maritime Economics and Engineering that explored the 
determinants of port choice for liner shipping services, port choice is a function of the overall 
network cost and performance (Mangan, Lalwani and Gardner 2001; Ducruet and Notteboom 
2012). Notteboom (2006) suggested that typical criteria for port choice included a variety of 
demand and supply factors such as:  
1. Vessel capacity deployment and utilisation, vessel size distribution, the configuration 
of existing liner services, the existing market structure and the port call patterns of 
existing operators; 
2. Physical and technical port infrastructure, including nautical accessibility (e.g. draft); 
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3. Terminal infrastructure and equipment, hinterland accessibility, and intermodal offer; 
4. Geographical location vis-à-vis the main shipping lanes and the hinterland; 
5. Port efficiency expressed as port turnaround time, terminal productivity, and cost 
efficiency; 
6. Interconnectivity of the port (sailing frequency of deep-sea and feeder shipping 
services); 
7. Reliability, capacity, frequency, and cost of inland transport services; 
8. Quality and cost of auxiliary services such as pilotage, towage, and customs; 
9. Efficiency and cost of port management and administration (e.g. port dues); 
10. Availability, quality, and cost of logistics value-added activities (e.g. warehousing) 
and port community systems; 
11. Port security/safety and environmental profile;  
12. Port reputation; 
13. Geographical cargo distribution, seasonality and cargo imbalance; 
14. Port/country profile in terms of historical, cultural and economic ties. 
The interaction between demand and supply on the trade route considered results in specific 
freight rate fluctuations and the overall earning potential on the trade route. Shipping lines face a 
trade-off between the requirements of the customers, who demand direct services between ports 
of origin and destination of their products, and operational cost considerations leading to optimise 
ship utilisation and take advantage of scale economies in vessel size (Feng, Mangan and Lalwani 
2012; Ducruet and Notteboom 2012). Balancing the trade-off between supply and demand, 
shipping companies design their service routes in terms of: (i) the liner service type, (ii) the 
number and order of port calls in combination with the actual port selection process, (iii) vessel 
speed, (iv) frequency and (v) vessel size and fleet mix (Notteboom 2006; Christiansen et al. 
2013).  
With the aim of improving efficiency and profitability, shipping companies have adopted the 
strategy of hub-and-spoke networks, where the lowest cost for the entire network is achieved by 
indirect routing via hubs, the use of different types of vessels in the network for optimal ship 
utilisation, and the amalgamation of flows to benefit from scale economies in maritime 
transportation. The hub-and-spoke configuration has created a hierarchy among ports, with 
different functions in the network. Among these are ports dedicated to transhipment and/or 
relay/internlining, located in strategic geographic positions, which multiply shipping options and 
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improve connectivity within the network through their pivotal role in regional hub-and-spoke 
networks (Ducruet and Notteboom 2012).  
 
8.5.3 Connectivity dependency from shipping companies 
Given that a country’s degree of connectivity depends on the strategic design of maritime 
services by liner shipping companies, the analysis that follows gives insight on the route design 
and strategy of shipping companies in the Americas. According to the literature in the field, 
profound differences exist in service network design among shipping lines. However, up to now 
there was no available study that analysed the shipping network as a sum of different shipping 
lines’ networks. In addition, the extent to which the design of maritime networks overlaps or 
transgresses the pattern of trade remains largely unexplored (Mohamed-Cherif and Ducruet 
2015). Given the factors influencing shipping network design and port choice, maritime networks 
may develop in different ways with regard to trade patterns.  
A country’s degree of connectivity to international markets may be influenced by the decisions 
shipping companies make regarding their service routes and network structures. Therefore, the 
analysis that follows explores whether countries in the Americas occupied different positions in 
the shipping line networks and how that impacted their degree of connectivity to international 
markets. To explore this aspect in the context of countries in the Americas, the MSN was 
analysed from a multiplex network perspective. Nodes usually belong to different layers at the 
same time, and may have different roles and neighbours depending on the layer being considered. 
For certain systems, a multiplex model fits better the real situation, as it can better catch the 
different dynamics developing in each layer (Cardillo et al. 2013). Studies in air transportation 
pointed out that the air transport network was a multilayer network, that is, the result of the 
aggregation of airline route networks (Lordan et al., 2014). In the case of maritime transportation, 
Kaluza et al. (2010) suggested that the global shipping network was a multi-layered structure of 
three classes of cargo ships – container ships, bulk dry carriers and oiltankers – that spanned 
distinct subnetworks. However, a study on the multiple layers of the MSN based on the shipping 
companies’ strategies was still missing. This research contributes to filling this gap. To this 
purpose, the main 12 shipping lines in the hemisphere were selected for the analysis, making up 
75% of total TEU capacity available in the region in 2011 (Table 8.14).Containerization 
International reports the maritime services that are operated by both shipping lines individually 
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and alliances among different shipping lines. By comparing maritime services, the researcher 
found out that the data reported for maritime services operated by alliances had been already 
included in the data reported for maritime services operated separately by each shipping line. 
Therefore, to avoid double counting TEU capacity, only data for maritime services operated 
separately by each shipping line was included in the database.  
 
Shipping Line % 
MSC 12.0 
Maersk 9.6 
CSAV 8.8 
CMA-CGM 7.5 
Hamburg-Süd 6.8 
Evergreen 6.1 
Hapag-Lloyd 5.9 
APL 4.3 
ZIM 4.0 
COSCO 4.0 
NYK 2.9 
MOL 2.4 
Table 8.14. Selected shipping companies 
 
Each shipping line’s network was developed using Gephi. Network analysis metrics were used to 
explore the characteristics of each shipping line network. The results are shown in Table 8.15. 
The structures of the shipping line networks differed among themselves and with the MSN 
 
 
MSN 
all 
APL 
CMA-
CGM 
CSAV COSCO Evergreen 
Hamburg-
Süd 
Hapag-
Lloyd 
Maersk MOL MSC NYK ZIM 
Nodes 34 13 29 19 4 17 17 18 20 10 11 16 9 
Edges 393 32 167 111 5 52 97 102 117 22 40 47 21 
Average 
degree 
11.22 2.46 5.75 5.84 1.25 3.05 5.706 5.66 5.85 2.2 3.63 2.93 2.33 
Network 
diameter 
3 4 4 3 2 3 4 4 4 4 4 4 4 
Graph 
density 
0.33 0.205 0.206 0.325 0.417 0.191 0.357 0.333 0.308 0.244 0.364 0.196 0.292 
Avg. 
cluster. 
coeff. 
0.639 0.691 0.605 0.639 0.292 0.662 0.637 0.627 0.66 0.633 0.671 0.708 0.587 
Table 8.15. Multiplex network structure of the MSN 
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Indeed, the results from the network analysis showed that there were large differences among 
shipping line networks: there were networks as large as CMA-CGM’s (29 nodes, 167 links), and 
as small as COSCO’s (4 nodes, 5 links). However, none of the shipping line networks was as 
large as the MSN. Network properties differed too: for instance, some networks were more dense 
than the MSN (e.g. CSAV, Cosco, Hamburg-Süd), while others were less dense (e.g. APL, 
Evergreen, NYK). In turn, network visualisation and metrics showed that nodes occupied 
different positions in each network (Figure 8.34). 
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Figure 8.34. Countries occupy different positions in the multiplex MSN 
Networks were visualised using Gephi. Nodes’size and labels size according to betweenness 
centrality. Links weight according to weight of connections between countries. Links colour 
according to community.  
 
The analysis of the liner shipping networks showed that certain countries had higher dependency 
from specific shipping companies. For example, in the case of Jamaica, one shipping line (ZIM) 
provided near 40% of available capacity. Together with CMA (21%) and CSAV (20%), three 
shipping lines provided 80% of available capacity. In the case of DR, two shipping lines provided 
52% of available capacity: MSC (28%) and CSAV (24%). In the case of Chile, three shipping 
lines provided nearly 2/3 of available capacity: CSAV (26%), Hamburg-Süd (19%) and MSC 
(18%). Likewise, in the case of Costa Rica and Honduras three lines provided up to 2/3 of 
available capacity. For Costa Rica, these companies were: CMA (13.3%), CSAV (29.3%) and 
Maersk (23.6%). For Honduras, the companies were: Seaboard (25.8%), CMA (19%) and CLS 
(18.3%). 
The analysis also showed that certain maritime/geographic areas had high dependency from 
specific shipping companies. In the case of WCSA, three shipping lines provided 60% of 
available capacity: CSAV (25%), Hamburg-Süd (19%) and MSC (18%). In the case of the 
Southern Cone, although it was much less concentrated than the WCSA, four shipping lines 
accounted for 60% of total TEUs available for the area. In WCCA, one shipping line (Hamburg-
Sud) provided 42% of available capacity. When considering the two main shipping companies in 
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the area (including CSAV, 22%), they accounted for nearly 2/3 of available capacity. Finally, in 
the Caribbean two shipping lines provided 2/3 of available capacity: CMA (32%) and CSAV 
(34%). The only exception on liner company dependency was the ECCA, where with 4 shipping 
lines providing 50% of available capacity, lower concentration was evident.  
Furthermore, nine of the 13 main trade flows in the ITN analysed in Section 8.4.2 showed high 
dependency from certain shipping companies. For the link Mexico-US, three shipping lines 
concentrated 2/3 of available capacity: CSAV (31%), MSC (19%) and Hapag-Lloyd (16%). In 
the case of US-Brazil, four shipping lines accounted for more than 70% of available capacity: 
MSC (25%), Hamburg-Süd (18%), CSAV and Hapag-Lloyd (14% each). For Brazil-US, one 
shipping line had near 60% of available capacity: MSC (58%). For US-Venezuela, two shipping 
lines provided nearly 60% of available capacity: Hamburg-Süd (28%) and SeaFreight (28%). In 
the case of US-Chile, one shipping line provided more than 50% of available capacity: MSC 
(51%). For US-Costa Rica, one shipping line provided 55% of available capacity: Maersk (55%). 
For Chile-US, one shipping line accounted for more than 70% of available capacity: CSAV 
(72%). For US-Colombia, three shipping lines provided 75% of available capacity: CSAV (32%), 
Hamburg-Süd (24%) and Maersk (19%). Finally, in the case of Colombia-US, two shipping lines 
provided nearly 55% of available capacity: CSAV (33%) and Hamburg-Süd (21%). 
Reaching to a conclusion, the analysis showed that network structures of individual shipping 
companies differed from that of the MSN: nodes, links and average degree were significantly 
below those of the MSN. Indeed, shipping companies had smaller networks than the MSN, with 
different density degree. Countries’ roles varied according to the network. For example, USA and 
Panama played key roles in the APL network; Colombia and Trinidad and Tobago were central 
nodes in the CMA network; and Brazil and Jamaica were critical in the ZIM network. 
Importantly, the analysis showed that a country’s degree of connectivity to international markets 
also depended from the strategies adopted by shipping companies in the design of their networks. 
For example, in the case of Jamaica, three shipping lines provided 80% of available capacity, 
while in the case of Chile three shipping lines accounted for 2/3 of available capacity. In addition, 
high dependency was evidenced for geographical areas and main ITN links. Such high 
dependency from certain shipping lines increased the vulnerability for countries, key ITN links 
and MSN communities. 
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8.6  Network vulnerability 
In the previous section, it was shown that the network and nodes in it depended on certain 
countries to ensure connectivity to their international markets. This was due to the fact that the 
MSN was organised in hub and spokes and service routes were designed by liner shipping 
companies in a way that vessels called at many countries in a community. One important feature 
related with dependency is vulnerability. How vulnerable is a country’s degree of connectivity to 
events affecting the countries it depends on for connecting to international markets? Based on the 
findings from the previous section, the next pages present the result of the analysis on 
vulnerability in the MSN. Network characteristics may increase or decrease the resilience of a 
network when an event occurs. In addition, the specific position of a node in a network might 
make it be more or less exposed to events in other nodes or parts of the network. In order to 
analyse vulnerability in the MSN, both the global and local levels perspectives were explored. 
This analysis helped understand better a country’s degree of connectivity to international 
markets, since such degree could be affected by dependency and vulnerability to changes in the 
network and the countries it depended on.   
In order to explore vulnerability in the MSN, the researcher simulated ‘attacks’ to seven 
countries. An attack to a country made the country and its inbound and outbound links disappear 
from the network. In the MSN, an attack would imply the shutdown of the ports in a country and 
could be caused by, for example, a natural disaster (hurricane, earthquake, etc.), a terrorist attack, 
political or civil unrest, or infrastructure/technical failures. In the simulation, an attack to a node 
generated an adjustment of nodes’ links and position in the MSN. Seven countries were selected 
for the simulation: the six countries with highest BC in the MSN-all (the US, Panama, Jamaica, 
Trinidad and Tobago, DR and Colombia), and a country with lower BC but high importance for 
regional connectivity (Brazil). Since the MSN showed a high dependency from global and 
regional hubs given its hub-and-spoke configuration, the countries selected were either global or 
regional hubs.   
The impact of an attack on each of the seven countries was studied. In addition, the researcher 
also analysed the impact that such an attack could have had on the 12 main liner shipping 
networks of the MSN. The shipping companies selected for the study were the same as those 
analysed in the previous section. In total, 70 simulations were conducted, generating 70 new 
networks. These networks showed the impact of an attack on the MSN-all and each liner shipping 
network, at both global and local scales. The results of this analysis are detailed below.  
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8.6.1  Impact on the MSN 
Figure 8.35 gathers the graphical representations of the attack of each of the seven countries 
selected in the case of the MSN-all. In the graphs, the most important changes in the network 
were indicated in red.  
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Figure 8.35. Attacks on the MSN-all 
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In the case of the attack on Brazil, the MSN shrank but end up being more densely connected: 
diameter decreased by 33%, while graph density increased by 13%. Countries in the Southern 
Cone community, the community for which Brazil acted as a regional hub, were cut off from the 
network and their connectivity was severely affected. Argentina lost 90% of its links (from 21 to 
2) and Uruguay lost 75% of its links (from 8 to 2). In turn, the attack on Colombia affected many 
countries’ connectivity, with losses of more than 20% of their links. For example, Argentina 
decreased its links to/from the network by 33%, Canada by 31%, Chile by 30%, Costa Rica by 
26%, Ecuador by 25%, Guatemala by 29%, Honduras by 20%, Peru by 43% and Uruguay by 
37%25. The effect was not only restrained to WCSA, the community that Colombia led, but also 
spread all over the network to Central America, Canada and the Southern Cone. The attack on 
DR affected a limited number of countries: Bahamas lost 22% of its links, Canada 25% and Haiti 
23%. Due to this link removal, graph density increased by 133% (the highest change among all 
country attacks).  
The attack on Jamaica impacted particularly on the connectivity of Caribbean countries. 
Barbados lost 22% of its links, Belize 25%, Grenada 26%, Guyana 28%, Haiti 53%, St. Lucia 
26%, St. Vincent and the Grenadines 32%, Suriname 23%, Trinidad and Tobago 26% and 
Venezuela 30%. In addition, Argentina, a country located far south in the Atlantic Ocean, lost 
24% of its links. Similar to the case of Colombia, this showed that an attack on a hub did not only 
have consequences for its community, but also for countries in other communities that were 
linked to it. In turn, the attack on Panama, one of the critical global hubs in the MSN, made the 
network lose 22% of its links. The average clustering coefficient of the network decreased by 
43%, which was the highest change on average clustering coefficient among all of the country 
attacks. This meant that, when removing Panama, communities in the network became much 
smaller than when removing any other country. Given the key position of Panama, effects spread 
all over the network and impacted on the connectivity of almost half of the countries in the MSN: 
Argentina reduced its links by 29%, Bahamas by 28%, Belize by 25%, Chile by 22%, Costa Rica 
by 22%, Ecuador by 29%, El Salvador by 31%, Honduras by 20%, Jamaica by 21%, Nicaragua 
by 37%, Panama by 26%, Suriname by 23%, Trinidad and Tobago by 23% and Uruguay by 25%.  
The attack on Trinidad and Tobago significantly reduced the number of links in the MSN (29%) 
and cut off one node from the network (Grenada). As a consequence, network diameter increased 
                                                          
25
 Only losses of more than 20% were reported.  
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by 33% and average degree decreased by 17%, making the network less densely connected. The 
connectivity of many countries was severely affected, most of them in the Caribbean and 
Southern Cone communities: Antigua and Barbuda lost 47% of its links, Argentina 38%, 
Barbados 50%, Brazil 23%, Dominica 33%, Guyana 94%, Haiti 23%, Jamaica 39%, Panama 
29%, St. Kitts and Nevis 43%, St. Lucia 39%, St. Vincent and the Grenadines 79%, Suriname 
94%, Uruguay 50% and Venezuela 39%. These results evidenced the importance of Trinidad and 
Tobago as a regional connector for the Caribbean community. In addition, it gave insight on a 
less evident feature of the network: the role that the country played for the connectivity of the 
Southern Cone community. Finally, the attack on the US was the one that had the largest impact 
on the MSN, evidencing the central position that the country had in the MSN. As a result from 
the attack, the network lost 39% of its links, its average degree decreased by 31%, its diameter by 
33% and its graph density by 21%. Apart from Uruguay, the connectivity of all countries in the 
network was affected. 70% of the countries reduce their connectivity by 20% or more: Antigua 
and Barbuda 33%, Argentina 33%, Bahamas 50%, Barbados 33%, Belize 67%, Canada 75%, 
Costa Rica 30%, DR 35%, El Salvador 31%, Grenada 53%, Guy 72%, Haiti 65%, Honduras 
40%, Jamaica 37%, Mexico 32%, Nicaragua 62%, Panama 24%, St. Kitts and Nevis 36%, St. 
Lucia 35%, St. Vincent and the Grenadines 53%, Suriname 71% and Venezuela 33%. The high 
dependency and vulnerably of the MSN to the US was clearly evidenced by these results.   
 
8.6.2  Impact on the APL network 
Having analysed the impact of attacks on the MSN, the researcher explored the impact on the 
different liner shipping networks. The purpose was twofold: (i) to identify whether there were 
different impacts according to the different structures of the networks; and (ii) to give insight on 
connectivity effects for the different countries. The first network analysed was APL. Figure 8.36 
gathers the graphical representations of the attacks to the selected countries where APL services 
operated.  Since APL services did not operate in Brazil, Jamaica and Trinidad and Tobago, these 
countries were excluded from the analysis.  
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Figure 8.36. Attacks on APL network 
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The attack on Colombia made the APL network lose nearly 20% of its links. One country – 
Ecuador – was also cut off from the network. Costa Rica and Panama suffered connectivity losses 
since they lost 33% and 29% of their links respectively. In the case of the attack on DR, the 
impact was smaller, with the network losing nearly 10% of its links. In contract, the attack on 
Panama had a strong impact on the APL network. It lost almost 60% of its links – the highest loss 
among all attacks – and six (54%) of its nodes: DR, Chile, Peru, Ecuador, Costa Rica and 
Colombia. In addition, the US lost 33% of its links and Guatemala gained a more relevant place 
in the network. Finally, the attack on the US made the network lose 41% of its links and three 
nodes: Canada, DR and Honduras. The network split into two smaller networks and the 
connectivity of most of the countries was significantly reduced: Guatemala lost 50% of its links, 
Mexico 25% and Panama 29%. 
 
8.6.3  Impact on the CMA-CGM network 
Figure 8.37 shows the impacts of the attacks on the CMA-CGM network. 
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Figure 8.37. Attacks on CMA-CGM network 
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The attack on Brazil made the network lose links with the Southern Cone community. Indeed, the 
community was cut off from the network. Argentina lost 91% of its links (from 11 to 1) and 
Uruguay lost 86% of its links (from 7 to 1). Also Jamaica and Trinidad and Tobago – a global 
and a regional hub with connections to the Southern Cone community – lost 22% and 21% of 
their links   respectively. The attack on Colombia had the most significant effect on the CMA-
CGM network: the network lost 55% of its links, as well as five countries (21% of its nodes): 
Honduras, Costa Rica, Chile, Peru and Ecuador. As a consequence, average degree decreased by 
43%, graph density by 28% and average clustering coefficient by 19%. This caused the network 
to become significantly less connected, with a diameter increase of 75%. Aside from the 
countries that disappeared in the network, others suffered substantial connectivity losses: 
Argentina lost 73% of its links, Brazil 33%, DR 40%, El Salvador 67%, Guatemala 86%, Jamaica 
44%, Mexico 72%, Nicaragua 83%, Panama 68%, Trinidad and Tobago 39%, Uruguay 57% and 
Venezuela 50%. These results showed the vital importance that Colombia had for the CMA-
CGM network in the Americas.  
The attack on DR had less impact on the network. Only 16% of the links and one node 
(Barbados) were lost. In addition, only two countries saw their connectivity decrease: St. Lucia 
by 43% and the US by 40%. The attack on Jamaica had an important effect on the network: it lost 
38% of its links and 3 nodes: Honduras, Costa Rica and Barbados. The average degree was 
reduced by nearly 30% and many countries lost connectivity: Argentina lost 45% of its links, 
Brazil 33%, Colombia 32%, DR 53%, Guatemala 29%, Mexico 22%, Panama 27%, St. Lucia 
43%, Trinidad and Tobago 39%, US 70% and Venezuela 62%. These results showed that 
Jamaica also played a critical role in the CMA-CGM network in the Americas. Likewise, the 
attack on Panama produced 25% of link loss and affected many countries: Argentina lost 54% of 
its links, Colombia 26%, DR 47%, Ecuador 63%, Peru 35%, Trinidad and Tobago 29%, Uruguay 
29% and Venezuela 31%. 
The attack on Trinidad and Tobago was also critical for the CMA-CGM network, since it lost 
41% of its links and 4 nodes (17%): Grenada, St. Vincent, Guyana and Suriname. The Southern 
Cone community was severed from the network. Average degree was cut off by 1/3 and many 
countries had a substantial connectivity loss: Antigua and Barbuda lost 60% of its links, 
Argentina 72%, Barbados 43%, Brazil 67%, Colombia 30%, DR 20%, Dominica 60%, Ecuador 
64%, Jamaica 26%, Panama 54%, Peru 35%, St. Lucia 57%, Uruguay 57%, US 20% and 
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Venezuela 37%. The effect of the attack went beyond Trinidad’s community – the Caribbean – 
and spread all over the network. The attack on the US had less effect on connectivity, but it was 
important for certain countries: Canada, St. Kitts and Nevis and Barbados were cut off from the 
network and DR, Jamaica, St. Lucia and Venezuela lost around 30% of their linkages. Finally, 
the results from the simulations showed that the CMA-CGM network was largely vulnerable to 
disruptions in the Americas, since attacks in at least four of the countries analysed had substantial 
impacts on network connectivity. 
 
8.6.4  Impact on the COSCO network 
In the case of COSCO, among the seven countries selected for the analysis, two played critical 
roles in network configuration (Figure 8.38). The attack on Panama made the network lose 60% 
of its links and 1 node: Mexico. US connectivity was substantially affected since it lost 50% of its 
links. The attack on the US had an even more important effect on the network: it lost 80% of its 
links and 1 node: Canada. In turn, Mexico and Panama lost 50% of their links and average degree 
was reduced by 60%. 
 
Figure 8.38. Attacks on COSCO network 
 
8.6.5  Impact on the CSAV network 
Figure 8.39 gathers the graphical representations of the attacks to the countries selected in the 
case of the CSAV network. 
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Figure 8.39. Attacks on CSAV network 
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The attack to Brazil made the network lose 26% of its links and three nodes: Argentina, Uruguay 
and Bahamas. The connectivity of other distant countries from the Southern Cone community 
was affected: DR and the US lost 41% and 24% of their links respectively. The attack to 
Colombia had the most significant impact on CSAV network, since the network lost 50% of its 
links. As a consequence, the average degree decreased by 37%, graph density by 19% and 
average clustering coefficient by 11%. Similar to the case of Brazil, the network lost three nodes: 
Canada, Trinidad and Tobago and Venezuela. The connectivity of many nodes was substantially 
affected: Chile lost 33% of its links, Costa Rica 20%, DR 41%, Ecuador 41%, El Salvador 20%, 
Guatemala 56%, Jamaica 75%, Mexico 36%, Panama 91%, Peru 58% and the US 52%. Although 
to a lesser extent than in the case of Colombia, the attacks on DR, Panama and the US had 
important consequences on the network, which evidenced that the vulnerability of the CSAV 
network was high. In the case of DR, the network lost 32% of its links and 3 nodes: Bahamas, 
Venezuela and Trinidad and Tobago. The connectivity of many nodes was affected: Argentina 
lost 45% of its links, Brazil 44%, Colombia 21%, Jamaica 50%, Mexico 32%, Panama 27% and 
the US 29%. In the case of the attack to Panama, the network lost 25% of its links and two nodes: 
Venezuela and Trinidad and Tobago. The connectivity of certain connectors and countries in the 
WCSA nodes was particularly affected: DR lost 23% of its links, Ecuador 23%, Jamaica 62% and 
Peru 25%. In turn, the attack to the US made the network lose 36% of its links and 2 nodes: 
Canada and Bahamas. Average degree decreased by 24%, while distances in the network became 
larger: diameter increased by 67%. The connectivity of many nodes was affected: Argentina 
45%, Chile 20%, Colombia 21%, DR 59%, Guatemala 22%, Jamaica 25%, Panama 36% and 
Peru 25%. Finally, with the attack on Jamaica the network lost 17% of its links and 2 nodes: 
Venezuela and Trinidad and Tobago. Connectors were particularly affected by the attack: 
Colombia lost 21% of its links, DR 29% and Panama 36%. 
 
8.6.6  Impact on the Evergreen network 
Figure 8.40 shows the impact of the simulated attacks on the Evergreen network. 
224 
 
 
Figure 8.40. Attacks on Evergreen network 
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The attack to Brazil made the network lose 18% of links. The connectivity of the Southern Cone 
community was affected since Argentina and Uruguay disappeared from the network. Graph 
density decreased by 35%. In the case of the attack to Colombia, the Evergreen network lost 40% 
of links (average degree decreased by 22%) and the WCSA community (Ecuador, Peru and 
Chile). Panama, a key player in the MSN and in Evergreen network, was severely affected by this 
attack, losing 36% of its connectivity. In turn, the attack to DR affected the connectivity of a 
limited number of countries: Costa Rica (-60%), USA (-37%) and Venezuela (-50%). The attack 
to Jamaica made the network lose 2 nodes: Guatemala and Honduras. Importantly, the attack to 
Panama had critical losses for the Evergreen network: it lost 85% of its links and 10 nodes: DR, 
Venezuela, Costa Rica, Colombia, Ecuador, Chile, Peru, Guatemala, Honduras and Jamaica. 
Panama was the country whose removal affected the Evergreen network the most: 65% of nodes 
were lost, average degree decreased by 56%, diameter by 33% and average clustering coefficient 
by 37%. Finally, in the case of the attack to the US, the network lost 21% of its links and the 
NAFTA community (Canada and Mexico) disappeared. Some countries substantially decreased 
their connectivity: CR (-40%), DR (-60%) and Venezuela (-50%). 
 
8.6.7  Impact on the Hamburg-Süd network 
The impact of the attacks on the Hamburg-Süd network is graphically presented in Figure 8.41.  
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Figure 8.41. Attacks on Hamburg-Süd network 
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With the attack to Brazil, the network lost 18% of links and the Southern Cone community 
(Argentina and Uruguay). In turn, the attack to Colombia had the most substantial impact on the 
network: the network lost 84% of it links and 53% of its nodes: Canada, Jamaica, Costa Rica, 
DR, Chile, Panama, Peru and Ecuador. Average degree decreased by 65%, diameter by 50%, 
graph density by 20% and average clustering coefficient by 43%. Aside from Argentina and 
Uruguay, whose connectivity was not affected by the attack, the rest of the countries in the 
network suffered severe connectivity losses: Brazil -30%, Guatemala -91%, Mexico -87%, 
Trinidad and Tobago -80%, the US -67% and Venezuela -59%. Attacks to DR, Jamaica and 
Trinidad and Tobago did not have significant effects apart from the impact on certain countries’ 
connectivity. Costa Rica, Chile, Jamaica and Panama were the countries affected in the case of 
DR. Costa Rica and DR were the countries affected in the case of Jamaica. Finally, Ecuador, 
Mexico and Venezuela were the countries affected in the case of Trinidad and Tobago.  The 
attacks on Panama and the US had more important impacts on the network. In the case of 
Panama, the network lost 40% of its links and 1 node (Peru), while average degree and graph 
density decreased by 32% and 23% respectively. Many countries were affected by the attack: 
Canada lost 67% of its links, Colombia 28%, DR 58%, Ecuador 73%, Peru 80%, USA 38%, 
Venezuela 25%. In particular, the WCSA community was highly affected by this attack. In the 
case of the attack to the US, the network lost 33% of its links and 1 node (Canada). Average 
degree decreased by 24%, diameter by 25% and average clustering coefficient by 62%. The 
connectivity of many countries was affected: Argentina -50%, Brazil -60%, Chile, Colombia and 
Ecuador -20%, Jamaica -40% and Venezuela -33%.  
 
8.6.8 Impact on the Hapag-Lloyd network 
Figure 8.42 gathers the graphical representations of the simulations in the case of the Hapag-
Lloyd network. 
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Figure 8.42. Attacks to Hapag-Lloyd network 
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In the case of the attack to Brazil, the network lost 17% of its links and the Southern Cone 
community. The attack to Colombia had the most significant impact on the Hapag-Lloyd 
network: 57% of the links were lost and the WCSA community disappeared. Average degree and 
graph density decreased by 23% and 27% respectively. Most of the countries’ connectivity was 
significantly affected: Canada lost 44% of its links, Costa Rica 27%, DR 67%, Guatemala 67%, 
Honduras 33%, Mexico 30%, Panama 60%, Trinidad and Tobago 80%, the US 31% and 
Venezuela 80%. The attack to DR caused the network to lose 30% of its links. Average degree 
decreased by 26%, diameter by 25% and graph density by 22%. Similar to the case of Colombia, 
many nodes’ connectivity was affected by the removal of DR: Argentina -62%, Brazil -56%, 
Chile -45%, Mexico -26%, Panama -20% and the US -31%.  
In turn, the attack to Panama also had significant effects on network connectivity, making the 
network lose 54% of its links. The connectivity of countries in Central America, North America 
and WCSA was severely affected: Canada lost 22% of its links, Chile 45%, Colombia 50%, 
Costa Rica 63%, DR 52%, Honduras 67%, Peru 60%, the US 37% and Venezuela 60%. The 
attack to Trinidad and Tobago mostly affected the connectivity of WCSA. Finally, important 
consequences for the network were also evidenced from the attack to the US: the network lost 
43% of its links and 2 nodes (Canada and Honduras). Average degree and diameter decreased by 
32% and 25% respectively, making the network smaller and less connected. The connectivity of 
countries all around the Hemisphere was substantially affected: Argentina lost 62% of its nodes, 
Brazil 56%, Colombia 25%, Costa Rica 64%, DR 57%, Guatemala 33%, Mexico 52% and 
Panama 40%. The Southern Cone community was cut off from the network.  
 
8.6.9  Impact on the Maersk network 
Figure 8.43 gathers the graphical representations of the attack to the Maersk network.  
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Figure 8.43. Attacks to Maersk network 
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The attack to Brazil made the network lose 27% of links and 2 nodes (Trinidad and Tobago and 
Jamaica), while the Argentina and Uruguay were cut off from the network. Because of this, 
Argentina and Uruguay lost 91% and 86% of their links respectively. In the case of the attack to 
Colombia, the network lost 37% of its links and one node (Jamaica). The network became 
smaller and less connected: average degree decreased by 30%, diameter by 25% and graph 
density by 21%. Many nodes lost connectivity: Argentina reduced its links by 64%, Brazil 58%, 
Costa Rica 21%, DR 57%, Honduras 33%, Panama 37%, Trinidad and Tobago 73% and Uruguay 
43%. The Southern Cone and Trinidad and Tobago were cut off from the network. The attack on 
DR had no significant changes for the Maersk network. The attack on Jamaica particularly 
affected Trinidad and Tobago (-54% of its nodes) and the Southern Cone (Argentina and Brazil 
lost 45% and 42% of their nodes respectively). Likewise, the attack on Trinidad and Tobago 
affected Jamaica, which disappeared from the network, and countries in the Southern Cone 
(Argentina, Brazil and Uruguay lost 73%, 67% and 57% of their nodes respectively), which were 
severed from the network. The results evidenced the dependence that the Southern Cone 
community had on outsiders’ performance. Finally, the attacks on Panama and the US were the 
ones that showed the highest impact on the Maersk network. In the case of the attack to Panama, 
the network lost 64% of its links and 3 nodes: Chile, Ecuador and Jamaica. Average degree 
decreased by 55%. With the exception of the Bahamas, there were significant connectivity losses 
for all the nodes: Argentina lost 54% of its links, Belize 43%, Brazil 50%, Canada 33%, 
Colombia 77%, Costa Rica 74%, DR 86%, El Salvador 59%, Guatemala 47%, Honduras 50%, 
Mexico 58%, Trinidad and Tobago 64%, Uruguay 29% and the US 33%. The attack to the US 
made the network lose 66% of its links and 7 nodes (40%): DR, Belize, El Salvador, Costa Rica, 
Canada, Bahamas and Nicaragua. The attack particularly affected countries in Central America 
and the NAFTA community: Guatemala lost 94% of its links, Honduras 92%, Mexico 93% and 
Panama 56%. The network became smaller and less clustered: average degree decreased by 43%, 
while average clustering coefficient was reduced by 34%. 
 
8.6.10  Impact on the MOL network 
Figure 8.44 presents the results from the attack to the MOL network.  
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Figure 8.44. Attacks to MOL network 
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The attack to Brazil made the network lose 45% of its links and 3 nodes: Argentina, Uruguay and 
Trinidad and Tobago. Brazil was the country that, when removed, affected the MOL network the 
most in terms of nodes (40% less), graph density (up by 64%), and average clustering coefficient 
(down by 43%). Connectivity losses were more important for the Southern Cone community, and 
certain countries connected to it: Trinidad and Tobago (-100%), Panama (-27%) and Venezuela (-
33%). In turn, the attack on Panama had critical consequences on the network: it lost 59% of its 
links and 3 nodes: the US, Venezuela and Trinidad and Tobago. Panama was the country that, 
when removed, affected the MOL network the most: the number of nodes decreased by 40%, the 
average degree by 32%, the diameter by 50%, and the average clustering coefficient by 18%. The 
attack broke the network in two different components. In addition, it severely affected the 
connectivity of the remaining nodes in the network: Brazil lost 50% of its links, Chile 40% and 
Peru 40%. Finally, the attacks on Trinidad and Tobago and the US did not have significant 
consequences for the network.  
 
8.6.11  Impact on the MSC network 
The effects of the attacks on the MSC network are graphically presented in Figure 8.45.  
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Figure 8.45. Attacks on MSC network 
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The attack to Brazil had an important impact on the MSC network: it lost 30% of links and the 
Southern Cone community disappeared. Countries as far as DR and Mexico lost 27% and 50% of 
their linkages. The attack to DR made the network lose 43% of links (average degree decreased 
by 30%) and one node: Canada. Nodes in different communities had high connectivity losses: 
Bahamas lost 36% of its links, Brazil 60%, Mexico 50%, Peru 20%, the US 31%. The Southern 
Cone community was cut off from the network. In turn, the attack to Panama caused the network 
to lose 43% of its links and the WCSA community. Global hubs lost connectivity: Bahamas lost 
45% of its links, DR 27% and the US 38%. Finally, the attack to the US was the one that affected 
the most network connectivity: 58% of links were lost, average degree decreased by 48% and 
graph density by 35%. Many nodes lost their connectivity: Mexico (-100%), Bahamas (-73%), 
Brazil (-60%), Chile (-50%), DR (-45%) and Peru (-40%). The Southern Cone community was 
cut off from the network.  
 
8.6.11 Impact on the NYK network 
Figure 8.46 gathers the graphical representations of the attacks to the NYK network.  
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Figure 8.46. Attacks to NYK network 
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The attack to Brazil made the network lose 30% of links and 4 nodes: Argentina, Uruguay, DR 
and Venezuela. With the attack to Colombia, the network lost 38% of links and one node: 
Ecuador. The average degree decreased by 29% and average clustering coefficient by 36%, 
leading the network to be smaller and less tightly connected. The attack decisively affected 
nodes’ connectivity: Brazil lost 33% of its links, Canada 25%, Costa Rica 25%, DR 80%, El 
Salvador 40%, Guatemala 50%, Mexico 50%, Nicaragua 40%, Uruguay 33% and the US 28%. In 
turn, the attacks to DR, Jamaica and Panama did not have significant impacts on the network. In 
contrast, the attack to the US was the one that affected network connectivity the most: the 
network lost 72% of its links and 7 nodes (-50%): Jamaica, Panama, Canada, Nicaragua, 
Guatemala, Costa Rica and El Salvador. In addition, most of the remaining nodes lost 
connectivity: Brazil lost 33% of its links, Ecuador 33%, Mexico 67% and Venezuela 33%. The 
attack split the network into two separate components.  
 
8.6.12  Impact on the ZIM network 
Finally, Figure 8.47 shows the impacts of the attacks on the ZIM network.  
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Figure 8.47. Attacks to ZIM network 
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The attack to Brazil made the network lose 33% of links. The Southern Cone community was 
significantly impacted: it was cut off from the network and its nodes substantially lost 
connectivity (both Argentina and Uruguay reduced their links by 67%). The attack to Jamaica 
had the most important consequences for the ZIM network: it lost 71% of its links and 3 nodes: 
Venezuela, Panama and Mexico. The Southern Cone community was cut off from the rest of the 
network. Other nodes’ connectivity was also severely affected: Canada and the US both lost 80% 
of their links. The attack to Panama had more important consequences on the NAFTA 
community: Canada and the US lost 40 and 60% of their links respectively. Finally, the attack to 
the US caused the network to lose 42% of its links and 2 nodes: Panama and Canada. In addition, 
the connectivity of Jamaica was reduced by 50%.  
 
8.6.13  Summary of findings 
Reaching to a conclusion, the analysis of the simulations showed that liner shipping networks had 
different structures, with countries playing different roles in each of them. For example, while 
Jamaica was a critical hub for the ZIM network, it had little importance for the NYK network, 
since it was a peripheral node in the network topology, and no importance at all for the MSC 
network, since it was absent from the network. As a consequence of the different roles countries 
had in each liner shipping network, simulated attacks to the countries selected had different 
impacts. For example, when taking into account total connectivity losses by the removal of a 
selected country, the researcher noticed that a failure in: 
– Brazil affected more so the MOL network than other networks; 
– Colombia affected more so the Hamburg-Süd than other networks; 
– DR affected more so the CSAV than other networks; 
– Jamaica affected more so the ZIM than other networks; 
– Panama affected more so the Evergreen than other networks; 
– Trinidad and Tobago affected more so the CMA-CGM than other networks; 
– the US affected more so the COSCO and NYK than other networks. 
In addition, when taking into account connectivity losses at the network level, or the number of 
links that disappeared with the removal of a selected country, the researcher noticed that a failure 
in: 
– Brazil affected more so the MOL than the other networks; 
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– Colombia affected more so the Hamburg-Süd than the other networks; 
– DR affected more so the DR than the other networks; 
– Jamaica affected more so the ZIM than the other networks; 
– Panama affected more so the Evergreen than the other networks; 
– Trinidad and Tobago affected more so the CMA-CGM than the other networks; 
– the US affected more so the NYK than the other networks. 
In agreement with the results from the previous analyses, the results on network vulnerability 
suggested that global and local connectivity depended on the network structure and the role that 
countries played within it. This was shown not only for the different liner shipping networks but 
also the MSN-all. In the case of the latter, due to the role that the US had in the MSN-all as 
global connector, removing this country from the network substantially reduced global 
connectivity and network size: the number of edges decreased by nearly 40%, the average degree 
by 31%, and the graph density by 21%. In turn, network diameter increased by 33%. 
Surprisingly, the country that had the second most important impact on the MSN when it was 
removed from the network was Trinidad and Tobago: edges decreased by 29% and average 
degree by 17%. Network diameter increased by 33%. Looking closer to the MSN-all structure, 
the relevance of Trinidad and Tobago for global connectivity is explained by the critical role the 
country played as a connector for the Caribbean and Southern Cone communities to the rest of 
the network. When analysing the impact of the simulated attacks on local connectivity, the 
researcher noticed that the countries with highest vulnerability (in terms of loss of 20% of links 
or more) were: Argentina – whose connectivity was impacted by five of the selected countries – 
followed by Haiti, Suriname and Uruguay, whose connectivity was impacted by four countries. 
Instead, the countries with the highest resilience were Brazil, Colombia, DR, Guatemala, Mexico, 
and the US, whose connectivity went below the threshold just once when another country was 
removed.  
Communities were also exposed differently to vulnerability depending on the shipping line 
serving a certain area and the role neighbours and hubs played in the liner shipping network. For 
example, WCSA depended on the services from three main shipping lines: CSAV (25%), 
Hamburg-Süd (19%) and MSC (18%). In the case of CSAV, services were more vulnerable to 
disruptions in Colombia and Brazil. In the case of Hamburg-Süd, services were more vulnerable 
to attacks to Colombia and the US. Finally, in the case of MSC, services were more vulnerable to 
disruptions in Brazil, DR and the US. The Southern Cone community revealed a significant 
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exposure to disruption in many countries, suggesting weaker connectivity in the MSN-all. As a 
consequence of attacks to different countries, Southern Cone countries were cut off or 
disappeared from the network. In the case of WCCA, two shipping lines provided 64% of 
available connections: Hamburg-Süd (42%) and CSAV (22%). Because of this, the community 
was particularly vulnerable to disruptions in Colombia, due the configuration of both networks. 
Likewise, in the Caribbean two shipping lines provided two thirds of available capacity: CMA-
CGM (32%) and CSAV (34%). Therefore, the community was more vulnerable to disruptions in 
Trinidad and Tobago (due to the special role this country had in the CMA-CGM network) and 
Jamaica (because of the role that the country had in the CSAV network).  
At the local level, a country’s degree of connectivity to international markets also depended on 
the shipping companies it was served by and the structure of such networks. For example, given 
that Jamaica was mainly served by ZIM (37%), CMA-CGM (21%) and CSAV (20%) services, 
the country was particularly exposed to the attacks to Brazil and Colombia. In the case of DR, the 
country was more vulnerable to disruptions in Brazil, Panama and the US because of the 
importance that MSN services (28%) had in DR’s total services, and Brazil, Colombia and the 
US in the case of CSAV services (24% of total DR’s services). Being served by CSAV (26%), 
Hamburg-Süd (19%), and MSC (18%), Chile proved to be vulnerable to disruptions in Colombia 
and Panama. In the case of Argentina and Uruguay, these countries proved to be highly 
dependent and vulnerable to shocks in Brazil.  
In conclusion, the different structure of shipping lines and the different roles that countries have 
in such networks matter when analysing a country’s degree of connectivity. Therefore, the 
analysis of a country’s degree of connectivity to international markets should take into account 
not only the quantity and the quality of links a country has to other nodes in the network – as 
traditionally stated by available literature – but also the structure of the multi-layered transport 
network enabling connectivity, as well as the dependency from certain layers, nodes and links. 
Indeed, the connectivity of a country might be enhanced or weakened depending on the degree of 
vulnerability it may show to shipping lines, other countries and specific links.  
 
8.7 Analysing a Country’s Degree of Connectivity from a Systemic Perspective 
The last section of this Chapter analyses connectivity to international markets from the systemic 
perspective suggested in Chapters 2 and 4, including performance metrics of infrastructure, 
242 
 
transport services and trade facilitation procedures in a given country, as suggested in the sections 
above. Three countries were selected for this analysis: Costa Rica, DR and Honduras. These were 
the countries selected for field research. The researcher chose to focus on the same countries so 
as to provide further insight to countries’ connectivity, in addition to what discovered through the 
survey and in-depth interviews.  
In line with the trend of analysis suggested in this Chapter, connectivity analysis for the country 
sample started by identifying their main international markets in the Americas. The most 
important trade partners in the ITN were identified according to the bilateral value of trade 
(according to Chapter 7). Once the most important international markets for a country were 
identified, the researcher analysed the availability and quality of maritime transport services 
between the country pairs. The researcher explored the MSN looking for direct and indirect 
connections, characteristics of the connections and intermediate ports (according to subsections 
8.4.1 and 8.4.2). Port performance was analysed for the country pairs and intermediate ports, 
while the performance of trade facilitation processes was assessed for the country pair (according 
to Section 8.4). Given that a country’s degree of connectivity is also influenced by the country 
position in the support network and its dependency from other countries and liner shipping 
services, the analysis included these critical aspects (according to Sections 8.5 and 8.6). The 
paragraphs that follow present the results from the connectivity analysis in the three countries.  
 
8.7.1 The connectivity of Costa Rica to its international markets 
The top five Costa Rican international markets in the Americas were: the US, Mexico, Brazil, 
Canada and DR. Costa Rica only had direct maritime connections to three of them: the US, 
Mexico and DR. In addition, the extent of the maritime link to a trade partner was not always 
proportional to the extent of trade with such a partner. The US represented 83.5% of Costa Rica’s 
total international trade with the Americas. However, the maritime connection with the US 
represented only 18.8% of Costa Rica’s total TEUs with countries in the area. In turn, while DR 
was only 1.3% of Costa Rica’s international trade, its maritime linkage with that country reached 
6.7% of Costa Rica’s TEUs. Instead, Costa Rica appeared to be mostly connected to global and 
regional hubs – such as Panama and Colombia –  and community neighbours – such as 
Guatemala (Table 8.16). The number of available services was also limited for certain countries: 
although Costa Rica had 13 direct services to the US, it had only four to Mexico and three to DR. 
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In all the cases, there were intermediate port calls in third countries before arriving to market 
destination, increasing Costa Rica’s dependency on third countries’ port performance. In the case 
of Brazil and Canada, top international markets with no direct connection, transhipment 
opportunities were available via Panama, Guatemala and DR. The limited connectivity of Costa 
Rica to its international markets increased its dependency on the connectivity performance of 
transhipment countries. Costa Rica also showed high dependency from a small number of 
shipping companies: three companies (CMA-CGM, CSAV and Maersk) concentrated up to two 
thirds of total capacity (13.3%, 29.3% and 23.6% respectively). Therefore, Costa Rica was also 
exposed to shocks striking at the most relevant countries in such networks.  
 
Country ITN Partner 
Trade (1,000 
USD) 
% on 
country’s 
trade 
% on 
country’s 
total TEUs 
Main MSN 
partners 
% on 
country’s 
total TEUs 
Costa Rica 1. USA 9,947,709 83.5 15.7 1. Colombia 18.8 
Costa Rica 2. Mexico 480,089.1 4 3.8 2. USA 15.7 
Costa Rica 3. Brazil 436,965.8 3.7 0 3. Panama 14.4 
Costa Rica 4. Canada 433,471.1 3.6 0 4. Ecuador 10.9 
Costa Rica 5. DR 153,273.5 1.3 6.7 5. Guatemala 9.5 
Table 8.16. Costa Rica’s international markets and MSN connections 
 
With regard to the performance of the infrastructure component, Costa Rican ports had very low 
performance in 2011 (2.3/7). In turn, the performance of its trade partners was heterogeneous, 
being higher for the US and Canada, and medium-to-low for Mexico, DR and Brazil. Given the 
configuration of maritime services, and the need for Costa Rica to use third countries as 
transshipment hubs or ports of call, the country evidenced high dependency on the performance 
of such countries. The weakest links were found in Colombia, Guatemala and Nicaragua, which 
showed medium-to-low performance at their ports (Table 8.17).  
 
Country ITN Partner 
Avg. port 
performance Main 3
rd
 countries 
3
rd
 countries port 
performance 
Costa Rica 1. USA 3.9 Colombia 3.4 
Costa Rica 2. Mexico 3.15 Panama 6.4 
Costa Rica 3. Brazil 2.5 Guatemala 4.3 
Costa Rica 4. Canada 4.05 Honduras 5.1 
Costa Rica 5. DR 3.35 Nicaragua 2.7 
Table 8.17. Port performance 
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Finally, the trade facilitation component had moderate performance for the main trade links: the 
link Costa Rica-US had an average performance of trade facilitation processes of 83.3/100; Costa 
Rica-Mexico, 78.9; Costa Rica-Brazil, 72.51; Costa Rica-Canada, 81.71; and Costa Rica-DR, 
79.53.   
 
8.7.2 The connectivity of DR to its international markets 
In the case of DR, it top five international markets in the Americas were: the US, Haiti, Canada, 
Mexico and Venezuela. DR had direct maritime connections to all five countries, but not 
proportional to the share of bilateral trade vis à vis total trade. For example, the US represented 
69.4% of DR’s total international trade with the Americas. However, the maritime connection 
with the US represented only 14.3% of DR’s total TEUs with countries in the area. DR’s most 
important connections in the MSN with regard to the volume of TEUs were mostly global and 
regional hubs (US, Panama, Brazil and Colombia) (Table 8.18). There were a considerable 
number of direct services linking DR with its main trade partners: 16 direct lines to the US, 4 to 
Haiti, 1 to Canada, 7 to Mexico and 6 to Venezuela. Importantly, there was none or few 
intermediate port calls in between. Indeed, because of its position in the MSN as a global 
connector, DR had lower dependency on third countries to reach its main international markets. 
In spite of this, DR showed high dependency on a small number of shipping companies: three 
companies (MSC, CSAV and CMA-CGM) concentrated up to two thirds of total capacity 
(29.7%, 25.5% and 10.5% respectively). Therefore, DR was exposed to shocks hitting the most 
relevant countries in such networks.  
 
Country ITN Partner 
Trade 
(1,000US$) 
% on 
country’s 
trade 
% on 
country’s 
total TEUs 
Main MSN 
partners 
% on 
country’s 
total TEUs 
DR 1. USA 3,535,667 69.4 14.3 1. USA 14.3 
DR 2. Haiti 1,013,634 9.9 0.9 2. Brazil 13 
DR 3. Canada 139,275.4 2.7 0.6 3. Colombia 11.9 
DR 4. Mexico 95,844.64 1.8 6 4. Panama 11.4 
DR 5. Venezuela 80,189.23 1.5 7.3 5. Peru 9.2 
Table 8.18. DR’s international markets and MSN connections 
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With regard to the performance of the infrastructure component, DR ports had medium 
performance in 2011 (4.4/7). In turn, the performance of its trade partners was heterogeneous, 
being higher for the US and Canada, medium for Mexico and very low for Haiti and Venezuela 
(Table 8.19).  
 
Country ITN Partner 
Avg. port 
performance 3
rd
 countries 
3
rd
 countries port 
performance 
DR 1. USA 4.95 Jamaica 5.3 
DR 2. Haiti 3.1 Bahamas N/A 
DR 3. Canada 5. 
  DR 4. Mexico 4.2 
  DR 5. Venezuela 3.45 
  
Table 8.19. Port performance 
 
Lastly, the trade facilitation component had medium-to-low performance for the main trade links: 
the link DR-US had an average performance of trade facilitation processes of 84.64/100; DR-
Haiti, 67.51; DR-Canada, 83.07; DR-Mexico, 80.27; and DR-Venezuela, 47.93.   
 
8.7.3 The connectivity of Honduras to its international markets 
Finally, in the case of Honduras, its top five international markets in the Americas were: the US, 
Canada, Venezuela, Costa Rica and DR. Honduras only had direct maritime connections to three 
of them: the US, Costa Rica and DR. In addition, the extent of the maritime link to a trade partner 
was not always proportional to the extent of trade with such a partner. The US represented 93% 
of Honduras’ total international trade with the Americas. However, the maritime connection with 
the US represented only 36.8% of Honduras’ total TEUs with countries in the area. In turn, while 
Costa Rica was only 0.6% of Honduras’ international trade, its maritime linkage with that 
country reached as much as 14.2% of Honduras’ TEUs. Instead, Honduras appeared to be mostly 
connected to global hubs – Jamaica –  and community neighbours – such as Guatemala and 
Nicaragua (Table 8.20). The number of available services was large for the US (16 direct 
services) and very small for the other countries (2 to Costa Rica and 1 to DR).  In the case of 
Venezuela and Canada, transhipment opportunities were available in the US, DR and Panama. 
Therefore, Honduras showed a certain dependency on transhipment countries, as well as other 
countries where the vessels servicing Honduras called at (e.g. Guatemala and Nicaragua). 
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Honduras also showed high dependency on a small number of shipping companies: three 
companies (Seaboard, CMA-CGM and CLS) concentrated up to two thirds of total capacity 
(25.8%, 19% and 18.3% respectively). Therefore, Honduras was also exposed to shocks striking 
at the most relevant countries in such networks.  
 
Country ITN Partner 
Trade 
(1,000US$) 
% on 
country’s 
trade 
% on 
country’s 
total TEUs 
Main MSN 
partners 
% on 
country’s 
total TEUs 
Honduras 1. USA 4,474,281 93 36.8 1. USA 36.8 
Honduras 2. Canada 182,646.4 3.8 0 2. Costa Rica 14.2 
Honduras 3. Venezuela 35,525.66 0.7 0 3. Nicaragua 12.4 
Honduras 4. Costa Rica 29,828.05 0.6 14.2 4. Guatemala 10.1 
Honduras 5. DR 18,409.85 0.3 1.4 5. Jamaica 9.3 
Table 8.20. Honduras’ international markets and MSN connections 
 
Concerning the performance of the infrastructure component, Honduran ports had moderate 
performance in 2011 (5.1/7). In turn, the performance of its trade partners was heterogeneous, 
being higher for the US and Canada, medium for DR and low for Venezuela and Costa Rica. 
Given the configuration of maritime services and the need for Honduras to use third countries as 
transshipment hubs, the country evidenced dependency from port performance in Guatemala, 
Costa Rica and Nicaragua, which showed medium-to-low performance at their ports (Table 8.21).  
 
Country ITN Partner 
Avg. port 
performance 3
rd
 countries 
3
rd
 countries port 
performance 
Honduras 1. USA 5.3 Nicaragua 2.7 
Honduras 2. Canada 5.45 Guatemala 4.3 
Honduras 3. Venezuela 3.8 Panama 6.4 
Honduras 4. Costa Rica 4.3 Colombia 3.4 
Honduras 5. DR 4.75 DR 4.4 
Table 8.21. Port performance 
 
Finally, the trade facilitation component evidenced medium-to-low performance for the main 
trade links: the link Honduras-US had an average performance of trade facilitation processes of 
80.75/100; Honduras-Canada, 79.18; Honduras-Venezuela, 44.04; Honduras-Costa Rica, 75.64; 
and Honduras-DR, 78.5.   
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8.7.4 Summary of findings 
The results of the connectivity analysis for the country sample showed that the systemic 
perspective suggested, encompassing infrastructure, transport services and trade facilitation 
performance, along with the method applied – network analysis – provided a broader 
understanding on the level of connectivity that a country had to its international markets. In 
addition, the systemic perspective and the method applied provided a better understanding on a 
country’s connectivity level to its international markets than the connectivity metrics available in 
the literature and reviewed in Chapter 5. In the case of the countries analysed, it showed that their 
connectivity depended on: (i) performance of their own ports; (ii) trade partners’ port 
performance; (iii) port performance at third countries where maritime services called at or used as 
transhipment hubs; (iv) availability and capacity of direct and indirect maritime transport services 
at own ports and countries connected to via the MSN; and (v) trade facilitation performance of 
the country and of its trade partners. The perspective and method suggested to explore a 
country’s degree of connectivity to international markets was in line with the broader perspective 
demanded by the practitioners that took part in the field research conducted in the three countries, 
as well as practitioners around the world that expressed their views through the survey of the 
International Transport Forum (2012). Indeed, the results from the analysis above were in 
agreement with the results from the field research (Chapter 4), which evidenced that connectivity 
to international markets in such countries was affected by underperforming transport 
infrastructure, lack of adequate transport services and problems with trade facilitation procedures 
at the borders.  
 
8.8 Conclusion  
Among the different metrics developed to measure connectivity, those rooted in network analysis 
were considered the most appropriate to assess a country’s degree of connectivity to international 
markets. Among the reasons that justified this selection was that these metrics were consistent 
with the systemic perspective suggested by this research, allowing the researcher to build and 
analyse the ‘support network’ made of the different factors enabling access to international 
markets. In addition, these metrics allowed the researcher to understand connectivity both at the 
global and local levels. At the global level, the researcher was able to understand the support 
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network structure and how that influenced a country’s degree of connectivity to international 
markets. In general, it enabled comparison of connectivity levels between the ITN and the SN 
network structure, evidencing similarities, differences and relationships between both networks. 
At the local level, connectivity metrics improved the understanding on a node’s degree of 
connectivity but within the context of the network. That is, how a country’s degree of 
connectivity was determined by the structure of the network and the position it had within it.  
While available research using network analysis and connectivity metrics has focused only on the 
quantity and quality of transport services, this research incorporated indicators on port 
performance and trade facilitation in order to understand connectivity in the Americas from a 
systemic perspective. It also included novel perspectives on connectivity metrics focusing on the 
multiplex network of maritime services in the Americas, and dependency and vulnerability 
factors of both countries and linkages in the network. Results from empirical research showed 
that in order to assess a country’s degree of connectivity to international markets, it was crucial to 
analyse: (i) the network structure and the role that a country plays within the network; (ii) the 
decisions of liner shipping companies; (iii) a country’s geographic and economic characteristics; 
(iv) port performance at origin and destination; (v) port performance and transport services 
available at neighbours and regional/global connectors; and (vi) trade facilitation processes at 
origin and destination. Based on these findings, this research laid out the elements that should be 
taken into account in the development of an appropriate and more accurate connectivity index. 
Future research through post-doctoral work will build up on these findings in order to develop 
such an index.   
With particular reference to the Americas, the analysis on countries’ connectivity to international 
markets showed that, from a network perspective, connectivity in the MSN was lower if 
compared to that of the ITN. All the global network connectivity metrics applied (alpha, beta and 
gamma indices; diameter; APL, clustering coefficient) evidenced the limited connectivity of the 
MSN. The difference in connectivity levels between the two networks was explained by their 
different structures. The MSN presented a ‘hub-and-spoke’ structure and a power-law 
distribution of network links, meaning that a reduced number of countries had a large number of 
connections and that connectivity opportunities were unequally distributed among nodes. 
Because of this structure, the MSN did not entirely overlap trade patterns, making connectivity to 
international markets more difficult for countries with fewer connections. In line with recent 
literature in the field of Transport Economics, this research suggested that transportation was not 
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just a reflection and a derived demand from the ITN. The spatial structure of the transportation 
network depended on a number of factors that influenced the decision of liner shipping 
companies on the design of their service routes. 
The analysis of the origin and destination of links in both networks showed that, while in the ITN 
there was a direct ‘point-to-point’ connection between trade partners, in the MSN countries were 
connected to their geographic neighbours, regional/global hubs, and some trade partners (with 
different intensity). As a result of the characteristics of the MSN structure, a country’s degree of 
connectivity to its international markets did not only depend on itself, but on its neighbours, the 
regional connectors in the community they belonged to, and the global connectors in the network. 
The analysis evidenced that geography and liner shipping strategies mattered for connectivity, 
since they evidenced dependency on and vulnerability to other countries in the network and 
shipping lines’ strategies. Because of this, transport services and port performance at third nodes 
were critical to help understand a country’s degree of connectivity. In the Americas, most of 
these nodes showed medium-to-low port performance, increasing vulnerability of countries, 
regions and liner shipping structures. In addition to transport services and port performance, the 
efficiency of trade facilitation processes affected connectivity. In the Americas, countries with 
high trade facilitation performance were peripheral in the network and many of the most 
important countries in terms of trade volume showed a medium-to-low performance in this area. 
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Chapter 9. Conclusion 
 
9.1 Introduction 
This Dissertation concludes by recapitulating the objectives and questions that guided this 
research (Section 9.2), as well as the characteristics of the research design (Section 9.3). A 
summary of the results is presented according to the research objectives and questions (Section 
9.4). Finally, the contribution of this research is stated (Section 9.5) and areas for further research 
are identified (Section 9.6).  
 
9.2  Justification and Research Objectives  
In an increasingly globalised economy, characterised by high complexity and competition, 
volatile demand, growing vertical integration and the emergence of global value chains, barriers 
impeding a fast, smooth connection to international markets can pose a significant challenge to a 
country’s ability to compete internationally and attract foreign investment. Factors affecting cost, 
time, risk and reliability can harm productivity and competitiveness of firms, their ability to 
participate in global value chains and their ability to leverage economic gains from it. As a result, 
it is crucial to understand a country’s degree of connectivity to international markets and the 
factors driving it.  
The large number of documents produced and conferences organised by the public and private 
sectors in this topic in the recent years reveal the importance that connectivity to international 
market has in the present context. However, an examination of available documents and studies 
in both the policy-making and the academic fields showed that the concept of connectivity was 
often defined in different ways, and thus took a variety of meanings. The presence of different 
perspectives on connectivity posed the question of what connectivity to international market was 
and which factors drove it. A partial or flawed perception could have misguided policy-makers 
and practitioners in their assessment of a country’s degree of connectivity to international 
markets, the factors hindering it and the actions needed to overcome limitations.  
Therefore, the objectives of this research were twofold:  
1) To explore the relationship between connectivity and international trade; and  
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2) To explore the possibility of developing a new metric to assess a country’s degree of 
connectivity to international markets.  
The following research questions were developed to address the research objectives:  
1) How can connectivity be understood in the context of international trade? 
2) What are the factors that influence a country’s degree of connection to international 
markets, or the countries where it exports to?  
3) Do available indices allow for measurement of the performance of such factors and their 
impact on a country’s ability to reach international markets?  
4) Would the development of a more comprehensive approach provide a more accurate 
measurement for a country’s degree of connectivity to international markets?  
 
9.3 Research Design 
The nature of the topic in this research is complex. Understanding the phenomenon of 
connectivity to international markets and its drivers required reviewing and drawing from 
different disciplines, such as Transport Economic, Transport Engineering, International 
Economics, Logistics and Supply Chain Management. Moreover, it required analysing the 
industry perspective in order to gain deeper understanding on the topic.  
The research questions postulated by this research did not particularly fall into only one 
philosophical domain. Instead, answering them required the adoption of a range of philosophical 
perspectives, to ensure that the phenomenon under study was explored holistically, combining the 
perspectives, methodologies and methods that best enabled answering the research questions. 
Pragmatism, located along the continuum between positivism and phenomenalism, made possible 
to combine perspectives, methodologies and methods that better suited the research questions. 
In line with this, the theoretical framework adopted to understand the features of connectivity to 
international markets – or the factors that enable/impede exports from a given country to reach 
their destination markets – was the systemic approach. A broad literature review in a variety of 
fields showed that there were different research streams, each of them suggesting a different 
concept of connectivity and different variables underpinning it. As a consequence, instead of 
restraining the analysis to only one dimension of the phenomenon, what was hypothesised in this 
research was that the subject of connectivity to international markets had to be studied from a 
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systemic perspective. By doing so, knowledge could have been gained on the multiple 
dimensions of the phenomenon, as well as on the interrelations existing among the different 
dimensions. Using a systemic approach allowed the researcher to view a situation holistically 
(Mingers and White 2010), understanding the role of each part in the system but recognising at 
the same time the relationship or interactions between the elements of the system. 
In agreement with the pragmatic philosophical perspective selected for this study, the systemic 
approach allowed the researcher to incorporate different disciplines and multiple methods in the 
analysis (Delaurentis and Fry 2008). As a matter of fact, the systemic approach makes possible to 
address both the quantitative and qualitative aspects of a complex situation and to adopt multiple 
methods that can better address the different phases in a research project (Mingers and White 
2010), overcoming the paradigm-silo mentality and using different paradigmatic lenses to obtain 
different perspectives of the problem (Tashakkori and Teddlie 2003).  
Both the choice of pragmatism and the systemic approach as theoretical framework drove the 
methodological approach adopted in this research. To select the most suitable methodology to 
address the research questions, a detailed review of different approaches was carried out. 
Quantitative and qualitative methods were combined in a mixed-method, three-phased 
triangulated research approach in order to address the research questions. Table 9.1 summarises 
the research design:  
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Research 
Objective 
Phase Research Question Approach Methods Chapter 
RO1. To explore 
the relationship 
between 
connectivity and 
international 
trade 
1 
RQ1. How can connectivity 
be understood in the context 
of international trade?  
 
RQ2. What are the factors 
that influence a country’s 
degree of connection to 
international markets, or the 
countries where it exports 
to? 
Qualitative 
Systematic 
literature review 
Interviews 
2 
 
4 
Quantitative Survey 
 
4 
 
RO2. To explore 
the possibility of 
developing an 
approach to 
assess a 
country’s degree 
of connectivity 
to international 
markets 
comprehensively 
 
2 
RQ3. Do available indices 
allow for measurement of 
such factors’ performance 
and their impact on a 
country’s ability to reach 
international markets?  
Qualitative 
Literature review 
Comparative 
analysis 
 
 
2 
5 
3 
RQ4. Would the 
development of a more 
comprehensive approach 
provide a more accurate 
measurement for a country’s 
degree of connectivity to 
international markets? 
Quantitative Network analysis 6, 7, 8 
Table 9.1. Overall research design 
 
9.4 Results 
The subsections that follow present the results obtained by this research, organised according to 
each of its research objectives and their related research questions.  
 
9.4.1 Relationship between connectivity and international trade 
With regard to the first objective, namely to explore the relationship between connectivity and 
international trade, two research questions guided the analysis: (i) how connectivity could be 
understood in the context of international trade; and (ii) what factors influenced a country’s 
degree of connection to international markets.  
Concerning the first question, the researcher provided a comprehensive definition of connectivity 
to international markets based on the results of: (i) a systematic literature review; (ii) a survey of 
exporters; (iii) interviews to leaders in the private and public sectors. The proposed definition of 
connectivity to international markets was: ‘the degree to which a country is connected to its 
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trading partners (the countries where it exports to), as a function of: (i) the infrastructure and 
transport system; (ii) the trade facilitation system; and (iii) the information sharing system’. 
Indeed, this research suggested that connectivity did not have to be restricted to just one of the 
definitions found in the literature, and particularly not only to the traditional perspective of 
availability and capacity of transport infrastructure and services, but that instead a broader, more 
comprehensive approach was needed in order to understand the different factors enabling a 
country to connect to its international markets. As a result, the researcher suggested adopting a 
systemic approach gathering the different components and research streams of connectivity 
retrieved through empirical research:  
 
 
Figure 9.1. A systemic approach to connectivity to international markets 
 
Concerning the second question, the researcher identified the factors that influenced a country’s 
degree of connection to international markets upon: (i) a systematic literature review; (ii) a 
survey of exporters; and (iii) interviews with leaders in the private and public sectors. The results 
of these analyses suggested that a country’s degree of connectivity depended not only on 
infrastructure and transport services, as traditionally stated in  the literature. Instead, it was a 
function of the performance of the different components of a system, namely: (i) availability and 
quality of infrastructure and transport services; (ii) degree of information-sharing among supply 
chain partners; and (iii) performance of trade facilitation procedures. 
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9.4.2 Development of a new metric  
The second objective of this research was to explore the possibility of developing a new metric to 
assess a country’s degree of connectivity to international markets. Two research questions were 
aligned with this objective: (i) whether available indices allowed for measurement of the 
performance of different factors influencing connectivity and their impact on a country’s ability 
to reach international markets; and (ii) whether the development of a new approach could have 
provided a more accurate assessment for a country’s degree of connectivity to international 
markets. 
In order to answer the first question, the researcher identified and analysed network metrics and 
other metrics that could have provided some information to estimate a country’s connectivity 
performance. Upon retrieving available metrics, the researcher performed a comparative analysis 
on the metrics that addressed the components of connectivity (e.g. infrastructure, transport 
services, trade facilitation processes) but had not been specifically developed to measure 
connectivity. The analysis showed that these failed to provide a consistent measurement to 
analyse a country´s connectivity performance. This was because they had indeed been developed 
for other purposes. In the case of network metrics that had been developed specifically with the 
purpose of assessing air and maritime transportation connectivity, it was evidenced that they 
focused only on one component of the system: infrastructure and transport services. As a 
consequence, the researcher concluded that available metrics failed to provide consistent and 
comprehensive guidance for management and policy-making; therefore new metrics were 
needed.  
To answer the second research question, the researcher applied network analysis for the 
development of a new approach to assess connectivity to international markets. Indeed, 
connectivity is a network metric and can be accurately understood only in the context of the 
network. This method was in line with the complex systems approach to connectivity to 
international markets suggested. Network analysis allowed the researcher to explore connectivity 
as a complex system made of different components. It likewise allowed the researcher to explore 
connectivity from different perspectives, namely that of the network and that of the node. 
Moreover, this method enabled comparing connectivity between different nodes and network 
structures, so as to understand, for instance, which node had better connectivity and which 
network was more densely connected.  
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To understand the relationship between connectivity and international trade, two networks were 
developed: the network of international trade flows (ITN) and the ‘support network’ (SN). The 
SN included the infrastructure, transport services and trade facilitation components of 
connectivity to international markets. By including these components, the design of the SN was 
in line with the more comprehensive definition of connectivity to international markets proposed 
in this research, unlike available metrics which focused only on the quantity and quality of 
transport services. The SN contained the gates (ports) and ways (transport services and trade 
procedures) that enabled trade flows to move and reach their destination markets. Therefore, the 
SN was crucial for the ITN to exist and its characteristics could have had an impact on the 
configuration of the ITN. Indeed, in agreement with the literature in International and Transport 
Economics, infrastructure, transport services and trade facilitation processes impact on the extent 
and diversity of international trade flows.  
The structure of the SN revealed important features influencing international trade flows. First, 
that before getting to destination – or to their international market – a country’s exports often had 
to go through third countries. These countries were neighbours in a given MSN community, 
regional connectors and global hubs. Therefore connectivity did not only depend on the node 
(country) itself, but also on the other countries it was connected to, where maritime services 
called at or used as transhipment ports for exports to reach their destination markets. Service 
routing and liner shipping strategies were then important for connectivity. The analysis evidenced 
that many countries and regions depended on the strategies of a few shipping lines to reach their 
international markets. This dependency increased their vulnerability to changes in the strategies 
of such shipping lines. Indeed, available literature showed that route design not only depended on 
a country’s demand for maritime transport services. Instead, other factors such as fleet 
optimisation at global and regional scales, geography and port efficiency were equally important.  
Based on the findings of the network analysis, the researcher suggested that to fully understand a 
country’s degree of connectivity to international markets, at least the following factors needed to 
be taken into account:  
a. Destination markets for the country’s exports; 
b. Availability and quality (frequency * capacity) of direct connections to destination 
markets for the given country;  
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c. Availability and quality (frequency * capacity) of indirect connections to destination 
markets; 
d. Port performance at both the origin and destination countries, and of the third countries 
maritime services call at on their way to destination countries; 
e. Liner shipping strategies and network structures; 
f. Dependency from third countries and shipping companies; and  
g. Performance of trade facilitation procedures at both origin and destination.  
Hence, in order to understand a country’s degree of connectivity to international markets it was 
critical to understand how a country was positioned with regard to both the SN and the other 
countries; its level of dependency from certain countries and shipping lines to reach its 
international markets; port performance at origin, transportation and destination; and trade 
facilitation processes at origin and destination. The approach suggested was applied to three 
countries: Costa Rica, DR and Honduras. The researcher chose to focus on the same countries 
selected for field research in Chapter 4 so as to compare the results from field research with those 
from the connectivity analysis. 
The results of the connectivity analysis for the country sample showed that the systemic 
perspective suggested, encompassing infrastructure, transport services and trade facilitation 
performance, along with the method applied – network analysis – provided a broader 
understanding on the level of connectivity that a country had to its international markets. In 
addition, they provided a more accurate understanding than the connectivity metrics available in 
the literature and reviewed in Chapter 5. In the case of the countries analysed, it showed that their 
connectivity depended on: (i) performance of their own ports; (ii) trade partners’ port 
performance; (iii) port performance at third countries where maritime services called at or used as 
transhipment hubs; (iv) availability and capacity of direct and indirect maritime transport services 
at own ports and countries connected to via the MSN; and (v) trade facilitation performance of 
the country and of trade partners. The perspective and method suggested to explore a country’s 
degree of connectivity to international markets was in line with the broader perspective 
demanded by the practitioners that took part in the field research conducted in the three countries, 
as well as practitioners around the world that expressed their views through the survey of the 
International Transport Forum (2012). Indeed, the results from the connectivity analysis were in 
agreement with the results from the field research (Chapter 4), which evidenced that connectivity 
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to international markets in such countries was affected by all underperforming transport 
infrastructure, lack of adequate transport services and problems with trade facilitation procedures 
at the borders.  
With particular regard to the Americas, a region often overlooked in the available literature, this 
research gave insight on the relationship between the multi-layered network of international trade 
flows among countries in the region and the SN that underpinned it. First, the analysis focused on 
the characteristics of the ITN and its commodity-layers.  It showed that their degree of 
connectivity differed. When taking into account the quantity of connections, the analysis showed 
that the ITN was a dense, clustered and highly connected network, where most of the countries 
had direct connections to the rest of the countries in the network. In turn, all of the commodity-
specific layers were less connected than the ITN. In many cases, commodity-specific layers were 
weekly connected by a few links only. When taking into account the quality of connections, 
however, the analysis of the aggregated ITN showed that it was also weakly connected: 90% of 
containerised trade in the Americas was concentrated among only 10% of the countries. In 
addition, it showed that a small percentage of the total number of trade flows accounted for a 
disproportionally large share of global trade. As a result, the analysis evidenced that in the 
aggregated ITN a majority of weak linkages coexisted with a few strong linkages, which actually 
held together the ITN. The analysis of all the networks also showed the central role that one 
country – the United States – had for the networks to be connected, evidencing the vulnerability 
of the networks to events occurring in that country and thus affecting its participation in 
international trade. 
After analysing the characteristics of the ITN in the Americas, the focus was placed on assessing 
the features of the SN, so as to understand to what extent it enabled or deterred trade flows and 
countries’ connectivity to their international markets. The analysis showed that, from a network 
perspective, connectivity in the MSN was lower if compared to that of the ITN. All of the global 
network connectivity metrics applied (alpha, beta and gamma indices; diameter; APL; clustering 
coefficient) evidenced the limited connectivity of the MSN. The difference in connectivity levels 
between the two networks was explained by their different structures. The MSN presented a 
‘hub-and-spoke’ structure and a power-law distribution of network links, meaning that a reduced 
number of countries had a large number of connections and that connectivity opportunities were 
unequally distributed among nodes. Because of this structure, the MSN did not entirely overlap 
trade patterns, resulting in some countries with fewer connections  having more difficulty in 
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reaching their international markets. In line with recent literature in the field of Transport 
Economics, this research suggested that transportation was not just a reflection of and a derived 
demand from the ITN. The spatial structure of the transportation network depended on the  
factors that influenced the network design of liner shipping companies. 
The analysis of the origin and destination of links in both networks showed that, while in the ITN 
there was a direct, ‘point-to-point’ connection between trade partners, in the MSN countries were 
connected to their geographic neighbours, regional/global hubs, and some trade partners (with 
different intensity). As evidenced by the literature in Transport Economics, the results from the 
analysis of the MSN in the Americas suggested that the spatial design of the MSN followed a 
particular design according to the liner shipping business strategies, which not always coincided 
with the structure of trade flows. Given the characteristics of the MSN structure, a country’s 
degree of connectivity to its international markets did not only depend on itself, but on its 
neighbours, the regional connectors in the community they belonged to, and the global 
connectors in the network. The analysis evidenced that geography and liner shipping strategies 
mattered for connectivity, since they raised dependency from and vulnerability to other countries 
in the network and companies’ strategies. Because of this, transport services and port 
performance at third nodes were critical in order to understand a country’s degree of connectivity. 
In the Americas, most of these nodes showed medium-to-low port performance, increasing 
vulnerability of countries, regions and liner shipping structures. In addition to transport services 
and port performance, the efficiency of trade facilitation processes affected connectivity. In the 
Americas, countries with high trade facilitation performance were peripheral in the network and 
many of the most important countries in terms of trade volume showed a medium-to-low 
performance in this area. 
 
 
9.5 Contribution 
Through the results and evidence summarised above, this research contributed in a number of 
ways to advance the literature on connectivity, and more broadly to the literature in the fields of 
Transport and International Economics, Transport Engineering and Geography, Logistics and 
Supply Chain Management. Among the contributions of this research are: 
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• Contribution to understanding the relationship between connectivity and international 
trade, as well as the factors enabling connection to international markets;  
• Development of a definition of connectivity accounting for the factors enabling 
connection to international markets, based on sound academic evidence and the 
perspectives of the public and private sectors; 
• Provision of the perspective of emerging economies on connectivity to international 
markets;  
• Comprehensive review of available connectivity metrics; 
• Development of an approach for a more accurate assessment of a country’s degree of 
connectivity to international markets and the factors influencing it; 
• Contribution to understanding the multi-layered characteristics of both international trade 
flows and its support system;  
• Provision of more accurate information for decision-making in public policy so as to 
improve a country’s level of connectivity to its international markets;  
• Contribution to fill in the gap in the literature by providing empirical evidence on the 
network of international trade and its support network in the Americas. 
The results of this research advanced knowledge in a topic that is of increasing relevance in the 
present context. By providing a more comprehensive definition of connectivity based on the 
different perspectives available in the academic literature as well as practitioners’ perspectives in 
developed and emerging countries, this research filled in the knowledge gap related to what 
connectivity to international markets was and which factors drove it. In addition, by providing a 
novel method to analyse connectivity to international markets, the research filled in the 
knowledge gap related to the lack of appropriate and accurate metrics to understand a country’s 
degree of connectivity to international markets. A comprehensive and more precise 
understanding and measurement of the factors affecting connectivity can provide better guidance 
for academic research and policy-making. With particular reference to the international trade and 
transport policy arenas, where the concept of connectivity has been used in different ways, a 
comprehensive and more precise understanding and measurement of the determinants of 
connectivity can contribute to identifying and designing more effective policies to address 
barriers impeding the fast, smooth access to international markets.  
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9.6 Further Research 
Based on the findings of this work, the researcher identified a number of issues and areas for 
further research. These issues and areas are presented in the paragraphs below.  
Further research could focus on collecting data for a broader period of time in order to analyse 
the dynamics in connectivity to international markets. This would allow exploring changes in 
connectivity levels for the countries included in this study. A first step to analyse connectivity 
dynamics could be to select another year and compare the results to the ones obtained for 2011. 
Further research could also focus on applying the proposed approach to other regions or country 
groups. This would enable comparison of connectivity levels among different regions or country 
groups, as well as provision of input for policy making to a broader group of countries. 
The development of a connectivity index to measure countries’ degree of connectivity to 
international markets may be the case. Building up on UNCTAD’s indices such as the LSCI and 
the bilateral LSCI, an international market connectivity index could include the characteristics of 
maritime transportation services. Furthermore, it could also include other transport modes and the 
performance of transport infrastructure. For the development of such index, further research is 
needed, among others, on the importance of each determinant of connectivity, the synergies 
among determinants, and the methodologies to develop the index.  
The limitations of perception-based indicators have been noted in this Dissertation. Further 
research could encompass replacing the Port Efficiency indicator from the World Economic 
Forum used in this research whenever a standardised and broadly available metric on port 
performance becomes available. Although beyond the scope of this study, further research may 
also aim to develop a metric to assess port performance, which would later be used in the 
connectivity analysis.  
As explained in the previous chapters, this research focused on maritime transportation, which is 
the main transport mode for international trade. Further research could expand the analysis to 
those transport modes not included in the analysis (road, rail and air transportation). Given the 
current limitations of data availability for other transport modes, a case study could be conducted 
in a limited number of countries where data is available or where techniques for primary data 
collection could be implemented. These data could be used to analyse the overall level of 
connectivity to international markets of the selected countries. 
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In addition, building up on the results from this study, an electronic platform could be developed 
in order to collect data for other years and generate the networks and metrics automatically. 
Giving the increasing interest in connectivity of not only the private sector, but mainly the public 
sector, this could be a useful tool for policy-makers in order to assess the level of connectivity of 
their countries, compare connectivity levels with other countries, identify connectivity barriers, 
track changes over time, and help prioritise public investments based on impact forecasting 
metrics.   
 
9.7 Conclusion 
The final chapter of this Dissertation presented a summary of the research objectives and 
questions, as well as the characteristics of the research design. The results of this research were 
summarized and presented according to the research objectives and questions. The contributions 
to advance knowledge were highlighted and the areas for further research were suggested.  
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The modified CASP checklist for evaluating studies (Wang and Notteboom, 20114) 
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Appendix B –  
Identifying the Elements of Connectivity to International Markets  
 
B.1 Introduction 
International trade does not occur in an abstract space. In order to move goods from producers to 
customers, transportation and a variety of processes are involved. Importantly, the costs of 
trading between different locations are far from zero and there is a penalty associated with being 
located far from consumption markets. Trade costs have been identified as a key factor 
influencing trade patterns (Evans and Harrigan 2005; Combes and Lafourcade 2005; Deardorff 
2005), the ability to access international markets (Limao and Venables 2000; Hummels 2001; 
Anderson and Marcouiller 2002; Calderon and Serven 2002 and 2004; Wilson, Mann and Otsuki 
2003 and 2005; Behrens 2004; Mesquita-Moreira, Volpe and Blyde 2008; Djankov, Freund and 
Pham 2010; Francois and Manchin 2013), and location of economic activities (Krugman 1991; 
Fujita and Thisse 2001). In this Appendix the most important work on trade costs as barriers to 
access international markets is reviewed. This literature review expands on the discussion 
presented in Section 2.4 regarding the different factors influencing trade flows and creating 
frictions to reach international markets. This literature review is intended to provide more details 
on the academic work cited in Section 2.4, so as to further understand connectivity in the context 
of international trade and identify the factors determining a country’s ability to connect to 
international markets. For a thorough insight on available work, this Appendix also includes 
reference to the methodological approaches applied by the researchers.  
 
B.2 The Penalty of Distance  
Regional scientists have shown the importance that distance from providers and/or consumers 
have on economic behaviour. Location theories such as the ones developed by Von Thünen 
(1826) and Weber (1909) argue that, since both inputs and final markets are concentrated on 
certain locations, firms will tend to locate where transportation costs between the two markets are 
minimized. These theories show there is a cost for being located far from suppliers or producers, 
and distance is a proxy to identify the impact of such costs. According to Harris (1954), distance 
is a friction for trade; hence, the farther the market, the less potential to trade with it. This is 
symbolized in Equation 1: 
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MP𝑖 = ∑
M𝑖𝑗
D𝑖𝑗
𝑅
𝑗=1           (1) 
Where MPi is the market potential for goods produced in location i. Mj is the demand of location j 
for goods of location i. Dij is the distance between locations i and j. As a result, in order to 
increase their trade potential, firms will tend to locate in areas with good access to markets.  
An important attempt to model the impact of distance on trade was Samuelson’s “iceberg” 
transport costs (Samuelson, 1952). The assumption is that a portion of the good itself is 
consumed while in transit between supply and demand locations:  
𝑝𝑖𝑗
𝑀 = 𝑝𝑖
𝑀𝑇𝑖𝑗
𝑀           (2) 
   
Where 𝑝𝑖𝑗
𝑀 is price at delivery; 𝑝𝑖
𝑀 is price at origin and 𝑇𝑖𝑗
𝑀 is the amount of good received. 
Transport costs, defined as the constant fraction that depreciates in transit between two countries, 
are then proportional to distance, so that 1/𝑇𝑖𝑗
𝑀 of the original unit arrives to destination.  
Samuelson’s “iceberg” transportation costs have been widely used by researchers in order to 
understand the impact of trade costs on trade and location decisions (Krugman 1991; Fujita and 
Thisse 2001). Fujita and Thisse (2001) showed the impact of transport costs on consumption 
demand in destination markets as follows: 
cj = µ 𝑌𝑗 (𝑝𝑖
𝑀𝑇𝑖𝑗
𝑀)-σ 𝐺𝑗
(𝜎−1)       
  (3) 
Where cj is consumption demand in location j; 𝑌𝑗 is income in location j; σ is elasticity of demand 
(assuming constant elasticity of substitution, or CES); and Gj is the manufacturing price index in 
j. Total sales of a good produced in location i will be: 
𝑞𝑖
𝑀 = µ ∑ 𝑌𝑗𝑅𝑗=1 (𝑝𝑖
𝑀𝑇𝑖𝑗
𝑀)-σ 𝐺𝑗
(𝜎−1)
𝑇𝑖𝑗
𝑀        (4) 
Where 𝑞𝑖
𝑀 is total sales of products from i in j. Therefore, sales will depend on income in j (Yj); 
the price index in i; transportation costs from i to j; and the mill price.  
Using Samuelson’s “iceberg” transport costs, the New Economic Geography approach (NEG) 
showed that trade costs, along with increasing returns to scale and labour costs, reinforced 
agglomeration of economic activities in given locations as well as centre-periphery relations 
among regions (Fujita and Thisse 2001). In his seminal work, Krugman (1991) used a model with 
two locations and two sectors –agriculture and manufacturing- to show agglomeration 
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mechanisms of economic activities. Unlike agriculture goods, manufactured goods could be 
transported to the other location at a cost. Transport costs took Samuelson’s iceberg form. 
Krugman suggested that trade costs had an important impact on location decisions: centrifugal 
forces tended to decline when trade costs decreased and, in contrast, agglomeration was 
reinforced when trade costs went above a given threshold (Krugman 1991; Deardorff 2005).  
Another spatial implication of trade costs explored by NEG was whether to locate in proximity to 
providers or consumers. Krugman (1991) suggested that due to economies of scale, production of 
manufacture goods would take place at only a limited number of sites and that, with the aim of 
minimizing transportation costs, the preferred sites would be those with relatively large nearby 
demand. Forslid et al. (2002) argued that high trade costs would lead firms to locate near 
consumers, while intermediate costs would lead firms to locate close to providers. Instead, for 
low trade costs, location decisions would depend on factor-market competition. In such cases, 
specialization would arise according to comparative advantage (Ramirez-Grajeda and de Leon-
Arias 2009). Likewise, in their study on concentration and dispersion forces in France, Combes 
and Lafourcade (2005) found that by lowering trade costs dispersion forces could be enhanced 
and, therefore, inter-regional disparities could be reduced.  
 
B.3 Impact of Trade Costs on International Trade: the Macroeconomic Perspective 
Much effort has been made by researchers to understand the impact of trade costs on international 
trade and the extent to which they can limit access to international markets. As shown in the 
previous section, researchers initially worked with aggregate measures of distance, transport and 
trade costs. Later on research efforts led to identify different factors behind aggregate measures, 
as well as their individual impact on trade patterns and volumes (Harrigan and Venables 2006). 
Much of this improvement was achieved through the introduction of gravity models. The baseline 
gravity model predicts that the closer and the bigger two trading partners are, the more they trade 
(Wilson, Mann and Otsuki 2003). It was first developed by Tinbergen (1962) and Pyhonen 
(1963) to explain bilateral trade flows by trade partners' GDP and geographical distance between 
them. Since then, researchers have been seeking to improve its predictive power by introducing 
new variables in order to account for trade frictions (e.g., transaction costs, information costs, 
transportation costs). An overview of these works will now be provided, as well as the 
improvements made to the model in order to account for different trade frictions. 
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B.3.1 Infrastructure and transport costs 
Limao and Venables (2001) analysed bilateral trade data to estimate the importance of 
infrastructure and the elasticity of trade flows with respect to trade costs. They estimated such 
elasticity to be -3 and found that a deterioration of infrastructure from the median to the 75th 
percentile raised transport costs by 12% and reduced traded volumes by 28% (Limao and 
Venables 2001). 
The authors first investigated the dependence of transport costs on geography and infrastructure: 
𝑇𝑖𝑗 = 𝑇(𝑥𝑖𝑗 , 𝑋𝑖, 𝑋𝑗, 𝜇𝑖𝑗)         (5) 
Where 𝑇𝑖𝑗 denotes the unit cost of shipping a particular good from country i to country j ; 𝑥𝑖𝑗 is a 
vector of characteristics relating to the journey between i and j ; 𝑋𝑖 is a vector of characteristics of 
country i ; 𝑋𝑗 is a vector of characteristics of country j, and , 𝜇𝑖𝑗 represents all unobservable 
variables. 
For the journey between the two countries, the authors identified two types of measures as 
observable characteristics, both of them standard in the literature: whether the countries shared a 
common border and the shortest direct distance between countries. For country characteristics, 
they selected geographical measures (whether the country was landlocked or an island) and they 
built an infrastructure index. The index was constructed as an average of the density of the road 
network, the paved road network, the rail network, and the number of telephone main lines per 
person. In the regressions, they worked with an inverse measure of this index, so that an increase 
in the variable was expected to be associated with an increase in the costs of transport. A linear 
version of the equation was estimated, both for the entire journey and for the journey divided into 
the sea journey (to the port) and the land journey (from the ports): 
𝑇𝑖𝑗 = 𝛼 + 𝛽
′𝑥𝑖𝑗 + 𝛾
′𝑋𝑖 + 𝛿
′𝑋𝑗 + 𝑣𝑖𝑗                          (6) 
In order to identify the extent to which transport costs affected trade, they developed a gravity 
model where bilateral imports, Mij, depended on GDP, Yj, and Yi, in the standard way, and on the 
transport cost factor, tij, which they modelled in terms of the geographical and the infrastructure 
measures: 
𝑀𝑖𝑗 = 𝜑𝑌𝑗
∅1𝑌𝑖
∅2𝑡𝑖𝑗
𝜏 𝜀𝑖𝑗          (7) 
Or the equation: 
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𝑙𝑛 𝑀𝑖𝑗 = ∅0 + ∅1𝑙𝑛𝑌𝑗 + ∅2𝑙𝑛𝑌𝑖 + 𝜏[𝛽
′𝑙𝑛𝑥𝑖𝑗 + 𝛾
′𝑙𝑛𝑋𝑖 + 𝛿′𝑙𝑛𝑋𝑗] + 𝜂𝑖𝑗   (8) 
By taking logs and substituting out the true transport cost rate they developed the following 
equation to estimate the impact of transport costs on trade: 
𝑙𝑛 𝑀𝑖𝑗 = ∅0 + ∅1𝑙𝑛𝑌𝑗 + ∅2𝑙𝑛𝑌𝑖 + ∅3𝑙𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗 + ∅4𝑙𝑛 𝑏𝑜𝑟𝑑𝑒𝑟𝑖𝑗 + ∅5𝑖𝑠𝑙𝑑𝑢𝑚𝑚𝑦𝑗 +
∅6𝑖𝑠𝑙𝑑𝑢𝑚𝑚𝑦𝑗 + ∅7𝑙𝑛 𝐼𝑛𝑓𝑗 + ∅8𝑙𝑛 𝐼𝑛𝑓𝑖 + ∅9𝑙𝑛(1 + 𝐼𝑛𝑓𝑟𝑎𝑡𝑟𝑎𝑛𝑗) + ∅10𝑙𝑛(1 + 𝐼𝑛𝑓𝑟𝑎𝑡𝑟𝑎𝑛𝑖) +
∅11(𝑌 𝑐𝑎𝑝𝑗⁄ ) + ∅12(𝑌 𝑐𝑎𝑝𝑖⁄ ) + 𝜂𝑖𝑗        (9) 
Behar and Venables (2010) built up on the model developed by Limao and Venables (2001) and 
introduced new variables to estimate transport costs, namely: distance and geography, 
infrastructure quality, trade facilitation measures
26
, fuel costs and transport technology. 
Transport costs = f(distance, geography, infrastructure, trade facilitation, technology, fuel costs, 
…)                (10) 
Based on this function, they developed a gravity model in order to estimate the impact of 
transport costs on trade volumes: 
𝑡𝑟𝑎𝑑𝑒𝑖𝑗 = 𝛽1𝐺𝐷𝑃𝑗 + 𝛽2𝐺𝐷𝑃𝑖 + 𝜏1𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗 + 𝜏2𝐿𝑎𝑛𝑑𝑙𝑜𝑐𝑘𝑒𝑑𝑖 + 𝜏3𝐼𝑛𝑓𝑟𝑎𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑖 +
𝜏4𝑇𝑟𝑎𝑑𝑒 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑖 + 𝑢𝑖𝑗         (11) 
Where trade is measured as exports from country i to country j. Trade is estimated in a log linear 
form such that 𝜏 can be interpreted as the elasticity of trade with respect to transport costs. 
The authors suggested that freight costs accounted for two thirds of the effect of distance, and 
that the remaining third could be accounted for by: (a) delays -although the relationship between 
distance and time is highly non-linear due to its effect on modal choice-; and (b) the effect of 
distance through channels other than freight costs, such as cultural or language proximity. In 
addition, they found that distance was not the only important geographical factor. Being 
landlocked increased trade costs by 50% and reduced trade volumes by 30-60%. 
Marquez-Ramos et al. (2010 and 2011) also referred to the work of Limao and Venables (2001) 
to estimate the impact of transport costs on international trade. The authors focused on maritime 
transport costs, estimating them as follows: 
                                                          
26
 Note that trade facilitation measures are considered as an independent variable determining transport costs. 
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𝑝𝑖𝑗𝑘 = 𝛼0 + 𝛼1𝑙𝑛𝑊𝑘 + 𝛼2𝑙𝑛𝑄𝑖𝑗 + 𝛼3𝑙𝑛𝐷𝑖𝑗 + 𝛼4𝐷𝑞𝑖𝑗 + 𝛼5𝐷𝑞𝑛𝑖𝑗 + 𝛼6𝑙𝑛 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑖𝑗 +
𝛼7𝑙𝑛 𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑖𝑗 + 𝜇𝑖𝑗𝑘                                                                                              (12) 
Where maritime transport costs (𝑝𝑖𝑗𝑘) depend on: the unitary value index of the commodity being 
transported (𝑊𝑘), distance (𝐷𝑖𝑗), trade volume (𝑄𝑖𝑗), trade imbalance (𝐷𝑞𝑖𝑗 and 𝐷𝑞𝑛𝑖𝑗), 
connectivity between countries (𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑖𝑗), transport service quality (𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑖𝑗), and the 
regression error term (𝜇𝑖𝑗𝑘) (Marquez-Ramos et al., 2011). The variable Connectivity is estimated 
using Principal Component Analysis (PCA), where the components included are: (i) route 
structure (transit time, minimum and maximum number of calls, distance between ports, 
percentage of transhipment lines); (ii) infrastructure supply of port of origin and port of 
destination (number of cranes, maximum draught, storage area); (iii) equipment structure (age of 
youngest vessel, average capacity, speed); and (iv) service structure (number of lines, time lag 
between shipping opportunities). In order to estimate the impact of maritime transport costs on 
trade volume, the results of the regression are imputed into the following equation: 
𝑙𝑛𝑋𝑖𝑗 = 𝛽0 + 𝛽1𝑙𝑛𝑌𝐻𝑗 + 𝛽2𝑃𝑗 + 𝛽3𝑙𝑛𝐷𝑖𝑗 + 𝛽4𝑝𝑖𝑗𝑘 + 𝛽5𝐿𝑎𝑛𝑔𝑖𝑗 + 𝑣𝑖𝑗     (13) 
Where 𝑌𝐻𝑗 and 𝑃𝑗 are respectively GDP per capita and population of the importing country, 𝐷𝑖𝑗 
is the distance between countries i and j, 𝑝𝑖𝑗𝑘 are maritime transport costs, and 𝐿𝑎𝑛𝑔𝑖𝑗 is a 
dummy variable that takes value 1 if both countries share a common language and 0 otherwise. 
Using this equation, Marquez-Ramos et al. (2011) show that, apart from the traditional variables 
considered by gravity models (distance, population, GDP and shared characteristics between 
countries), maritime freight rates have a significant impact on trade flows. 
Likewise, Wilmsmeier and Hoffmann (2008) and Wilmsmeier and Martinez-Zarzoso (2010) 
included an indicator of connectivity as a variable to estimate freight rates. Using PCA, the 
authors identified the following components of connectivity: (i) number of carriers that provide 
direct services between two countries; (ii) total capacity of vessels deployed on direct services 
between two countries; (iii) number of vessels deployed on direct services between two countries; 
(iv) size of the largest vessel that is deployed on direct services between two countries; and (v) 
total number of shipping possibilities between the ports in country i and the ports in country j; 
and (vi) number of direct services between two countries. They estimated maritime freight rates 
as a function of (a) liner shipping connectivity between ports; (b) distance between ports; (c) the 
need of transhipment between ports; (d) the existence of direct shipping between ports; (e) port 
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infrastructure in both importing and exporting countries; (f) transit time between ports; (g) 
average speed of the ship; (h) GDP per capita in both importing and exporting countries; and (j) 
trade balance between the two countries. Wilmsmeier and Martinez-Zarzoso (2010) showed that 
connectivity explained 8% of the variability of transport costs, whereas distance explained only 
5.9%, and suggested that the liner shipping network was a better proxy of transport costs than 
distance. 
Martinez-Zarzoso and Hoffmann (2007) compare the impact of connectivity on transport costs, 
versus the impact of infrastructure and distance. Transport costs are estimated according to the 
following equation: 
ln 𝑇𝑖𝑗 = 𝑎𝑘 + 𝛽1𝑙𝑛𝐷𝑖𝑗 + 𝛽2𝑙𝑛𝑊𝑖𝑗𝑘 + 𝛽3𝑙𝑛𝐼𝑛𝑓𝑖 + 𝛽4𝑙𝑛𝐼𝑛𝑓𝑗 + 𝛽5𝑙𝑛𝐶𝑜𝑛𝑖 + 𝛽6𝑙𝑛𝐶𝑜𝑛𝑗 +
𝛽7𝐿𝑎𝑛𝑔𝑖𝑗 + 𝜇𝑖𝑗𝑘                   (14) 
Following Limao and Venables (2001) Infi and Infj are indices built based on number of km of 
roads and paved roads, km of rail lines, and km of phone lines, and Wijk is the inverse of the 
export value in sector k. Given the high correlation between the variables of infrastructure and 
connectivity, because of multi-colinearity problems they are not included in the same regressions. 
The authors find that the magnitude of the coefficient of connectivity for the importing country is 
higher (-1.90) than the one for the exporting country (-0.30), meaning that a 1% improvement of 
connectivity in the importing country would reduce its transport costs by almost 2%. Instead, a 
1% improvement of its infrastructure would reduce transport costs by 0.29%. Therefore, the 
authors use the variable of connectivity to estimate the effect of transport costs on trade flows: 
𝑙𝑛𝑀𝑖𝑗 = 𝛾𝑘 + 𝛾1𝑙𝑛𝑌𝑖 + 𝛾2𝑙𝑛𝑌𝑗 + 𝛾3𝑙𝑛𝑌𝐻𝑖 + 𝛾4𝑙𝑛𝑌𝐻𝑗 + 𝛾5𝑙𝑛𝐷𝑖𝑗 + 𝛾6𝐶𝑜𝑛𝑖 + 𝛾7𝐶𝑜𝑛𝑗 +
𝛾8𝐿𝑎𝑛𝑔𝑖𝑗 + 𝜇𝑖𝑗           (15) 
The authors find that the elasticity of imports with regarding to connectivity for the importing 
country is -1.54.  
 
B.3.2 Costs from trade regulation 
In their analysis on the relation between trade facilitation and trade flows, Wilson, Mann and 
Otsuki (2003) found that regulatory barriers deter trade. Using a gravity model, that included four 
indicators of trade facilitation (port efficiency, customs environment, regulatory environment and 
e-business usage), the authors estimated the benefits of specific trade facilitation efforts in these 
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four areas for the members for the Asia Pacific Economic Cooperation (APEC). They concluded 
that if APEC members below average improved their capacity halfway to the average of all 
members, APEC intra-trade would increase by US$254 billion, equivalent to 21% intra-APEC 
trade flows. 
Interestingly, the authors took into account both “inside-the-border” and “outside-the-border” 
measures to define trade facilitation, broadening its definition from a notion related to customs 
administration to port efficiency and e-business. The variable “Port efficiency'” measured the 
quality of infrastructure of maritime and airports. “Customs environment” measured direct 
customs costs as well as administrative transparency of customs and border crossings. 
“Regulatory Environment” measured the economy's approach to regulations. Finally, “E-
Business Usage” measured the extent to which an economy had the necessary domestic 
infrastructure (such as telecommunications, financial intermediaries, and logistics firms) and was 
using networked information to improve efficiency and to transform activities to enhance 
economic activity (Wilson, Mann and Otsuki 2003).  
An “indexed input” was built for each APEC member. “Raw” data coming from surveys was put 
on a comparable basis by indexing each observation of the raw series (an observation 
representing an APEC member) to the average of all APEC members’ value for the raw series. 
The “indexed input” for an APEC member J (J=1,2, .. , 19) was constructed as: 
𝐼𝐼𝑗 = 𝐼𝐼𝐽 (∑ 𝐼𝐼𝐽
19
𝐽=1 19⁄ )⁄          (16) 
Where 𝐼𝐼𝐽 denoted the “raw” data for APEC member J.  
The indexed inputs were then averaged into the four specific trade facilitation indicators. To this 
purpose, a simple average of the indexed inputs was used. The four trade facilitation indicators 
were used as variables in a standard gravity model: 
𝑙𝑛(𝑉𝐼𝐽
𝑡 ) =
𝑏1𝑙𝑛(100 + 𝑇𝐴𝑅𝐼𝐹𝐹𝐼𝐽
𝑡 ) + 𝑏2𝑙𝑛𝑃𝐸𝐼 + 𝑏3𝑙𝑛𝐶𝐸𝐼 + 𝑏4𝑙𝑛𝑅𝐸𝐼 + 𝑏5𝑙𝑛𝐸𝐵𝐼 + 𝑏6𝑙𝑛(𝐺𝑁𝑃𝐼
𝑡) +
𝑏7𝑙𝑛(𝐺𝑁𝑃𝐽
𝑡) + 𝑏8𝑙𝑛(𝐺𝑁𝑃𝑃𝐶𝐼
𝑡) + 𝑏9𝑙𝑛(𝐺𝑁𝑃𝑃𝐶𝐽
𝑡) + 𝑏10𝑙𝑛(𝐷𝐼𝑆𝑇𝐼𝐽) + 𝑏11𝐷𝑁𝐴𝐹𝑇𝐴 +
𝑏12𝐷𝐴𝑆𝐸𝐴𝑁 + 𝑏13𝐷𝐿𝐴𝐼𝐴 + 𝑏14𝐷𝐸𝑁𝐺 + 𝑏15𝐷𝐶𝐻𝐼𝑁 + 𝑏16𝐷𝑆𝑃𝑁 + 𝑏17𝐷𝐴𝐷𝐽 + 𝛼𝐽 + 𝜀𝐼𝐽
𝑡     (17) 
Where I and J stand for the exporter and the importer respectively, and t denote trading years. 𝑉𝐼𝐽
𝑡  
is the value of manufactured exports from J to I. 𝑇𝐴𝑅𝐼𝐹𝐹𝐼𝐽
𝑡  denote applied tariff rate in percent ad 
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valorem term specific to trading partners I and J in year t. Variables 𝑃𝐸𝐼, 𝐶𝐸𝐼, 𝑅𝐸𝐼 and 𝐸𝐵𝐼 refer 
to the country I’s indicators of port efficiency, customs environment, regulatory environment, and 
e-business usage respectively. Results of the gravity model showed a high elasticity of trade 
flows to port efficiency (4.2) and regulatory environment (-1.56).  
 
B.3.3 The importance of timeliness 
Hummels (2001) examined the importance of time as a trade barrier by estimating the magnitude 
of time costs on the patterns of trade and the international organization of production. Vertical 
specialization may be especially sensitive to time since delays create depreciation and inventory 
costs, and it poses a friction matching supply and demand. Using a probit model he estimated that 
each additional day spent in transport reduced the probability that the US would source from that 
country by 1 – 1.5%. 
Hummels developed a model of a firm’s choice of export location and transport mode that trades 
off between fast but expensive air transport and slow but inexpensive ocean shipping. A firm 
wishing to export commodity k to the United States chooses an export location i and a 
transportation mode m so as to minimize the total cost of the delivered goods (expressed in per 
quantity units). 
𝑇𝐶𝑖𝑚
𝑘 = 𝐶𝑖
𝑘 + 𝑓𝑖𝑚
𝑘 + 𝜏𝑘𝑇𝑖𝑚 + 𝜀𝑖𝑚
𝑘         (18) 
C is the production cost, f=F/Q is the total freight charge divided by quantity shipped, τ is the 
time cost, T is the shipment time in days, and ε defines a location-mode-commodity cost shifter. 
The firm solves this cost minimization problem by asking which transport mode to choose: 
𝐶𝑖
𝑘 + 𝑓𝑖𝐴
𝑘 + 𝜏𝑘𝑇𝑖𝐴 + 𝜀𝑖𝐴
𝑘 < 𝐶𝑖
𝑘 + 𝑓𝑖𝑂
𝑘 + 𝜏𝑘𝑇𝑖𝑂 + 𝜀𝑖𝑂
𝑘       (19) 
Air transport will be chosen if the greater time costs associated with ocean transport exceed the 
premium charged for air freight: 
𝜏𝑘(𝑇𝑖𝑂 − 𝑇𝑖𝐴) − (𝑓𝑖𝐴
𝑘 − 𝑓𝑖𝑂
𝑘 )−(𝜀𝑖𝐴
𝑘
𝑖
− 𝜀𝑖𝑂
𝑘 ) > 0      
 (18) 
The firm will export from country i rather than j if:  
(𝐶𝑖
𝑘 − 𝐶𝑗
𝑘) + (𝑓𝑖𝑚∗
𝑘 − 𝑓𝑚∗
𝑘 ) + 𝜏𝑘(𝑇𝑖𝑚∗ − 𝑇𝑗𝑚∗) + (𝜀𝑖𝑚∗
𝑘 − 𝜀𝑗𝑚∗
𝑘 ) < 0   (20) 
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The optimal mode m* for a given production location and commodity depends not only on the 
production costs, but also on the optimal mode’s level of freight rates and time costs for that 
location relative to other locations. This equation indicates that firms with high-sensitive goods 
will not produce in countries with high level of time costs.  
The per day time cost of the good, τ, is a function of two factors: (i) the per day interest rate r on 
the good in transit (the pipeline inventory); and (ii) the “depreciation rate” δ for the good. The 
depreciation rate encompasses any reason that a newly produced good might be preferable to an 
older good.  
The consumer’s demand function is written as D=α/p . α ≤1 is the type produced by the firm, 
with α =1 being the ideal type. The firm can choose characteristics of the good to match the ideal 
type at no cost, but its information about the ideal type is imperfect. This can be represented as α 
=1/λT for λT ≥1. T is the time (in days) between when the firm begins production and when the 
good is consumed. λ is a learning parameter, describing the rate at which firms learn about the 
ideal type (immediately customizable goods can always match the ideal type). The price of the 
ideal type relative to the actual type (holding quantity constant) can then be written as p*/p=λT. 
In this case, lambda is the “depreciation rate”. 
Combining interest rate and depreciation rate, the per day time cost of the good is 𝜏𝑘 = (𝑟 +
𝛿𝑘)𝑝𝑘. Substituting for 𝜏𝑘 in the modal choice decision, we have: 
(𝑓𝑖𝐴
𝑘 − 𝑓𝑖𝑂
𝑘 ) − (𝑟 + 𝛿𝑘)𝑝𝑘(𝑇𝑖𝑂 − 𝑇𝑖𝐴) + (𝜀𝑖𝐴
𝑘
𝑖
− 𝜀𝑖𝑂
𝑘 ) < 0     (21) 
Given that time costs are magnified in the presence of vertical specialization, for n stages of 
production, the first stage pays time costs n times, the second pays n-1 times and the last stage 
only pays for the last voyage. If value added (V) in stage c faces transport time after stage j (j≥c), 
transport costs over the whole production system is: 
𝜏𝑆 = ∑ 𝑉𝑐
𝑛
𝑐=1 ∑ (𝑟 + 𝛿𝑐)𝑇𝑗
𝑛
𝑗=𝑐          (22) 
If r and δ are the same for each stage, then: 
𝜏𝑆 = (𝑟 + 𝛿) ∑ 𝑝𝑐
𝑛
𝑐=1 𝑇𝑗         (23) 
To capture the effect that time has as a trade barrier on country selection and modal choice, 
Hummels developed a probit model in modal choice. The first stage of the model determines the 
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probability that a country i will export a positive quantity of good k to the United States as a 
function of location characteristics:  
𝑃𝑖𝑘(𝑇𝑖
𝑘 > 0) = 𝛽1𝐷𝐴𝑌𝑆𝑖𝑝 + 𝛽2𝑙𝑛𝐷𝐼𝑆𝑇𝑖𝑝 + 𝑙𝑛𝐿𝑖 +
𝑙𝑛𝐾𝑖
𝑌𝑖
+
𝑙𝑛𝐻𝑖
𝐿𝑖
+ 𝑙𝑛𝑇𝐹𝑃𝑖   (24) 
Where production costs are captured by vectors of endowments (labour, capital and human 
capital), freight costs are captured by the distance shipped and time costs are captured by ocean 
shipping times. 
The second stage determines the probability that air mode is chosen, conditional on country i 
exporting to the US:  
𝑃𝑖𝑘(𝑚𝑖
𝑘 = 𝑎𝑖𝑟|𝑇𝑖
𝑘 > 0) = 𝛼𝑘 (
𝑓𝑖𝐴
𝑘
𝑝
−
𝑓𝑖𝑜
𝑘
𝑝
) + 𝛼𝑘𝜏𝑘𝑇𝑖𝑜 + 𝑋𝑘 + 𝜀𝑖𝑘    (25) 
Djankov, Freund and Pham (2010) estimated a modified gravity equation, controlling for 
endogeneity and remoteness. They found that on average, each additional day that a product was 
delayed prior to being shipped reduced trade by at least 1 percent and that each day was 
equivalent to a country distancing itself from its trade partners by 70 km on average. They found 
that delays had an even greater impact on developing country exports and exports of time-
sensitive goods, such as perishable agricultural products, for which a day’s delay reduced a 
country’s relative exports of time-sensitive to time-insensitive agricultural goods by 6 percent. 
The authors identified the effect of time delays in exporting on trade using a simple gravity 
equation controlling for remoteness, a “difference” gravity equation, a “difference-in-difference” 
gravity equation, and by using instrumental variables. 
Following Head (2003) the authors defined remoteness as follows: 
𝑟𝑒𝑚𝑜𝑡𝑒𝑗 =
1
∑
𝐺𝐷𝑃𝑘
𝐷𝑘𝑗
𝑁
𝑘
=
1
𝐺𝐷𝑃1
𝐷1𝑗
+
𝐺𝐷𝑃2
𝐷2𝑗
+⋯+
𝐺𝐷𝑃𝑗
𝐷𝑗𝑗
+⋯+
𝐺𝐷𝑃𝑁
𝐷𝑁𝑗
      (26) 
Where N is the total number of trading partners; Djk is the distance between countries j and k; and 
GDPk is country k’s GDP. Next, the authors estimated the simply gravity equation controlling for 
remoteness: 
𝑙𝑛(𝐸𝑥𝑝𝑗𝑘) = 𝛼𝑘 + 𝛽0𝑙𝑛(𝐺𝐷𝑃𝑗) + 𝛽1𝑙𝑛(𝐺𝐷𝑃𝐶𝑗) + 𝛽2𝑙𝑛(𝐷𝑖𝑠𝑡𝑗𝑘) + 𝛽3𝑙𝑛(𝐸𝑥𝑝_𝑇𝑖𝑚𝑒𝑗) +
𝛽4𝑟𝑒𝑚𝑜𝑡𝑒𝑗 + 𝛽5𝑙𝑎𝑛𝑑𝑙𝑜𝑐𝑘𝑗 + (𝐷𝑗𝑘) + 𝜀𝑗𝑘       (27) 
275 
 
Where j and k denote exporter and importer respectively; 𝐸𝑥𝑝𝑗𝑘 is total exports; 𝛼𝑘 is the 
importer fixed effects; 𝐸𝑥𝑝_𝑇𝑖𝑚𝑒𝑗 is the required time for exports to take place in country j; 
𝑟𝑒𝑚𝑜𝑡𝑒𝑗 is the remoteness of j; Djk is a vector of dummy variables associated with the exporter 
and the importer such as sharing same official language, borders, etc.  
The difference gravity equation used by the authors evaluates the effect of time delays on the 
relative exports of countries with similar endowments and geography, and that face the same 
tariffs in importing countries. Comparing exports from similar countries to the same importer 
allows Djankov, Freund and Pham (2010) to difference out importer effects (such as remoteness 
and tariffs) that are important to trade. 
𝐿𝑛 (
𝐸𝑥𝑝𝑗𝑘
𝐸𝑥𝑝ℎ𝑘
) = 𝛼 + 𝛽𝐿𝑛 (
𝐺𝐷𝑃𝑗
𝐺𝐷𝑃ℎ
) + 𝜑𝐿𝑛 (
𝐺𝐷𝑃𝐶𝑗
𝐺𝐷𝑃𝐶ℎ
) + 𝛿𝐿𝑛 (
𝐷𝑖𝑠𝑡𝑗𝑘
𝐷𝑖𝑠𝑡ℎ𝑘
) + 𝛾𝐿𝑛 (
𝐸𝑥𝑝𝑜𝑟𝑡_𝑇𝑖𝑚𝑒𝑗
𝐸𝑥𝑝𝑜𝑟𝑡_𝑇𝑖𝑚𝑒ℎ
) +
∅(𝐷𝑗𝑘 − 𝐷ℎ𝑘) + 𝜀𝑗ℎ𝑘          (28) 
Where Djk is a vector of control indicator variables, such as colony, language and landlocked, 
associated with the exporters. The dependent variable is composed of two export values with 
Expjk denoting exports of country j to country k. If times matter, the coefficient estimate on 
Export_Timej/Export_Timeh should be negative.  
The “difference-in-difference” technique used by Djankov et al. compares relative exports of 
time-sensitive goods to time-insensitive goods of similar trade partners. 
𝐿𝑛 (
𝐸𝑥𝑝𝑗𝑘/𝐸𝑥𝑝𝑜𝑗𝑘
𝐸𝑥𝑝ℎ𝑘/𝐸𝑥𝑝𝑜ℎ𝑘
) = 𝛼 + 𝛽𝐿𝑛 (
𝐺𝐷𝑃𝑗
𝐺𝐷𝑃ℎ
) + 𝜑𝐿𝑛 (
𝐺𝐷𝑃𝐶𝑗
𝐺𝐷𝑃𝐶ℎ
) + 𝛿𝐿𝑛 (
𝐷𝑖𝑠𝑡𝑗𝑘
𝐷𝑖𝑠𝑡ℎ𝑘
) + 𝛾𝐿𝑛 (
𝐸𝑥𝑝𝑜𝑟𝑡_𝑇𝑖𝑚𝑒𝑗
𝐸𝑥𝑝𝑜𝑟𝑡_𝑇𝑖𝑚𝑒ℎ
) +
∅(𝐷𝑗𝑘 − 𝐷ℎ𝑘) + 𝜀𝑚𝑜𝑗ℎ𝑘         (29) 
Where m and o denote time-sensitive and time-insensitive industries respectively. Finally, to 
ensure that the authors identify only the effect of trade facilitation on trade, they report the results 
instrumenting for the time of exporting. To such purpose, they use the number of signatures 
required to export and to import as instruments. The intuition is that administrative costs, such as 
the extra paperwork required when more signatures are required, are important in extending the 
number of days for export processing, but are unlikely to be affected by the total volume of trade. 
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B.4 The Microeconomic Perspective: Introducing Friction to the Production Function 
At the microeconomic level, a number of studies provide evidence on the importance of fast, 
smooth access to consumption markets and its impact on firms’ strategic decisions. Delays may 
create expensive idle time in machinery and labour and it may lead to lose customers and 
business opportunities. In an increasingly time-sensitive environment, delays caused by either 
firm/business related issues or “business climate” issues may severely affect firms’ ability to 
integrate to vertical production networks.  
Evans and Harrigan (2005) and Deardorff (2005) argue that depending on the product, time can 
be the most important trade cost. Evans and Harrigan (2005) developed a model of demand of 
timeliness and derive implications for international specialization and trade. They showed that 
location of economic activities may be determined not only by transport costs, but also as a result 
of sensitivity to time. They developed a model with two periods (1 and 2) in which demand is 
realized, and firms which production is flexible (F) and non-flexible (N). Non-flexible firms 
produce twice expected optimal sales: 
𝑞1
𝑁 = 2
ā−𝑤
2𝑏
= 2𝑞 ∗          (30) 
Where 𝑞 is the output, subscripts denote period production, and 𝑞 ∗ is the ex-ante optimal sales in 
each period.  
Flexible firms will produce enough in the first period to sell the optimal amount if demand is 
high: 
𝑞1
𝐹 =
𝑎𝐻−𝑤
2𝑏
           (31) 
If demand turns out to be low, flexible firms will sell the optimal amount given low demand, and 
hold inventory into the next period: 𝑠2
𝐹 = 𝑞 ∗. Instead, non-flexible firms will respond less to 
demand shocks: 𝑠2
𝑁 = 𝑞 ∗ −
𝑎1−ā
4𝑏
 . If demand is high in period 1, they sell less than if they were 
flexible, because they want to make sure that enough goods are available to be sold in period 2. 
Similarly, if demand is low in period 1, they will sell more than what they would if they were 
flexible, since they do not want to be stuck with inventory if demand is low again in the second 
period. Under these conditions, profits for flexible firms are higher than for non-flexible firms. 
The authors use two locations, Asia (A) and the Caribbean (C), to estimate where firms will 
choose to produce. If costs were all the same all firms would prefer to be flexible and produce in 
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C. However, in the flexible location C wages are higher so that w^ = wC- wA > 0 , so firms face a 
tradeoff between the benefits of flexibility and the costs of paying higher wages. If demand is 
higher, then it may be worth paying the higher wages to get the benefits of flexibility; but if 
demand is not very variable or if the wage differential is large, firms will choose the non-flexible 
location. Given a continuum of monopolists with same costs functions and demand curves, but 
different selling season and demand variability, only a subset of these would produce a good 
which season is long enough and which demand is variable enough for flexibility to be feasible. 
For a given w^, flexible firms will prefer to locate in C, closer to destination markets. 
Evans and Harrigan (2005) show that products where timely deliver is important –“replenishment 
goods”- will be produced near consumers. Production of goods where timely deliver is not 
important -“non-replenishment goods”- will be able to be produced at lower wage locations. 
Seasonality and demand variability determine the importance of timeliness. For replenishment 
goods, producers will require flexibility and speed; hence they will tend to locate close to 
consumers, leading to specialization in trade patterns. 
The authors’ conclusion is in line with Hummels (2001), Anderson and van Wincoop (2004) and 
Djankov, Mann and Otsuki (2010), who showed that the value of timeliness is different according 
to product characteristics, and that this explains modal choice. High value-to-weight goods are 
less penalized by transport and time costs. Hence, poor institutions and poor infrastructure 
penalize trade differently across countries, with developing countries exporting low-value, time-
sensitive goods being more penalized by delays.  
Harrigan and Venables (2006) focused on the costs associated with delivery times and argued 
that timeliness was important because the penalty of distance introduced delays and uncertainty 
on both costs and delivery time. They developed a model with two locations, one with an 
assembly plant and the other with a retailer supplying the local demand. They showed that time 
was important because it created an incentive to cluster activities, it made products obsolete and 
it increased uncertainty on costs and delivery time. All these, in the context of increasing 
adoption of just-in-time practices, which require decreasing uncertainty, building long term 
relationships between suppliers and customers, and locating close to these.  
The authors developed a model with no transport costs but introduced uncertainty about delivery 
time and risk of production delay. The assumed that firms seek to produce a unit of output at a 
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certain date, combining N different components into final output. No unit could be completed 
until all components had arrived and the cost of holding inventory was prohibitive.  
In their model, the probability of timely delivery is q < 1 if supplier and assembler are located in 
different regions (A and B): 
Pr (all parts arrive on time) = 𝑞𝑁𝐵        (32) 
Pr (at least one part arrives late) = 1 - 𝑞𝑁𝐵       (33) 
Where NB is the number of parts sourced from location B. Pr (all parts arrive on time) is 
decreasing in NB but also convex in NB , which means that when changing suppliers from A to B 
the probability of parts arriving late decrease but at a diminishing rate. “If one part is delayed, it 
doesn’t matter if a second part is also delayed” (Harrigan and Venables 2006, p.9). 
If all parts arrive on time, then the value of producing one unit of output (vA) will be: 
𝑣𝐴
0 = 𝑝 − 𝛽𝑤𝐴 − 𝑁𝐴𝑟𝐴 − 𝑁𝐵𝑟𝐵        (34) 
Where 𝛽 is the daily unit labor requirement for parts assembly at A and 𝑤𝐴 is the wage at A. 
Production costs at A are 𝑟𝐴 and production costs at B are 𝑟𝐵. If parts are delivered one day late, 
then: 
𝑣𝐴
1 = 𝑝(1 − 𝛿) − 2𝛽𝑤𝐴 − 𝑁𝐴𝑟𝐴 − 𝑁𝐵𝑟𝐵       (35) 
The difference between profits on day 0 and on day 1, (𝛿𝑝) − 𝛽𝑤𝐴 , is the penalty paid by firms 
who suffer late delivery of parts. Expected profits are profits if there is no delay minus the 
expected costs of delay: 
𝑣𝐴 = 𝑣𝐴
0 − (1 − 𝑞𝑁𝐵) − (𝛿𝑝 + 𝛽𝑤𝐴)        (36) 
The authors argue that because of costs of distance (uncertainty and delays), firms will tend to 
cluster. They show that due to timeliness relative productivity between locations A and B will be 
higher for clustered activities: 
𝑇𝑃𝐹𝐴𝐵 =
(2−𝑞𝑁)𝛽𝑤+𝑟𝑁
𝛽𝑤+𝑟𝑁
> 1         (37) 
Nordas (2010) shows how time and delays impact on vertical organization. Following Kremmer’s 
O-ring theory of production, production consists of a number of tasks, and the value of the 
resulting output depends on the successful performance of all tasks. In a vertically organized 
production chain, where comparative advantages will be obtained not only across goods but also 
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across production phases (Yi 2003), the production chain will be as strong as its weakest link 
(Nordas 2010).  
Nordas (2010) refers to Kremmer’s theoretical framework, where a key feature in the production 
function is that the quality of inputs cannot be substituted for any quantity. If a firm chooses 
high-quality for n-1 stages, it will also choose for high quality in the n-th stage (Nordas 2010). 
Kremer’s production function is: 
𝑌 =  𝑘𝛼(∏ 𝑞𝑖
𝑛
𝑖=1 )𝑛𝐵          (38) 
Where Y is final output, n is the exogenous number of tasks needed to complete the production 
process (it is assumed that each task is performed by one worker, where q ∈ (0, 1) represents the 
worker's ability to perform the task to perfection). B is the output per worker equipped with a 
single unit of capital if q = 1. If all tasks are performed to perfection, the maximum output is Y.  
Assuming that all but one worker perform their task to perfection and that the lesser skilled 
worker's quality is 0.6, the output will be reduced to 𝑌 = 0.6 ∗ 𝑘𝛼 ∗ 𝑛𝐵. Hence the final output 
will be reduced by 40%, in line with the lesser skilled worker’s quality.  
To open the possibility for outside suppliers to deliver tasks, Nordas (2010) simplifies the 
production function by setting α=0, therefore: 
𝑌 = (∏ 𝑞𝑖
𝑛
𝑖=1 )𝑛𝐵          (39) 
Where q is interpreted as the quality of input i measured relative to zero-faults and just-in-time 
arrival at the relevant production station, and B is the scalar that represents the output volume per 
unit of input if all inputs have zero faults and arrive on time. In the vertical chain, the lead firm 
will choose quality of the input according to the following maximization problem: 
𝑀𝑎𝑥 𝑞 [𝑛𝐵(∏ 𝑞𝑖
𝑛
𝑖 ) − ∑ 𝑝(𝑞𝑖)
𝑛
𝑖=1 ]        (40) 
Each firm chooses the same quality of all its inputs. The relationship between price and quality 
will be: 
𝑝(𝑞) = ∫ 𝑛𝐵𝑞𝑛−1𝑑𝑞 = 𝐵𝑞𝑛 + 𝑐        (41) 
The total unit cost of production will be 𝑞𝑛 + 𝑛𝑐 . For the supply of intermediate inputs, the cost 
function has two elements: the cost of producing the input at the required time and quality (linear 
function of q) and the cost of ensuring that the input arrives at the customer’s premises in time 
and with the quality intact (exponential form). 
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𝑐(𝑞) = 𝑎𝑞 + 𝑒𝛽𝑞 − 1          (42) 
Where 𝑎 is the marginal cost of production and β is the measure of disadvantage of distance to 
the producer in terms of lead time and damage. If β=0, then input is produced on the spot. In 
contrast, a high β represents poor quality of infrastructure and services. This function shows the 
importance that both risk of faults and delivery time have in vertical integration and supply chain 
competitiveness. “Time-to-market” or “time-to-customer” may vary substantially over similar 
distances depending on geographical characteristics, quality of infrastructure and effectiveness 
and cost of communication, transport services and customs procedures.  
The producer of a certain input will choose quality level to maximize profits as follows: 
𝑀𝑎𝑥 𝑞 = [𝐵𝑞𝑛 − 𝑎𝑞 − 𝑒𝛽𝑞 + 1]        (43) 
Nordas (2010) considers two industries in two locations, one with high wage, good infrastructure 
(βr); the other with low wage, bad infrastructure (βp), so that βp > βr , and 𝑎p < 𝑎r . Suppliers in 
poor location have the lowest cost at lowest/medium quality. Suppliers in rich locations have the 
lowest costs at high quality. High-tech sector will source from the rich location, while low-tech 
sector will source from the poor location.  
In order to explore this empirically, Nordas (2010) used a panel of 52 countries and used the 
definition on vertical integration developed by Hummels, Ishii and Yi (2001), namely the import 
content of a country’s exports: 
𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛𝑘𝑖 =
𝐼𝑚𝑝𝑜𝑟𝑡𝑒𝑑 𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒𝑠𝑘𝑖
𝐺𝑟𝑜𝑠𝑠 𝑜𝑢𝑡𝑝𝑢𝑡𝑘𝑖
 𝑒𝑥𝑝𝑜𝑟𝑡𝑠𝑘𝑖,    (44) 
Where k is the country and i is the sector. 
He built an input-output matrix including local and imported intermediates and regressed vertical 
supply share on relevant variables organized into three groups:  
1) Geography: distance to major markets (log latitude capital city); dummies for landlocked 
countries and islands. 
2) Policy: log of tariff sector (1+tki), where t is the average for sector i (source: TRAINS); 
and corruption (index from Kaufman et al, 2002). 
3) Infrastructure: Index of road, railway, telephone, airport and quality of roads 
                           Index of port efficiency (taking value 1 to 7) 
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                           Time to clear goods 
4) GDP to control for market size 
Results showed significant impact of port efficiency, telecommunications and corruption. They 
also showed that better behind-the-border infrastructure lowered lead time and damage, which in 
turn could persuade agglomeration. In addition, findings suggested that poor infrastructure and 
trade procedures constitute disincentives for local companies to invest in quality and improve 
their ability to enter international production networks (Nordas 2010). 
 
B.5 Summary of Findings 
The literature reviewed above shows that trade costs influence trade flows and the ability to 
access international markets. With the introduction of gravity models, researchers were able to 
improve the understanding on the factors determining trade costs. Apart from geographical 
distance and tariffs, it was shown that infrastructure and transport services, regulatory barriers, 
customs procedures, and timeliness affected trade costs and trade flows. In turn, they influenced 
firms’ strategic decisions on location, sourcing and participation in production networks. 
Importantly, studies provided evidence on the importance of connectivity – understood as the 
availability and capacity of transport services – in determining transport costs and trade flows. 
These findings provide useful information to understand the factors that influence trade flows and 
the ability to reach international markets and deliver goods to customers. In line with the findings 
of the systematic literature review presented in Chapter 2, and particularly in Section 2.4, these 
findings provide further information to understand connectivity in the context of international 
trade and identify the factors determining a country’s ability to connect to international markets.  
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Appendix C 
 
Survey applied to the sample of firms in the Dominican Republic 
 
1. Please indicate the main business area of your firm: (choose only one) 
Industry: 
__ Mining 
__ Agroindustry, food, beverage 
__ Textile, footwear 
__ Chemical products 
__ Metal products 
__ Pharmaceutical products, biotechnology, medical instruments 
__ Paper, plastic 
__ Electrical, electronic, optical products 
__ Automotive, machinery, transportation equipment 
__ Software, telecommunications 
__ Other 
Services: 
__ Transport and logistics 
__ Telecommunications 
__ Finance 
__ Hotels, restaurants 
__ Other 
 
 
2. Please indicate the location of your firm: 
Region ___________    City (optional) ___________ 
 
Is your firm located in a free trade zone? Yes __ No __ 
 
 
3. Does your firm:  
Export                           Yes __ No __ 
Import                           Yes __ No __ 
Produce/operate in domestic market      Yes __ No __ 
 
 
4. Regions your firm trades with: (choose all that apply) 
__ Europe  __ Caribbean 
__ USA  __ South America 
__ China  __ Central America 
__ Other Asia 
 
 
5.  Does your firm import/export: (choose all that apply) 
__ Solid bulk cargo  __ Non-refrigerated containers 
__ Liquid bulk cargo  __ Refrigerated containers 
__ Through pipe  __ Other 
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6. The cycle/duration of your product is: 
__ 0 to 3 months 
__ more than 3 months and less than 6 months 
__ more than 6 months and less than 2 years 
__ more than 2 years 
 
 
7. How important are the following matters in your relationship with your clients: 
 
 
Not important   Low Somehow 
important     
Important Very 
important 
Product price      
Delivery time      
Reliability of delivery  time      
Product customization 
according to client needs 
     
Product traceability      
 
 
8. Please rank from 1 to 5 the following matters according to the preferences of your clients (being 1 the 
most important and 5 the least important):  
__ Product price 
__ Delivery time 
__ Reliability of delivery time  
__ Product customization according to client needs 
__ Product traceability 
 
 
9. In your country, how would you evaluate the quality of:  
  Very bad Bad Acceptable Good Very good 
Road infrastructure           
Rail infrastructure           
Port infrastructure           
Airport infrastructure           
Domestic transport           
International transport           
Telecommunications (including internet)           
Customs and controls           
Trade regulation           
Technical/Technological capabilities           
Human resources           
Access to finance           
Ability to identify potential markets and 
clients 
          
Security           
 
 
10. In your business activity, do you use: 
  Never Almost 
never 
Sometimes Almost 
always 
Always 
Collaboration with suppliers and clients           
Integrated planning with suppliers and clients           
Shared software with suppliers and clients           
Internet for your business activities            
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11. In your import/export activities, how often do you find problems in/with: 
  Never Almost 
never 
Sometimes Almost 
always 
Always 
Identifying potential markets and clients           
Access to finance           
Access to import supplies at competitive prices           
Access to appropriate technical/technological 
capabilities 
          
Satisfying client standards regarding to 
quantity/quality 
          
Satisfying client technical requirements and 
standards  
          
High cost of domestic transport           
High cost of international transport           
Delays in domestic transport           
Delays in international transport           
Delays in customs/controls           
Complexity of customs procedures           
Corruption            
Rules of origin required at destination markets           
Tariff and non-tariff barriers           
Telecommunications (including internet)           
Infrastructure           
Crime and theft           
 
 
12. Which of the following matters is more important for conducting your business activities efficiently? 
(rank them from 1 to 3, being 1 the most important and 3 the least important):  
__ Infrastructure and transport services 
__ Collaboration with suppliers and clients (integrated planning, shared software, etc.)  
__ Regulations and institutional issues related to international trade 
 
 
13. Which of the following aspects have the most negative impact on your business relations with your 
clients? (rank them from 1 to 3, being 1 the most important and 3 the least important):  
__ Infrastructure and transport services 
__ Collaboration with suppliers and clients (integrated planning, shared software, etc.)  
__ Regulations and institutional issues related to international trade 
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APPENDIX D 
 
D.1 Questionnaire for in-depth interviews in Costa Rica and Honduras 
 
1. In your opinion, which are the main aspects that affect your ability to access international 
markets? 
2. And the main aspects that affect your connection to international markets? 
3. How is connectivity in your country? 
4. Which are the main factors that affect connectivity in your country? 
5. How is your connectivity with clients and suppliers? 
6. How are infrastructure and transport services? 
7. How are business climate and export/import procedures in your country? 
8. Are there any other factors that affect your ability to connect to international markets? 
 
D. 2 Respondents of the in-depths interviews 
1. High-level representatives of 13 private sector associations.   
2. High-level representatives of 7 public sector agencies.  
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Appendix E 
 
 
No. Country Comparison across indices 
1 Australia LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” (and all its subcomponents) than in “Border Administration” (and  all its 
subcomponents). 
2 Bangladesh LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” (and all its subcomponents) than in “Border Administration”. 
3 Cameroon LPI: “Infrastructure” and “Customs” scored almost similarly (0.01 difference).  
GETI: scored significantly lower in “Transport and Communication Infrastructure” than in “Border Administration”. 
4 Canada LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” (and its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and all its subcomponents). 
5 Chad No observation. 
6 Dominican 
Republic 
LPI: scored higher in “Customs” than in “Infrastructure”.  
GETI: scored higher in “Availability and quality of transport infrastructure” than in “Border Administration” (and in its subcomponent 
“Efficiency of customs administration”).  
7 Egypt LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). 
8 Ethiopia No observation. 
9 Honduras LPI: scored lower in “Infrastructure” than in “Customs”. Likewise, according to DHL the country scored lower in “Transport, Communication 
and Infrastructure” than in “Business Environment” and “Business Environment”.  
GETI: scored higher in “Availability and quality of transport infrastructure”) than in “Border Administration” (and in its subcomponent 
“Efficiency of customs administration”). 
DHL: shows higher accessibility to foreign markets due to lower remoteness. GETI: shows lower access to foreign markets. 
10 India LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). 
11 Indonesia LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). 
12 Jamaica LPI: “Infrastructure” and “Customs” scored almost similarly (0.01 difference).  
GETI: scored significantly lower in “Transport and Communication Infrastructure” than in “Border Administration”. 
13 Jordan LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). 
14 Kenya LPI: scored lower in “Infrastructure” than in “Customs”. 
GETI: scored higher in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration”. 
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15 Lithuania LPI: scored lower in “Infrastructure” than in “Customs”.  
GETI: scored higher in “Availability and quality of transport infrastructure” than in “Border Administration”. 
16 Mali No observation.  
17 Mozambi- 
que 
LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in Transport and Communication Infrastructure” than in “Border Administration” (and in all its subcomponents). 
18 Namibia LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration”. 
19 Netherlands LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” (and its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and all its subcomponents). 
20 New 
Zealand 
No observation. 
21 Nigeria LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). 
22 Panama No observation. 
23 Paraguay LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). Likewise, according to DHL the country scored lower in 
“Transport, Communication and Infrastructure” than in “Enabling Trade Index” and “Business Environment”. 
24 Peru LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). Likewise, according to DHL the country scored lower in 
“Transport, Communication and Infrastructure” than in “Enabling Trade Index” and “Business Environment”. 
25 Poland DHL: shows higher accessibility to foreign markets due to lower remoteness. GETI: shows lower access to foreign markets. 
26 Serbia LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). 
27 Singapore LPI: scored higher in “Infrastructure” than in “Customs”.   
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). Likewise, according to DHL the country scored lower in 
“Transport, Communication and Infrastructure” than in “Enabling Trade Index” and “Business Environment”.  
28 Switzerland LPI: scored higher in “Infrastructure” than in “Customs”.  
GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration” (and its subcomponent “Efficiency of 
customs administration”). 
29 Tajikistan No observation.  
30 Tunisia LPI: scored higher in “Infrastructure” than in “Customs”.  
GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration” (and all its subcomponents). 
31 Turkey LPI: scored higher in “Infrastructure” than in “Customs”.  
GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration” (and its subcomponents “Efficiency of 
customs administration” and “Efficiency of import-export procedures”). 
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32 Ukraine LPI: scored higher in “Infrastructure” than in “Customs”.   
DHL: scored lower in “Transport, Communication and Infrastructure” than in “Enabling Trade Index” and “Business Environment”. 
33 United 
Kingdom 
DHL: shows higher accessibility to foreign markets due to lower remoteness. GETI: shows lower access to foreign markets.  
34 United 
States 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration”. 
Table E.1. Analysis of the scores reported by the available indices for measuring connectivity (2010) 
 
 
No. Country Comparison across indices 
1 Australia 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponents “Availability and quality of transport 
infrastructure” and “Availability and quality of transport services”) than in “Border Administration” (and in its subcomponents “Efficiency of 
customs administration” and “Efficiency of import-export procedures”). 
2 Bangladesh 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored higher in “Border Administration” (and in its subcomponents “Efficiency of customs administration” and “Efficiency of import-
export procedures”) than in “Transport and Communication Infrastructure (and in its subcomponents “Availability and quality of transport 
infrastructure” and “Availability and quality of transport services).  
3 Cameroon No observation. 
4 Canada 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored higher in “Border Administration” than in “Transport and Communication Infrastructure” (and its subcomponent “Availability 
and quality of transport infrastructure”). 
5 Chad 
LPI: scored better in “Infrastructure” than in “Customs”.  
GETI: scored worse in “Transport and Communication Infrastructure” than in “Border Administration”. 
6 
Dominican 
Republic 
LPI: scored higher in “Infrastructure” than in “Customs”.  
GETI: cored higher in “Border Administration” (and in its subcomponent “Efficiency of customs administration”) than in “Transport and 
Communications Infrastructure”. 
7 Egypt No observation. 
8 Ethiopia No observation. 
9 Honduras 
LPI: scored higher in “Customs” than in “Infrastructure”.  
GETI: scored lower in “Border Administration” than in “Transport and Communication Infrastructure”. 
10 India 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in its subcomponent “Efficiency of customs administration”). 
11 Indonesia 
LPI: scored almost similarly in “Infrastructure” and in “Customs” (0.01 difference). 
GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration”. 
12 Jamaica 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration” (and in its subcomponent “Efficiency of 
customs administration” and “Efficiency of import-export procedures”). 
13 Jordan LPI: scored higher in “Infrastructure” than in “Customs”.  
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GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration”. 
14 Kenya 
Although results from LPI and GETI are in agreement, GETI shows a broader performance gap between “Transport and Communication 
Infrastructure” and “Border Administration”. 
15 Lithuania No observation. 
16 Mali 
LPI: scored slightly lower in “Infrastructure” than in “Customs”. 
GETI: scored higher in subcomponent “Availability and quality of transport infrastructure” than in “Border Administration” (and all its 
subcomponents). 
17 Namibia 
LPI: scored higher in “Customs” than in “Infrastructure” 
GETI: scored lower in “Border Administration” and all its subcomponents than in “Availability and quality of transport infrastructure”. 
18 Netherlands 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure” and “Availability and quality of transport services”) than in “Border Administration” (and in its subcomponent “Efficiency of 
customs administration”). 
19 
New 
Zealand 
No observation. 
20 Nigeria No observation. 
21 Panama No observation. 
22 Paraguay 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Availability and quality of transport infrastructure” than in “Border Administration” (and its subcomponents 
“Efficiency of customs administration” and “Efficiency of import-export procedures”). 
23 Peru 
LPI: scored higher in “Infrastructure” than in “Customs”.  
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in its subcomponent “Efficiency of customs administration”). 
24 Poland No observation. 
25 Serbia 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in its subcomponent “Efficiency of customs administration” and “Efficiency of import-
export procedures”). 
26 Singapore 
LPI: scored higher in “Infrastructure” than in “Customs”.  
 GETI: scored lower in Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in all its subcomponents). 
27 Switzerland 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration” (and in its subcomponent “Efficiency of 
customs administration”). 
28 Tajikistan 
LPI: scored lower in “Infrastructure” than in “Customs”.  
GETI: scored higher in “Transport and Communication Infrastructure” (and in its subcomponent “Availability and quality of transport 
infrastructure”) than in “Border Administration” (and in its subcomponent “Efficiency of customs administration”). 
29 Tunisia 
LPI: scored lower in “Infrastructure” than in “Customs”.  
GETI: scored higher in “Availability and quality of transport infrastructure” than in “Border Administration” (and in its subcomponent 
“Efficiency of customs administration”). 
30 Turkey No observation. 
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31 Ukraine No observation. 
32 
United 
Kingdom 
LPI: scored higher in “Infrastructure” than in “Customs”.  
GETI: scored lower in “Availability and quality of transport infrastructure” than in “Efficiency of customs administration”.  
33 
United 
States 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” than in “Efficiency of customs administration”. 
34 Zimbabwe 
LPI: scored higher in “Infrastructure” than in “Customs”. 
GETI: scored lower in “Transport and Communication Infrastructure” than in “Border Administration”. 
Table E.2. Analysis of the scores reported by the available indices for measuring connectivity (2012) 
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Appendix F 
 
 
Table F.1. List of commodities subject of containerization (showing 70% of containerization or 
above)
Nuclear reactors, boilers Carpets and other textile floor coverage 
Electrical machinery and equipment  Arms and ammunition; parts and accessories 
Plastics and articles thereof Tin and articles thereof 
Natural or cultured pearls Explosives; pyrotechnic products 
Optical, photographic, cinematographic equipment Articles of leather 
Commodities not specified  Products of animal origin, not else specified 
Paper and paperboard; articles of paper Special woven fabrics 
Articles of iron or steel Works of art, collectors' pieces antiques 
Aluminum and articles thereof Lac; gums, resins and other vegetables 
Rubber and articles thereof Wool, fine or coarse animal hair 
Pharmaceutical products Musical instruments; parts and accessories 
Furniture; bedding, mattresses, mattresses Furskins and artificial fur 
Articles of apparel and clothing accessories Clocks and watches and parts thereof 
Edible fruit and nuts; peel of citrus Headgear and parts thereof 
Aircraft, spacecraft, and parts thereof Vegetable plaiting materials 
Fertilisers Prepared feathers and down  
Wood and articles of wood Manufactures of straw, of esparto 
Beverages, spirits and vinegar Other vegetable textile fibres 
Edible vegetables and certain roots Umbrella, sun umbrellas 
Meat and edible meat offal Cork and articles of cork 
Essential oils and resinoids; perfumes Silk 
Coffee, tea, mate and spices Footwear, gaiters and the like 
Preparations of cereals, flour Textile fabric 
Fish and crustaceans, molluscs  Wadding, felt and nonwovens 
Miscellaneous edible preparations Tobacco and manufactured tobacco  
Preparations of vegetables, fruit Nickel and articles thereof 
Pulp of wood  Live trees and other plants; bulbs 
Tanning or dyeing extracts Ships, boats and floating structure 
Soap, organic surface-active agents Miscellaneous manufactured articles 
Miscellaneous articles of base metal Man-made staple fibres 
Glass and glassware Raw hides and skins 
Printed books, newspapers, pictures Photographic or cinematographic goods 
Cotton Knitted or crocheted fabrics 
Articles of stone, plaster, cement Lead and articles thereof 
Tools, implements, cutlery, spoons   
Cocoa and cocoa preparations  
Dairy produce; birds' eggs  
Toys, games and sports requisites   
Preparations of meat, of fish or offal  
Products of the milling industry; m  
Railway or tramway locomotives  
Ceramic products  
Other made up textile articles  
Man-made filaments; strip and the like  
Albuminoidal substances  
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Table F.2. Conversion factors used to estimate percentage of maritime trade between country pairs 
Source: Author based on IDB (2012), ECLAC (2013) and USDOT (2014). 
 
The sources used to estimate maritime trade between country-pairs are: 
 North America: USDOT (2014). It provides data on modal share for imports and exports between United States-
Canada, United States-Mexico, and Canada-Mexico. Data is provided for year 2012. It is assumed that modal splits 
remained constant between 2011 and 2012.  
 Central America and North America: IDB (2012). It provides data on modal share for bilateral trade for the 10 
countries of Mesoamerica (Mexico, Guatemala, Honduras, El Salvador, Costa Rica, Belize, Panama, Colombia and 
Dominican Republic). Data is provided for year 2011.  
 South America: ECLAC (2010). It provides data on modal share for bilateral trade among countries in South America. 
Data is provided for year 2010. It is assumed that modal splits remained constant between 2010 and 2011.  
 
Argentina Antigua and BarbudaBah mas Belize Bolivia Brazil Barbados Canada Chile Colombia Costa Rica Dominica Dominican RepublicEcuador Grenada GuatemalaGuyana Haiti Honduras Jamaica St. Kitts St. Lucia St. VincentMexico Nicaragua Panama Peru Paraguay El SalvadorSuriname Trinidad Uruguay United StatesVenezuela
Argentina 100 100 100 0 48.3 100 100 48.3 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 48.3 100 100 100 48.3 100 100
Antigua and Barbuda100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Bahamas 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Belize 100 100 100 100 100 100 100 100 100 10 100 100 100 100 0 100 100 15 100 100 100 100 0 10 100 100 100 0 100 100 100 100 100
Bolivia 0 100 100 100 0 100 100 0 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 0 100 100 100 0 100 100
Brazil 49.2 100 100 100 0 100 100 49.2 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 0 100 100 100 100 100 100
Barbados 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Canada 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 25 100 100 100 100 100 100 100 100 15 100
Chile 38.4 100 100 100 0 38.4 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 38.4 100 100 100 100 38.4 100 100
Colombia 100 100 100 100 100 100 100 100 100 100 100 100 73 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Costa Rica 100 100 100 10 100 100 100 100 100 100 100 100 100 100 25 100 100 25 100 100 100 100 20 15 10 100 100 20 100 100 100 100 100
Dominica 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Dominican Republic100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Ecuador 100 100 100 100 100 100 100 100 100 55 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 55 100 100 100 100 100 100 100
Grenada 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Guatemala 100 100 100 0 100 100 100 100 100 100 25 100 100 100 100 100 100 10 100 100 100 100 10 15 40 100 100 0 100 100 100 100 100
Guyana 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Haiti 100 100 100 100 100 100 100 100 100 100 100 100 0 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Honduras 100 100 100 15 100 100 100 100 100 100 25 100 100 100 100 10 100 100 100 100 100 100 10 10 30 100 100 0 100 100 100 100 100
Jamaica 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
St. Kitts and Nevis100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
St. Lucia 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
St. Vincent 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Mexico 100 100 100 0 100 100 100 25 100 100 20 100 100 100 100 10 100 100 10 100 100 100 100 20 50 100 100 20 100 100 100 15 100
Nicaragua 100 100 100 10 100 100 100 100 100 100 15 100 100 100 100 15 100 100 10 100 100 100 100 10 20 100 100 15 100 100 100 100 100
Panama 100 100 100 100 100 100 100 100 100 100 10 100 100 100 100 40 100 100 30 100 100 100 100 50 20 100 100 30 100 100 100 100 100
Peru 100 100 100 100 0 100 100 100 77 100 100 100 100 77 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Paraguay 0 100 100 100 0 0 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 0 100 100
El Salvador 100 100 100 0 100 100 100 100 100 100 20 100 100 100 100 0 100 100 0 100 100 100 100 20 0 30 100 100 100 100 100 100 100
Suriname 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Trinidad and Tobago100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Uruguay 12.5 100 100 100 0 12.5 100 100 12.5 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 0 100 100 100 100 100
United States100 100 100 100 100 100 100 9.8 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 15 100 100 100 100 100 100 100 100 100
Venezuela 100 100 100 100 100 100 100 100 100 73 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
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Appendix G 
 
Country Port Country Port 
Argentina Bahia Blanca Chile Chacabuco 
Argentina Buenos Aires Chile Coronel 
Argentina Madryn Chile Iquique 
Argentina Rosario Chile Lirquen 
Argentina Ushuaia Chile Mejillones 
Argentina Zarate Chile Puerto Angamos 
Antigua and Barbuda St. John Chile Punta Arenas 
Bahamas Freeport Chile San Antonio 
Belize Belize City Chile San Vicente 
Brazil Belem Chile Valparaiso 
Brazil Chibatao Colombia Barranquilla 
Brazil Fortaleza Colombia Buenaventura 
Brazil Imbituba Colombia Cartagena 
Brazil Itaguai/Sepetiba Colombia La Guajira 
Brazil Itajai/Navegantes Colombia Santa Marta 
Brazil Maceio Costa Rica Caldera 
Brazil Manaus Costa Rica Limon-Moin 
Brazil Natal Dominica Roseau 
Brazil Paranagua DR Boca Chica 
Brazil Pecem DR Caucedo 
Brazil Recife DR Haina 
Brazil Rio de Jaineiro DR Manzanillo-DO 
Brazil Rio Grande DR Puerto Plata 
Brazil Salvador DR Santo Domingo 
Brazil San Francisco do Sul Ecuador Esmeraldas 
Brazil Santarem Ecuador Guayaquil 
Brazil Santos Ecuador Puerto Bolichange 
Brazil Suape Grenada St. Georges 
Brazil Vila do Conde Guatemala Puerto Barrios 
Brazil Vitoria Guatemala Puerto Quetzal 
Barbados Bridgetown Guatemala Sto. Tomas de Castilla 
Canada Halifax Guyana Georgetown 
Canada Metro Port Vancouver Haiti Port-au-Prince 
Canada Montreal Honduras Puerto Castilla 
Canada Prince Rupert Honduras Puerto Cortes 
Canada Saint John Jamaica Kingston 
Chile Antofagasta St. Kitts and Nevis Long Point Port 
Chile Arica St. Lucia Castries 
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Country Port Country Port 
St. Vincent  Campden Park Cont. Port United States  Everett 
St. Vincent  Kingstown United States  Freeport 
Mexico Altamira United States  Gulfport 
Mexico Ensenada United States  Jacksonville 
Mexico Lazaro Cardenas United States  
Los Angeles/Long 
Beach 
Mexico Manzanillo United States  Miami 
Mexico Mazatlan United States  Mobile 
Mexico Progreso United States  New Orleans 
Mexico Puerto Morelos United States  New York/New Jersey 
Mexico Salina Cruz United States  Norfolk 
Mexico Tampico United States  Oakland 
Mexico Veracruz United States  Palm Beach 
Nicaragua Arlen Siu / El Rama United States  Philadelphia 
Nicaragua Corinto United States  Port Everglades 
Panama Almirante United States  Portland 
Panama Balboa United States  San Diego 
Panama Colon United States  San Juan  
Panama Manzanillo United States  Savannah 
Panama 
PSA Panama International 
Terminal United States  Seattle 
Panama Puerto Cristobal United States  Tacoma 
Peru Callao United States  Tampa 
Peru Chimbote United States  Virginia Ports 
Peru Ilo United States  Wilmington 
Peru Matarani Venezuela El Guamache 
Peru Paita Venezuela Guanta 
Paraguay Puerto Fenix Venezuela La Guaira 
Paraguay TERPORT (San Antonio) Venezuela Maracaibo 
El Salvador Acajutla Venezuela Puerto Cabello 
Suriname Paramaribo   
Trinidad and Tobago Point Lisas   
Trinidad and Tobago Port of Spain   
Uruguay Montevideo   
United States  Baltimore   
United States  Baton Rouge   
United States  Boston   
United States  Charleston   
United States  Corpus Christi   
 
Table G.1. List of ports and countries for each port
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Table G.2. Container services in the Americas in 2011 
Country 1 Country 2 Country 3 Country 4 Country 5 Country 6 Country 7 Country 8 Country 9 Country 10Country 11Country 12Country 13Company Service Partner 1 Partner 2 Partner 3 Partner 4 Vessel Avrg. Capacity
USA Bahamas MSC Transpac 12 8278.3
Canada USA Jamaica USA Zim ZCS 15 5198.5
Panama Jamaica USA Canada Zim ZCS 15 5198.5
USA Panama USA Canada USA Panama USA Grand AlliancePAX Hapag-Lloyd 13 4688.8
USA Canada EvergreenUAM 11 5521.1
USA Canada CMA CGM Columbus Maersk 8 7317.8
Canada USA Canada Grand AllianceAEX Hapag-LloydNYK OOCL 10 5712.2
Brazil Uruguay Argentina Brazil CSAV ASAX 12 4486.3
Panama USA  Maersk TP7/TA3 11 4868.8
Canada USA Panama USA Maersk TP7/TA3 11 4868.8
USA Canada Maersk Columbus CMA CGM 8 6682.1
Brazil Argentina Brazil Hamburg SudNGX  Alianca  10 5216.5
Canada USA K-Line AWE4 COSCO Hanjin YML 9 5616.9
Mexico Panama Maersk AC2 6 7986
Mexico GuatemalaColombia Ecuador Chile Mexico Hamburg SudASPA CCNI MSC 11 4299.6
Canada USA Canada COSCO CEN Hanjin K-Line NYK YML 6 7801.7
Mexico Peru Chile Mexico USA CSAV Andex1 11 4223.2
Mexico Colombia Ecuador Mexico NYK WL2 K-Line MOL 11 4123.2
Mexico Panama USA COSCO AWE2 Hanjin K-Line YML 9 4702
Panama USA CMA CGM PEX3 8 5282.4
USA Mexico APL PS2 HMM MOL 7 5704.9
Jamaica USA Dom Rep Colombia CSAV AMEX 11 3576.2
Brazil Argentina Brazil MSC WMed-Canary Is-ECSA 7 5422.3
Dom Rep Panama Peru Chile Panama MSC NEur-WCSA 8 4721.5
USA Canada APL PS1 7 5337.4
Panama USA Panama EvergreenAUE 8 4320.8
USA Canada K-Line PNW COSCO Hanjin YML 6 5640
USA Panama USA Panama USA EvergreenNUE 8 4226.8
Brazil Uruguay Argentina Brazil MSC NEur-ECSA 6 5607.8
USA Canada HMM PNW APL MOL 5 6479
USA Mexico USA MSC WMed-ECNA-SAtlan-Mex-USGC 6 4867.2
Panama USA Panama USA  APL APX HMM MOL 6 4835.8
Brazil Argentina Uruguay Brazil MOL CSW 7 4122.9
Panama USA Panama MSC WMed-California Express 8 3605.4
Panama USA Panama USA MOL APX APL HMM 6 4654.3
Jamaica USA Grand AllianceSCE Zim OOCL NYK 5 5433.8
Mexico GuatemalaEl SalvadorCosta Rica Ecuador Colombia Mexico USA CSAV Andex2 9 2981.6
Argentina Uruguay Brazil Maersk L Class 6 4258
Panama USA Panama HMM NYX APL Grand AllianceMOL 5 4696.8
USA Dom Rep USA Brazil Dom Rep Mexico USA MSC ECSA-ECNA 2CSAV Hapag-Lloyd 7 3317.7
USA Bahamas USA Panama Peru Chile Panama Bahamas USA MSC ECNA-WCSA 6 3827.8
Colombia Panama Ecuador Peru Chile Peru Colombia CSAV EuroAndes 8 2824.4
Canada USA Grand AlliancePNX Zim OOCL 3 7506
USA Dom Rep Brazil Dom Rep Bahamas USA  MSC ECSA-ECNA 1CSAV Hapag-Lloyd 5 4494.4
Mexico Panama Colombia Jamaica Dom Rep VenezuelaTrinidad and Tobago CMA CGM AAE2 CSAV CSCL 5 4472
Panama Chile Panama Maersk Andean 7 3090.6
Jamaica USA Zim SCE Grand Alliance 5 4283.8
Brazil Argentina Brazil CSCL SEAS CMA CGM Maruba 5 4212.6
Brazil Uruguay Argentina Brazil EvergreenESA COSCO 6 3475
Ecuador Panama Ecuador Maersk Ecubex 7 2556
Mexico USA Grand AllianceGMX Hapag-Lloyd 6 2967
Mexico Panama Colombia Jamaica Dom Rep VenezuelaTrinidad and Tobago CSAV AAE2 CMA CGM CSCL 4 4318.5
Brazil Argentina Uruguay Brazil Hamburg SudBrazil/River PlateAlianca CMA CGM Hapag-Lloyd 3 5675
Canada USA COSCO S PNW Hanjin K-Line YML 3 5626.7
Mexico USA Dom Rep Brazil Argentina Brazil Dom Rep Mexico Hapag-LloydGS1 Libra 4 4101.5
USA Mexico USA   Hapag-LloydMGX 5 3266
USA Canada Hanjin N PNW COSCO K-Line YML 3 5406
Dom Rep Colombia Panama Peru Chile Peru Colombia Panama Colombia Dom Rep Hapag-LloydSAWC Sling 1Hamburg Sud 4 3941.5
Brazil Argentina Uruguay Brazil Maersk Samba Safmarine 5 3097.6
Mexico GuatemalaEl SalvadorNicaragua Colombia Peru Chile Peru Colombia GuatemalaMexico CMA CGM ACSA CSCL 6 2528.3
USA GuatemalaHonduras Nicaragua USA   Seaboard Marineiami-NCA 2 3662
Panama USA Panama APL NYX Grand AllianceHMM MOL 3 4672
Dom Rep Colombia Panama Peru Chile Peru Colombia Panama Colombia Dom Rep Hamburg SudSAWC Sling 1CMA CGM Hapag-Lloyd 4 3486.5
Brazil Argentina Uruguay Brazil NYK NHX HMM 3 4399.3
Mexico USA Mexico EvergreenAAE1 CSCL 3 4334
Brazil Argentina Uruguay Brazil Hanjin ASE CCNI Hapag-LloydWan Hai Zim 3 4275
Brazil Argentina Uruguay Brazil Hamburg SudSirius CMA CGM CSAV Zim 3 4255
Mexico USA Mexico CSCL AAE1 Evergreen 3 4253
Brazil Argentina Brazil  CMA CGM SEAS CSCL K-Line Maruba 3 4253
Brazil Argentina Uruguay Brazil PIL NHX HMM K-Line NYK 3 4250
Jamaica Colombia GuatemalaHonduras Costa Rica Jamaica CMA CGM ECS 6 2029.5
Argentina Uruguay Brazil Argentina Alianca Nav. e Logist.Brazil Cabotage 6 2029
Mexico Colombia Ecuador Peru Chile Mexico Hanjin ACSA2 CMA CGM CSCL HMM 4 2977
USA Colombia Panama Colombia USA Maersk AANZ Hamburg Sud 4 2968
Brazil Argentina Uruguay Brazil Alianca Nav. e Logist.Brazil/R ver PlateCMA CGM Hamburg SudHapag-Lloyd 2 5905
USA VenezuelaBrazil Argentina Brazil USA Hamburg SudMercosur Alianca CSAV Hapag-Lloyd 3 3831.3
USA Colombia Panama Colombia USA Hamburg SudAANZ Maersk 4 2824
Canada USA Hanjin S PNW COSCO K-Line YML 2 5460
USA Canada COSCO N PNW Hanjin K-Line YML 2 5446
USA Canada CSCL ANW1 3 3601.7
Mexico USA Colombia Brazil Mexico Hamburg SudUCLA Alianca CSAV Hapag-Lloyd 3 3398
USA Dom Rep Panama Costa Rica Panama Colombia Dom Rep Maersk CRX 4 2548
USA Bahamas MSC AMEX Maersk Safmarine 4 2507.5
Panama Colombia Ecuador Peru Chile Peru Ecuador Colombia Panama EvergreenPWS 4 2321.5
USA Mexico USA CMA CGM SAMEX CSAV 3 2988.3
USA Bahamas SafmarineAMEX Maersk MSC 4 2127
Brazil Argentina Uruguay Brazil Zim ASE CCNI Hanjin Hapag-LloydWan Hai 2 4251.5
Brazil Argentina Uruguay Brazil Wan Hai ASE CCNI Hanjin Hapag-LloydZim 2 4250
Argentina Uruguay Brazil Trinidad and TobagoColombia Panama Jamaica Trinidad and TobagoBrazil Argentina Maersk BRAZEX CMA CGM 3 2815
Brazil Chile Peru Ecuador Chile Ecuador Chile Argentina Brazil CSAV ABAC Alianca Maruba 4 2099.5
USA Dom Rep Brazil Dom Rep Bahamas USA CSAV ECSA-ECNAHapag-LloydMSC 2 4191
Argentina Uruguay Brazil Trinidad and TobagoColombia Panama Jamaica Trinidad and TobagoBrazil Argentina CMA CGM BRAZEX Maersk 3 2776.7
Argentina Uruguay Brazil Argentina Log-in Logistica Intermodal SASouth Atlantic 5 1659.2
Colombia Mexico USA Canada USA Mexico GuatemalaDom Rep Hapag-LloydMPS 7 2344.6
Mexico USA Dom Rep Brazil Argentina Brazil Dom Rep Mexico CSAV US Gulf Hamburg SudHapag-Lloyd 2 4087.5
Brazil Argentina Uruguay Brazil CSAV Sirius CMA CGM Hamburg SudHapag-LloydZim 2 4043
Brazil VenezuelaDom Rep USA Dom Rep Brazil NYK ANS 6 1308.7
Mexico USA Colombia Brazil Mexico Alianca Nav. e Logist.UCLA Hamburg Sud 2 3739
Trinidad and TobagoVenezuelaColombia Panama Ecuador Peru Ecuador Panama Colombia Dom Rep Hamburg SudSAWC Sling 2CMA CGM Hapag-Lloyd 4 1819
Brazil Argentina Uruguay Brazil CCNI ASE Hanjin Hapag-LloydWan Hai Zim 2 3470
Trinidad and TobagoBrazil  CMA CGM Fr Guyana N BrazilMarfret 4 1713
USA Mexico USA CSAV SAMEX CMA CGM 2 3426
USA Mexico GuatemalaEl SalvadorNicaragua Costa Rica Panama Costa Rica Nicaragua El SalvadorGuatemalaMexico USA Maersk WCCA 4 1702
Brazil Argentina Brazil Grimaldi GroupNEur-WAf-ECSA 8 1124.5
USA Jamaica St. Lucia Haiti St. VincentTrinidad and TobagoGrenada VenezuelaGuyana Jamaica USA   SeaFreight LineFlorida-Caribbean 6 1110
USA Jamaica VenezuelaPanama Trinidad and TobagoSuriname Jamaica USA SeaFreight LineFlorida-Caribbean 6 1110
Mexico Peru Chile Peru MOL WL1 K-Line NYK 2 3310.5
Mexico Colombia Ecuador Peru Chile Mexico CSCL ACSA2 CMA CGM Hanjin HMM 3 2168
USA Dom Rep USA Trailer BridgeTrailer Bridge 4 780
Brazil Argentina Uruguay Brazil SafmarineSamba Maersk 2 3078
Canada Dom Rep Bahamas Canada MSC Montreal-Caribbean 1 2415
Panama VenezuelaBrazil Trinidad and TobagoPanama MOL CX1 4 1502
USA Colombia Panama Ecuador Peru Chile Peru Ecuador Colombia USA CSAV AGAS CCNI Hamburg Sud 2 2944
USA GuatemalaHonduras USA CLS Central America 2 2 974
USA GuatemalaHonduras USA CLS Central America 1 2 973
USA Jamaica Panama Jamaica USA CMA CGM PAD Marfret USL 5 2294
Colombia GuatemalaMexico USA Canada USA Mexico Colombia Hamburg SudAndex FeederCCNI CSAV 3 1790
USA Colombia Panama Ecuador Peru Chile Peru Ecuador Colombia USA Hamburg SudAGAS CCNI CSAV 2 2674
USA Colombia Panama Ecuador Peru Chile Peru Ecuador Colombia USA CCNI AGAS APL CSAV Hamburg Sud 2 2619
Dom Rep VenezuelaPanama Colombia CMA CGM MEDCARIBEMarfret 3 1637.3
USA Panama USA Canada USA Panama USA NYK PAX Hapag-LloydOOCL Zim 1 4900
USA Mexico GuatemalaBelize Honduras Panama Colombia Panama Costa Rica Honduras GuatemalaUSA Maersk Expreso 4 1154.3
Jamaica USA OOCL SCE Hapag-LloydNYK Zim 1 4506
USA Costa Rica Panama Costa Rica GuatemalaUSA CLS Central America 3 3 747.7
USA Ecuador Peru Chile USA Seaboard MarineHouston/Miami-WCSA 4 1476
Brazil Argentina Uruguay Brazil HMM NHX NYK PIL 1 4298
Brazil Argentina Uruguay Brazil Hapag-LloydASE CCNI Hanjin Wan Hai Zim 1 4258
Mexico Panama Colombia Jamaica Dom Rep VenezuelaTrinidad and Tobago CSCL AAE2 CMA CGM CSAV  1 4253
Brazil Argentina Uruguay Brazil Zim Sirius CMA CGM CSAV Hamburg Sud 1 4250
Trinidad and TobagoVenezuelaColombia Panama Ecuador Peru Ecuador Panama Colombia Dom Rep Hapag-LloydSAWC Sling 2Hamburg SudCMA CGM CSAV 2 2082.5
Colombia Costa Rica Honduras USA Colombia Dole OceanWilm/Pt. Evergl 2 2046
Canada USA Westwood Shipping LinesWCNA-Japa /Korea 1 4 2046
Brazil Argentina Uruguay Brazil CMA CGM Sirius CSAV Hamburg SudHapag-LloydZim 1 4043
Brazil Argentina Uruguay Brazil K-Line AESA HMM NYK PIL 1 3987
USA Mexico Jamaica Colombia VenezuelaJamaica USA CMA CGM Gulfbridge 3 1311
Brazil Chile Peru Ecuador Chile Ecuador Chile Argentina Brazil Alianca Nav. e Logist.ABAC CSAV Maruba 2 1881.5
Mexico Colombia VenezuelaMexico Hamburg SudATEC Alianca 2 1861.5
USA Dom Rep USA Seaboard Marineiami-Dom Rep 2 589
USA Dom Rep Haiti USA CLS Dom Rep & Haiti 2 868
Chile Peru Colombia USA Dom Rep Colombia Peru Chile CSAV MediterraneanCCNI 2 1729
Dom Rep VenezuelaPanama Colombia Marfret MEDCARIBECMA CGM 2 1715
Chile Peru Colombia USA Dom Rep Colombia Peru Chile CCNI MediterraneanCSAV 4 1703.3
USA Jamaica Dom Rep USA St. Lucia Barbados Trinidad and TobagoVenezuelaUSA CMA CGM Cagema Main Liner 3 1113.7
Jamaica VenezuelaBrazil VenezuelaJamaica Zim SAX CSAV 4 1618
USA Costa Rica Panama Colombia VenezuelaCosta Rica GuatemalaUSA Seaboard MarineHouston-Col/Pan/Ven 3 1064.3
USA VenezuelaBrazil Argentina Brazil USA Alianca Nav. e Logist.Merc sur CSAV Hamburg-Sud 1 3091
Mexico GuatemalaColombia Ecuador Chile Mexico CCNI ASPA Hamburg Sud 1 3091
Mexico Colombia Ecuador Peru Chile Mexico HMM ACSA2 CMA CGM CSCL Hanjin 1 3017
Trinidad and TobagoBrazil Marfret South AmericaCMA CGM 2 1450
USA GuatemalaHonduras USA Bahamas Honduras GuatemalaUSA Great White FleetUS Gulf Coast 3 950
Canada USA Westwood Shipping LinesWCNA-Japa /Korea 2 3 1883.3
Mexico Colombia Ecuador Peru Chile Mexico CMA CGM ACSA2 CSCL 1 2824
Honduras GuatemalaUSA Honduras Maersk SAE 2 1369
Peru Ecuador Costa Rica USA Peru Dole OceanSan Diego 3 910
USA Canada EvergreenCPN 1 2728
Chile Ecuador Colombia Ecuador Peru Chile CCNI Condor 3 1730
Panama Peru Chile Peru Panama APL PAX MOL 2 1290
USA Costa Rica Colombia VenezuelaColombia Costa Rica USA King OceanWestern 3 856.7
Mexico Colombia Peru Chile Mexico CCNI ASPA2 Hamburg Sud 1 2526
Mexico GuatemalaEl SalvadorNicaragua Colombia Peru Chile Peru Colombia GuatemalaMexico CSCL ACSA CMA CGM  1 2504
Colombia GuatemalaMexico USA Canada USA Mexico Colombia CCNI Andex FeederCSAV Zim 1 2478
Trinidad and TobagoVenezuelaColombia Panama Ecuador Peru Ecuador Panama Colombia Dom Rep CMA CGM ES2 Hamburg SudHapag-Lloyd 1 2470
Mexico GuatemalaColombia Peru Chile Peru Mexico Hapag-LloydMXP 2 2325.5
Jamaica Trinidad and TobagoBrazil Trinidad and TobagoJamaic CMA CGM CARIBRAZ 2 1162
USA Canada National Shipping Co.North America 4 2310
Panama Costa Rica Panama Dom Rep USA VenezuelaPanama EvergreenCAN 2 1123.5
USA Bahamas Maersk AMEX MSC Safmarine 1 2226
USA Ecuador South Pacific Shipping CoSA-NA-Eur-NA-SA 5 434
Mexico Colombia Peru Chile Maruba Transpacific 1 2127
USA Dom Rep Jamaica Haiti Dom Rep Jamaica USA Seaboard MarineNorth Atlantic 2 957
USA Jamaica Haiti USA Seaboard Marineiami-Jamaica 2 469
USA Mexico Honduras Panama Costa Rica Panama Colombia Dom Rep USA Hapag-LloydGCS 1 1853
USA Canada USA Swire Shipping Ltd.WCNA 4 1813
USA VenezuelaUSA King OceanVENX Hamburg Sud 1 1795
USA Canada Jamaica USA CMA CGM Black Pearl 2 895.5
Panama VenezuelaColombia Panama EvergreenCAS 1 1740
Colombia GuatemalaMexico USA Canada USA Mexico Colombia CSAV Andex FeederCCNI Hamburg Sud 1 1732
USA VenezuelaUSA Hamburg SudVENX King Ocean 1 1700
Colombia Costa Rica GuatemalaJamaica Dom Rep Colombia Hamburg SudITFS 1 1700
USA Mexico GuatemalaEl SalvadorNicaragua Costa Rica GuatemalaMexico USA NYK MAREX-NEO 1 1613
USA Costa Rica Panama Nicaragua USA Seaboard Marineiami-SCA 2 792
Jamaica USA Jamaica Zim UEX Gulf Express 1 3005
Argentina Uruguay Argentina Lineas Feeder SABuenos Aires-Montevideo 3 162.7
USA Colombia USA Seaboard MarineNY-Miami-Colombia-N Antilles 2 712
Trinidad and TobagoSuriname Guyana Suriname CMA CGM GUYANAS 2 695.5
USA St. Kitts and NevisAntigua and BarbudaBarbados Trinidad and TobagoSt. VincentSuriname Guyana USA Seaboard Marineiami-Caribbean 2 657
USA Jamaica Panama Jamaica USA Marfret PAD CMA CGM 1 2602
Panama Peru Chile Peru Panama MOL PAX APL 1 1296
Honduras GuatemalaBahamas Honduras Dole OceanFreeport 1 1284
Dom Rep VenezuelaMexico Melfi Marine CorpCARISER 2 839.5
Mexico USA Canada USA Hapag-LloydWAN Hamburg SudMaersk 1 2478
Colombia Costa Rica Horn-LinieCaribbean 5 233.2
Brazil VenezuelaMexico USA Nordana US-WAf 3 902
USA Trinidad and TobagoBarbados St. VincentUSA CLS Virgin Is/E Carib 1 1122
GuatemalaEl SalvadorMexico Guatemala APL MCX 1 1118
St. Lucia Antigua St. Kitts Barbados Dominica Trinidad and TobagoGrenada St. VincentSt. Lucia Panama Geest LineEur-Carib-Eur 4 276.25
Colombia VenezuelaColombia CCNI NGX Feeder 1 1104
Panama Colombia Ecuador Panama APL PX2 1 1102
Honduras Costa Rica USA Honduras Dole OceanC Am-Antwerp 4 264
USA St. Kitts Barbados St. Lucia  Dominica USA Bernuth LinesSouthbound A 2 510
Jamaica VenezuelaJamaica Zim VSE SeaFreight 1 1016
Uruguay Argentina Uruguay Alianca Nav. e Logist.Patag nia FeederHamburg Sud 1 1350
USA Dom Rep USA Dom Rep USA Antillean Mar Shipp Corp.Rio Ha na/Boca Chica 3 167.7
USA GuatemalaHonduras Nicaragua USA Seaboard MarineHouston-NCA 1 957
Panama Mexico Panama Linea Peninsular Inc.Progreso-Panama 1 2 155
Mexico Panama Mexico Linea Peninsular Inc.Progreso-Panama 2 2 155
Jamaica Honduras GuatemalaBelize Jamaica Caribbean Feeder Serv.Caribbean Feeder 1CFS 1.4 651
Jamaica Colombia Panama Costa Rica Jamaica Caribbean Feeder Serv.Caribbean Feeder 2CFS 1.4 651
Jamaica VenezuelaJamaica Caribbean Feeder Serv.Caribbean Feeder 3CFS 1.4 651
Jamaica Barbados Trinidad and TobagoVenezuelaJamaica Caribbean Feeder Serv.Caribbean Feeder 4CFS 1.4 651
Jamaica USA Dom Rep Haiti Jamaica Caribbean Feeder Serv.Caribbean Feeder 5CFS 1.4 651
GuatemalaHonduras  USA Guatemala Dole OceanGulfport 1 910
USA GuatemalaHonduras Nicaragua USA Seaboard MarineNola-NCA 1 889
Jamaica Dom Rep Jamaica CMA CGM Cuba Feeder 1 1162
Brazil Argentina Delmas SAMWAF NileDutch 1 1730
VenezuelaDom Rep GuatemalaMexico USA Nordana Med-Americas 3 677
USA Belize Honduras Mexico USA Hybur Pt Everglades-Roatan-Belize-Morelos 3 265
Panama Jamaica Honduras GuatemalaPanama EvergreenCAW 1 1038
Ecuador USA Colombia Ecuador Dole OceanSam-Med 5 200
USA Bahamas USA Bahamas USA CLS Bahamas 1 373
Panama Costa Rica Panama Colombia Panama APL NCA1 MOL 1 729.5
Panama USA Dom Rep Panama APL NCA2 MOL 1 729.5
Ecuador USA Ecuador South Pacific Shipping CoSA-Med-Af-NA-SA 3 243
USA Bahamas USA Seaboard Marineiami-Bahamas 1 234
Mexico GuatemalaCosta Rica El SalvadorMexico Hapag-LloydMXC 1 1350
Dom Rep Haiti Panama Colombia Dom Rep Antillean Mar Shipp Corp.C ibbean Loop 1 644
USA VenezuelaUSA Seaboard Marineiami-Venezuela 1 644
USA GuatemalaHonduras USA  King OceanNorthern Zone 1 584
USA GuatemalaHonduras USA APL CAX1 0.5 518
USA Honduras GuatemalaUSA APL CAX2 0.5 518
USA Dom Rep Trinidad and TobagoGrenada Guyana Suriname USA Bernuth LinesSouthbound B 1 518
Dominica Antigua St. Lucia Trinidad and TobagoGrenada St. VincentSt. Lucia CMA CGM Cagema Inter Island 1 516
USA Brazil Argentina USA BBC CharteringAmericana Line 4 510.8
USA Ecuador Peru Chile USA BBC CharteringAndino Express 1 958
Panama VenezuelaPanama MOL CX3 1 907
GuatemalaUSA Guatemala Great White FleetUS W ast Coast 3 146.7
Brazil Argentina Nile Dutch Africa LineAPX    1 1730
USA Brazil USA Bringer LinesECNA-Amazon feeder 1 841
USA Bahamas USA Bernuth LinesBahamas B 1 100
USA Brazil USA K-Line Amazon Bringer  1 797
Jamaica Mexico Jamaica Zim MXX 1 512
Ecuador Colombia VenezuelaHaiti USA Rickmers-LinieAm-Asia/NCS 4 380
USA Mexico USA Caja LogisticsMXG 1 366
USA Mexico USA Caja LogisticsMXE 1 366
Dom Rep Mexico USA Dom Rep Hugo Stinnes SchiffahrtSan-Mex 1 973
USA Haiti USA Antillean Mar Shipp Corp.Po t-au-Prince 1 150
Mexico Jamaica Dom Rep Mexico Caja LogisticsMXC 1 366
USA Colombia Ecuador Peru Ecuador Colombia USA Trinity ShippingWCSA 1 502
USA Dom Rep USA Antillean Mar Shipp Corp.Puerto Plata 1 120
USA Canada Eimskip America Route 1 712
USA Dom Rep Colombia Dom Rep USA Frontier Liner ServicesUS/Dom R p/Colombia 2 373
Guyana Suriname Trinidad and TobagoVenezuela Europe Caribbean LineS Carib 2 336
USA Bahamas USA Bernuth LinesBahamas A 1 158
USA St. Kitts CMA CGM Leewards 1 135
Colombia Costa Rica Bahamas Colombia Isabella Shipping Co.US Gulf Coast 1 104
Colombia Costa Rica USA Colombia Isabella Shipping Co.US East Coast 1 104
St. Kitts Dominica St. Lucia Bernuth LinesInter Island 1 92
USA Jamaica Colombia VenezuelaUSA BBC CharteringCaytrans 2 168.5
USA Nicaragua USA Bernuth LinesNicaragua 2 141
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