The human-computer dialogue has recently attracted extensive attention from both academia and industry as an important branch in the field of artificial intelligence (AI). However, there are few studies on the evaluation of large-scale Chinese human-computer dialogue systems. In this paper, we introduce the Second Evaluation of Chinese Human-Computer Dialogue Technology, which focuses on the identification of a user's intents and intelligent processing of intent words. The Evaluation consists of user intent classification (Task 1) and online testing of task-oriented dialogues (Task 2), the data sets of which are provided by iFLYTEK Corporation. The evaluation tasks and data sets are introduced in detail, and meanwhile, the evaluation results and the existing problems in the evaluation are discussed.
INTRODUCTION
With the development of artificial intelligence, human-computer dialogue technology has become increasingly popular and has attracted growing attention [1] . Human-computer dialogue systems are conversation agents, which are normally divided into two classes [2, 3] : task-oriented dialogue systems [4, 5, 6] and none-task-oriented systems [7, 8] . In this paper, we mainly focus on task-oriented dialogue systems.
There are two important tasks in a task-oriented dialogue system. One is concerned with classification of a user's intents, which is a text categorization task. Its purpose is to recognize the user's chat intentions, such as task-based interaction, a knowledge quiz or chit-chat. It is the foundation for building a large and complex human-machine dialogue system [9] and it is a clear but difficult task because of a limited number of corpora available for training the algorithms and difficulties in understanding semantic meanings. Recently, there have been some evaluations with user intent classification tasks. For example, Task 1 in the 17th China National Conference on Computational Linguistics (CCL2018)  , which is based on Chinese corpora, is a user intent classification task in the customer service field. They provide some open data to allow participants to build systems and then test them on hidden data sets. However, the range of data sets they provide is limited to Q&A data from China Mobile Communications Group Co., Ltd.
 , including the query categories, data processing categories and business consulting categories.
The other is to accomplish tasks in a specific domain in a human-computer dialogue. A complete humancomputer dialogue system should be capable of understanding the tasks that users want to accomplish and assist them in completing a specific domain task, such as inquiring for train information or booking a ticket. This is a fairly complex task, which can fully reflect the intelligence of a human-machine dialogue system. Another challenge is how to evaluate and compare these systems, and what influencing factors we need to pay attention to. A similar evaluation based on English corpora is the 6th Dialog System Technology Challenges (DSTC6) held in 2017 [10] . In DSTC6, participants need to build a system that responds to a user's utterances based on the context of the conversation, where they can use external data. Both objective and subjective indicators are used to evaluate the submitted systems [11] . However, the focus of the task for participants in DSTC6 is on text generation instead of the complete process of accomplishing the given task. As far as we know, the last manual evaluation of the end-to-end task-based dialogue system was the Spoken Dialog Challenge 2010 [12] , which was held eight years ago.
In short, in order to promote the development of the evaluation technology for human-computer dialogue systems, and to attract more people to pay attention to the above two key issues in human-computer dialogue systems, the Second Evaluation of Chinese Human-Computer Dialogue Technology was held during the 7th China National Conference on Social Media Processing  (SMP2018-ECDT), which consists of two tasks:
1) User intent classification. There are 31 categories in total, which include one chit-chat category and 30 vertical categories of 30 specific tasks such as accessing apps and inquiring about the weather. The submitted systems need to determine which category the user's input belongs to among all of the 31 categories. 2) Online testing of task-oriented dialogues. The submitted systems should complete the corresponding tasks about tickets inquiring or reservation through online real-time dialogues with testers. 
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This Evaluation has not only automatic evaluation (for user intent classification tasks) but also online manual testing (for online testing of task-oriented dialogues). Compared with CCL2018 Task 1 and DSTC6, this Evaluation bears the following features:
• Compared to CCL2018 Task1, as organizers of the competition our data set contains a more comprehensive and more general set of tags, not just in one area. Specifically, we provide a data set which contains 31 user intents that appear frequently in general-purpose chatbots.
• Compared to DSTC6, we select several reviewers to evaluate the complete process of accomplishing a given task, and the reviewers will give their scores for a submitted system during each process.
• In order to avoid revealing the hidden test set and thereby reducing the possibility of manual intervention, we have modified the traditional evaluation method to allow the participating teams to set up services to respond to our requests so that the participants do not have to submit the code. At the same time, in order to avoid participants obtain the complete test set, we add a lot of noise to the test set.
In addition, compared to SMP2017-ECDT [13] , this year we add new data sets for each of the two tasks. The rest of the paper is organized as follows. We introduce two tasks in detail in Section 2 and describe the data sets of two tasks in Section 3. Parts of the evaluation results are given in Section 4 and finally the conclusion is drawn in Section 5.
THE SECOND EVALUATION OF CHINESE HUMAN-COMPUTER DIALOGUE TECHNOLOGY
In this section, we give a brief introduction to evaluation tasks.
.1 Task 1: User Intent Classification
The specific descriptions of Task 1 are as follows: build a system that can classify a user's input into the most relevant category, including chit-chat or task subcategories, e.g.,
• What have you done recently? -chat 你最近干嘛呢？
• What's the big news?
-news 有什么重大新闻？
• I want to read free novels.
-novel 我要看免费的小说 In Task 1, participating teams do not need to consider the overall intention of multiple rounds of a taskbased dialogue, but to pay attention to a single round of dialogue. In addition, they are provided with a template of an example system  to facilitate the unification of the interface.
There are many text categorization tasks that use F1-measure as evaluation indicators, such as [14, 15, 16] . In order to avoid the imbalance of category distribution and meanwhile take into account each category, we also evaluate submitted systems based on the F1-measure obtained from precision and recall. Specifically, we first construct a confusion matrix for calculating the Precision P i and Recall R i value of each category, and then take the average precision as
and take the average recall as
and F1-measure is calculated by Equation (1):
where N denotes the total number of categories.
Task 2: Online Testing of Task-Oriented Dialogues
Task 2 of the Evaluation is described as follows: For a complex task on booking a flight, a train ticket, or a hotel room, build a system to guide the user to complete the corresponding task based on the given relevant database. In this evaluation, we evaluate submitted systems online manually. Research in [17] suggests that the use of crowdsourcing technology is feasible and it can provide reliable results, and our reviewers are professional testers from iFLYTEK Corporation, which will be more likely to produce accurate results. A complete intent of a flight reservation task is described as:
"帮我订一张从北京到上海的飞机票，早上或者中午都行" "Booking a flight from Beijing to Shanghai in the morning or at noon".
The whole dialogue process of this flight reservation task is shown in Table 1 , where U denotes the utterance of the user and R denotes the response of the agent. Considering a variety of important factors on evaluation of a task-oriented dialogue system, we use the following indicators to evaluate the submitted systems in Task 2:
• Task completion ratio: The number of tasks completed during the test divided by the total number of tasks.
• Average number of dialogue turns: The number of utterances during the process of completing a task.
• Satisfaction score: The subjective score of the system marked by the tester, including 5 integers from -2 to 2.
• Fluency degree of response: Subjective scoring, including 3 integers from -1 to 1.
• Uncovered data guidance capability: Subjective scoring, including 0 and 1.
The core purpose of a task-oriented dialogue system is to help users complete a specific task. Then, the two most direct indicators for evaluating a task-oriented dialogue system is the task completion ratio and the average number of dialogue turns [18, 19] . The task completion ratio indicates the completion of the task and is the most important indicator that can reflect the system's capabilities. In Task 2, a complete intent may contain multiple subtasks, such as booking a flight first, and then booking a train ticket, and at last booking a hotel room. In order to demonstrate the ability of the system to complete composite tasks, when all the subtasks of a composite task are completed, we mark the completion of the task. For the average number of dialogue turns, it is counted by the evaluation system. When the task completion ratio is the same, the smaller the number of dialogue rounds, the better the system performs. In order to ensure that the number of dialogue turns of unfinished subtasks must be greater than or equal the number of rounds of completed subtasks, we take the number of dialogue turns of unfinished subtasks as the theoretical maximum number. If the maximum number of rounds is exceeded during the test, the current round of testing will be terminated. The remaining indicators are the subjective scores of the three reviewers, all of which are average scores. They reflect the performance of the dialogue system in the three aspects, respectively.
Actually, the test method of this evaluation is not only applicable to the Chinese Human-Computer Dialogue Technology Evaluation but also can be applied to the same evaluation tasks in other languages without too much modification except for the corpus.
EVALUATION OF DATA SETS
The evaluation data set  in Task 1 is provided by iFLYTEK Corporation, all of which are labeled manually.
Some specific examples of this data set are shown in Table 2 . There are 31 categories of intent data and Table 3 shows how the data set is divided. The data set of Task 2 contains information on flights, train tickets and hotels. It mainly includes the origin and destination of the flight or the train, the departure time and arrival time, the price, the type of tickets of the flight or the train, and the price and location of the hotel. Participants need to build a taskbased dialogue system based on this information. In addition, we provide testers with some test cases and corresponding starting sentences that contain individual intentions and mixed intentions for tasks on booking air tickets, train tickets and hotels.
 The data set in Task 1 is available at https://worksheets.codalab.org/worksheets/0x27203f932f8341b79841d50ce0fd684f/.
EVALUATION RESULTS
In this section, we show partial results of Task 1 and Task 2 . Meanwhile, we analyze the results and summarize some frequently occurring problems of the two tasks. The complete leaderboards are shown in Appendix A.
Task 1
For Task 1, we have received 21 submitted systems in total, and part of the evaluation results are shown in Table 4 . After evaluating and ranking the submitted systems, we find that the average F1 score (0.8079) of the top five entries in this year's competition is much lower than that of last year (0.9268). The main reason is perhaps that the test set of this year is completely new and it is created later than the training set and the development set, which makes the test set in the different distribution with the training set and the development set. Therefore, the model trained in the training set performs worse on this year's test set than on last year's test set. This also indicates that many of the current models for text classification tasks have considerable losses after migration.
Task 2
Since Task 2 is much more difficult and complex than Task 1, the number of submitted systems is also relatively small. A total of 10 systems are submitted in Task 2 ( Table 5 ). The main reference indicators are C (task completion rate) and T (the average number of dialogue turns: the smaller the score T, the better the system). In this task, 34.29 is the theoretical maximum number of T, and the maximum penalty is made when C is zero. The results shown in Table 5 are ranked by C firstly, then ranked by T, Sa, F and G in order. Among these indicators, C, Sa, F and G are manually labeled and T is calculated by the evaluation system. There are three reviewers to score each test case for each participating system. The final score for each indicator is the average of its scores on all test cases, given by reviewers or the evaluation system.
Analysis
According to the results, this evaluation has been completed smoothly. Each participating team has verified their system on the provided data set and has achieved results that are consistent with their expectations. Through this evaluation, some key problems in the human-computer dialogue have attracted more people's attention. In addition, this evaluation mainly focuses on the application of human-computer dialogue systems, so it provides some references for the industry to solve the problem of constructing a human-computer dialogue system. In the meanwhile we found an interesting phenomenon from the evaluation results that the top three teams in the two tasks are almost all from the industry, which demonstrates the importance of experience in natural language processing evaluation tasks.
CONCLUSION
We introduce the Second Evaluation of Chinese Human-Computer Dialogue Technology, which has made some adjustments and improvements to solve the problems of the first session of the competition in 2017. In this paper, we introduce Task 1 and Task 2 of this Evaluation, respectively, and explain the updated indicators of the two tasks and the calculation methods of them. In addition, we illustrate the data sets of the two tasks. Finally, we show the evaluation results and analyze the problems in the evaluation. 
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