The exponent of a word is the quotient of its length over its smallest period. The exponent and the period of a word can be computed in time proportional to the word length. We design an algorithm to compute the maximal exponent of all factors of an overlap-free word. Our algorithm runs in linear-time on a fixed-size alphabet, while a naive solution of the question would run in cubic time. The solution for non overlap-free words derives from algorithms to compute all maximal repetitions, also called runs, occurring in the word.
Introduction
We consider the question of computing the maximal exponent of factors 2 (substrings) of a given word (string) . The exponent of a word is the quotient 3 of the word length over the word smallest period. For example alfalfa has tion to derive efficient or even optimal algorithms. The f-factorisation allows 76 one to skip larger and larger parts of the words during an online processing. 77 For our purpose, it is composed of factors occurring before their current po-78 sition with no overlap. The factorisation can be computed in O(n log a)-time 79 (where a is the alphabet size) using a Suffix Tree or a Suffix Automaton, and 80 in linear time on an integer alphabet using a Suffix Array [14] . 81 The running time of the proposed algorithm depends additionally on the 82 repetitive threshold of the underlying alphabet size of the word. The thresh-83 old restricts the context of the search for a second occurrence of u associated 84 with a factor uvu. 85 We show a very surprising property of factors whose exponent is max-86 imal in an overlap-free word: there are no more than a linear number of 87 occurrences of them, although the number of occurrences of maximal (i.e. 88 non-extensible) factors can be quadratic. 89 We show a lower bound of 0.66n and an upper bound of 2.25n on their 90 maximal number for a word of length n. They improve on the bounds given 91 in a preliminary version [1] of the article. The lower bound is based on a 92 result of Pansiot [15] on the repetitive threshold of four-letter alphabets. 93 As a consequence, the algorithm can be modified to output all occurrences 94 of maximal-exponent factors of an overlap-free word in linear time. 95 The question would have a simple solution by computing MinGap on 96 each internal node of the Suffix Tree of the input word, as is discussed in the 97 conclusion. MinGap of a node is the smallest difference between the positions 98 assigned to leaves of the subtree rooted at the node. Unfortunately, the best 99 algorithms for MinGap computation, equivalent to MaxGap computation,
u 5 (iv) Figure 1 : The only four possible locations of a factor uvu involving phrase z i of the factorisation of the word: (i) internal to z i ; (ii) the first occurrence of u is internal to z i−1 ; (iii) the second occurrence of u is internal to z i ; (iv) the second occurrence of u is internal to z i−1 z i .
the longest border of uvu. [9], in which a phrase z i can overlap with its previous occurrence, because 157 the word y is overlap-free. We adapt the factorisation to the purpose of our 158 problem by defining z 1 as the longest prefix of y in which no letter occurs 159 more than once. Then, |z 1 | ≤ a and MaxExpFac(z 1 ) = 1. Note that
When the factorisation of y is computed, Algorithm MaxExpFac pro-162 cesses the phrases sequentially, from z 2 to z k . After z 1 , z 2 , . . . , z i−1 have 163 been processed, the variable e stores the maximal exponent of factors of 164 z 1 z 2 · · · z i−1 . Then, the next factors to be considered are those involving 165 phrase z i . Such factors uvu can either be internal to z i or involve other 166 phrases. However, the crucial property of the factorisation is that the second 167 occurrence of u is only to be searched for in z i−1 z i because it cannot contain 168 a phrase as this would contradict the definition of the factorisation.
169
We further distinguish four possible cases according to the position of the 170 factor uvu as follows (see Figure 1 ):
171
(i) The two occurrences of u are contained in z i .
172
(ii) The first occurrence of u is contained in z i−1 and the second ends in z i . 173 6 (iii) The first occurrence of u starts in z i−1 and the second occurrence is 174 contained in z i .
175
(iv) The first occurrence of u starts in z 1 · · · z i−2 and the second occurrence 176 is contained in z i−1 z i .
177
Case (i) needs no action and other cases are dealt with calls to Algorithm MaxExp(z, w, e) is the maximal exponent of factors in zw whose occurrences 181 start in z and end in w, and whose exponent is at least e; it is e itself if there 182 is no such factor.
183
Note that variable e can be initialised to the repetitive threshold RT(a) 185 (see Introduction) when the alphabet of word y is of size a and if the word is 186 long enough. The maximal length of words containing no factor of exponent 187 at least RT(a) is 3 for a = 2, 38 for a = 3, 121 for a = 4, and a + 1 for a ≥ 5 188 (see [5] ).
189
Another technical remark is that the instruction at line 6 can be tuned to 196 Proof. We consider a run of MaxExpFac(y). Let e 1 , e 2 , . . . , e k be the 197 successive values of the variable e, where e i is the value of e just after the 198 7 execution of lines 5-8 for index i. The initial value e 1 = 1 is the maximal 199 exponent of factors in z 1 as a consequence of its definition. We show that e i 200 is the maximal exponent of factors occurring in z 1 z 2 · · · z i if e i−1 is that of 201 z 1 z 2 · · · z i−1 , for 2 ≤ i ≤ k. 202 To do so, since e i is at least e i−1 (use of max at lines 5-8), all factors 203 occurring in z 1 z 2 · · · z i−1 are taken into account and we only have to consider 204 factors coming from the concatenation of z 1 z 2 · · · z i−1 with z i , that is, factors 205 of the form uvu where the second occurrence of u ends in z i . As discussed 206 above and illustrated in Figure 1 , only four cases are to be considered because 207 the second occurrence of u cannot start in z 1 z 2 · · · z i−2 without contradicting 208 the definition of z i−1 .
209
Line 5 deals with Case (ii) by the definition of MaxExp. Similarly, line 210 6 is for Case (iii), and line 8 for Case (iv).
211
If a factor occurs entirely in z i , Case (i), by the definition of z i it occurs 212 also in z 1 z 2 · · · z i−1 , which is reported by e i−1 .
213
Therefore, all relevant factors are considered in the computation of e i , 214 which is then the maximal exponent of factors occurring in z 1 z 2 · · · z i . This 215 implies that the exponent e k returned by the algorithm is the exponent of 216 z 1 z 2 · · · z k = y as stated. 
Locating repeats in a product

218
In this section, we describe Algorithm MaxExp applied to (z, w, e) for 219 computing the maximal exponent of factors in zw that end in w, whose left 220 border occurs in z, and whose exponent is at least e. MaxExp is called in 221 the main algorithm of the previous section. algorithm that finds all of them using the Suffix Automaton of word z. 226 The Suffix Automaton of z, denoted S(z), is used to locate borders of 227 factors. It is the minimal deterministic finite automaton whose language 228 is the set of suffixes of z (see [9, Section 6.6] for more description and for 229 efficient construction). An example is given in Figure 2 . The data structure 230 has an initial state denoted initial(S) and a state called last(S) that is the 231 accepting state of z itself (it is the only state with no outgoing arcs). In contains the failure link F z and the length function L z , both defined on the 234 set of states. The link is defined as follows: let p = goto(initial(S(z)), x) for
x for which this latter state is not p. As for the length function, L z (p) is the 237 maximal length of words x for which p = goto(initial(S(z)), x).
238
The next two lemmas show that, after u is located with the Suffix Au-239 tomaton, although some of its suffixes may have an exponent higher than e, 240 we can discard many of them.
u v u Figure 3 : When u and its suffix u end at the same right-most position on z, factor (1) has a larger exponent than factor (2). Figure 3 illustrates the proof of the following lemma. Proof. The hypothesis implies that the right-most occurrence of u ends 246 at the same positions on z as u (see Figure 3 ). Then, u v u and uvu have the same period |vu| = |v u | but since u v u is not longer than uvu, the 248 exponent of u v u is not greater than that of uvu. 249 Note that a suffix u of u may have an internal occurrence in uvu, which 250 would lead to a factor having a larger exponent. For example, let z = abadba 251 and w = cdaba. The factor abadbacdaba with border aba has exponent 11/8 252 while the suffix ba of aba infers the factor bacdaba of greater exponent 7/5. an exponent is a mere division (see Figure 5 ). in w, whose left border occurs in z, and whose exponent is at least e.
282
Proof. In the algorithm, position j on w stands for a potential ending 283 position of a relevant factor. First, we show that the algorithm does not 284 require to examine more values of j than those specified at line 4. The 285 exponent of a factor uvu is |uvu|/|vu|. Since we are looking for factors 286 satisfying |uvu|/|vu| ≥ e, the longest possible such factor has period j + 1 287 and border z. Then (|z| + j + 1)/(j + 1) > e implies j < |z|/(e − 1) − 1 (which 288 is conventially set to +∞ if e = 1). Since j is a position on w, j < |w|, which 289 completes the first statement.
290
Second, given a position j on w, we show that the algorithm examines all 291 the possible concerned factors having an exponent at least e and ending at j. 292 The following property related to variables q, state of S, and is known from 293 [9, Section 6.6]: let u be the longest suffix of zw[0 . . j] that is a factor of z, 294 then q = goto(initial(S), u) and = |u|. The property is also true just after 295 execution of line 3 for z alone due to the initialisation of the two variables.
296
Then, word u is the border of a factor ending in w and whose left border 297 occurs in z. Lines 9 to 14 check the exponents associated with u and its 298 suffixes. If q is unmarked, the exponent is computed as explained before (see 299 Figure 5 ). If the condition at line 11 is met, which means that u is the longest 300 word satisfying q = goto(initial(S), u), due to Lemma 3 the algorithm does 301 not need to check the exponent associated with later occurrences of u, nor 302 with the suffixes of u since they have been checked before. Due to Lemma 303 2, suffixes of u ending at the same right-most position on z do not have a 304 larger exponent. Therefore the next suffix whose associated exponent has to 305 be checked is the longest suffix leading to a different state of S: it is F (q ) 306 and the length of the suffix is L(F (q )) by definition of F and L. 307 Finally note the initial state of S is marked because it corresponds to an 308 empty word u, that is a factor of exponent 1, which is not larger than the Proof. The space is used mostly for storing the automaton, which is known 320 to have no more than 2|z| states and 3|z| edges (see [9] ). It can be stored 321 in linear space if edges are implemented by successor lists, which adds a 322 multiplicative log a factor on transition time.
323
It is known from [9, Section 6.6] that the algorithm runs in linear time 324 on a fixed alphabet, including the automaton construction with elements F ,
325
L and sc, if we exclude the time for executing lines 9 to 14.
326
It remains to enumerate the number of times line 11 is executed. It is 327 done once for each position j associated with an unmarked state. If it is done 328 more than once for a given position, then the second value of q comes from 329 the failure link. A crucial observation is that condition at line 12 holds for 330 such a state. Therefore, since S(z) has no more than 2|z| states, the total 331 number of extra executions of line 11 is at most 2|z|, which gives the stated The upper bound shows there is no more than a linear number of MEF 356 occurrences in a word according to its length. In addition, the lower bound 357 proves that this is optimal up to a multiplicative factor that remains to be 358 discovered.
359
Note that on the alphabet {a, a 1 , . . . , a n } the word aa 1 aa 2 a . . . aa n a of The proof of the next lemma is illustrated by Figure 7 . We define the 388 mid-position of an occurrence of a factor x whose first letter is at position i 389 on y by i + |x|/2 − 1. Let p = |uv| be the period of uvu and p = |ūv| be that ofūvū. The 401 exponent of the two factors is e = 1 + |u|/p = 1 + |ū|/p , which implies 402 p − p = (|u| − |ū|)/(e − 1).
403
Note that w, the overlap of the two left borders, occurs at least at two other positions. For example, in the first case, it occurs as a suffix of the right border of u and as a prefix of the right border ofū. Due to the periodicity of the two factors, uvu andūvū, the last two occurrences of w are p − p positions apart. Therefore the factor z starting with one occurrence and ending with the other has exponent at least (it can be larger if w is not the longest border of z): words whose length is greater than 3. 430 n 5 6 7 8 9 10 11 12 binary 2 3 4 5 5 6 6 8 ternary (2, 1.5) (3, 1.5) (4, 2) (5, 2) (5, 2) (6, 1.5) (6, 2) (8, 2) 4−ary (2, 1.5) (3, 1.5) (4, 2) (5, 2) (5, 2) (6, 1.5) (7, 1.5) (8, 2) 433 We now deal with a lower bound on the maximal number of occurrences 434 of maximal-exponent factors. We first consider an infinite word whose factors 435 have maximal exponent 3/2 and then show that its prefixes contain a linear 436 number of occurrences of these factors.
Lower bound
437
There exists an infinite word on the four-letter alphabet A 4 = {a, b, c, d} whose maximal exponent of its factors is 7/5. The existence of such a word was proved by Pansiot [15] and it is easy to see that the exponent value cannot be smaller for an infinite word on A 4 . Indeed, the result is part of the conjecture of Dejean [5] who stated the repetitive threshold for all alphabet sizes; the proof of this conjecture was eventually completed by Rao [7] and by Currie and Rampersad [8] . Here is an example of such a word given by Pansiot [15]: p = bacdabcadcbacdbcabdacbad . . .
From the word p we define q on the alphabet A 5 = {a, b, c, d, e} by inserting letter e in between any two consecutive letters. That is, for each integer i ≥ 0, q[2i] = e q[2i + 1] = p [i] or in other words q = f (p), where f is the morphism defined by f (a) = ea, for any letter a ∈ A 4 . The word q is: q = ebeaecedeaebeceaedecebeaecedebeceaebedeaecebeaed . . .
Let uvu be a factor of p, where u is its longest border and then |uv| is its 438 smallest period. By the choice of p, we have exp(uvu) = |uvu|/|uv| ≤ 7/5.
439
In addition, we know that the period length of all 7/5-powers in p is at 440 least 10 (see [20] ). Thus the induced factor f (uvu)e in q has exponent 441 (2|uvu| + 1)/2|uv|, which is 29/20 when uvu is a 7/5-power. This value is 442 less than 3/2.
443
As another example, consider the factor abcda of p. It has exponent 5/4 444 and its induced factor in q, f (abcda)e = eaebecedeae, has exponent 11/8, 445 which is less than 3/2 again. By contrast, the factor abca of p has exponent 446 4/3 and its induced factor in q, eaebeceae has exponent 9/6 = 3/2.
447
The next lemma shows that very few factors of q have exponent 3/2, the 448 maximal value. Proof. Let w be a factor with maximal exponent among the factors of q. 453 Its first letter is e because otherwise its length could be increased by one unit 454 without changing the period, which would increase the exponent. Similarly, 455 its last letter is e. Then, w is of the form f (uvu)e for a factor uvu of p whose 456 longest border is u. 457 Assume that exp(w) ≥ 3/2. Then 2|uvu| + 1 2|uv| ≥ 3/2 , which gives 2|u| + 1 ≥ |uv| .
Also, since uvu is a factor of p, it satisfies |uvu|/|uv| ≤ 7/5 , which implies 5 2 |u| ≤ |uv| .
Therefore 5 2 |u| ≤ 2|u| + 1 , which is only possible for |u| = 0, 1, or 2.
