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Abstract
We find conditions on data guaranteeing global nonexistence of solutions to an inverse source
problem for a class of nonlinear parabolic equations. We also establish a stability result on a bounded
domain for a problem with the opposite sign on the power type nonlinearity.
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1. Introduction
We consider the global in time behavior of solutions of the following problem given by
ut −∆u− |u|pu+ b(x, t, u,∇u) = F(t)w(x), x ∈ Ω, t > 0, (1)
u(x, t) = 0, x ∈ ∂Ω, t > 0, (2)
u(x,0) = u0(x), x ∈ Ω, (3)∫
Ω
u(x, t)w(x)dx = 1, t > 0, (4)
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A. Eden, V.K. Kalantarov / J. Math. Anal. Appl. 307 (2005) 120–133 121where Ω is a bounded (or unbounded) domain of Rn with smooth boundary ∂Ω ,
p > 0,w(x) and b(x, t, u,p) are given functions satisfying
w ∈ H 2(Ω)∩H 10 (Ω)∩Lp+2(Ω),
∫
Ω
w2(x) dx = 1, (A1)
and for some M1,M2 > 0,∣∣b(x, t, u,p)∣∣M1|p| +M2|u|, ∀x ∈ Ω, t ∈ R+, u ∈ R, p ∈ Rn. (A2)
The inverse problem consist of finding the pair of functions {u(x, t),F (t)} satisfying
(1)–(4) when
u0 ∈ H 10 (Ω)∩Lp+2(Ω) and
∫
Ω
u0(x)w(x)dx = 1. (A3)
Inverse problems of this sort are studied extensively in numerous papers (see [2,10] and
references therein). For the existence of a local solution of the problem (1)–(4) we refer to
[3,10]. In [10], the local existence of regular solutions is established for an inverse problem
with the integral over-determination condition for a wide class of quasi-linear parabolic
equations. We cite below a version of Corollary 9.9.4 from [10] adapted to our setting.
Local Existence Theorem. If u0,w ∈ W 2,r (Ω) ∩ W 1,r0 (Ω), r = min{n,2}, the function
b(x, t, u,p) has bounded continuous derivatives on Ω¯ × [0, T ] ×Rn+1, and the compati-
bility condition
∫
Ω
u0(x)w(x)dx = 1 holds, then for any σ < 1/2 there exists T1 > 0 such
that the problem (1)–(4) has a unique solution
u ∈ C1([0, T1];L2(Ω))∩C([0, T1];W 2,r (Ω)), F ∈ Cσ [0, T1].
In order not to lose the full generality of our argument, we will work with solutions
from the class
C
([0, T1];H 10 (Ω))∩L2([0, T1];H 2(Ω)∩H 10 (Ω)), F ∈ L2[0, T1],
whose existence can be established as well under the additional restriction p < 4
n−2 for
n > 2.
In contrast to the vast literature on stability and blow-up results for direct problems,
similar results for inverse source problems are relatively scarce.
Riganti and Savateev in [11] considered the following inverse problem:
ut = uxx + F(t)up, x ∈ (0, l), t ∈ (0, T ),
u(x,0) = u0(x), x ∈ [0, l],
ux(0, t) = ux(l, t) = 0, ∀t ∈ [0, T ].
Here F(t) and u(x, t) are the functions to be determined under the additional condition
u(x0, t) = φ(t), t ∈ [0, T ], x0 ∈ (0, l),
and compatibility conditions
u′0(0) = u′0(l) = 0, u0(x0) = φ(0).
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function u0 and a given control function φ(t), the authors in [11] proved the global solv-
ability of the problem under consideration. Moreover, they showed that if
u0 ∈ C3+ε[0, l], 0 < ε < 1, u0(x) > 0, ∀x ∈ (0, l), u′0(0) = u′0(l) = 0,
φ ∈ C1[0,∞), lim
t→∞φ(t) = d > 0, limt→∞φ
′(t) = 0,
then
lim
t→∞u(x, t) = d, x ∈ [0, l]; limt→∞F(t) = 0,
where {d,0} is a solution of the stationary problem for finding {s(x),F }, where F is a
constant.
d2
dx2
s(x)+ Fsp(x) = 0, 0 < x < l, 0 p  1,
s′(0) = s′(l) = 0,
s(x0) = d, 0 < x0 < l.
In Vasin and Kamynin [13], the asymptotic behaviour of the solutions to an inverse source
problem with the integral constraint for second-order linear parabolic equations is con-
sidered and the stability of the zero solution is established in L2 norm. In Guvenilir and
Kalantarov [4] global asymptotic stability of the zero solution to inverse source problems
for linear parabolic and hyperbolic type equations is established in H 1-norm.
Budd, Dold and Stuart considered in [1] the problem for finding the unknown pair
{u,K},
ut = uxx + u2 −K2(t), x ∈ (0,1), t > 0,
ux(0, t) = ux(1, t) = 0, t > 0,
with the integral constraint
∫ 1
0 u(x, t) dx = 0. They showed that for initial data u0 with
small initial L2-norm, the solutions converge to zero in H 1 norm. Whereas, under some
conditions on the first two Fourier coefficients of u0, both u(0, t) and ‖u(t)‖ tend to infinity
in a finite time.
Hu and Yin [5], on the other hand, considered the problem of global nonexistence when
b = 0 in (1), with Neumann boundary condition instead of (2) and when w(x) ≡ 1. They
also treat the problem
ut = ∆u+ k(t)up for x ∈ Ω, t > 0,∫
Ω
u(x, t) dx = g(t)
and established global existence result as well as a blow-up result for radially symmetric
solutions.
Let us note that a global nonexistence result is given in Trong and Ang [12] concerning
the following inverse problem:
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u(0, t) = f (t), ux(1, t) = 0, t > 0,
u(x,0) = u0(x), 0 x  1,
ux(0, t)+ b(t)u(0, t) = 0, t > 0,
where f , u0 are given functions, b(t) and u(x, t) are unknown functions. When f ′ > 0,
0 < f < β , u0 is nonincreasing, strictly convex function satisfying
1∫
0
∣∣u′(x)∣∣∣∣e(1−x)2 − 1∣∣dx > 8eβ,
an estimate for the blow up time is given.
The result on global nonexistence obtained in this paper in some sense is a development
of results obtained in [1,5,13]. The following observation will be used throughout the paper.
Multiplying Eq. (1) by w and integrating over Ω and using (2) and (4), one obtains
F(t) = −〈u,∆w〉 −
∫
Ω
|u|puwdx + 〈b(x, t, u,∇u),w〉. (5)
Here and for the rest of the paper we will adhere to the following notational conventions:
‖f ‖m =
(∫
Ω
∣∣f (x)∣∣m dx) 1m for f ∈ Lm(Ω),
〈F,G〉 =
∫
Ω
F(x) ·G(x)dx,
‖F‖ =
(∫
Ω
F(x) · F(x)dx
) 1
2
for F,G ∈ L2(Ω)n.
Also for convenience, we will suppress the dependence of the functions on x and t as we
have already done in (5).
The well-known concavity type argument, due to Levine [8,9], says that if a suit-
able functional Ψ (t) of the solution u(x, t) satisfies a differential inequality of the form
Ψ ′′(t)Ψ (t) − (1 + α)[Ψ ′(t)]2  0 for some α, Ψ (0) > 0 and Ψ ′(0) > 0 then there ex-
ists 0 < t1 < +∞ such that Ψ (t) → +∞ as t → t−1 . We however will use the following
generalization of this result that is given in [7]:
Lemma. Let α > 0, C1,C2  0 and C1 + C2 > 0. Suppose that Ψ (t) is a twice differen-
tiable positive function satisfying
Ψ ′′Ψ − (1 + α)[Ψ ′]2 −2C1ΨΨ ′ −C2[Ψ ]2, (6)
for all t  0. IfΨ (0) > 0 and Ψ ′(0)+ γ2α−1Ψ (0) > 0, (7)
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t → t1  t2 = 1
2
√
C21 + αC2
ln
γ1Ψ (0)+ αΨ ′(0)
γ2Ψ (0)+ αΨ ′(0) ,
Ψ (t) → ∞. (8)
Here
γ1 = −C1 +
√
C21 + αC2, γ2 = −C1 −
√
C21 + αC2.
We organize our paper around applying the above lemma to the present setting. Our
main result is the following theorem.
Theorem 1. Let the conditions (A1)–(A3) be satisfied and assume that ‖u0‖ > 0 and
(4 + p)
[
‖u0‖p+2p+2 −
1
2
‖∇u0‖2 −
(
λ0
2
+ 3M
2
1
8ε1
+ δ(1 + α)
2
α(p + 4)
)
‖u0‖2
]
> C˜(p,M1,M2,w), (A4)
where
C˜(p,M1,M2,w)
= (4 + p)
[3M21
4ε1
+ 1
][
1
2
C(p)
2λ0p
‖w‖p+2p+2 +
(
M22
4λ20
+ M
2
1
2λ0
)
‖w‖2 + 1
4λ20
‖∆w‖2
]
+ (4 + p)
[
λ0
4
‖∆w‖2 + C(p)λ
p+1
0
2p
‖w‖p+2p+2 +
λ0
4
(
M21 +M22
)‖w‖2]
+ 4λ0
p
‖∆w‖2 + 2
(p + 2)[ p2p+2 ]p+1 ‖w‖
p+2
p+2 +
(
4
p
M21 +
2M22
λp
)
‖w‖2,
λ0 = 3(p + 2)
p
[
1 +M21
p + 4
p
]
, α = −1 +
√
1 + p
8
, δ = −γ2
α
,
ε1 = p8 + 2p , C(p) =
(p + 1)p+1
(p + 2)p+2 , γ1,2 = −C1 ±
√
C21 + αC2,
C1 = M1 + 2
p
M22 , C2 = (p + 4)
[3M22
4ε1
+ 1
2
+
(3M21
4ε1
+ 1
)(
M21 +M2
)]
.
Then there exists a finite t1 such that∥∥u(t)∥∥→ +∞, as t → t−1 .
In the next section, we give a proof of this theorem. Finally, in the last section a stability
result is established for a similar problem when b = 0, Ω is a bounded domain and the
nonlinearity has the opposite sign.
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In order to establish the global nonexistence, we consider the following problem that is
obtained from (1)–(4) by substituting v(x, t) = u(x, t)e−λt :
vt −∆v + λv − eλpt |v|pv + b
(
x, t, eλt v, eλt∇v)e−λt = Fwe−λt , x ∈ Ω, t > 0,
(9)
v(x, t) = 0, x ∈ ∂Ω, t > 0, (10)
v(x,0) = u0(x), x ∈ Ω, (11)
〈v,w〉 = e−λt , t > 0. (12)
The value of the parameter λ will be prescribed later. As mentioned in the introduction,
multiplying (9) by w and using (12), one can obtain that
F(t) = −eλt 〈v,∆w〉 − eλ(p+1)t 〈|v|pv,w〉+ 〈b(x, t, eλt v, eλt∇v),w〉. (13)
Substituting (13) into (9), one obtains a problem that is shown to be equivalent to (9)–(12).
(See, for example, [10] or [2].)
Following [7,8], we define the functional as
Ψ (t) =
t∫
0
∥∥v(τ)∥∥2 dτ +C3, (14)
where C3 > 0 is judiciously chosen constant that depends on M1,M2, λ0,p,w(x) and
‖u0‖. It is clear that
Ψ ′(t) = ∥∥v(t)∥∥2 = 2
t∫
0
〈vτ , v〉dτ + ‖u0‖2, (15)
Ψ ′′(t) = d
dt
∥∥v(t)∥∥2. (16)
In order to obtain a differential inequality of the form (6), we need to bound from below
(16) for solutions of (9)–(12).
The following notations are introduced to simplify the estimates; let
bˆ(t, v) ≡ b(x, t, eλt v, eλt∇v),
G(t, v) ≡ eλpt
∫
Ω
|v|p+2 dx, (17)
L
(
v(t)
)≡ ∥∥∇v(t)∥∥2 + λ∥∥v(t)∥∥2, (18)
j (t) ≡ −1
2
L(v)+ 1
p + 2G(t, v). (19)
The following steps will be performed to achieve our task:Step 1. Estimate d
dt
‖v‖2 from below in terms of j (t) and −‖v‖2.
126 A. Eden, V.K. Kalantarov / J. Math. Anal. Appl. 307 (2005) 120–133Step 2. Estimate j (t) from below by
∫ t
0 ‖vτ‖2 dτ and
∫ t
0 ‖v‖2 dτ .
Step 3. Combine the previous lower estimates to obtain a lower estimate for Ψ ′′Ψ −
(1 + α)[Ψ ′]2 for a suitably chosen α > 0.
Step 1. Lower estimate for d
dt
‖v‖2. Multiplying (9) by v, integrating over Ω , using (12),
1
2
d
dt
‖v‖2 +L(v)−G(t, v)+ 〈bˆ(t, v), v〉e−λt = Fe−2λt . (20)
Substituting (13),
1
2
d
dt
‖v‖2 +L(v)−G(t, v)+ 〈bˆ(t, v), v〉e−λt
= −e−λt 〈v,∆w〉 − eλ(p−1)t 〈|v|pv,w〉+ 〈bˆ(t, v),w〉e−2λt . (21)
On the other hand, multiplying (9) by vt and integrating over Ω and using in addition to
(12) the fact that
〈w,vt 〉 = d
dt
〈w,v〉 = (e−λt)′ = −λe−λt ,
we get
‖vt‖2 − d
dt
j (t)+ λp
p + 2G(t, v)+
〈
bˆ(t, v), vt
〉
e−λt = −λF(t)e−2λt . (22)
Again substituting (13) into,
‖vt‖2 − d
dt
j (t)+ λp
p + 2G(t, v)+
〈
bˆ(t, v), vt
〉
e−λt
= λ[e−λt 〈v,∆w〉 + eλ(p−1)t 〈|v|pv,w〉− 〈bˆ(t, v),w〉e−2λt ]. (23)
Now we are going to estimate various terms on the right-hand side of (23) by the appropri-
ate combinations of G(t, v) and j (t). Let us recall that Young’s inequality implies that for
a, b 0,
ab βaq +C(β,q)bq ′
for 1
q
+ 1
q ′ = 1 and where β > 0, C(β,q) = 1q ′(βq)q′/q .
Taking a = ‖v‖, b = ‖∆w‖e−λt , q = q ′ = 2 and β = λp8 , we get∣∣〈v,∆w〉e−λt ∣∣ λp
8
‖v‖2 + 2
pλ
‖∆w‖2e−2λt , (24)
and taking
q = p + 2
p + 1 , q
′ = p + 2, a = e(λ p
2+p
p+2 )t‖v‖p+1p+2, b = ‖w‖p+2e−
2λt
p+2
and β = p2(p+2) , we get
eλ(p−1)t
∫
|v|pvw dx  p G(t, v)+ e
−2λt[ ]p+1
∫
|w|p+2 dx. (25)Ω
2(p + 2) (p + 2) p2p+2 Ω
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e−2λt
∣∣〈bˆ(t, v),w〉∣∣ (M1‖∇v‖ +M2‖v‖)‖w‖e−λt
 p
8
‖∇v‖2 + 2
p
M21‖w‖2e−2λt +
λp
4
‖v‖2
+ M
2
2
λp
‖w‖2e−2λt , (26)
and
e−λt
∣∣〈bˆ(t, v), v〉∣∣M1‖∇v‖‖v‖ +M2‖v‖2 
(
M2 + 2M
2
1
p
)
‖v‖2 + p
8
‖∇v‖2.
(27)
Rewriting (21) and using (24)–(27),
1
2
d
dt
‖v‖2 =
(
p
2
+ 2
)
j (t)+ p
4
L(v)− e−λt 〈v,∆w〉 − eλ(p−1)t 〈|v|pv,w〉
+ p
2p + 4G(t, v)+
〈
bˆ(t, v),w
〉
e−2λt

(
p
2
+ 2
)
j (t)−
(
M1 + 2
p
M22
)
‖v‖2 −D0, (28)
where
D0 = 2λ
p
‖∆w‖2 + 1
(p + 2)[ p2p+2 ]p+1 ‖w‖
p+2
p+2 +
(
2
p
M21 +
M22
λp
)
‖w‖2.
Step 2. Lower estimate for j (t). Since this inequality gives us a lower bound of Ψ ′′(t)
in terms of j (t) and −‖v‖2, we next set out to estimate j (t) from below using (23). We
proceed to estimate the terms on the right-hand side of (23) similar to (24) and (25) with
β = 12 and b = λ‖∆w‖e−λt in the first case and with β = 1 and b = λ‖w‖p+2e−
2λt
p+2 in the
second case to get
∣∣λe−λt 〈v,∆w〉∣∣ 1
2
‖v‖2 + λ
2
2
‖∆w‖2e−2λt , (29)
∣∣λeλ(p−1)t 〈|v|pv,w〉∣∣G(t, v)+C(p)λp+2e−2λt ∫
Ω
|w|p+2 dx. (30)
By using the Young’s inequality, we get also the estimates
e−λt
∣∣〈bˆ(t, v), vt 〉∣∣M1‖∇v‖‖vt‖ +M2‖v‖‖vt‖ ε1‖vt‖2
+ 1
4ε1
(
M1‖∇v‖ +M2‖v‖
)2
2 3M
2
1 2 3M
2
2 2 ε1‖vt‖ + 8ε1 ‖∇v‖ + 4ε1 ‖v‖ , (31)
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∣∣〈bˆ(t, v),w〉∣∣M1λe−λt‖∇v‖‖w‖ +M2λe−λt‖v‖‖w‖
 1
2
‖∇v‖2 + M
2
1λ
2e−2λt
2
‖w‖2 + 1
2
‖v‖2
+ M
2
2λ
2e−2λt
2
‖w‖2. (32)
Rewriting (23) and using (29)–(32),
d
dt
j (t) (1 − ε1)‖vt‖2 +
(
λp
p + 2 − 1
)
G(t, v)−
[3M21
8ε1
+ 1
2
]
‖∇v‖2
−
[3M22
4ε1
+ 1
]
‖v‖2 − λ
2
2
‖∆w‖2e−2λt −C(p)λp+2e−2λt‖w‖p+2p+2
− 1
2
(
M21 +M22
)
λ2‖w‖2e−2λt . (33)
Integrating the inequality (33) from 0 to t and estimating 1 − e−2λt by 1, we get
j (t) j (0)+ (1 − ε1)
t∫
0
‖vτ‖2 dτ +
(
λp
p + 2 − 1
) t∫
0
G(τ, v) dτ
−
[3M21
8ε1
+ 1
2
] t∫
0
‖∇v‖2 dτ −
[3M22
4ε1
+ 1
] t∫
0
‖v‖2 dτ −D1, (34)
where
D1 = λ4‖∆w‖
2 + C(p)λ
p+1
2
‖w‖p+2p+2 +
λ
4
[
M21 +M22
]‖w‖2. (35)
In (34), we still need to estimate from above ∫ t0 ‖∇v‖2 dτ , this we will achieve estimating
this term from (21) this time making sure that L(v) term does not drop:
1
2
d
dt
∥∥v(t)∥∥2 + ∥∥∇v(t)∥∥2 + λ∥∥v(t)∥∥2
 2G(t, v)+C(p)e−2λt‖w‖p+2p+2 +
1
4
‖∇v‖2 + (M21 +M2)‖v‖2 + λ2‖v‖2
+ 1
2λ
‖∆w‖2e−2λt + λ
2
‖v‖2 + M
2
2
2λ
‖w‖2e−2λt + 1
4
‖∇v‖2
+M21‖w‖2e−2λt . (36)
Rearranging and integrating (36) from 0 to t ,
1
2
∥∥v(t)∥∥2 + 1
2
t∫
0
‖∇v‖2 dτ
 1‖u0‖2 + 2
t∫
G
(
τ, v(τ )
)
dτ + (M21 +M2)
t∫
‖v‖2 dτ +D2, (37)2
0 0
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D2 = C(p)2λ
∫
Ω
|w|p+2 dx +
(
M22
4λ2
+ M
2
1
2λ
)
‖w‖2 + 1
4λ2
‖∆w‖2. (38)
Dropping the first term on the left-hand side of (37) and multiplying by 2, we get
t∫
0
∥∥∇v(τ)∥∥2 dτ  2D2 + ‖u0‖2 + 4
t∫
0
G
(
τ, v(τ )
)
dτ + 2(M21 +M2)
t∫
0
‖v‖2 dτ.
(39)
Using this estimate in (34),
j (t) (1 − ε1)
t∫
0
‖vτ‖2 dτ +
[
λp
p + 2 − 1 − 4
(3M21
8ε1
+ 1
2
)] t∫
0
G
(
τ, v(τ )
)
dτ
−
[3M22
4ε1
+ 1
2
+
(3M21
8ε1
+ 1
)(
2M21 + 2M2
)] t∫
0
‖v‖2 dτ +D3, (40)
where
D3 = j (0)−
(3M21
8ε1
+ 1
2
)[‖u0‖2 + 2D2]−D1. (41)
Assume that
λp
p + 2 − 1 − 4
(3M21
8ε1
+ 1
2
)
 0. (42)
Then (40) implies
j (t) (1 − ε1)
t∫
0
‖vτ‖2 dτ −M4
t∫
0
‖v‖2 dτ +D3, (43)
where
M4 = 3M
2
2
4ε1
+ 1
2
+
(3M21
4ε1
+ 2
)(
M21 +M2
)
. (44)
Step 3. Application of the lemma. We are now set for the application of the lemma.
Combining (28) with (43),
Ψ ′′(t) = d
dt
‖v‖2  (4 + p)j (t)− 2
(
M1 + 2
p
M22
)
‖v‖2 − 2D0
 4
(
1 + p
4
)
(1 − ε1)
t∫
0
‖vτ‖2 dτ − 4
(
1 + p
4
)
M4
t∫
0
‖v‖2 dτ
(
2 2
)
2
(
p
)− 2 M1 +
p
M2 ‖v‖ + 4 1 + 4 D3 − 2D0.
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p
8
1+ p4
and λ = λ0 given in Theorem 1. Then the last inequality takes the form
Ψ ′′(t) 4
(
1 + p
8
) t∫
0
‖vτ‖2 dτ − (4 + p)M4
t∫
0
‖v‖2 dτ − 2C1‖v‖2 +A0
= 4
(
1 + p
8
) t∫
0
‖vτ‖2 dτ − (4 + p)M4Ψ (t)− 2C1‖v‖2 +A0
+ (4 + p)M4C3, (45)
where C1 = (M1 + 2pM22 ) and A0 = (4 + p)D3 − 2D0. It is easy to see that
[
Ψ ′(t)
]2 =
(
‖u0‖2 + 2
t∫
0
〈v, vτ 〉dτ
)2

(
1 + 1
ε4
)
‖u0‖4 + 4(1 + ε4)
( t∫
0
‖v‖2 dτ
)( t∫
0
‖vτ‖2 dτ
)
.
Thus
Ψ ′′(t)Ψ (t)− (1 + α)[Ψ ′(t)]2
 4
(
1 + p
8
) t∫
0
‖vτ‖2 dτ
( t∫
0
‖v‖2 dτ +C3
)
+ [A0 − (p + 4)M4Ψ (t)+ (p + 4)M4C3 − 2C1Ψ ′(t)]Ψ (t)
− 4(1 + α)(1 + ε4)
t∫
0
‖vτ‖2 dτ
t∫
0
‖v‖2 dτ − (1 + α)
(
1 + 1
ε4
)
‖u0‖4. (46)
Let us choose α = ε4 > 0 so that (1 + α)2 = 1 + p8 , that is α = −1 +
√
1 + p8 . So due to
the Cauchy–Schwarz inequality, we have
t∫
0
‖vτ‖2 dτ
t∫
0
‖v‖2 dτ −
( t∫
0
〈v, vτ 〉dτ
)2
 0
and the inequality (46) can be simplified to
Ψ ′′(t)Ψ (t)−
(
1 + p
4
)[
Ψ ′(t)
]2 −2C1Ψ ′(t)Ψ (t)− (p + 4)M4Ψ 2(t)+D4, (47)
where D4 = A0C3 + (p+ 4)M4C23 − (1+α)
2
α
‖u0‖4. So the lemma can be applied if D4  0
and ψ ′(0) > δΨ (0), where δ = − γ2
α
. Assume that
δ(1 + α)2‖u0‖ > 0, A0 >
α
‖u0‖2
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C3 = (1 + α)
2
α
‖u0‖4
A0
.
Then D4  0 and
δΨ (0) = δC3 = (1 + α)
2δ
α
‖u0‖4
A0
< ‖u0‖2 = Ψ ′(0).
So the function Ψ (t) satisfies all conditions of the lemma and therefore there exists 0 <
t1 < ∞, such that ‖u(t)‖ tends to infinity as t → t−1 . Hence the conclusion of Theorem 1
is true.
Remark 1. We can prove blow up theorem for the problem (1)–(4) when instead of the
condition (4) the condition (51), given in the next section, is imposed. Sufficient conditions
(similar to (A4)) for blowing up of solutions can be obtained when the functions φ(t) and
φ′(t) are continuous and bounded.
Remark 2. The left-hand side of the inequality in (A4) can be made arbitrarily large by
re-scaling the data u0, hence for large enough initial data it will be satisfied.
3. Stability problem
In this section we consider the following inverse source problem:
ut −∆u+ |u|pu = F(t)w(x), x ∈ Ω, t > 0, (48)
u(x, t) = 0, x ∈ ∂Ω, t > 0, (49)
u(x,0) = u0(x), x ∈ Ω, (50)∫
Ω
u(x, t)w(x)dx = φ(t), t > 0, (51)
where Ω is a bounded domain of Rn with sufficiently smooth boundary ∂Ω , w, u0, φ(t)
are given functions and p is a given positive number. We assume that w satisfies the con-
ditions (A2), and u0 satisfies conditions
u0 ∈ H 10 (Ω)∩Lp+2(Ω) and
∫
Ω
u0(x)w(x) = φ(0). (A5)
Theorem 2. Assume that the conditions (A1) and (A5) are satisfied and suppose that φ, φ′
are continuous functions defined on [0,∞), which tend to 0 as t → ∞. Then
lim
t→∞
[∥∥∇u(t)∥∥2 + ∥∥u(t)∥∥p+2
p+2
]= 0.
Proof. Multiplying (48) by w, integrating over Ω and using (51), we obtain
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Substituting (52) in (48), we get
ut −∆u+ |u|pu =
[
φ′(t)− 〈∇u,∇w〉 + 〈|u|pu,w〉]w(x), x ∈ Ω, t > 0. (53)
Let us multiply (53) by ut + u and integrate over Ω :
d
dt
[
1
2
‖u‖2 + 1
2
‖∇u‖2 + 1
p + 2‖u‖
p+2
p+2
]
+ ‖∇u‖2 + ‖u‖p+2p+2
 φ′(t)2 + ∣∣φ′(t)φ(t)∣∣+ ‖∇u‖‖∇w‖(∣∣φ′(t)∣∣+ ∣∣φ(t)∣∣)
+ ∣∣〈|u|pu,w〉∣∣(∣∣φ′(t)∣∣+ ∣∣φ(t)∣∣).
By using the Cauchy inequality with ε and the Young inequality with ε in the right-hand
side of the last inequality, we obtain
d
dt
[
1
2
‖u‖2 + 1
2
‖∇u‖2 + 1
p + 2‖u‖
p+2
p+2
]
+ (1 − ε)‖∇u‖2 + (1 − ε)‖u‖p+2p+2
 φ′(t)2 + ∣∣φ′(t)φ(t)∣∣+ 1
2ε
‖∇w‖2(∣∣φ′(t)∣∣2 + ∣∣φ(t)∣∣2)
+C(ε,p)‖w‖p+2p+2
(∣∣φ′(t)∣∣p+2 + ∣∣φ(t)∣∣p+2). (54)
Here ε ∈ (0,1). Due to the Poincaré–Friedrichs inequality we have
‖∇u‖2 + ‖u‖p+2p+2 
λ1
2
‖u‖2 + 1
2
‖∇u‖2 + ‖u‖p+2p+2
 k0
[
1
2
‖u‖2 + 1
2
‖∇u‖2 + 1
p + 2‖u‖
p+2
p+2
]
,
where k0 = min{λ1,1} and λ1 is a first eigenvalue of the Laplace operator under the homo-
geneous Dirichlet’s condition. Thus (54) implies that the function
E(t) ≡ 1
2
‖u‖2 + 1
2
‖∇u‖2 + 1
p + 2‖u‖
p+2
p+2
satisfies the inequality
d
dt
E(t)+ k0(1 − ε)E(t) h(t), (55)
where
h(t) ≡ φ′(t)2 + ∣∣φ′(t)φ(t)∣∣+ 1
2ε
‖∇w‖2(∣∣φ′(t)∣∣2 + ∣∣φ(t)∣∣2)
+C(ε,p)‖w‖p+2p+2
(∣∣φ′(t)∣∣p+2 + ∣∣φ(t)∣∣p+2).
From the generalized Gronwall lemma (see [6]) it follows that
lim
[∥∥∇u(t)∥∥2 + ∥∥u(t)∥∥p+2]= 0. t→∞ p+2
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