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Algunas notas 'sobre la economia de la
derivaci6n y la representaci6n
NOAM CHOMSKY
(M.I.T.)
En el transcurso de los ultimos afios hemos asistidoal desarrollo de una concep-
ci6n del estudio del lenguaje que constituye un alejamiento 'bastante radical de la
tradici6n hist6rica, mayor incluso que el supuesto por' la gramatica generativa con-
temponinea en sus orfgenes. Me re"fiero con ello al modelo de Principios y Parame-
tros,l que pone en entredicho la asunci6n de que una lengua particular es, en esencia,
un sistema especffico de reglas. Si esta concepci6n es correcta, entonces' no existiran
reglas sintacticas (dejando a un lado la fonologfa2) definidas para una lengua en parti-
cular, ni 'habra principios especificos para una construcci6n. Una lengua3 no es, por
* Version original: Noam Chomsky, "Some Notes 'on, Economy of Derivation and Representation", en
Laka y Mahajan (eds.) 1988. Traduccion: Javier Ormazaba1 y Mari'a Uribe-Etxebarria.
Los traductores agradecen a Amaia Mendikoetxea y Luis Saez su inestimable ayuda en la revision de esta
traducci6n. Este'trabajo ha sido posible en paree gracias a una beca doctoral de ayuda a la investigacion conce-
dida por e1 Departameneo de Educacion, Invescigaci6n y Universidades del Gobierno Vasco a los eraductores.
(1) A este modelo se le ha llamado a veces "Government-Binding Theory (GB)" ["Teorfa de la Recci6n y
el Ligamieneo (RL)"], termino que induce a confusi6n y que, a mi eneender, debeda abandonarse; vease
Chomsky 1988, conferencia 2. La gramatica generativa ha engendrado un gran numero de'controversias, a ve-
ces por buenas razones, oeras no tanto. Ha habido simplemente una serie importance de malentendidos, empe-
zando por el de la propia noci6n de gramacica generaeiva. Siempre he entendido que una gramatica generativa
no es otra cosa que una gramatica explfcita. Aparentemente, otros tienen in mente un concepto diferente; por
ejemplo, al resenar Chomsky 1986a, James McCawley observa que interpreto dicho concepto ~omo si signifi-
cara unicamente "explfclto", interpretacion que, coma acabo de indicar; es la que he mantenido siempre (vea-
se, por ejemplo, Chomsky 1965, p. 4) y asi McCawley llega a la conclusion err6nea de que este es un "cam-
bio profundo" en el uso que yo hago de este termino, cambio que imprime a la empresa un canicter totalmen-
te diferente de aquel que tenia en 105 afios 60, cuando e1 objetivo, segun'lo entiende el, era e1 de "determinar
la pertenencia a un conjunto de frases que se identifica con una lengua" (McCawley 1988; McCawley conside-
ra que el conjunto de frases es 10 que yo he llamado la "estruceura" de la lengua, es decir, el conjunto de des-
cripciones estructurales). Pero la caracterizaci6n que el ofrece no implica que "generativo" signifique otra cosa
que no sea "expHcito". Mi5 aun, al menos para mt, no hay ningun cambio en el uso 0 en la concepci6n con res-
pecto a este puneo. La resena contiene una serie de malentendidos adicionales, y se pueden encontrar otros en
diversos trabajos, pero no voy a entrar a discutir esas cuestiones aquf.
(2) Para las razones por las cuales podrfa esperarse que unicamente la fonologla tuviera una estructura de
reglas especlficas, vease Bromberger y Halle 1989.
(3) 0 10 que a veces se llama "lenguaje medular". Desde mi puneo de vista, la distinci6n medula/perijeria
deberfa considerarse como un mere recurso expositivo, reflejo de un nivel de comprensi6n que se deberfa ir
sustituyendo a medida que vaya avanzando la naturaleza de la investigaci6n lingufstica. Vease la primera refe-
rencia citada en la nota 1.
[ASjU, XXV-3, 1991,659-696]
660 NOAM CHOMSKY
tanto, un sistema de reglas, sino"la especificacion de un conjunto de valores parame-
tricos insertos en un sistema invariable de principios de la gramatica universal (GU);
a su vez, las construcciones de la gramatica tradicional deberian entenderse mas bien
coma epifenomenos taxonomicos, gropos de estructuras con propiedades resultantes
de la interacci6n de principios previamente establecidos y parametros especificados
en uno u otro sentido. Queda alin un sentido derivado por el cual una lengua L es un
"sist.ema de reglas" de un cierto tipo; a saber, las reglas de L son 10s principios de GU
tal y coma estan parametrizados para L.
A 10 largo de esta reciente investigacionhan surgido una serie de conceptos (man-
do-c y reccion, por ejemplo) que tienen un caracter unificador, ya que se repiten en
los distintos componentes de un sistema altamente modular. Parecen existir tambien
principios bastante generales que entrafian estos conceptos y que tienen amplias re-
percusiones. Uno de tales ejemplos, que ha sido objeto de una investigacion muy
fructifera, es el Principio de las Categorias Vacias (PCV), perteneciente a la teorfa de
la reccion. Estos conceptos y principios juegan un papel omnipresente en un sistema
sumamente articulado; la mas pequefia modificacion en su formulacion desencadena
un conjunto diverso y a menudo complejo de consecuencias empfricas, que han sido
igualmente exploradas de manera fructifera en una gran cantidad de lenguas. Cierta-
mente, confiamos en que alin se puede aprender mucho con respecto al modo concre-
to en que estos deberian ser expresados.
Creo que tambien podemos petfilar al menos el esbozo de ciertos principios aun
mas generales a los que podriamos considerar coma "lineas maestras", dado que su
formulacion e~ alin demasiado vaga coma para que merezcan el calificativo de "prin-
cipios de GU". Algunas de estas lineas maestras evocan la idea de "minimo esfuerzo",
en el sentido de que imponen restricciones en contra de la existencia de "elementos
superfluos" en las representaciones y derivaciones. Asi, la nocion de "interpretaci6n
plena" (IP) requiere que las representaciones sean mfnimas en un cierto sentido. De
igual modo, la condicion· de "ultimo recurso" sobre el movimiento, que ofrece una
explicaci6n parcial del requisito de que las cadenas-A esten encabezadas por una po-
sicion que recibe Caso y terminen en'una posicion~e (la "Condicion sobre Cadenas"),
tiene el efecto correspondiente de eliminar pasos superfluos en las derivaciones, redu-
ciendo de este modo la longitud de las mismas al mfnimo.4 Lo que me gustaria hacer
aqul es buscar ciertas areas donde nos sea posible "desentrafiae' algunos efectos empi-
ricos a partir de tales lineas maestras, con el fin de poder elevarlas a la categoria de
verdaderos principios d~llenguaje, si es que realmente es esto 10 que son.
1. Asunciones preliminares
Comencemos con una serie de asunciones concernientes al disefio del lenguaje,
asunciones bast'ante extendidas pese ~ ser todavia controvertidas, y que voy a 'adoptar
aqui sin presentar ninglin argumento concreto en su favor. '
Voy a asumir el conocido mareo teorico de la Teoria Estandar Extendida (TEE),
tal y coma se concibe bajo la perspectiva de Principios y Parametros. Distinguimos
(4) Sobre estas nociones vease mi Knowledge ofLanguage. Condiciones generales de este tipo se investigaron
con cierto detalle en 10s primeros trabajos de gramatica gen'erativa, en el contexto del estudio de procedimien-
tos de evaluaci6n para las gramaticas; vease mi Morphonemics ofModern Hebrew.
ALGUNAS NOTAS SOBRE LA ECONOMIA DE LA DERIVACI6N Y LA REPRESENTACI6N 661
el lexicon del sistema computacional del lenguaje, es decir, de la sintaxis lato sensu
(incluyendo la fonologfa). Asumamos que la sintaxis consta de tres niveles funda-
mentales de representacion, la Estructura-P, FF y FL, cada uno de los cuales constitu-
ye una "interfaz" entre el sistema gramatical y algunotro sistema de la mente/cere-
bro.
El lexicon es un conjunto de piezas lexicas cada una de las cuales es un sistema ar-
ticulado de rasgos; debe especificar para cada elemento unicamente las propiedades
foneticas, semanticas y sintacticas que le son idiosincrasicas, nada mas. Si los rasgos
de una entrada lexica adscriben esta a cierta categorla K (por ejemplo, empezar por
copsonante, 0 ser un verba 0 un verbo de accion), entonces dicha entrada no debera
contener ninguna mencion especlfica de las propiedades de K coma tal, pues de otro
modo se perderlan generalizaciones. La entrada lexica del-verbo hit ('golpear') deb~
espe~ificar solamente Jas propiedades necesarias para determi~ar, mediante la aplica-
cion de _principios generales parametrizados para la lengua en cuesti6n, su sonido,
significado y roles sintactico~. No debera contener informacion redundante.acerca de,
por ejemplo, la calidad de la vocal, las propiedades de los verbos de accion en general
o el hecho de ~que este verbo, junto con su complemento, forme un sintagma verbal
(SV).5
Se ha sugerido que los parametros de GU no estan relacionados con el sistema
computacional, sino s610 con ellexicon. Por esto podrla entenderse que cada parame-
tro remite a propiedades de elementos especlficos dellexic6n 0 alas categorfas de las
piezas lexicas; tal es el caso de la reccion can6nica, por ejemplo. Si cabe mantener es-
ta propuesta de un modo natural, solamente hay un lenguaje humane -baciendo
abstracci6n del lexic6n-, y la adquisicion del lenguaje se reduce en esencia al pro-
blema de determinar las idiosincrasias lexicas. Asimismo, las propiedades del lexicon
tambien estan sumamente constrefiidas por GU 0 por otros sistemas de la mente/ce-
rebro. Si los elementos sustantivos (verbos, nombres, etc.) se seleccionan de entre un
vocabulario universal invariable, entonces solamente los elertlentos, funcionales esta-
ran sujetos a parametrizacion~ La asunci6n mas restrictiva parece plausible," y 10 que
viene a continuaci6n es consistente con ella.6 .
El nivel de Estructura-P esta directamente- asociado con ellexicon. Se trata de una
representaci6n "pura" de la estructura-8, que expresa relaciones.-8 por medio de las
condiciones de la teorla de la X-barra con arreglo al Principio de Proyeccion. Puede
ser que satisfaga alguna version estricta de la "condicion _de uniformidad'~7 y que, en
este sentido, sea comun a todas las lenguas. Voy a.asumir aquf una teorla convencio-
nal con dos niveles de X-barra, quizas restringida a ramificaci6n binaria en conformi-
dad con la teorfa de '(senderos inequlvocos" de Richard Kayne.8
(5) Los elementos lexicos se denominan a veces "atomicos" desde el punto de vista de las operaciones com-
putacionales; tomando la metafora literalmente, concluiriamos que no se puede modificar 0 incluso apelar a
ningun rasgo en una operacion de computacion (por ejemplo para chequearlo con otro elemento que case con
el), y que tampoco se pueden afiadir rasgos a un elemento lexico. La condicion, formulada de este modo, es de-
masiado fuerte; el modo exacto en que esta funciona es una cuestion interna a la teorfa que voy a dejar al mar-
gen.
(6) Vease Borer 1984; vease tambien Fukui 1988 sobre la restriccion de elementos funcionales.
(7) Con relacion a este tema, vease entre otros Baker 1988. '
(8) Kayne 1984. Como sistema de notacion para la teoda de la X-barra usare, para cada categorfaX, una
prima en lugar de barra, Xo para la categorfa de nivel inferior y XP para X".
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El nivel de FF es la interfaz con los sistemas percepto-motores, y el nivel de FL la
interfaz con los sistemas conceptuales.
Cada uno de estos niveles es un sistema de representacion de un cierto tipo y sus
propiedades estan determinadas por principios de GU.9 Dada una lengua concreta, la
elec~ion de la Estructura-P, FF y FL debe satisfacer las condiciones "externas" im-
puestas por la relaci6n de interfaz. Mas aun, los tres niveles deben estar mutuamente
relacionados mediante mecanismos permitidos por la facultad del lenguaje. La des-
cripcion estructural de una exptesion E en una lengua L incluye --0 quizas ~s~ el con-
junto fpj f, l], representaciones de 10s niveles de Estructura-P, FF y FL r~spectiva­
mente, cada una de las cuales satisface las condiciones "externas".lO Podemos concebir
la estructura de L como el conjunto de descripciones estructurales correspopdientes a
todas las expresiones E. La lengua L propiamente dicha consta de un lexicon, una
asignacion especlfica de valores para los parametros de GU y aquellas reglas, tal vez
restringidas a la fonolog{a, que puedan existir. Por "lengua" entiendo aqu! 10 que en
otros lugares he denominado "lenguaje-I", donde la terminologla pretende sugerir
"internalizado" e "intensional". Intuitivamente hablando, una lengua, entendida de
este modo, es "un modo de hablar y entenderH , en un sentido tradicional; tener dicho
modo de hablar y entender (esto es, "tener una lengua" 0 "conocer una l~ngua') es
poseer el lenguaje-I como un componente de la mente/cerebro. Tengase en cuenta
que, aunque "externas" al sistema computacional dellenguaje, las restricciones de in-
terfaz son "internas" a la mente/cerebro.Otras interacciones -por ejemplo, las que
atafien al estudio de la referencia y las condiciones de verdad- son un asunto distinto.
Siguiendo el marco teorico general de la TEE, asumo que los tres niveles no estan
relacionados entre ellos directamente,' sino que 10 estan s610 a traves del nivel inter-
medio de Estructlira-S, que es el unico punto de interacci6n entre los tres niveles
fundamentales. Desde esta perspectiva, la Estructura-S es un concepto derivado. Da-
da una lengua especlfica L} las ptopiedades del nivel de Estructura-S estan determi-
nadas por las de los niveles fundamentales y por la condicion de que aquel este rela-
cionado con estos mediante los principios apropiados. El 'nivel de Estructura-S para
L es el sistema que satisface estas condiciones, algo asf como la solucion a un cierto
conjunto de ecuaciones. Cabe presumir que los principios responsables del qisefio del
lenguaje requieren que esta "soluci6n" sea unlca.
No esta del todo claro el modo exacto en que estos principios de interaccion entre
niveles deberian ser entendidos. Voy a adoptar la asuncion general de que l~ Estruc-
tura-S esta re1acionada con FL mediante la aplicacion teiterada del principio ~'Mueva­
se-a." (sustitucion y adjunci6n), de borrado e inserci6n -es decir, por el prin~ipio
"Mectese-a." en el sentido de Lasnik y Saitoll-, y'con FF por este principiQ"y por'las
reglas del componente fono16gico.
(9) Me estoy refiriendo a la nocion de cCnivel de representacion" discutida en Chomsky 195'S~56 y en tra-
bajos posteriores.
(10) Algunos lingliistas han propuesto que ciertas condiciones de la sintaxis estan en vigor en FF; vease,
por ejemplo,Weinberg, Aoun, Hornstein y Lightfoot 1987. FF no puede ser, estrictamente hablando, el nivel
en el que estas condiciones se aplican, dado que en este nivel no existe en general estructura relevante, ni si-
quiera palabras. Mas bien, este modelo asume un nivel adicional S-F intermedio entre Estructura-S y FF sabre
el cual se aplicarfa la pretendida condici6n.
(11) Vease Lasnik y Saito 1984.
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La relaci6n de la Estructura-S cop. el lexic6n ha sido interpretada de varias mane-
rase Voy a asumir que la relaci6n esta mediada por la Estructura-P, como se acaba'de
apuntar, y que la Estructura-P esta relacionada con la Estructura-S del mismo modo
en que la Estructura-S esta relacionada con FL y (en parte) con FF, esto es, por la apli-
caci6n reiterada de Afectese-CX. Otra alternativa podrla ser que, la Estructura-P estu-'
viese determinada por un algoritmo de formaci6n de cadenas aplicado a la Estructu-
ra-S (0 quizas a FL) y que, en este sentido, estuviese "proyectado" a partir de la Es-
tructura-S como un tipo de propiedad de dicha Estructura-S; este algoritmo
expresarIa entonces la relaci6n d~ la Estructura-S con ellexic6n.
La opci6n entre ambas teorlas existIa ya desde los orlgenes de la teorla de la traza,
antes de que el modelo de Principios y Parametros cristalizara. Nunca ha estado
completamente claro que aquI haya un problema empIrico real. Existe, como mucho,
una diferencia bastante sutil entre la idea de que los dos niveles estan simplemente
relacionados y la idea de que esta relaci6n es una "proyecci6n direccional". Es igual-
mente sutil la cuesti6n de si la relaci6n de Estructura-S con el lexicon esta mediada
por un nivel de Estructura-P con propiedades independientes, que actua como uno
de 10s niveles de interfaz fundamentales. Mi impresi6n personal, por otro lado bas-
tante especulativa, es que SI existe aquI un problema y que, si bien bastante sutil y
aun no definitiva, hay evidencia creciente en favor del panorama esbozado anterior-
mente, en el que hay tres niveles de interfaz fundamentales y donde la relaci6n de
Estructura-P con la Estructura-S esta interpretada como una proyecci6n direccional. 12
Voy a adoptar esta ultima interpretacion por razones de exposici6n; esta ha sido
adoptada en la practica de manera bastante general, con resultados que son a veces
reinterpretados de acuerdo con la concepcion alternativa, 10 cual resulta un hecho su-
gerente y probablemente significativo. Mucho de 10 que sigue a continuaci6n es neu-
tral en 10 que se refiere a las diferentes interpretaciones de este sistema.
Puede que la Estructura-S tambien tenga que satisfacer condiciones independien-
tes; por ejemplo, los principios de la teorla delligamiento, condiciones sobre la iden-
tificacion de categorlas vacIas y, quizas, la teorla de la X-barra.13
2. Algunas propiedades de la flexi6n verbal
De las muchas areas concretas que podrlan ser investigadas en un esfuerzo por cla-
rificar las llneas maestras de caracter general mencionadas anteriormente, voy a
centrarme en el movimiento de Xo, tema de particular interes por sus implicaciones
para el estudio de la formacion de palabras, si bien existen tambien otros casos, por
ejemplo el movimiento-de-V en el sentido de Hilda Koopman y otros. 14 Con respec-
(12) Vease Burzio 1986 y algunas observaciones en mi respuesta al comentario en Mind and Language
2.2., 1987, pp. 193-7. A algunos les parece que hay un asunto profunda de principios que distingue aquellas
teori'as con "dos nive1es" que incluyen una relaci6n direccional entre Estructura-P y Estruccura-S, de aquellas
otras con 44 un nivel", en las cuales se relaciona la Estrucrura-S con las propiedades lexicas de alguna otra forma;
para algunos comentarios a1 respecro, vease mi respuesta a 1as cuestiones p1anteadas en Longuet-Higgins,
Lyons y Broadbent (eds.) 1981, pp. 63 y sig., as! coma Chomsky 1981. Puede que exista un problema p~ro,
como ya he observado, se trata) en el mejor de 105 casos> de un prob1ema basrante suti!.
(13) Sobre las condiciones de la teorfa de la X-barra en el nivel de Esrructura-S) vease van Riemsdijk
1987. En las conferencias de enero de 1986 en Tokio, suged a1gunas razones mas por 1as cua1es dichas condi-
ciones tenddan que aplicarse en Estructura-S.
(14) Vease Koopman 1984.
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to a la formaci6n de palabras, hay principalmente dos campos donde se plantea la
cuesti6n del movimiento de Xo: predicados complejos (causativas, incorporaci6n no-
minal, etc.) y morfologfa flexiva. En la actualidad, se esta desarrollando un debate
muy clarificador en torno a si el movimiento de Xo se aplica en estos casos y, en caso
de ser asi, c6mo 10 hace. Dejare a un lado el primero de estos dos campos y limitare
mi atenci6n a la flexi6n, asumiendo que esta comporta reglas sintacticas tales como
subida de V a FLEX y bajada de fLEX a V (Salto-del-Afijo). Estoy por 10 tanto asu-
miendo una distincion clara y fundamentada entre morfologfa flexiva, parte de la
sintaxis propiamente dicha, y morfologfa estrictamente derivativa, parte del lexicon
y quizas sujeta a principios tales como cabeza-a-la-derecha en el sentido de Edwin
Williams y otros. Asumo, por 10 tanto, algo cercano a la versi6n mas temprana de la
hip6tesis lexicalista.
Con respecto al movimiento de Xo, existe un hecho descriptivo notable -la Con-
dici6n sobre el Movimiento de Cabezas (CMC)- y una interrogante fundamental en
relaci6n con el: ~es la CMC reducible, parcial 0 totalmente, a principios sobre el mo-
vimiento sintactico motivados independientemente? Asumamos, por el momento,
que el movimiento de SX (movimiento-A y -N.) asf como sus principios (especffica-
mente el PCV) estan ya establecidos. Voy a asumir que el PCV se reduce a la propie-
dad de reccion por antecedente, donde el requisito de recci6n propia de la traza esta
relacionado con otras condiciones que tienen que ver con la "identificacion" de cate-
gorfas vacfas-. 15 Se plantea entonces la pregunta de si la CMC se deriva de estos mis-
mos principios como un caso especial. Si esto es asf, logramos reducir realmente la
CMC al PCV y consiguientemente las propiedades de formacion de palabras quedan
tambien reducidas a principios de la sintaxis independientemente establecidos.16
Comencemos por algunas ideas recientes de Jean-Yves Pollock, quien se basa en
investigaciop.es de ]oseph Emonds sobre la flexion verbal en lenguas del tipo del
frances y del tipo del ingles. 17 Voy a seguir en generallas propuestas de Pollock, rea-
daptando algunas de ellas de forma algo diferente y trayendo a colaci6n como podrf-
an estas incidir en las lineas maestras de "minimo esfuerzo" y en el estatus de la
CMC.
Asumamos el principio de la teorfa de la X-barra de que O(racion)= FLEX"(i6n),
de manera que la estructura basica de la oraci6n es tal y como se representa en (1):18
(1) SFLEX
------------
SN FLEX'
---------------
FLEX SV
(15) Asumo aqul el modelo general que desarrollo en Barriers, basado fundamentalmente en Lasnik y Sai-
to 1984, aunque se precisan modificaciones de las que no voy a tratar aqul.
(16) Observese que podda realizarse tambien una reducci6n parcial; por ejemplo, una formulaci6n del
pey que expresara una generalizaci6n sobre el movimiento de Xo y orros casos; este serta el sentido de la pro-
puesta hecha por Luigi Rizzi y desarrollada en su "Relativized Minimality". Debertamos examinar tambien el
orro caso posible de movimiento: el movimiento de X'. Para alguna evidencia reciente que apoya esta opci6n,
vease van Riemsdijk 1987. Vease tambien Namiki 1979. ,
(17) Pollock 1988. Voy a referirme unicamente a algunas de las cuestiones a las que Pollock hace referen-
cia. Vease Emonds 1978; vease tambien Emonds 1985, para un desarrollo mas reciente de su modelo.
(18) El orden en las formulaciones abstractas es irrelevante, tanto aqul como mas ~bajo.
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Dejamos pendiente la cuestion de si el sintagma nominal sujeto esta generado en
la base en esta posicion 0 si ha subido desde el SV, como se ha venido proponiendo en
varios estudios recientes, asf como muchas otras cuestiones que no son directamente
relevantes para nuestro ancilisis.
La idea basica de Emonds es que en lenguas del tipo del frances V -sube a FLEX,
mientras que en lenguas del tipo del ingles FLEX baja a V; hay una gran variedad de
evidencia empfrica en favor de esta conclusion. Asumamos que esto es correcto; se si-
gue entonces que 10s adverbios de SV, que asumimos estan generados en la base bajo
SV adjuntados a uno de los segmentos de dicho SV, son preverbales en ingles y post-
verbales en frances, como se ilustra en (2): ,-
(2) (i) John often kisses Mary
J. frecuentemente besa Mary
'John besa frecuentemente a Mary'
(ii) John completely lost his mind
J. completamente perdio su juicio
'John perdi6 completamente el juicio'
(iii) Jean embrasse souvent Marie
Jean besa frecuentemente Marie
(iv) Jean perdit completement la tete
Jean perdio completamente la cabeza
Pero 10s ingleses have ('haber'l'tener') y be ('ser') se comportan aproximadamente co-
mo los verbos ordinarios en frances, como vemos en (3):
(3) (i) John has completely lost his 'mind
John ha completamente perdido su juicio
'John ha perdido completamente el juicio'
(ii) Books are often (completely) rewritten for children
1ibros son frecuentemente (com:pletamente) reescritos para runos
'Los libros son frecuentemente (completam.) reescritos para nifios'
Por 10 tanto, la diferencia entre ambas lenguas no consiste en que en frances haya
movimiento de subida mientras que en ingles este movimiento sea de bajada, sino
que se trata de alguna otra diferencia que requiere que los verbos franceses y 10s auxi-
Hares ingleses suban, al tiempo que excluye esta posibilidad para otros verbos en in-
gles.
Por razones independientes, se ha postulado que el elemento CONC(ordancia) es
"mas fuerte" en frances que en ing1es. Asumamos que esto es cierto; asumamos, ade-
mas, que una CONC debil es incapaz de "atraer" autenticos verbos tales como kiss
('besar') 0 lose ('perder'), aunque pueda atraer auxiliares, mientras que una CONC
fuerte atrae todo tipo de verbos.19
~Por que deberfan la CONC debil y la CONC fuerte comportarse de este modo?
Una posibilidad, sugerida por Howard Lasnik, es que se trata simplemente ~e una
(9) Los terminos utilizados por Pollock para "fuerte" y "debil" son "transparente" y "opaca" respectiva-
mente, por razones que quedanin claras inmediatamente.
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propiedad morfo16gica: s610 una CONC fuerte puede aceptar un elemento "pesado",
como es el verbo, aunque cualquier CONC puede aceptar un elemento "ligero", co-
mo un auxiliar. Otra posibilidad, esta desarrollada por Pollock, es que la diferencia se
reduzca a la teorIa-8: una CONC fuerte permite que un elemento adjuntado encabe-
ce una cadena-8, mientras que una CONC debil no 10 permite. Si los auxiliares no
son marcadares-8, entonces pueden subir a CONC sin violar el criterio-8, pero la su-
bida de un autentico verbo a una CONC debil acarreara una violaci6n del criterio-8.
Examinemos esta opci6n con mayor detalle y consideremos el resultado de la su-
bida de YO y su adjunci6n a Xo; tal proceso da lugar "a la estructura representada en
(4), donde t es la traza de Yo:
(4)
... t ...
La teoria de la recci6n debe permitir que yo rija su traza t en e$ta estructura, a fin
de que dicha traza satisfaga el pev. Si la teorla de la recci6n excluye la posibilidad de
que yo pueda ser regido desde fuera del elemento complejo Xo formado por adjun-
ci6n, entonces el movimiento sucesivamente cIclico de yo estar~ descartado; de este
modo, la formaci6n de ptedicados causativos, por ejemplo, no puede escapar a la
CMC (asumiendo que esta se reduzca al PCV) haciendo uso d~l JIlovimiento sucesi-
vamente cIclico. Voy a asumir que este sea el caso, sin entrar ~n su formulaci6n con-
creta.
En (4), la cadena (yP~ t) estara por tanto bien formada resp~~l:o al PCV. Suponga-
mos que yo es un mar<;ador-8; entonces t tiene que ser capaz d~ marcar-8. La propie-
dad que yo tiene de mar,ar-8 tiene que ser "transmitida" a tra:v~s de la cadena; esto
sera posible si Xo es fueftc, pero no si es debil. Por 10 tanto tenJ:lremos una violaci6n
del criterio-8 si el marcador-8, yo, esta adjuntado a una CONC d~bil.
Supongamos que, en lugar de subir yo para adjuntarlo a XQ y crear la estructura
en (4), bajamos xo para adjuntarlo a yo~ Este p;coceso formara nu~vamente el elemen-
to complejo [yo_Xo], pero con una e~tructura diferente a la de (4), en concreto (5),
donde t representa la traza de Xc.
(5) A
En esta estructura el yo inferior es la cabeza de la construcci6n y podemos asumir
que, sea cual sea el caracter de Xo, yo continuara manteniendQ todas las relaciones re-
levantes con atros elementos y retendra por tanto la capacidad de marcar-8 a un com-
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plemento. Asf pues, coma observa Pollock, las propiedades "normales de adjunci6n
tienen el efecto deseado: la bajada de una CONC debil al verbo V no impide el mar-
cado-8 del complemento, pero la subida de V a una CONC debil sf que 10 impide.
Pollock amplfa el campo de observaci6n a la negaci6n y propone, clentro de un
analisis de senderos inequfvocos Cl la Kayne, una estructura mas articulada, que pre-
sentamos en (6):
(6) SFLEX
~
SN FLEX'
---------------
FLEX (Sneg)
~
neg ~
CONC SV
~(ADV) SV
/""
V
Aquf FLEX puede ser [+/- finita1 y neg es el not ingles 0 el pas frances. 20 Esta repre-
sentaci6n, que separa FLEX de CONe, elimina la ex~rafia bicefalidad de FLEX que
aparecla en analisis previos. La asunci6n es que 10s infinitivos tienen CONe (general-
mente vacua).
Supongamos que V sube a CONC; entonces obtenemos e1 orden de Estructura-S
V-Adv-Objeto, coma en 10s auxiliares ingleses 0 10s verbQS franceses en general. Si
CONe baja a V, nos encontramos con el orden Adv-V-Objeto, coma en 105 verbos
ingl~ses no auxiliares. Si V sube a CONC y este complejo sube a su vez a FLEX, ten...
dreP10s entonces formas coma las de (7):
(7) (i) John has not seen Bill
John ha no visto Bill
'John no ha. vista a Bill'
(ii) Jean (n') aime pas Marie
Jean (no) am-a neg Marie
'Jean no ama a Marie'
Si V sube a CONC pero no a FLEX, tenemos (8i) en frances, donde sembler ('pare-
c~r') contrasta con etre ('ser').
(8) (i) ne pas sembl~f heureux
no neg par~cer cQntento
(ii) n , etre pas helJ~~l1~
no estar neg conf.~p.tp
(20) Pollock trata el ne en la construcci6n ne-pas comp ~~ c~be?~ ~Htj~i de Sneg, que sube a una posiciQn
mas alta. Podriamos considerarlo coma un ripo de marc~d9}: ~ ,alcap.~e .. [~/rT. Por razones de exposici6n, en
las glosas traduciremos ne coma no, y pas como neg para in(h~at que se rrat~ de la cabeza de Sneg, como se re-
presenra en (6).]
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Las propiedades ilustradas en (7) y (8) se siguen de la asuncion. de que [+ finito]
es fuerte, mientras que [-finito] es debil. Siendo fuerte, [+finito] en (7ii) permite la
adjuncion del verbo aime, crozando sobre neg (pas). Siendo debil, [-finito] en (8i) no
permite la adjuncion del verbo sembler, cruzando sobre neg, aunque el auxiliar etre
pueda subir a la FLEX debil de la misma manera que 105 auxi1iares pueden subir a la
CONC debil. .
Mientras que la regIa de subida de V en frances es obligatoria en oraciones tem-
poralizadas, esta regIa es opcional en el caso de las infinitivas. Asf, junto a (8ii) tene-
mos la opcion de (9i) y junto ala forma V-Adv-SN (obligatoria para las oraciones fi-
nitas coma (2iii» tenemos (9ii).
(9) (i) ne pas etre heureux
no neg estar contento
(ii) souvent parai'tre triste
a menudo parecer triste
(9i) surge al no haber subido etre a FLEX [-finito] cruzando por encima de neg; a su
vez, (9ii) se crea al no haber subido paraftre a CONC cruzando por encima del adver-
bio en la oracion infinitiva.
En la seccion 3.2. volvere sobre la cuesti6n de por que deberfa existir opcionali-
dad justamente en el caso de las infinitivas, y en 13: seccion 5. retomare algunas otras
cuestiones acerca de la naturaleza de CONC. Asumamos provisionalmente el analisis
que acabamos de dar, dejando a un lado el tema de la opcionalidad en las construc-
ciones de infinitivo.
En Estructura-S se asume que el verbo debe estar combinado con sus diferentes
aB jos, a fin de poder derivar las formas correctas en FF; los diferentes afijos de (6) de-
ben formar un complejo unico con el verbo. Supongamos que estos afijos comparten
algun rasgo caracterfstico que garantiza una asociacion adecuada en Estructura-S. De
este modo, toda aplicaci6n de reglas que separe dichos afijos estara exclufda por la
condici6n de Estructura-S que corresponda y no necesitamos preocuparnos de si el
sistema permite una aplicacion "salvaje" de reglas que dejarfa a los afijos inadecuada-
mente desperdigados por entre las palabras de la oraci6n generada. N6tese que cual-
quier otro caso de aplicaci6n inadecuada de reglas queda excluido por el requisito de
que aquellas piezas identificadas lexicamente como afijos esten adecuadamente "ata-
das)' en Estructura-S.
Si asumimos el'parametro de Pollock, tenemos afijos flexivos fuertes y debiles: la
elecci6n de [+finito] para una FLEX (temporalizada) es fuerte y la eleccion de [-fini-
to] (infinitivo) es debil. CONC es fuerte en frances y debil en ingles. Con una cier~a
idealizaci6n de los datos, podemos derivar los hechos basicos.
Pollock observa que el ingles de estadios anteriores era muy parecido al frances y
sugiere, de un modo bastante p~ausible, que fue un cambio en el parametro de
CONC 10 que condujo al conjunto de fen6menos que diferencian estas lenguas en sus
estadios actuales. Algunas de las formas reflejan la Estructura-P directamente; por
ejemplo, (9i, ii) en frances y en- sus equivalentes ingleses. Otras formas reflejan las
consecuencias de la subida de V a CONC 0 a FLEX, tal y coma ha sido mostrado an-
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teriormente. Pollock sefiala que un tratamiento unificador de los datos comparativos
--que comprenden hechos relativos a temporalizaci6n/no-temporalizaci6n, negaci6n
y adverbios, verbos y auxiliares- se apoya crucialmente en un analisis de los morfe-
mas de Tiempo y Concordancia "como entidades sintacticas distintas en un nivel
abstracto de representacion", es decir en Estructura-P. El analisis, por tanto, apoya
una condici6n estricta de monocefalidad en la teorfa de la X-barra y la consiguiente
distinci6n entre CONC y FLEX, asf como, concluye Pollock, la distinci6n entre la
representaci6n de Estructura-P y Estructura-S.
3. Una explicacion en terminos de "minimo esfuerzo"
3.1. Reduciendo las derivaciones at minimo
Veamos ahora c6mo incidirfa un analisis de este tipo en las Ifneas maestras que
hemos estados considerando. Dejare a un lado la relaci6n de Estructura-S conFF y la
de Estructura-P con ellexicon. Por tanto analizaremos las relaciones entre Estructu-
ra-P, ,Estructura-S y FL. Por motivos de exposici6n, me referire a la relaci6n de la Es-
tructura-P con la Estructura-S coma "sintaxis ab"ierta" (puesto que.las consecuencias
de las operaciones que relacionan estos niveles se reflejan generalmente ,en FF).
El analisis de la flexi6n verbal esbozado en la secci6n 2. se basa crucialmente en el
principio de que el movimiento de subida es necesario siempre que sea posible. Se
podrfa derivar este principio de la asunci6n de que siempre hay que elegir las deriva-
ciones, mas cortas sobre las mas largas. La razon es que la bajada de un elemento fle-.
xivo FLEX, como en el caso del ingles con los autenticos verbos, crea una cadena
impropia :(t, ... , FLEX),. donde FLEX se adjunta a V en Estructura-S para formar
[v V-FLEX] y t es la traza de FLEX, que 10 manda-c. Se requiere, por tanto, que [v
V-FLEX] suba posteriormente en FL a la posicion de la traza, a fin de que se pueda
crear una cadena bien formada. El resultado es .esencialmente el mismo que se habria
obtenido mediante una derivaci6n mas corta que conllevara solamente el movimien-
to de subida en la sintaxis abierta. Por consiguiente, una condici6n de "mfnimo es-
fuerzo" permitira unicamente la segunda de estas derivaciones.
Si analizamos este problema con mayor detenimiento, observar~mosque la condi-
cion de "minimo esfuerzo u no puede reducirse simplemente al hecho de contar los
pasos dados en una derivaci6n. Consideremos el caso de las interrogativas inglesas;
asumamos que una construcci6n interrogativa tiene el complementante P ([+Qu])
que la distingue en la Estructura-P de la correspondiente declarativa e induce la es-
tructura de entonaci6n adecuada en FF y la interpretaci6n adecuada en FL. Si ademas
P es un afijo, ent.onces debera ser "completado" en la sintaxis abierta mediante la su-
bida de Xc. De la Estructura-P representada en (10) se creara, mediante un movimien-
to de bajada, una Estructura-S donde el verbo tendra la forma [vV-CONC-FLEX]21 y
las posiciones de FLEX y CONC estaran ocupadas por trazas.
(10) P John FLEX CONC write books
P John FLEX CONC escrib- libros
(21) Mi5 explfcitamente, el verba [v V [CONC CONC-FLEX] ]
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La forma resuItante es indistinguibIe de la declarativa en FF y es ademas ilegftima
(en Estructura-S) si P es un elemento real, tal y coma se ha postulado. Para permitir
un output a partir de la Estructura-P legftima (10), el ingIes utiliza el elemento pro-
tetico do} que sirve de soporte al afijo, de modo que no hay movimiento de bajada;
por el contrario, son CONC'y FLEX 10s que se adjuntan a do. Llamemos a este proce-
so "soporte-con-do", un proceso especffico de ciertas lenguas contingente a la debili-
dad de CONC. Asumamos, por razones de exposici6n, que se trata de una regia de la
sintaxis abierta que inserta do en la posicion Modal (insercion-de-do), atrayendo a 10s
afijos que ya han subido y subiendo despues a P. Gracias a esta estrategia podemos
formar "did. John write books" ('do+pas. John escrib- libros') a pat-tir de (10).22
Sin embargo, este mismo mecanismo permite tambien generar la forma iIegftima
"John did write books" (con el do sin enfatizar), ademas de "John wrote books", deri-
vandose ambas de la forma declarativa c9rrespondiente a (10) (la cual carece de P).
De hecho, esta opcion no solo es posible sino que podrla incluso argiiirse que es obli-
gatoria, si es que las derivaciones mas cortas son siempre las preferidas. La razon es
que la opcion ilegitima requiere solo la' regIa de inserci6n-de-do y el movimiento de
subida, mientras que la forma correcta 'requiere un movimiento abierto de bajada y
ademas el movimiento posterior de subida en FL.
Para lograr los resultados corret~05, la condici6n de "minimo esfuerzo" debe ser
interpretada de manera que los principios de GU se apliquen siempre que sea posi-
bIe, limitando la utilizacion de las reglas particulares de cada lengua solamente a
aquellos casos donde "salven" una Estructura-P que de otro modo no produciria nin-
gun output: este serfa ei caso de las formas interrogativas que no contengan un modal
o un verbo que no sea marcador-8. Los principios de GU son por 10 tanto "menos
costosos" que 105 'principios especfficos de cada lengua. 'Podemos concebirlos, intuiti-
vamente hablando, coma si estuvieran ya "instalados" y fueran distintos de los ele-
mentos adquiridos dellenguaje, 10s cuales'conllevan un costo mayor. 23
Consideremos ahora una expresion negativa con la Estructura-P representada en
(11):
(11) John FLEX neg CONC write books
John FLEX neg CONC escrib- libros
La derivaci6n correcta conlleva inserci6n-de-do y movimiento de subida de .CONC
para formar el verbo complejo [do-FLEX-CONC], y asi obtenemos la Estructura-S
representada en (12):
(22) La mecanica de c6mo se relacionan los modales y do con 10s afijos flexivos esta aun por especificar. Si
se puede demostrar que soporte-con-do es un reflejo de la fijaci6n de valores parametricos (de la elecci6n de
CONC debil, segun nuestra asunci6n), entonces no se trata, estrictamente hablando, de una regIa especffica de
la lengua, aunque seguire empleando este termino por razones de exposici6n. La estrategia de emplear elemen-
tos proteticos de esta manera aparece igualrriente en otras situaciones, en las que tambien parece plausible que
esta elecci6n dependa de la elecci6n de los valores parametricos; vease la secci6n 6.4. para uno de tales ejem-
pios.
(23) Observese que estas asunciones tienen consecuencias empiricas; implican que en el estado estable que
se llega a a1canzar en la adquisici6n dellenguaje, 10s principios de GU se mantienen distintos de las propieda-
des particulares de las lenguas. Suza~ne Flynn ha desarrollado una investigaci6n muy interesante sobre la ad-
quisici6n de segundas lenguas que apoya esta conclusi6n; vease Flynn 1987.
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(12) John did (does) not write books
John do+pas. (do+pres.) no escrib- libros
'John no escribi6 (escribe) libros'
Sin embargo, nos encontramos nuevamente frente a un problema: ipor que no ba-
ja FLEX a CONC y luego a V, creando el verbo complejo [v V - CONC -FLEX], co-
mo en las formas no negadas, de manera que en Estructura-S y en FF tengamos
"John not wrote (write) books" (,John neg escrib+pas. (escrib+pres.) li.bros')? En ese
caso, el movimiento de subida en FL eliminarfa la cadena ilegftima, exactamente co-:-
mo en el caso de su correlato no negativo. Dicho proceso conllevarfa unicamente los
principios de GU de movimiento abierto de bajada y movimiento de subida en FL,
evitando el empleo de la regIa inserci6n-de-do, particular de la lengua. Por 10 tanto,
no s6lo se trata de una derivaci6n permisible, sino que en realidad viene exigida por
la condici6n de "mfnimo esfuerzo", tal y como acabamos de ver.
La CMC nos ofrece una soluci6n parcial a 'este problema. El proceso de movi-
miento de subida en FL tiene que 'cruzar sobre negJ violando por tanto la CMC. Con-
secuentemente, existe una unica derivaci6n legftima: la que conlleva inserci6n de dOJ
que es por tanto obligatoria en estos casos.
Asf pues, estamos asumiendo que, dada una Estructura-P bien formada, aplica-
mos necesariamente aquella derivaci6n que entrane el menor costa y que produzca
una Estructura-S y, en ultimo lugar, un output de FF legftimos.
Sin embargo se nos plantean al mismo tiempo otra serie de cuestiones. Considere-
mos el correlato frances de (11) 0, si se prefiere, la forma inglesa ejemplificada en
(13):
(13) John FLEX neg CONC
John FLEX neg CONC
have written books
Aux(hab-) escrito libros
En este caso la derivaci6n correcta requiere que el verbo have ('haber') suba a
CONC y luego a FLEX cruzando por encima de negJ para derivar (14):
(14) John has not written books
John ha no escrito libros
'John no ha escrito libros'
En frances sucedera 10 mismo en el caso de los verbos no auxiliares, como en el
correlato de la Estructura-P (11). Si en el ejemplo (11) la CMC bloquea la derivaci6n
no deseada, la del movimiento de subida en FL sobre negJ entonces ic6mo es que no
bloquea del mismo modo la derivaci6n obligatoria en el caso de (14) y del equivalente
de (11) en frances, donde tambien hay ~ovimiento abierto de subida sobre neg?
Observese que surge tambien una cuesri6n similar en el caso de (11). As!, la deri-
vaci6n obligatoria en este ejemplo conileva subida de CONC a FLEX sobre neg para
formar el verbo complejo [do-FLEX-CONC], una vez que se ·ha insertado do. En ese
caso, ipor que no viola la CMC el movimiento abierto de subida de CONC sobre neg?24
(24) Habrfa, de hecho, una solucion inmediata de este problema concreto en los terminos del analisis que
desarrollare en la seccion 5, pero no voy a entrar en ello ahora, ya que no afecta a'las orras cuestiones que se
acaban de plantear.
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Si queremos dilucidar estas cuestiones, nos vemos en la necesidad de estudiar la
naturaleza de la operacion de borrado mas detalladamente. Evidentemente, no pode-
mos borrar un elemento si este juega algun papel en FL, coma sucede por ejemplo en
el caso de la traza del verbo. Pero· tales consideraciones no requieren que la traza de
CONC este presente en FL, puesto que esta no cumple ninguna funci6n en ese nivel.
Podrfamos entonces suponer que la traza de CONC puede ser borrada (retomare esta
conclusion, dentro de un marco mas general, en la seccion 6. 2.). Debemos tambien
determinar exactamente q.ue pretendemos que sea el proceso de borrado. Hay varias
respuestas posibles a esta pregunta, pero generalmente no se han investigado porque
van mas alIa de cualquier consecuencia empfrica conocida. En esta ocasion, sin em-
bargo, sf hay consecuencias empfricas, de manera que debe tomarse una decision con-
creta. Una respuesta plausible es que el borrado de un elemento deja una categorfa
carente de rasgos, a la cual podemos denominar re]. Segun esto, el borrado deja una
posici6n pero no deja ningun rasgo y, en concreto, no deja ningun rasgo categorial.
El borrado de [CONCt], la traza de CONC, deja [e] y, por 10s principios teoricos de la
X-barra, la .categor{a que 10 domina, SCONC, es ahora, Se' un SX sin rasgos.25 Esta es
una conclusion satisfactoria, puesto que SCONC no juega ningun papel en FL.
Hechas estas asunciones, volvamos a los problemas que se nos habfan ,planteado.
Consideremos primero la subida de CONC a FLEX sobre neg para formar [do-FLEX-CONC]
en la derivacion correcta a partir de l.a Estructura-P (11). Este proceso violara de he-
cho la CMC, si la interpretamos coma una condicion en la derivacion, pero no hahra
ninguna violacion del PCV en FL una vez que la traza de CONC ha sido borrada.
Recuerdese que estamos tomando el PCV como una condicion sobre cadenas, si-
guiendo las Ifneas de argumentaci6n de Barriers, y por 10 tanto este principio no afec-
ta a las categorfas vacfas PRO, pro y e, 'sino unicamente a las trazas. En consecuencia,
no tenemos ninguna violaci6n del PCV, aunque sf tenemos una violaci6n de la CMC.
Pero si la CMC es reducible al PCV, entonces podemos relegar la CMC al estatus de
simple artilugio descriptivo, valido solo en cuanto que se reduce de hecho al PCV. El
ejemplo que estamos analizando serfa una de esas situaciones en las que la CMC no se
reduce al PCV yes, por 10 tanto, inoperante.
Volvamos ahora a una cuestion de fndole mas general: ~Por que se viola la CMC
con la subida en FL de [V-CONC] a FLEX sobre neg, mientras que esta misma condi-
cion no es violada cuando hay movimiento abierto de subida de [V-CONC] a FLEX
sobre neg (como ocurre con los a':JXiliares ingleses y todos los verbos franceses)? Para
responder a esta pregunta debemos estudiar de nuevo con mayor detenimiento las es-
tructuras formadas por adjunci6n.
Volvamos alas Estructuras-P (11) y (13), repetidas aquf coma (15):
(15) (i) John FLEX neg CONC write books
John FLEX neg CONC escrib- libros
(ii) John FLEX neg CONC have written books
John' FLEX neg CONC Aux(hab-) escrito libros
(25) Observese que e se considera aquf un simbolo real de la representaci6n mental, al cual simplemente le
faltan 105 rasgos-<p y 10s rasgos categoriales. No debe confundirse e con el e1emento de identidad de un nivel
sinra.ctico, interpretado como un constructo algebraico a la manera de LSLT.
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La bajada de FLEX a CONC forma el elemento .[CONC CONC-FLEX], d~jando la tra-
za tFLEX; un movimiento adicional de. bajada de. este e~emento complejo a V forma
[VV-[CONC CONC-FLEX]], es decir, un verbo, y deja una traza tCONC Pero esta traza
se borra, dejando [el, una posicjon carente de rasgos. Aplicando estos procesos_a (15i)
derivamos por tanto la Estructura-S (16):
(16) John tFLEX neg [e] [sv [v write [CONC CONe-FLEX] ] books]
Volvamos ahoca al movimiento de subida en FL. El V complejo sube a la posici6n
[el, dejando una traza verbal, tv; podemos asumir que este movimiento es una opera-
cion de sustitucion, y no de. adjuncion, bajo una interpretaci6n natural de Recupera-
bilidad del Borrado. Subimos ahora este elemento complejo a la posicion tFLEX' de-
jando de nuevo una traza verbal, t'v. Por supuesto, esta ultima traza no se puede bo-
rrar, ya que forma. parte ,de una cadena con contenido sustantivo en FL. Este paso
viola la CMC, y su residuo, (17), viola el PCV en FL:
(17) John [v write-CONC-FLEX] neg t'v [sv tv books]
En esta ocasi6n la recci6n por antecedente·de t'v esta bloqueada por el elemento in-
termedio neg, si asumimos la.Condici6n de Minimalidad. Tenemos por tanto una vio-
laci6n del PCV en FL. En este caso la CMC, reducida al PCV, es un principio des-
criptivo valido violado por la derivation.
Observese que esta situaci6n contrasta con la del movimiento abierto de subida
de V a CONC y el posterior movimiento de subida a FLEX sobre neg, coma en el ca-
so de (15ii) (e, igualmente, en el caso de todos los verbos franceses). Aqui la subida a
CONC esta permitida y es por tanto obligatoria par la condicion de "minima esfuer-
zo". Siguiendo la derivaci6n paso a paso; primero subimos V a CONC, dejando una
traza verbal y -formando [CONcV-CONC]. Subimos despues este elemento complejo
por encima de neg a FLEX, formando [FLEX V-CONC-FLEX] y dejando una traza de
CONC; este paso viola la CMC. Ahora se borra la traza de CONC, dejando [e]. Deri-
vamos de este modo la forma (18):
(18) John [FLEX have-CONC-FLEX] neg [e] [sv tv ...]
Esta representaci6n no conduce a ninguna violaci6n del PCV,26 aunque la derivaci6n
que la ha formado viola la CMC. Vemos nuevamente que la CMC es descriptivamen-
te valida s6lo en la medida en que se reduce al PCV.
El abanico de·problemas que se nos habian planteado recibe por 10 tanto solucio-
nes inmediatas cuando examinamos la naturaleza de la adjunci6n tal y coma se la de-
fine de manera estandar. Tengase en cuenta, sin embargo,...lo fundamental de la asun-
cion de que "los elementos innecesarios" se borran en Fi; volveremos a este asunto en
la secci6n 6.2. Igualmente crucial es la asuncion de que la Estructura-P se relaciona
con la Estructura-S por medio,"de una proyecci6n direccional, un proceso derivacional
escalonado. En la representaci6n de la Es~ructura-S (y Fi) dada en (18), have esta "de-
(26) Recuerdese que estamos asumiendo esencialmente la teorfa del PCV de Lasnik y Saito con las modifi-
caciones inrroducidas" en Barriers. Con estos presupuestos, tv es marcada:-yen (17) tras la subida de V a
CONC, y el consiguiente borrado de la traza de CONC en esa posici6n elimina la violaci6n del PCV.
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masiado lejosH de su traza tr coma para que se pueda satisfacer el PCV, pero el requi~
sito de localidad ha sido ya satisfecho en el curso de la derivaci6n de Estructura-P a
Estructura-S'.27
3.2. El elemento FLEX
Volvamos ahora a algunas conjeturas en rorno al estatus de SFLEX y a la opciona-
lidad observada previamente en las construcciones infinitivas francesas. Si FLEX es
[+finito] (FLEX=T=Tiempo), presumiblemente no puede ser borrada, puesto que un
sintagma temporalizado desempefia un papel en FL. Por 10 tanto, tenemos 0 bien
movimiento abierto de subida a [+finito] 0 bien subida en FL a la posici6n de su tra-
za. No hay, sin embargo, ninguna raz6n de peso para suponer que 10 mismo sea cier-
to en el caso de [-finito] (infinitiva). Si [-finito] y su proyecci6n SFLEX no juegan
ningun papel en FL, entonces se deberfa poder borrar este elemento, -al igual que
ocurre con CONC (en realidad, tCONC)' Supongamos que esto sea cierto. 28
Antes de pasar a analizar las consecuencias de esto tenemos que resolver una pe-
quena cuesti6n de naturaleza tecnica acerca de la flexi6n infinitiva: ise acopla
[-finito] a la forma base del verbo 0 no? Este punto no tiene mayor incidencia en re-
laci6n con nuestra discusi6n; asumamos la primera alternativa por razones de concre-
ci6n.
Siguiendo ahora con el caso del frances~ consideremos aquellos verbos que pueden
subir a una flexi6n debil, por ejemplo etre ('ser'). Supongamos que tenemos la forma
(19), donde etre ha subido a CONC:
(19) ne FLEX pas
no FLEX neg
etre heureux
estar contento
En esta construcci6n etre puede subir hasta FLEX por el procedimiento habitual, cre-
ando la forma (20).
(20) n' etre ,pas heureux
no estar neg contento
Pero existe tambien otra opci6n: la forma etre puede permanecer en su posici6n origi-
nal y FLEX bajar a [etre-CONC] sin dejar ninguna traza, sino simplemente [e]. Esto
es lfcito bajo la asunci6n que estamos considerando· ahora, es decir, que [-finito] se
puede borrar, puesto que no desempefia ninguria funci6n en FL. La forma resultante
es (21), identica en todo a (19) excepto por et hecho de que [e] aparece en la posici6n
de FLEX
(21) ne pas etre heureux
Cada una de estas opciones requiere la aplicaci6n de una regIa; -por 10 tanto; ambas
son igualmente costosas y en este caso tenemos dos alternativas genuinas, conforme a
la Ifnea maestra de "minimo esfuerzo". Como se ha observado anteriormente, ambos
casos estan permitidos en frances.
(27) Para otros casos similares vease mis comentarios en Mind and Language, citado anteriormente.
(28) En ese caso las propiedades semanticas de' los infinitivos tendrfan que interpretarse como propiedades
de la censtrucci6n, no de su cabeza [-finite].
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Consideremos ahora un autentico verbo, como parattre ('parecer'). Sabemos que no
puede subir a FLEX~ asf que FLEX debe bajar a'CONC, dejando [e]. Supongamos
ahora que parattre. forma parte de una construcci6n adverbial, como en la Estructura-P
ilustrada en (22):
(22) souvent paraltre triste
a menudo parecer triste
Siparattre sube a CONC del modo habitual, derivamos la form~ (23):
(23) paraltre souvent. triste
Supongamos, sin embargo, que CONC-FLEX baja a la posicion V, dejando [e] en lu-
gar de una traza. El resultado es de nuevo la forma (22), una forma legftima que no
viola el PCV. Tenemos nuevamente dos opciones, (22) y (23), cada una de las cuales
requiere una unica regIa, siendo por tanto ambas legftimas. La razon es que CONC y
su proyecci6n, tal y como sucedfa con FLEX [-finito] y su proyecci6n, no desempe-
iian ningun papel 'en FL y pueden ser borradas.
Concluimos, por consiguiente, que mientras que no se dan casos de opcionalidad
en las formas finitas, en sus correlatos infinitivos nos encontramos con las opciones
que hemos descrito. En este sentido, serfa posible incorporar en nuestra teorfa las ob-
servaciones de Pollock respecto a la gama de opciones que encontramos en las infini-
tivas en tanto que distintas de las oraciones temporalizadas.
No hemos establecido el canicter preciso de la operacion de subida en FL a la tra-
za de [+finito]' Lo que se necesita es que el sintagma (temporalizado) finito no sea
borrado, dado que desempefia una funcion en FL. Este requisito se cumple cuando
tiene lugar la operaci6n de subida en FL, que podrfa ser tanto de adjuncion como de
sustitucion. Si se trata de adjunci6n, la forma resultante sera (24), que encabeza a ST,
donde T=[ +finito] (tiempo):'
(24) [T [Y V [CONC CONC-T] ] tT]
Debemos considerar esta como una forma legftima en la que T manda-c su traza tT-
Si el movimiento de subida en FL es una operacion de sustituci6n, derivamos (25) en
lugar de (24) en la posici6n de FLEX, que abora encabezani a SV.
(25) [Y V [coNe CONC-T] ]
En esta ocasi6n no se plantea el problema de la reccion de tT, pero nos tenemos
que preguntar c6mo satisface exactamente el elemento (25) que esta ocupando la po-
sicion FLEX el requisito de la interpretaci6n temporal en FL. Las implicaciones ulte-
riores no estan claras, asf que por el momento no voy a ofrecer una conclusion defini-
tiva.
4. Sumario: sobre la economfa de las derivaciones
Recapitulando, hemos seleccionado una de las opciones disponibles para precisar
la noci6n de borrado, que habfamos dejado sin concretar anteriormente; tambien he-
mos hecho una distinci6n entre los elementos susceptibles de ser borrados y aquellos
que no 10 son sobre la base de su funci6n en FL. Estas propuestas son bastante natu-
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rales y, en terminos generales, no parecen plantear problemas. Por 10 derhas, nos he-
mos ido manteniendo en general fieles a las asunciones habituales, asf"como al anali-
sis basico de Pollock, que hemos modificado en algunos puntos. Una vez examinado
el significado del formalismo de la adjuncion y otras nociones, las observaciones em-
pfricas basicas se siguen.
Tambien se han sugerido algunas otras conclusiones de caracter mas general. En
primer lugar, la CMC no es un principio, aunque coma generalizacion descriptiva sea
en su mayor parte precisa. Este principio es valido solamente en tanto en cuanto se
reduce al PCV y puede ser violado cuando otros procesos salvan una posible violaci6n
del PCV mediante'-l~'eliminacionde la "traza ofensora". En segundo lugar, con res-
pecto a las Ifneas maestras de "mfnimo esfuerzo", tenemos ahora una interpretacion
algo mas especffica. Esta condicion exige que se use la derivacion menos costosa, eli-
minando asf las consecuencias que las derivaciones de mayor costo pudieran tener en
Estructura-S y en FF. Como primera hipotesis, el costa esta determinado por la 10n-
gitud; la condicion exige la derivacion mas corta, de manera que se exige que haya
movimiento abierto de subida siempre que sea posible. Pero la nocion "costo" tiene
un significado mas sutil: los principios de GU son menos costosos que las reglas par-
ticulares de las lenguas, contingentes a la eleccion de los valores parametricos (vease
la nota 22); asf, la insercion-de-do, en concreto, funciona solo coma un "ultimo, recur-
so" para "salvar" una Estructura-P, valida que de otro modo no darfa origen a ningu-
na derivacion legftima.
Otros hechos bien conocidos sugieren la necesidad de un refinamiento adicional
de la nocion "derivacion menos costosa". Consideremos, por ejemplo, un caso estan-
dar de movimiento a larga distancia, coma el de (26).
(26) How do you think that J. said [that Bill fixed the car t ]
Como do tu pensar que ]. dijo [que Bill arreglo el coche t ]
tiDe que modo piensas que dijoJohn [que arreglo Bill el coche t]?'
Esta frase esta bien formada si se deriva mediante movimiento sucesivamente cfclico.
Existe, por supuesto, una derivacion mas corta, en concreto en un solo paso, en cuyo
caso, sobre la base de los principios generales asumidos hasta ahora, la frase deberfa
tener un estatus igual al de (27):
(27) How do you wonder why J. asked [which car Bill fixed t] ?
COmo do tU preguntarse por que]. pregunto [que coche Bill arregl6 t]
'iDe que modo te preguntas por que pregunt6John [que coche aneglo Bill t]?'
En este caso, la derivacion mas corta "no excluye la otra mas larga con movimiento
sucesivamente cfclico. De hecho, la derivacion mas corta esta exclufda; no se da el ca-
so de que (26) sea estructuralmente ambigua entre una interpretacion dada por la de-
rivacion legftim,a y otra interpretacion incorrecta dada por la derivaci6n mas breve e
ilegftima. Por consiguiente, hay que entender que la medici6n del costa da prioridad
a un movimiento corto sobre uno largo y exige por tanto el primero en todDs los ca-
sos en que este sea posible.
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De esta forma, podemos proceder a refinar las condiciones de "mfnimo esfuerzo"
sobre el movimiento, elevandolas del caracter de Ifneas maestras imprecisas al de
principios reales de GU.
Observese que este enfoque tiende a eliminar la posibilidad de opcionalidad en la
derivaci6n. La posibilidad de elecci6n estara permitida solamente si las derivaciones
resultantes son todas ellas mfnimas en costo, coma ocurre en el caso de las construc-
ciones infinitivas del frances discutidas anteriormente. Cualquier otro ejemplo de
aplicaci6n opcional de reglas debera por tanto ser asignado a algun otro componente
del sistema linglifstico, tal vez a un componente "estilfstico" de la proyecci6n entre
Estructura-S y FF. Esta podrfa muy bien ser una conclusi6n demasiado radical y
plantear un problema para este enfoque en su conjunto.
5. El sistema de concordancia: algunas conjeturas
Se nos plantean -una serie de interrogantes sobre el estatus de CONC en el sistema
.que acabamos de esbozar. Siguiendo a Pollock, hemos asumido que CONC esta do-
minada por Tiempo; pero asumiendo que estos elementos estan disociados, cabrfa
mas bien esperar que CONC dominara a Tiempo, puesto que la primera presumible-
mente esta en una relaci6n de recci6n con el sujeto en las oraciones temporalizadas, a
fin de conseguir los fen6menos estandar de concordancia entre el sujeto y el verbo.
Existe evidencia morfo16gica que sugiere la misma conclusi6n: en un cierto numero
de lenguas en las que se puede obtener evidencia relevante, el elemento Concordancia
aparece "fuera" del elemento Tiempo en la morfologfa verbal, tal y coma se seguirfa
del movimiento sucesivo de adjunci6n si CONC domina al elemento Tiempo.29 Sin
embargo, hechos del tipo de los que acabamos de ilustrar llevan a Pollock a postular
una posici6n intermedia entre Tiempo y SV, que el interpreta coma la posici6n
CONC.
Podrfamos solucionar este conflicto si tenemos en cuenta que en realidad existen
dos tipos de concordancia Verbo-SN: concordancia con el sujeto y con el objeto. Por
10 tanto, siguiendo las Ifneas basicas del analisis de Pollock, esperarfamos encontrar
dos elementos CONC: el elemento de concordancia con el sujeto, CONC-S, y el ele-
mento concordante con el objeto CONC-O. Basandonos en asunciones de tipo gene-
ral, CONC-O.deberfa estar pr6xima a V y CONC-S proxima al sujeto y, por 10 tanto,
ffias alejada de V.30 El elemento CONC en la estructura (6) tomada de Pollock, que
hemos adoptado nosotros coma base para la discusi6n, serfa por tanto CONC-O, 10
cual nos proporciona una posici6n intermedia para el movimiento de subida. Serfa
entonces .innecesario suponer que los infinitivos conllevan forzosamente concordancia
(generalmente vacua) con el sujeto, aunque nosotros estariamos ahora asumiendo que
CONC-O esta presente incluso para el caso de los no-transitivos. La estructura de
Pollock representada en (6) estarfa ahora mejor articulada de la manera representada
en (28), donde CONC-S = FLEX, la cabeza de FLEX' y SFLEX, y donde F es [+./- fi-
nito].
(29) Vease Belletti 1988.
(30) Una comprobaci6n superficial sugiere que, en aquellas lenguas donde la posici6n jerarquica de la
concordancia de sujeto y objeto se puede detectar, las consecuencias morfo16gicas son las esperadas.
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"De acuerdo con nuestra propuesta, el analisis previo solamente consideraba la estruc-
tura dominada por SF, que es identica a la de Pollock dada eh (6) (dejando a un lado
diferencias de notaci6n).31 '
Estas conclusiones son consistentes con el analisis que nos ofrece Kayne de la con-
cordancia participial en una serie de lenguas romances. 32 Kayne asume un @lemento
CONC que encabeza a SCONC y toma a SV coma su complemento. Este ~lem.ento
es distinto de la CONC que aparece en la concordancia con el sujeto; podemQ~ consi-
derarla CONC-O. As!, para las construcciones participiales en frances, y d~jando a
un lado FLEX y CONC-S, tenemos Estructuras-P tales coma (29).
(29) SN VAux [SCONC CONC [sv V-Participio SN ] ]
Si el SN objero es un sintagma-Qu sujeto a una operaci6n de subida, ~ntonces el
participio puede concordar con el 0 no hacerlo. Kayne asume que estas opciones co-
rresponden a dos estructuras distintas, como se representa en (30), donde i'y t) son las
trazas del sintagma-Qu combien de tables ('cuantas mesas'). .
(30) (i) Combien de tables [Paul a [SCONC t' [SCONC CONC t repeip.t- t ] ] ] ]
(ii) Combien de tables [Paul a [scoNe CONC [repeint- t]]]
Las dos formas son sin6nimas, con el significado de "icuantas mesas ha [re]pintado
Paul?". En (i) el participio aparece realizado como "repeintes" (plural) y en (U) coma
"repeint" (sin ningun ripo de concordancia).
En la derivaci6n de (i) el sintagma-Qu sube a la posici6n de la traza t'} agjuntan-
dose a SCONC. En esta posici6n esta en una relaci6n de recci6n con CONe (~n nues-
tros rei-minos, 'CONC-O); de esta manera, el participio concuerda con su si,n~a..g~a-Qu
objeto.33 La asunci6n subyacente es que la concordancia con el objeto es contjp.gente
a una relaci6n de recci6n entre CONC y un SN, exactamente como en el ~f.l§9 de la
(31) En varios puntos de la argumentaci6n, esta reinterpretacion requerirfa ligeras modifica~ipnes de la
exposicion y de los analisis resultantes. Omitire mas comentarios adicionales sobre estos asuntos, lps ~uales no
parecen crear ningun problema serio.
(32) Kayne 1987.
(33) Para ser precisos, la concordancia se establece entre e1 sintagma-Qu y CONC-O, posicion a l~ qu~ su-
bira el participio para concordar con el sintagma-Qu; 10 mismo sucede con la concordancia sujeto-,verbp;
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concordancia con el sujeto. En el caso de (ii) el sintagma-Qu no ha pasado a traves de
la posicion adjuntada y, por 10 tanto, no puede haber concordancia. 34
Kayne observa que puesto que t': adjuntada a SCONC, esta en una posicion A-ba-
rra, se sigue que no habra concordancia participial con el sintagma-Qu cuando apare-
ce un sujeto expletivo (como en efecto sucede), si asumimos la sustituci6n de expleti-
vos, tema al que volvere en la secci6n 6.3. La razon es que la sustitucion de expleti-
vos requerirfa un movimiento impropio de la traza t' del sintagma-Qu desde una
posicion-A' a una posici6n-A.
Si un SN permanece en la posici6n de objeto, no hay concordancia participial,
aunque en el movimiento de clfticos encontramos otra vez el mismo tipo de concor-
dancia, coma podemos observar en (31).
(31) (i) Paul a repeint (*repeintes) les chaises
Paul ha repintado (*repintadas) las sillas
(ii) Paul les a repeintes
Paul las ha repintadas
La razon es que el objeto les chaises en (i) no esta en la, relaci6n de recci6n apropiada
con CONC-O (la relacion esta bloqueada por la Condicion de Minimalidad sobre re-
laciones de recci6n, puesto que el participio esta interviniend035), mientras que en (ii)
el clftico ha subido a una posicion regida por CONC, quizas al especificador de
SCONC. Kayne arguye ademas que aunque los dos procesos de concordancia (el del
movimiento de sintagmas-Qu y el de clfticos) no estan claramente disociados en
frances, la evidencia comparativa muestra que ~on de hecho procesos distintos y que
el clftico no se adjunta a SCONC.
Se nos plantea entonees la cuestion de por que el SN ,objeto no puede aparecer en
la posiei6n postulada asoeiado a CONe, por ejemplo en su posicion de especifieador,
coma en (32).
(32) * Paul a [ees tables repeint(es)]
Paul ha [estas mesas repintado(-as)]
La generaei6n en la base esta exeluida si asumimos que en franees el marcado-8 se re-
aliza a la derecha; 0, siguiendo investigaciones reeientes que asumen la subida del su-
jeto desde SV al especifieador de SFLEX, podrfamos asumir que el marcado-8 debe
ser interno a la proyeeei6n de la cabeza que marca-8, siendo esto imposible en (33).
(33) ···[SCONC SN C'ONC [sv V ]]
La ausencia de movimiento de subida del ob'jeto no clftico a la posici6n represen-
tada en (32) se sigue de la ,Condici6n sobre Cadenas si, ~al y como asume Kayne, el
(34) Tengase en cuenta que tenemos que asumir que las dos derivadones son "igualmente costosas H , ya
que en la derivacion con inovimiento sucesivamente c{clko ambas son "minimas··. Estas observaciones nos lle-
varian a un refinamiento adicional de la nocion de 44costO··.
(35) La Condicion de Minimalidad que asumo aqul es del tipo 4labsoluto" discutido en Barriers} no la de
"Minimalidad Relativizadan en el sentido de Rizzi, op. cit.. Esa es la interpretacion que se pretende en general
cuando se apela a Minimalidad para bloquear gobierno par cabeza de un SX.
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participio asigna Caso directamente a su objeto, que esta a su derecha en la forma ba-
se. 36
Sin entrar en mas detalles sobre las otras consecuencias desarrolladas por Kayne,
el analisis apoya la idea de que existe una posici6n CONC que interviene entre
Tiempo y V y de que este elemento CONC es distinto del elemento que concuerda
con el sujeto. Mas aun, tenemos evidencia de que la concordancia con el objeto, al
igual que la concordancia cori el sujeto, se basa en una relaci6n de recci6n' entre
CONC (en este caso, CONC-O) y el sintagma nominal.
Hilda Koopman ha propuesto independientemente que la concordancia es siem-
pre el reflejo de una relaci6n especificador-cabeza.37 Podr{amos' revisar esta propuesta
para hacerla compatible con la de Kayne: la concordancia con un SN es siempre el re-
flejo de una relaci6n de recci6n entre la cabeza CONC y el SN, bien sea por una rela-
ci6n de ESPEC-cabeza 0 por una relaci6n entre la cabeza y. un elemento adjuntado,
estando CONC tfpicamente asociada con el verbo en Estructura-S mediante los pro-
cesos que hemos estado discutiendo. Koopman sugiere ademas que esta idea puede
estar relacionada con una propuesta suya anterior segun la cuallos parametros con-
cernientes al orden lineal de elementos en el sistema de la X-barra se deben a dos fac-
tores independientes: la direccionalidad del marcado de Caso y la del marcado-8. 38 Si
el marcado de Caso se realiza hacia la izquierda y el marcado-8 hacia la derecha, en-
tonces el SN estara en'una posici6n que precede 'a la cabeza y'los demas complemen-
tos marcados-8 apareceran en posiciones que la siguen. '
Podrfamos extender estas propuestas suponiendo que el Caso estructural esta ge-
neralmente relacionado con la concordancia y refleja una relaci6n de recci6n entre el
SN y el elemento CO~C apropiado. De este modo, la concordancia sujeto-verbo esta
asociada con el CaSo nominativo y 'esta determinada por la relaci6n entre el especifi-
cador y la CONC-S, que es la cabeza de' CONC-S" (=SFLEX en (28)), mientras que
la concordancia verbo-objeto esta asociada con el Caso acusativo y esta determinada
por la relaci6n entre CONC-O (la, c3:bez~ d.e CONC-O~') y el SN, bien se encuentre
este en posici6n de especi~cador 0 adjuntado a CONC-O. Estas relaciones podrfan
ser uniformes en FL y estar parametrizadas en Estlructura-S, pudiendo quizas estar el
chequeo y el marcado de Caso ;disoc'iados. Observese finalmente que si la propuesta
que acabamos de apuntar es sostenible y CONC-O es distinta de CONC-S, uno de
los problemas discutidos anteriormente en conexi6n con el ejemplo (11), repetido
aquf como (34), desaparece.
(34) John FLEX neg CON~ write books
John FLEX neg CONC escrib- libros
El problema consistfa en asegurar la inserci6n-qe-do y 'la ~ubida de CONC para
formar el verbo complejo [v do-CONC-FLEX] sin violar la CMC, al tiempo que se
(36) El caso del movimiento de cHticos depende de asunciones internas a la teorfa relativas al proceso de
cliticizaci6n, pero no parece que se presenten nuevos problemas en relaci6n con 10 dicho. El argumento de
Kayne es ligeramente distinto del presentado en el texto.
(37) Koopman 1987. Koopman analiza la posibilidad de subida de objeto al ESPEC de VP; como alterna-
tiva, podriamos suponer que el proceso en cuesti6n consiste en una subida a ESPEC de SCONC.
(38) Veanse Koopman 1984 y Travis 1984. -
ALGUNAS NOTAS SOBRE LA ECONOMfA DE LA DERIVACI6N Y LA RE~RESENTACI6N 681
descartaba una derivaci6n alrernativa en la que habfa movimiento abierto de bajada.
Si adoptaramos la estructura de (28) en lugar de la de (6), distinguiendo asi CONC-S
de CONC-O, entonces CONC en (34) pasa a ser en realidad CONC-O, que no subi-
rla cruzando sobre neg sino que bajarfa a V (con el consiguiente movimiento de-'subi-
da en FL a la posici6n de la traza de CONC-O para crear una- cadena bien farmada).
El resultado inmediato es que no hay ninguna violaci6n de la CMC. Sin embargo, no
desaparecen aun los problemas de tipo mas general discutid~s anteriormente, con 10
que tenemos todavfa motivos para mantener el argumento que hemos presentado.
6. Economfa de la representaci6n
Se ha sugerido en otros trabajos que el movimiento solamente es posible como
"ultimo recurso". La discusi6n precedente sugeria que tambien el borrado podrfa ser
considerado como una operaci6n "ultimo recurso", aplicable unica y exclusivamente
en aquellos casos en que es riecesario; y -que 10 mismo sucede con aquello que inter-
viene en soporte-cori.-do, es decir, con inserci6n, suponiendo que este sea el modo
adecuado de interpretar ese fen6meno. Asf, en terminos mas generales, es posible que
el principio Afectese-(X, se aplique unicamente cuando es necesario. Este principio
unificador, por tanto, expresa una propiedad general de las reglas transformacionales
-0 mejor dicho, de la regIa transformacional-, que en realidad es un principio de
GU. El significado intu-itivo es que las derivaciones tienen que ser tan econ6micas
como sea posible: no existe ninguna aplicaci6n superflua de reglas. El contenido in-
tuitivo de esta idea, sin embargo, se traduce en terminos de nociones especfficas de
costa que distinguen los principios de GU de las propiedades particulares de las len-
guas, introducen condiciones de localidad-, etc. Teriemos por tanto un principio de
"mfnimo esfuerzo" plausible,· pero se trata de un· principio que, en su formulaci6n
concreta, es aparentemente especffico de la facultad del lenguaje. Esta es una conclu-
si6n a la que se ha llegado tambien en otros trabajos, cpnclusi6n que remite a la na-
turaleza de la facultad deIlenguaje en general.
El principio anaIogo para las representaciones estipularfa que, al igual que no
puede haber ninglin paso superfluQ en las derivaciones, tampoco puede haber ningun
sfmbolo superfluo en las representaciones. Este es el contenido intuitivo de la noci6n
de Interpretaci6n Plena (IP), que establece que un elemento puede aparecer en una
representaci6n s610 si esta debidamente "Iicenciado". Pr~cedamos a analizar a conti-
nuaci6n c6mo se podrfa concretar esta noci6n intuitiva, a fin de elevarlatambien' des-
de su condici6n de Ifnea maestra a la de principio de GU.
_Serfa natural esperar que IP se cumpliera en cada uno de los tres niveles funda-
mentales que ~onstituyen una interf~ entre el sistema computacional dellenguaje y
otros sistemas: por consiguiente, en los niveles de Estructura-P, FF y FL. Si esto es
asf, el "licenciamiento" bajo IP se expresa en terminos de las condiciones que relacio-
nan la sintaxis, interpretada lato sensu, con otros sistemas de la mente/cerebro.
'En Estructura-P IP se cumple por definici6n, ya que este nivel es meramente una
proyecci6n de la estructura lexica en terminos de las nociones de la teorfa de la X-ba-
rra. 39 Con respecto a FF, se da por hecho sin discusi6n que 'en dicho nivel esta condi-
(39. Hay otros refinamientos adicionales que deberfamos tener en cuenta. Por ejemplo, ~deberfan estar
presentes los expletivos en Estruetura-P 0 estos se insertan a 10 largo de la derivaci6n?; icuales el estatus de
_los elementos funcionales?, ete.
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ci6n se cumple en una versi6n fuerte. Es decir, una de las condiciones de las represen-
taciones foneticas es que cada simbolo sea interpretado por media de mecanismos ar-
ticulatorios y perceptuales de manera invariable en todas las lenguas: aquella repre-
sentaci6n que no cumpla esta propiedad simplemente no se considera una representa-
ci6n fonetica, sino que se la considera mas bien una representaci6n de un "nivel mas
alto", pendiente aunde ser traducida a FF. Como en el caso de la Estructura-P, se en-
tiende que FF esta definida por alguna versi6n de IP. La noci6n correspondiente en el
nivel de PL especificaria que todo elemento que aparezca en este nivel tiene que tener
una interpretaci6n invariable en todas las lenguas en terminos de las interacciones de
este nivel con los sistemas conceptuales. Pasemos a explorar esta idea mas detenida-
mente.
6.1. Operadores ,y variables
Una de las consecuencias de 10 anterior es que la cuantificaci6n vacua deberfa es-
tar prohibida; es decir, ellenguaje natural deberfa distinguirse de los sistemas forma-
les tipicos que permiten cuantificaci6n vacua de una man~ra libre y en los cuales la
expresi6n bien formada Cl(X) (2+2~4)" recibe la misma interpretaci6n que "2+2=4".
Los sistemas formales estan disefiados de esta mariera para facilitar la descripci6n y la
computaci6n, pero el disefio del lenguaje' humane ,es diferente. Por tanto, no pode-
roos tener expresiones del tipo (35i) interpretadas coma "Maria vio a Pedro", 0 ex-
presiones del tipo de (35ii) interpretadas coma "alguna persona se ha marchado".
(35) (i) "iQuien vio Maria a Pedro?/ iA quien vio Maria a Pedro?
(ii) Tod,a alguna persona se ha marchado
De igual forma, si una' lengua perroite estructuras coma (36), la interpretaci6~ de
operador vacuo estara excluida:
(36) (i) iA quien le vio Maria a el?
(ii) El hombre que Maria le vio a el. ..
Estas expresiones no pueden ser interpretadas con el si,gnificado de ClMaria vio a
x" y "el hombre y tal que Maria vio a x", respectivamente~Si alguna teoria gramati-
cal estipula mecanismos y reglas especIficos para impedir construcciones e interpre-
taciones de este tipo, concluiremos que se trata de una teoria equivocada: eso serIa .
generar expresiones y estructuras de un modo demasiado exacto y es por tanto inco-
rrecto. No hay nada paradojico en esta conclusion. Las construcciones no deseadas
son exc1uidas con arreg10 a fundamentos basicos, mediante la condici6n unificadora
IP; no'hay ninguna raz6n para suponer que 10s mecanismos dellenguaje incluyen es-
trategias 0 reglas superfluas para conseguir, redundantemente, el mismo resultado en
casos especiales. Del mismo modo, e1 componente fono16gico no contiene ninguna
regIa que exprese casos especiales de propiedades generales de la fonetica universal 0
de las representaciones foneticas.
Hay una cuestion relacionada con 10 anterior que tiene que ver con las variables
libres. iCua1 es el estatus de estos elementos en ellenguaje natural? TIpicamente, los
sistemas formales permiten expresiones bie'n formadas que contienen variables libres,
interpretando estas coma cuantificadas por un operador universal 0 bien tratando la
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variable libre como si fueraun npmbre arbitrario; .e~to es 10 que ocurre en la deduc-
ci6n natural y, ~n general,. en·las matematicas intuitivas. En ellenguaje natural, un
caso analogo al de las variables libres serfa el pe, una categorfa vaCla ligada por un
operador va~lo. Hay ~astantes indicios de que tales construcciones existen, por ejem-
plo, en construcciones adjetivales complejas del tipo de (37):
(37) (i) John is too clever ,to catch
John es demasiado listo coger
_'John es clemasiado listo para poder cogerlo'
(ii) John is too clever to expect anyone to catch
John es demasiado listo esperar cuaLqui~ra coger
'John es demasiado listo para esperar que cualquiera 10 coja'
(iii) *John is too clever to meet anyone who caught
John es demasiado listo encontrar cualquiera que cogi6
'John es demasiado listo para reunirse con cualquiera que 10 cogi6'
(iv) Mary expected John to be too . clever to catch
Mary esperaba John ser demasiado listo coger
'Mary esperaba que John fuese demasiado listo para poder cogerlo'
Las propiedades generales de estas y de muchas. otras construcciones se derivan de
la asunci6n de que la Estructura-P subyacet:lte es como se r~presenta er: (38i) (para
(37i», y de que el movimiento de operadores vaclos, cumpliendo las condicion~sha­
bituales sobre el movimiento-A.', sube la categorla vacla 0 al CaMP de la clausula
entre corchetes (a la posici6n de especificador de SCaMP), dejando una traza t en la
estructura-S (38ii): .
(38) (i) John is too clever [cp PRO to catch 0 ]
(ii) John is too clever [cp 0 [PRO to catch t ] ]
Pero las variables estan sujetas a' la propiedad a veces llamada. de "ligamiento fuer-
te": una variable tiene que tener un rango determinado por ~u cuantificador restrin-
gido (ellenguaje no perrilite ningun cuantificador no restringido, distinguiendose en
esto de los sistemas formales tlpicos), 0 un valor fijado por un antecedente que satis-
faga ciertas propiedades estructurales: este es el caso de John peeo no de Mary en
(37iv). Esta ultima condici6n se aplica cuandQ el operador .es una categorfa vacla. La
frase (i), por ejemplo, no puede significa~ que John es tan listo que no puede cogerlo
todo, 0 que no puede coger esto 0 10 otfO~ a dife.rencia deJohn ate (,John comid'), que
significa que John comi6 esto 0 10 otro~ R.~$Ym.iendo, ellenguaje no permi.t'e varia...
bles libres: la propiedad de ligamiento fu@rt~ determina las curiosas propiedades se...
manticas de estas construcciones. Podr{amQ§ concebir esta condici6n como un~rapli~
caci6n especlfica de la condici6n IP de GU ~ ,
En estos terminos, y siguiendo los tra.b~jos de James Huang sobre el chinQ, .inter-
pretarlamos el operador vaclo que liga 4 Yfl pronominal vaclo como."restrin~iclQJ), en
cuanto que es necesariamente dependi~nt@ d~l discurso.40 Existen variabl~~ semili-
(40) Huang 1984.
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bres, como PRO y one ('uno/-a'), que sin embargo siempre parecen tener propiedades
especiales, en concreto el rasgo "humano" 0 "animado" (por ejemplo, "it is easy to
roll down a hill" ['es facil bajar rodando una colina'] no se refier~ a una roca). Por
tanto, una interpretaci6n de autentica variable libre no esta petmitida.
6.2. Elementos legftimos en FL
Consideraciones relativas a que es 10 que cuenta' como elemento apropiado al ni-
vel de FL sugieren la necesidad de un refinamiento de la condici6n IP. Esta cuestion
es analoga a la cuestion de que es 10 que cuenta como elemento fonetico al nivel de
FF. Cada elemento relevante al nivel FL es una cadena de la forma (39), pudiendo ser
esta una cadena unimembre:
Parece que s6lo los siguientes elementos pueden aparecer en FL, cada uno de los
cuales constituye una cadena del tipo representado en (39):
1. Argumentos: cada elemento esta en una posici6n-A, (Xl esta marcado con Caso y
(Xn esta marcado-9, siguiendo la Condici6n sobre Cadenas.41
2. Adjuntos: 'cada elemento esta en una posicion-A'.
3. Elementos lexicos: cada elemento esta en una posici6n Xo.
4. Predicados, incluyendo posiblemente cadenas de predicados si es que existe mo-
vimiento de subida de predicados, movimiento de SV en la sintaxis abierta42 y
otros casos.
5. Construcciones de operador-variable, cada una de ellas· una cadena (aI' (X2) en la
cual el operador a l esta en una posicion-A' y la variable a2 esta en una posicion-
A.
Estos son los unicos elementos que parecen tener interpretacion en FL; suponga-
mos por consiguiente que estos son, de acuerdo con ~P, los unicos elementos permiti-
dos en FL. En este caso, la regIa Mectese-o, solamente puede (y debe) aplicarse para
crear, dado un objeto ilegftimo, un elementode aquellas caracterfsticas. Concluimos
. entonces que la traza de CONC (y quizas tambien la traza de [-£lnito]) debe ser eli-
minada, mientras que la traza de V' no puede eliminarse, como se requiere para el
funcionamiento adecuado del PCV si la argumentacion esbozada anteriormente es
correcta.43
Consideremos el caso del movimientd-A' sucesivamente clclico desde una posi-
cion argumental. Este movimiento creara una cadena que no constituye un objeto le-
gftimo; es una "cadena heterogeneaU , formada por una cadena de adjunto y por un
(41) Si adoptamo.s el analisis de subida-de-SN que propongo en .Barriers, tendremos que distinguir la ca-
dena (39), formada por una operaci6n de movimiento, de la "cadena derivada" intermedia que toma parte en
el proceso de marcado-)' de an' '
(42) Una posibilidad alternativa, sugerida por algunos hechos relacionados con la teoria delligarhiento y
con la interpretaci6n de las ttazas, es que el movimiento de SV este limitado al coniponente FP. (como uregIa
estiHstica" de canicter opcional) y posiblemente taII)bien,al movimiento (obligatorio) en FL, siguiendo la rein-
terpretacion que hice del modelo de Barriers en mis conferencias de Tokio en enero de 1986. Dentro del mo-
delo propuesto en este trabajo, esta misma conclusion se puede de hecho derivar de las observaciones sobre la
opcionalidad discutidas previamente.
(43) Observese que necesitamos precisar mas explicitamente cwndo y como se aplica esta condicion.
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par (I-:, A) (una construccion de operador-variable donde la posicion-A' esta ocupada
par una traza). Esta cadena heterogenea puede convertirse en un objeto legitimo, en
concreto en una construccion genuina de operador-variable, unicamente mediante la
eliminacion de las trazas intermedias A-barra. Concluimos, por tanto, que estas tra-
zas tienen que estar borradas en el punto en el que alcanzamos la representacion FL.44
Por el contrario, aquellas trazas A-barra intermedias formadas por movimiento suce-
sivamente ciclico desde una posicion-A' no necesitan ser borradas, ya que la cadena
formada es ya un objeto legitimo, en concreto un adjunto; puesto que no necesitan
ser borradas, no pueden ser borradas, debido al principio de "minimo esfuerzo" en las
derivaciones discutido previarnente. Lo mismo ocurre en el.caso de las cadenas A (ar-
gumentos) y cadenas Xo (elementos lexicos). Basandon~s en estas asunciones -que
parecen bastant~ naturales aunque, por supuesto, no son logicamente necesarias-,
derivamos de hecho el principio basico del borrado de la traza estipulado en la teoria
del PCV de Lasnik y Saito, que abora pasa a ser una consecuencia de la condici6n ge-
neral lP, con el "puede borrarseu llevado al extremo de "tiene que borrarse". De 10
anterior se derivan ademas una serie de consecuencias adicionales y se plantean tam-
bien muchas otras cuestiones interesantes con respecto al especificador de los sintag-
mas nominales, que muestra al mismo tiempo algunas propiedades de posicion-A y
otras de posicion-A', pero en este articulo no voy a tocar esos temas.
6.3. JP y expletivos
Consideremos finalmente el estatus de los elementos expletivos, tales como el in-
gles there 0 "el italiano ci, 0 sus varios correlatos, nulos 0 fono16gicamente realizados,
en otras lenguas. ,Este elemento no recibe ninguna interpretacion y por 10 tanto no
esta licenciado como un objeto legftimo de FL; por consiguiente, tiene que ser elimi-
nado de alguna forma. En otros trabajos he sugerido que there se eliniina mediante
una operacion de sustitucion en FL;45 sin embargo, there posee rasgos especfficos y,
basandonos ,en estas observac;iones, podriamos suponer que no pudiera ser borrada,
segun la Condicion sobre Recupe~abilidad del ,Borrado -pendiente aun de una £or-
mulacion mas precisa. En ese caso, tenemos que tratar a there como un afijo de FL; es
decir, debera haber algun elemento que se le adjunte.
El expletivo there tiene tres propiedades notables: en primer lugar, tiene que ha-
ber un SN que aparezca en una relacion formal de cierto tipo con there en la construc-
cion; llamemos a ,este elemento el asociado del expletivo y asumamos que el expletivo
esta licenciado por su presencia. ,En segundo lugar, la concordancia de numero no se
establece con there sino con el asocia~o. Finatmente, existe una forma alternativa en la
que, tras un movimiento abierto de subida, el asociado aparece de hecho en la posi-
cion de sujeto. Por tanto, podemos tener (40), donde el asociado aparece indicado en
itdlica, pero no (41):
(44) Estas podrian estar presentes en estadios anteriores, donde las condiciones de licenciamiento todavfa
no se han aplicado, y servirian, como observa Norbert Hornstein, para permitir la aplicaci6n de principios de
interpretaci6n de amuoras en sintagmas desplazados del tipo de los propuestos por Barss 1986.
(45) Vease Knowledge ofLanguage. Para una amplia discusi6n sobre los expletivos, en la cual me voy a basar
en gran medida, vease Burzio 1986; vease tambien Travis 1984 en relaci6n con la tipologia de 10s expletivos.
El estatus de it (y sus correlatos) en construcciones de extraposici6n es mas complicado por varias razones, en-
tre las que se cuenta la cuesti6n de si este ocupa una posici6n-9 0 no.
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(40) (i) There is it man in the room
There esta/hay un hombre en el cuatto
"Hay un hombre en el cuarto'
(ii) There are men in the room
There' estan/hay hombres en el cuar-to
'Hay hombres en el cuarto'
(iii) A 'man is in the room
Un hombre esta en el cuarto
'Dn hombre esta en el cuarto'
(41) (i) There was decided to travel by plane
There fue decidido viajar por aVIon
(ii) There is unlikely that anyone will agree
There es improbable que nadie/alguien estara-de-acuerdo
Estas ,propiedades se pueden explicar con- bastante naturalidad si adoptamos la
asunci6n, que se deriva de lP, de que el expletivo es un afijo de FL al que se le adjun-
ta su asociado. Dado que there carece de 'rasgos-cp inherentes (incluyendo numero) asf
coma de categorfa, estos rasgos "se filtraran" de su asociado, siguiendo las asunciones
al uso. Si la concordancia se verifica en FL, entonces tendra que haberse establecido
ya en Estructura-S entre CONC-S y el asociado de there, como en (40i, ii), dando lu-
gar a la concordancia abierta que se observa en tales casos. Este analisis encaja sin di-
ficultad en el marco te6rico ya apuntado, en especial si tratamos la concordancia y el
Caso del modo ya indicado: ambos habran de estar ya asignados para Estructura-S, ya
que pueden aparecer realizados de maner~, visible, y ambos son chequeados en FL,
puesto que tienen consecuencias en FL relacionadas con la Condici6n de Visibilidad
(el Filtro del Caso) y con la Condici6n sobre Cadenas.46 Si ademas asumimos que el
especificad~r de SFLEX (CO~C-S", si las conjeturas de la secci6n 5. son correctas)
tiene que ser un SN c'uyos rasgos-<p casen con los de CONC-S, se seguira tambien
que el asociado tiene que ser un SN; es este mismo SN el que sube en la sintaxis
abierta, coma en (40ii'i). '
Luigi Burzio arguye ademas que si el expletivo es un clftico, tiene que satisfacer
otras condiciones adicionales que se establecen generalmente entre el clftico y la po-
sicion qu~ esta asociada con el, en concreto una condici6n muy restrictiva ,de locali-
dad que, segun'su argumeJ;1taci6n, esni vigente en Estru~tura-P. Basandose en esta
asunci6n adicional, Burzio deriva una interesante gama de fen6menos que diferen-
cian las construccion~s con e:x;pletivos. en ingles, italiano, frances,' y piamontes. Si-
guiendo las asunciones generales del modelo de Principios y Parametros, esperamos
encontrarnos con que las construcciones expletivas de este tipo observan las mismas
propiedades basicas en todas las lenguas, con diferencias explicables a partir de las
propiedades lexicas de los elementos que iD:tervienen en dichas construcciones.
Por esa razon es plausible asumir que there (asf coma sus correlatos) es en realidad
un afijo de FL, tal y coma exige IP.
(46) Vease Baker 1988 sobre el papel tanto del Caso como de la concordancia en relaci6n con este punto.
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En (40i), la adjunci6n en FL del asociado del expletivo crea el sintagma (42) coma
sujeto, un elemento complejo que resulta ser un SN por filtraci6n.
(42) [SN there-[SN a man] ]
Otros principios bien establecidos conspiraran para garantizar que el unico elemento
que se puede adjuntar al expletivo sea el asociado que tenga las propiedades adecua-
das.
Dado que there tiene que tener u.n -SN asociado, se sigue que algun otro expletivo
(en ingles, it) estani asociado con chiusulas, coma en (43),. que coma se puede obser-
var contrasta con (41):
(43) (i) It was decided to travel by plane
It fue decidido viajar .p~r avi6n
'Se decidi6 yiajar en avi6n' ..
(ii) It was unlikely that. apyone . will agree
It era improbable que., alguien/nadie estara-de-acuerdo
'Era improbable. que alguien/nadie fuera a es~ar de acuerdo'
Por tanto, una vez que se tienen en cuenta las propiedades lexicas de there e it, no de-
berfa ser necesario estipular las condiciones d~ distribuci6n de estos expletivos, 0 de
sus correlatos en otras lenguas.47 .
Tambien se sigue que en Estructura-S un,expletivo E y su asociado A tie-
nen que satisfacer todas las condiciones impuestas alas cadenas de FL, ya que en FL
existe una cadena ([A-E], ... , tA.). Dado que la Condici6n sobre Cadenas se aplica en
FL, debe dars~ el caso de que en Estructura-S el expletivo E este en una posici6n
marcada con Caso y el asociado A. en una posici6n-8.48 Mas aUfl, si 'asumimos que la
teorfa del ligamiento se cumple en FL, entonces, en Estructura-S, AyE tienen que
estar en una relaci6n que satisfaga la C.ondici6n (A)· de la teorfa del ligamiento, dado
que en FL existira una relaci6n antecedente-traza entre sus respectivas posiciones de
Estructura-S. De igual forma, el PCV, una condici6n sobre cadenas ~n FL, tendra que
(47) En Chomsky y Lasnik 1977 dichas propiedades tenfan que ser estipuladas, pero quizas se pueda pres-
cindir de ellas en la direcci6n que acabamos de esbozar. Por estas razones, parece dudoso' que 10 que se adjunta
al expletivo en (40i) sea una clausula pequeiia de la cual fa man] es el sujeto; por consiguiente, asumo que es
a man el elemento que se adjunta, y no la cIausula pequefia fa man in the room] fun hombre en la ,habitaci6n');
hay orras razones que hacen suponer que esto es cierto. Kayne observa (vease su nota 6.) que esta es una asun-
ci6n necesaria para la explicaci6n que el ofrece de la falta de concordancia participio-objeto cuando hay subida
de objeto en las construcciones de expletivo. Considerese ademas expresiones del'tipo *"there seems to be se-
veral men sick" ['parece estar/haber varios hombres enfermos'], excluidas por la falta de concordancia entre se-
veral men Cvarios h~mbres') y seems ('parece'). Sin embargo, el sintagma "[several men sick]" puede ser singular,
como en el caso de "[several men sick] is a sign that the water is polluted" [ '[varios hombres enfermos] es una
sefial de que el agua esta contaminada'] y otra serie de casos parecidos discutidos por Kenneth Safir, aunque
quedan muchas cuestiones pendientes. Con respecto a la posibilidad de que no haya concordancia entre el ver-
bo y su asociado, vease Burzio 1986, pp. 132-3. Observese que no hay nada que exija que 10s dos tipos de ex-
pletivos sean morfo16gicamente diferentes.
(48) Asumimos que el Caso se distribuye desde una categorfa a sus constituyentes inmediatos, proceso
que a menudo se realiza m.orfol6gicamente de modo visible, y asi se distribuye desde la categoria del elemento
complejo [A j E] al elemento adjuntado A que encabeza la cadena (A, ... , ta). Recuerdese que A, adjuntado a E,
esta en efecto encabezando dicha cadena, segun se sigue de las asunciones adoptadas anteriormente.
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(ii) *There seems that John saw a man
There parece que John vio un hombre
(Violaci6n de la Condici6n (A) de la teorfa delligamiento)
Igualmente, deben satisfacerse otras condiciones sobre el movimiento. Comparese
los ejemplos de (45):
cumplirse para el par expletivo-asociado en Estructura-S. Estas consecuencias son
descriptivamente acertadas en su mayor par.te, como.se ilustra en (44):49
(44) (i) *There seems that a man is in the room
There parece que un hombre estaJhay en la habitaci6n
(Violaci6n del PCV)
(45) (i) *There was thought that [pictures of a man were on sale]
There se~pens6 que [fotos de un hombre estaban en venta]
(ii) We thought that [pictures of each other were on sale]
.Nos. pensamos que [fotos de cada otro estaban en venta]
'Cada uno pensamos que habfa a la venta fotos del otro'
'(iii) *A man was thought that [pictures of t were on sale]
Un hombre fue crefdo que [fotos de t estaban en venta]
Los elementos en itdlica estan debidamente relacionados en (ii), pero no en (i) ni en
(iii). El problema de (i) no estriba en la teorfa delligamiento, como muestra (ii), sino
mas bien en una condici6n sobre el movimiento (PCV), como podemos deducir de
(iii).
Dichas propiedades de los expletivos se siguen ahora de IP sin ninguna estipula-
ci6n adicional. Observese que tambien se sigue que la teorIa delligamiento tiene que
aplicarse en FL; que se aplique 0 no tambien en otros niveles (incluyendo Estructura-S)
es otra cuesti6n.
Otra de las, consecuencias tiene que ver con la Condici6n (C) de la teorfa del liga-
miento, la cual requiere que una expresi6n-r, como es el caso del asociado de un ex-
pletivo, no este ligada. Una cuesti6n vigente durante mucho tiempo ha sido por que
la relaci6n entre' un expletivo y su correspondiente asociado no viola la Condici6n
(C); sin embargo, ahora asumimos que los dos elementos tienen simplemente dife-
rentes fndices~50 No hay por tanto ninguna necesidad de complicar la teorIa delliga-
miento para excluir este caso, como se habfa venido haciendo en una serie de pro-
puestas en los ultimos afios. '
Se superan tambien algunos problemas de alcance de cuantificadores del tipo de
los disc.Utidos especia1mente por Edwin Williams. Consideremos las frases de (46).
(46) (i) I haven't met many linguistics students
Yo' haber-neg conocido muchos lingiifstica estudiantes
eN0 he conocido muchos estudiantes de lingiifstica'
(49) Observese que estos ejemplos se podri'an explicar estip~lando la distribuci6n de 105 expletivos, como
se hace en Chomsky y Lasnik 1977, pero abora estamos explorando la posibilidad, bastante plausible, de que
estas estipulaciones puedan ser eliminadas.
(50) 0 que no estan conectadas, en el sentido que James Higginbotham da a este termino. N6tese que no
podemos asumir que el expletivo carece de fndice -por consiguiente, podrfa haber subido, dejando una traza
indexada. .
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(ii) There aren't many linguistics students
There son-neg muchos ling~{stica estudiantes
'No hay muchos estudiantes de lingii{stica'
La frase (46i) es ambigua en 10' que se refiere a la interpretacion del alcance de los
cuantificadores, pero en (ii) many Cmuchos') se interpreta sin ambigiiedad con alcan-
ce estrecho. La representacio~ de FL de (46ii) es (47):
(47) [NP [there[Amany linguistics students] ] ar~ not tA here]
Si many linguistics students Crouchos estudiantes de lingiifstica') fuera literalmente a
reemplazar a there, se esperari'a que tuviese,alcance sobre not ('no'), pero en (47) no se
establece ninguna relaci6n entre ambos, y el alcance de many ('muchos') se puede
considerar estrecho, coma en el caso de "pictures of"many students aren't here" (lit:
'fotos de muchos estudiantes no hay/estan aqu1'}.51
6.4. Otras cuestiones sobre la subida en FL
Existe una excepcion fundamental a la generalizacion de que el expletivo'E"Y"S.li
asociado A estan en una relacion de ligamiento (Condicion (A)) en Estructura":S;<en
concreto las construcciones de subida del tipo de (48): . -
(48) * There seems [a man to be in the room]
There parece [un hombre estar/haber en el, cuarto]
En este caso el par expletivo-asociado satisface todas las condiciones sobre cadenas, a
pesar de 10 cualla expresion es agramatical. .
Una explicacion natural de estos hechos ha sido:prop~esta :por Adriana Belletti y
su teorla deasignacion de Caso partitivo.52 Tomando el Caso partitivo coma un Casq
oblicuo, y por tanto relacionado-8 segun l~ Condicion de Uniformidad en la asigna~
cion de Caso,S3 no se asignara Caso partitivo al asociado en (48), pero este Caso sin
embargo sf sera debidamente asignado al asociado del expletivo en Estructura-S de-
tras de verbos inacusativos y, tehemos que asumir, detras de copula, coma en "there
arrived a man" ('liego un hombre') y "there is a man in the room" ('hay un hombre
en la habitation'), respectivamente'~Asumamos, como hemos hechO' previamente, que
el Caso tiene que asignarse en Estructura-S, dado que aparece en FF y es relevante en
FL. En ese caso, (48) es agramatical, puesto que se ha violado una condicion de Es-
tructura-S. N otese que incluso con estas asunciones, todavi'a se sigue que there tiene
que estar en una posicion marcada con CaSo, debido a la Condici6n sobre Cadenas,
(51) Para explicar adecuadamente las propiedades de alcance de los cuantificadores, ,se necesitan asuncio-
nes mas elaboradas que tengan en cuenta la posici6n tanto de la cabeza como de la posici6n terminal de la ca-
dena del asociado (A, ... , t). En una construcci6n de subida del tipo de "there appear (not) to have been many
linguistics students here" (lit.: I there parece no haber habido muchos estudiantes de l1ngiHstica aquC) tenemos
que asegurarnos de que el alcance de many Cmuchos') se encuentre dentro del de appear Cparecer') y not ('no');
la representaci6n de FL propuesta no determinara ninguna relaci6n, pero dicha relaci6n se estableceda adecua-
damente si se considera la posici6n de la traza, dado que la cabeza de la cadena no tiene ninguna relaci6n con
los demas elementos relevantes. Las implicaciones concretas que se puedan derivar de una serie mas amplia de
casos estan aun por determinar.
(52) Vease Bellerti 1988.
(53) Sobre esta condici6n vease Knowledge ofLanguage.
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que requiere que una cadena de FL este encabezada par una posicion marcada con
CasO. 54
Si la logica de este razonamiento es correcta, no puede haber un proceso de trans-
mision de Caso, ya que ese proceso permitir{a que (48) satisficiese el Filtro del Caso.
Por el contrario, el Caso tiene que ser asignado en Estructura-S, bien sea directamen-
te par algun marcador de Caso 0 par algun otro mecanismo.55 Howard Lasnik 'obser-
va que conclusiones similares se deducen de ejemplos como (49):
(49) (i) I consider [there to be a solution]
Yo considero [there haber una solucion]
'Pienso que hay una soluci6n'
(ii) *1 consider [there a solution]
Yo considero [there una solucion]
(analoga a 'I considerJohn intelligent' ['Considero aJohn inteligente'])
En (49i), tiene que tratarse de que be ('ser') asigna Caso directamente a a solution
('una soluci6n'); there tambien recibe Caso (de consider 'considerar'), de manera que la
Condici6n sobre Cadenas se satisface despues del movimiento de subida en FL. No
existe, segun parece, ningun proceso de Estructura-S que transmita Caso del expleti-
vo there a su asociado, el sintagma a solution en estos ejemplos.
Kenneth Safir observa 'que tenemos pares tales como los de (~0):S6
(50) (i) [Qu How many men] did John say that [there were tQu in the room]?
[QuCuantos hombres] dijo John que [there hab{a tQu en el cuarto]
(ii) *[Qu How many men] did John say that.[ tQu were in the room]?
[QuCuantos hombres] dijo John que [ tQu estaban en el cuarto]
La frase (ii) es una violaci6n estandar del PCV; la traza tQu esta en una posici6n no
marcada-y, en el sentido de Lasnik y Saito. Se nos plantea entonces la pregunta de
por que no ocurre tambien 10 mismo en (i), si la traza tQu' el' asociado' del expletivo
there, sube por movimiento de FL a la posici6n de there. La teorfa de Lasnik y Saito
nos ofrece una explicaci6n, tanto si asumimos sustituci6n coma si as1,lmimos, al igual
que antes, adjunci6n en FL.. En cualquiera de 10s dos casos, la traza tQu esta marcada-y
por e1 proceso de movimiento-Qu en la -sintaxis abierta y retiene esta propiedad
cuando sube a la posici6n del expletivo, de manera que no hay ninguna violaci6n del
PCV. Observaciones similares son validas con respecto al analisis de Luigi Rizzi sobre
las extracciones-Qu de sujetos en italiano: el sujeto primero se extrapone, dejando un
sujeto pro expletivo, y seguidamente realiza un movimiento-Qu normal dejando una
traza t, que es marcada-y en la sintaxis abierta y que sube a continuaci6n en FL a la
posici6n del expletivo.
La nocion de adjuncion en FL e1imina gran parte de la motivaci6n eo: fav~r de las
teor{as de transmisi6n de Caso en las relaciones expletivo-asociado, y estas propuestas
(54) Observaciones similares son vaJ.idas para el caso ucaprichoso", que se asigna en Estructura-P. bajo la
Condici6n de Uniformidad pero se realiza en una posici6n marcada con Caso en Estructura-S.
(55) Para algun05 argumentos en contra de la transmisi6n de Caso, vease Pollock 198i. Para algunos ar-
gumentos adicionales vease Kayne 1987.
(56) Para una discusi6n de estos ejemplos y 105 precedentes vease Shlonsky 1987.
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se· vuelven aun mas dudosas a la luz de las observaciones que acabamos de
considerar. 57 A pesar de rodo, exisre evidencia que apoya la transmision de Caso.
Hilda Koopman, en un estudio comparativQ de la lengua africana occidental
bambara y de lenguas del tipo del frances e ingles, desarrolla un argumento indirec-
to, aunque plausible, en favor de la transmision de CasO.58 Koopman postula una di-
ferencia parametrica entre aquellas lenguas que tienen cadenas de Caso ([ +CC]) Y
aquellas que no las tienen ([-CC]). El bambara es [...:CC] mientras que el ingles y el
frances son [+CC]. Koopman estudia tres tipos de tadenas de Caso:
(51) (i) (V, , t), donde V es un asignador de Caso.
(ii) (0, , t), donde 0 es un operador y t es la variable ligada
por este operador.
(iii) (E, ... , SN), donde E es un expletivo y SN su asociado.
El caso (i) se crea mediante movimiento de subida de V. En una lengua [+CC], la
traza de V asignara el Caso "transmitido" desde V a traves de la cadena. En una len-
gua [-CC], al carecer esta de cadenas de Caso, la traza es incapaz de asignar Caso, y el
movimiento de subida de verbos transitivos es por tanto imposible.
El tipo (ii) es un caso estandar de operador-variable. Tfpicamente, la traza tiene
que estar en una posi~ion marcada con Caso y, asume Koopman, el operador tiene
que heredar Caso de ella para satisfacer el Filtro del Caso. Esto sera posible en una
lengua [+CC], pero imposible en una 1engua [-CC] que, por tanto, carecera de movi-
miento abierto de operador.
El caso (iii) es la relacion expletivo-asociado. En una lengua [+CC], el Caso puede
transmitirse de E a SN, coma en las teorfas estandar de transmision de Caso, y se sa-
tisface por tanto el Filtro del Caso. En una lengua [-CC], por otro lado, no puede ha-
ber expletivos, puesto que la transmision de Caso sera imposible, al no estar permiti-
das las cadenas de Caso.
Koopman observa que el ingles y el frances son de la variedad [+CC] en todos los
aspectos, mientras que el bambara es del tipo [-CC]. Omitiendo algunos detalles, en
bambara encontramos las siguientes propiedades. Considerense cadenas del tipo (i).
Un verbo que no asigna Caso sube a FLEX, pero un verbo que .asigna Caso permane-
ce en su sitio, y se introduce un elemento protetico que sirve de soporte al afijo; la
razon de esto es que si el verbo subiese, su traza no podrfa asignar Caso. En la forma-
cion de causativas, un verbo intransitivo sube para formar, de la manera habitual,
una construccion compleja V-causativo, pero esto es imposible con verbos transitivos,
que permiten causativo solamente si el argumento externa ha sido suprimido, como
si previamente hubiese habido pasivizacion. Estas propiedades se siguen de l~ asun-
cion de que la traza de un verbo transitivo no puede asignar Caso; como el verbo
complejo asigna su unico Caso al objeto obligatorio, el sujeto no puede aparecer.
Con respecto a la propiedad (ii) de (51), el bambara tiene unicamente Qu-in-situ,
tal y como se predice. En cuanto a la propiedad (iii), no existen expletivos fono16gi-
camente realizados; mas qien, el asociado sube abiertamente, a la posicion de sujeto,
de nuevo como predecirfamos.
(57) Vease tambien las referencias citadas en la nota 55.
(58) Koopman 1987.
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Tenemos por tanto un argumento indirecto en favor de la transmisi6n de Caso,
ausente como mecanismo justo en aquellos casos donde las cadenas de Caso en gene-
ral no estan permitidas.
;..Existe algun modo de reinterpretar estos datos de manera que se pueda resolver
el conflicto entre el argumento en favor de la transmisi6n de Caso y la evidencia en
contra de dicho proceso?, Sup6ngase que .reil).terpretamos el panlmetro de Koopman
de la manera siguiente, de acuerdo con et principio, plausible y generalmente aplica-
ble, de que los panlmetros son lexicos, es decir, formulables en terminos de elemen-
tos Xo y categorfas Xo exclusivamente. Consideremos entonces la propiedad [C], pro-
piedad que un elemento puede tener 0 no: un elemento [+C] puede formar parte de
una relaci6n de Caso, bien sea asignando 0 recibiendo Caso; un elemento [-C], por el
contrario, no puede formar parte de dicha relaci6n. Supongamos, ademas, que los
elementos Xo con contenido lexico -son siempre [+C], pero que las lenguas admiten
variaci6n con respecto a la posibilidad de que otros elementos XO sean [+ C] 0 [-C].
Este parametro esta restringido a elementos funcionales, de acuerdo con la condici6n,
bastante plausible, que acabamos de discutir. El frances .y el ingles son [+C], en el
sentido de que todos los elementos Xo pueden formarparte de relaciones de Caso; el
bambara es [-C], entendiendose por ello que unicamente las cabezas lexicas forman
parte de dichas relaciones. '-
Volviendo a las tres propiedades que nos atanen, (i) se deduce directamente: en
bambara, la traza de V, 'siendo [-C]) no ptiede asignar Caso. En cuanto a (ii), la traza
del operador no puede recibir Caso en dicha lengua, al ser esta [-C], de forma que te-
nemos una violaci6n tlpica del Filtro del Caso (0 del requisito de Visibilidad del cual
sederiva), al haber una variable que encabeza una cadena (que'puede ser unimembre)
que,-al carecer de Caso, viola la Condici6n sobre Cadenas. N6tese que de esta manera
no necesitamos asumir que el operador requiere Caso, una asunci6n por 10 derilas in-
motivada y. particularmente antinatural en el caso de los operadores vacfos.
La propiedad que nos concierne directamente es (iii). Como el bambara es [-C],
'un expletivo no puede'recibir Caso. Si esta lengua tuviese expletivos, en ese caso el
movimiento de subida en FL (que Koopman asume) formarla una cadena encabezada
por un :elemento' en una posici6n no marcada con Caso, violando asf la Condici6n so-
bre Cadenas. En consecuencia, 'no puede haber ningun expletivo, y se requiere que
haya subida en la sintaxis abierta.
Si esta Ifnea de argumentaci6n es viable, parece por tanto que no hay ningun ar-
gumento de peso en favor de la transmisi6n de Caso.S9 Sf tenemos, sin embargo, evi-
dencia en favor de una diferencia parametrica especificada de un modo muy preciso
que atane a la teorfa del Caso; con una amplia gama de consecuencias interesantes.
No estoy al· corriente de ninguna otra 'evidencia convincente en favor de la transmi-
si6n .de Caso, por 10 que esposible que esta propiedad pueda ser eliminada de GU en
favor del moviffiiento de FL, inducido por IP.
7. Algunas conclusiones so~re.el disefio dellengua'je
Resumiendo, hemos encontrado evidencia en apoyo de las asunciones basicas so-
bre el disefio dellenguaje esbozado en la secci6n 1, de las asunciones, mas especfficas,
concernientes al estatus sintactico aut6nomo de los elementos FLEX y CONC, y de
(59) Koopman estudia orras posibles cadenas de Caso, pero la evidencia en favor de estas es menos convincente.
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las asunciones que han ido surgiendo a 10 largo de toda la discusi6n. Existe amplia
evidencia que sugiere que tanto las derivaciones como las representaciones estan suje-
tas a algun tipo de condici6n de "mInimo e~fuerzo" y que se requiere que sean mIni-
mas en un sentido bastante bien definido, sin pasos superfluos en la derivaci6n ni
stmbolos superfluos en la representaci6n. Procediendo de' la manera indicada podrta-
mos elevar estas Ifneas maestras de "mtnimo esfuerzo" a la condici6n de principios de
GU. Tengase en cuenta queaunque·estos principios tienen un cierto aire de naturali-
dad y generalidad que falta en otros principios espectficos de GU tales coma el PCV,
la teorta delligarniento, etc., su formulaci6n es, sin embargo, espectfica de la facul-
tad dellenguaje.
Como se ha discutido en otros trabajos,60 estas propiedades de GU, si es que son
en efecto reales, resultan ser un tanto sorprendentes en varios aspectos. Para empezar,
pertenecen a esa clase de propiedades que crean dificultades computacionales, dado
que las descripciones estructurales tienen que satisfacer condiciones "globales". Des-
de el punto de vista del procesamiento lingutstico, supongamos que tenemos un pro-
ceso que recupera una Estructura-S s de la representacion de FF f En ese caso, para
determinar el estatus de s tenemos que llevar a cabo una serie de operaciones: tene-
mos que determinar si s se deriva de una Estructura-P bien formada p licenciada por
ellexic6n, y si la derivaci6n desde p, a traves de s, a la representacion / de FL es rp.fni-
ma en el sentido requerido, es decir, menos costosa que cualquier otra derivaci6n des-
de p. Mcis aun, tenemos que determinar si / satisface las condiciones de licenciamien-
to externas, lP, y otras propiedades de FL. En general, estas computaciones pueden'
llegar a ser nada triviales. En este aspecto, el disefio dellenguaje se nos presenta pro-
blematico desde el punto de vista de la teorta del procesamiento, aunque resulta ele-
gante si dejamos aparte consideraciones de uso. La asunci6n basica de que los niveles
fundamentales son aquellos que satisfacen las condiciones externas de licenciamiento
en la "interfaz" con otros sistemas ya ilustra estas propiedades, y las condiciones de
"mfnimo esfuerzo" ofrecen un ejemplo adicional, al tiempo que son naturales y plau- -
sibles en terminos de sus consecuencias empfricas. Las diferencias entre el disefio del
lenguaje natural y la estructura de los sistemas formales construfdos por razones de
eficiencia computacional pueden ser tambien relevantes aquf, al igual que otras pro-
piedades del lenguaje natural como, por ejemplo, la existencia de categortas vacfas,
de las que tambien cabrfa esperar que crearan problemas de procesamiento. Tengase
en cuenta que no es facil motivar las condiciones sobre la economfa de la representa-
ci6n en terminos de consideraciones de procesamiento, ya que estas condiciones se
aplican en FL, y solo derivativamente en Estructura-S. Tampoco parece haber ningun
argumento por el cual las propiedades del disefio del lenguaje sean necesarias para
otros sistemas similares al lenguaje; estas son propiedades contingentes del lenguaje
natural.
Existen "trucos computacionales" que permiten una determinaci6n sencilla de las
propiedades gramaticales de una representaci6n de Estructura-S en una serie conside-
rable de casos, serie suficientemente amplia como para perrnitir que el lenguaje sea
utilizable en la practica. Pero el disefio dellenguaje como tal parece sec, en muchos
(60) Vease mi "Prospects for the study of Language and Mind".
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aspectos, "disfuncional", presentando propiedades que no se adaptan hien a aquellas
funciones que este esta llamado a desempefiar. No existe ninguna paradoja real en es-
to: no hay ninguna razen para suponer a priori que el disefio general dellenguaje este
dirigido a su uso eficiente. Por el contrario, 10 que par~ce que descubrimos son algu-
nos rasgos del disefio del lenguaje intrigantes e inesperados, que no son distintos de
aquellos que se han descubierto a traves de la indagaci6n en la naturaleza del lengua-
je, aunque resultan inusuales entre los sistemas biolegicos del mundo natural.
Glosario
Afectese-a: Affect-a
Alcance (de un cuantificador): scope (of quanti-
fier).
Alcance estrecholancho: narrow/broad scope.
Marcador de alcance: scope marker.
Bajada, movimiento de bajada: lowering.
Borrado: deletion.
Recuperabilidad del Borrado: recoverability of
deletion.
Cabeza-a-Ia-derecha: right-headedness.
Cadenas-A, Cadenas-A': A-chains, .N.-chains.
Asignador de Caso: Case-assigner.
Asignacion de Caso: Case-assignment.
Cadena de Caso: Case-chain.
Piltro del Caso: Case-filter.
Marcado con Caso: Case-marked.
Marcado de Caso: Case-marking.
Posicion que recibe Caso, posicion de Caso: Case-
position.
Transmision de Caso: Case-transmission.
Caso "caprichoso": "quirky" Case.
Cldusula pequena: small clause.
CONCordancia: AGReement.
Concordancia abierta: overt agreement.
CONC-O, CONC-S: AGR-O, AGR-S.
CONC dibillJuerte: strong/strong AGR.
CONC transparentelopaca: transparent/opaque
- AGR.
Condicion sobre Cadenas: chain condition.
Condiciones de "minimo esJuerzo": uleast effort"
conditions.
Condicion sobre el Movimiento de Cabezas
(CMC): Head Movement Constraint
(HMC).
Condicion de Visibilidad: Visibility (condition,
requirement.).
"Conectadol_an: "linked".
Cuantificador restringido: restricted quantifier.
Cuantificacion vacua: vacuous quantification.
Escalonado: step-by-step.
Estado estable: steady state.
Estructura-p, Estructura-S, FL, FF:: D-Struc-
ture, S-Structure, LF, PE .
Expresion-r: r-expresion.
Filtrar(se): to percolate.
Insercion-de-do: do-insertion.
InterJaz: interface.
Interpretacion Plena (IP): Full Interpretation
(FI).
Lenguaje-I: I-language.
Lexicon: lexicon.
Licenciamiento, licenciar: licensing, to license.
LigamientoJuerte: strong binding.
Lineas maestras: guidelines.
Mandar-c: to c-command.
Mando-c: c-command.
(el) marcado-e: 8-marking.
Marcar-8: to 8-mark.
Medulalperiferia: core/periphery
Lenguaje medular: core languaje.
Minimalidad (Condicion de): Minimality condi-
tion.
Mininzalidad Relativizada: Relativized Mini-
mality.
((Minimo esfuerzo" (condiciones de): "least effort"
conditions.
Muevase-a: Move-a.
Movimiento-de-SN.: NP-movement.
Movimiento-Qu: Wh-movement.
Movinziento-A, -A':A-movement, .N.-move-
ment.
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Movimiento de XO, movimiento de cabezas: XO-
movement, head movement.
Movimiento de/en FL: LF-movement.
Movimiento (abierto) de subida: (overt) raising.
Movimiento a larga distancia: long-distance
movement.
Movimiento sucesivamente ciclico: succesive move-
ment.
Operador vacfo: empty operator.
Operador vacuo: vacuous operator.
Posicion-A, -A, XO: A-position, .N.-position,
XO position.
P(regunta), [+Ou]: Q(uestion), [+Wh].
Teorfa del procesamiento (lingiifstico): parsing
theory.
Procesamiento lingiifstico: parsing.
Proyeccion (direccional): (directional) mapping.
Proyeccion, proyectar(se): projection, to project.
(Elemento) protetico: dummy (element).
[±Qu]: [±Wh].
Extraccion-Qu: wh-extraction.
Movimiento-Qu: wh-movement.
Sintagma-Qu: wh-phrase.
Qu-in-situ: wh-in-situ.
Rango (de una variable): range (of a variable).
Rasgos-<p: phi-features.
Teorfa de la reccion: government theory.
Reccion, regir, regido: government, to govern,
governed.
Reccion por antecedente: antecedent-government.
Reccion por cabeza: head-government.
Reccion canonica: canonical government.
Salto-del-afijo: Affix-hop(ping).
USenderos inequfvocos": "unambiguous paths".
Sintaxis abierta: overt syntax.
Soporte-con-do: do-support.
Subida, movimiento (abierto) de subida: (overt)
raising.
Construccion de subida: raising construction.
Subida-de-SN: NP-raising.
Sustitucion de expletivos: expletive replacement.
Teorfa de la Reccion y el Ligamiento (Ri): Gov-
ernment-Binnding Theory (GB).
Teorfa del ligamiento: binding theory.
Teorfa de la reccion: government theory.
T(iempo): T(ense).
Sintagma temporalizado: tensed phrase.
Traza: trace.
"Traza ofensora": "offending tracelJ •
"Ultimo recurso": "last resort".
Variables (semi-) libres: (semi-)free variables.
Autenticos verbos (vs. auxiliares): true verbs (vs.
auxiliaries).
Verbo inacusativo: unaccusative verb.
Verbo no-transitivo: non-transitive verb.
Condicion de Visibilidad: Visibility (condition,
requirement).
Teorfa-a: a-theory.
Cadena-a: a-chain.
Criterio-a: a-criterion.
Estructura-a: a-structure.
Marcado-a: a-marking.
Marcador-a: a-marker.
Papel-a: a-role.
Posicion-a: a-position.
Relacion-a: a-relation.
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