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Summary. In this paper, new concept of observability are introduced for both non-
linear systems and switched systems. The new definitions are applicable to a much
broader family of problems of estimation including unmeasured state variables, un-
known input, and unknown parameters in control systems. It is also taken into account
the notion of partial observability which is useful for complex or networked systems.
For switched systems, the relationship between the observability and hybrid time tra-
jectories is analyzed. It is proved that a switched system might be observable even when
individual subsystems are not. Another topic addressed in this paper is the measure of
observability, which is able to quantitatively define the robustness and the precision of
observability. It is shown that a system can be perfectly observable in the traditional
sense, but in the case of high dimensions, it is practically unobservable (or extremely
weekly observable). Moreover, computational algorithm for nonlinear systems is de-
veloped to compute the observability with precision. Several examples are given to
illustrate the fundamentals and the usefulness of the results.
12.1 Introduction
It is well known that the definition of linear observability is universal for all
linear systems, but there exist many different definitions of observability in the
literature of nonlinear control systems. While impossible to exhaust all previ-
ous results, some well know definitions include weakly local observability [15],
algebraic observability [10], infinitesimal observability [12], unboundedness ob-
servability [1], .... It is a technical question at the crossway of several factors such
as the generality of the concept, easy to check, and practical observer design.
In this paper, the concept of observability for nonlinear systems and switched
systems is investigated with new definitions in an extended context. Relative to
the classical concept of observability, the proposed definitions are applicable to a
much broader family of problems of estimation including unmeasured state vari-
ables, unknown input, and unknown parameters in control systems. Moreover,
the proposed definition takes into account the notion of partial observability
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which has potential applications in the context of complex or networked sys-
tems, for which achieving complete observability of the entire system is difficult,
if not impossible. Another new concept introduced in this paper is the measure
of observability, which is able to tell the robustness and the precision of observ-
ability. An interesting example shows that a system can be perfectly observable
in the traditional sense, but in the case of high dimensions, it is practically un-
observable (or extremely weekly observable) when the observability is measured
by the new definition. A definition is not useful if it cannot be computationally
implemented. For this reason, a computational algorithm is developed to com-
pute the observability with precision. This algorithm is applicable to both linear
and nonlinear systems.
In this paper, the notation Z represents a variable or function associated
with a control system. The goal of the research is to develop a framework of
observability that takes into the consideration of several factors that are not
considered all together in existing definitions:
• Partial observability (observability of a part of the system variables, not all
the state variables);
• Measure of observability that quantitatively determines the degree of observ-
ability, from strongly observable to weekly observable;
• Computational algorithms for both linear and nonlinear systems.
In the second part of the paper, it is introduced the notion of Z(TN )-
observability for switched systems. This new definition takes into consideration
of four factors not considered all together in classical definitions:
• Partial state observability
• Observability with partial model of a dynamical system
• Systems with algebraic constraints
• Partial time observability
The concepts in this paper are applicable to several other related problems, in-
cluding left invertibility as defined in [23], and the observability of unknown
inputs and/or parameters. However, it is not specifically addressed due to the
limit of space. One of the main advantages of this approach is to relax the as-
sumptions that require all individual subsystems be observable (see for example
[5, 6]). The efficiency of these definitions are highlighted with three examples,
including one networked system and two circuit systems.
12.2 Z-Observability and Its Measure
Consider a general nonlinear control system
ξ̇ = f(t, ξ, u), ξ ∈ Rn, u ∈ Rm
y = h(t, ξ, u)
(12.1)
Suppose z = Z(t, ξ, u) is a variable to be estimated. In the following, U represents
an open and connected set in the time-state-control space R×Rn×Rm. For the
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input in any time interval [t0, t1], we assume that u(t) is bounded and C∞ at







In a trajectory, ξ(t) is absolutely continuous. If (ξ(t), u(t)) satisfies the differ-
ential equation in (15.1) for all t in [t0, t1] except for finite many points, then
(t, ξ(t), u(t)) is called a trajectory. In this note, equations involving u(t) always
mean “ equal almost everywhere,” and the notation is “a.e. in [t0, t1].”
Definition 12.2.1. The function z = Z(t, ξ, u) is said to be Z-observable in
U with respect to the system (15.1) if for any two trajectories, (t, ξi(t), ui(t)),
i = 1, 2, in U defined on a same interval [t0, t1], the equality
h(ξ1(t), u1(t)) = h(ξ2(t), u2(t)), a.e. in [t0, t1]
implies
Z(t, ξ1(t), u1(t)) = Z(t, ξ2(t), u2(t)), a.e. in [t0, t1]
Now, suppose for any trajectory (t, ξ(t), u(t)) in U , there always exists an open
set U1 ⊂ U so that Z(t, ξ, u) is Z-observable in U1. Then, z = Z(t, ξ, u) is said
to be locally Z-observable in U .
In linear control theory, the control input is assumed to be a known variable.
In our notation, u is included in y as a variable. The classical observability of
linear control systems is equivalent to the Z-observability of all state variables
in ξ. For nonlinear uniformly observable systems, all the state variables are Z-
observable under Definition 12.2.1 with Z(t, ξ, u) = x. However, a system could
be unobservable under classical definitions of observability, while part of the
state variables is Z-observable. This partial observability is especially important
for large complex systems with subsystems, in which the observability of the
entire system is either impossible or unnecessary. For example, consider a simple
cascaded system
ξ̇1 = f1(ξ1, ξ2, ξ3), ξ̇2 = f2(ξ1, ξ2, ξ3),












is Z-observable. It is also important to notice that, in Definition 12.2.1, the
input u is a variable treated equally as the state variable x in the definition. So,
it automatically handles both the problems of left invertibility and parameter
identification.
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The local Z-observability is defined differently from some typical definitions
of local properties. In fact, the meaning of local in Definition 12.2.1 is not around
a single point in the state space. Instead, the local neighborhood U1 is selected
to be around a trajectory. A local observer around a single point would be too
restrictive for many applications. On the other hand, it is possible to design
nonlinear observers applicable to non-local trajectories, but with local initial
estimation (the observer converges if the initial estimation error is small), like
the observer in [17].
Some sufficient conditions for Z-observability were proved in [16]. Basically, if
z = Z(ξ, u) is Z-observable, then a variable is observable if it equals a function of
z and its derivatives in the direction along the trajectory of the control system.
For example,
ξ̇1 = −ξ1 − ξ2 + ξ21






be the measured output. In this case, ξ2 = ẏ+y−y2 is Z-observable; u = ξ̇2 +ξ2
is Z-observable. However, ξ3 and ξ4 are not observable.
While Definition 12.2.1 is straightforward, checking the observability can be
cumbersome in its algebraic derivations, especially for complex nonlinear sys-
tems. More importantly, it does not provide information about the robustness of






then ξ2 is more robustly observable relatively to the case of y = ξ1. With the
information of u, we expect more accurate estimation in the presence of noise.
The problem is: how to quantitatively measure the robustness of observability?
In the following, we introduce another definition to take into consideration of
robustness and computational accuracy of observability. In this definition, we
assume that variables along trajectories are associated with metrics. For in-
stance, h(t, ξ(t), u(t)), as a function of t, can be measured by L2 or L∞ norm;
Z(t, ξ(t), u(t)) can be measured by its function norm, or by the norm of its initial
value Z(t0, ξ(t0), u(t0)). A metric used for a specific variable, for instance z, is
denoted by || · ||Z .
Definition 12.2.2. Given positive numbers ε > 0 and δ > 0. The variable
z = Z(t, ξ, u) is said to be observable in U with precision (ε, δ) if for any two
trajectories, (t, ξi(t), ui(t)), i = 1, 2, in U defined on a same interval [t0, t1], the
inequality
||h(ξ1(t), u1(t)) − h(ξ2(t), u2(t))||Y ≤ ε
implies
||Z(t, ξ1(t), u1(t))− Z(t, ξ2(t), u2(t))||Z ≤ δ.
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Basically, this definition implies that, if the error of y is bounded by ε, the goal
of the estimation error for z should be within the limit of δ. Or equivalently,
if a system is NOT observable with precision (ε, δ), then there always exists
a trajectory for which, even though the error of output is bounded by ε, the
estimation error is larger than δ. In this case, there is no estimator can guarantee
an error smaller than δ if no further information is provided. The error tolerance
in this definition represents a fundamental limitation on the observability of a
system configuration.
In the following, we give a comparison of Definition 12.2.2 to traditional def-
initions of observability. It is shown that a well designed Z-observable system
may not be observable with a precision. It is our opinion that traditional defi-
nitions, as well as Definition 12.2.1 in this paper, are not adequate for practical
applications because it does not provide a measure on the limitation of esti-
mation robustness and accuracy. Before we can carry out a comparison, it is
necessary to develop methods for the determination of the observability in the
sense of Definition 12.2.2. Rather than cumbersome algebraic derivation, in the
following we introduce a computational approach for approximate observability
so that handling general nonlinear systems becomes possible.
The computation of precision can be formulated as a problem of dynamical
optimization in the following way.
Problem 12.2.1. (Calculation of δ for a given ε)
Given a positive number ε > 0 and a nominal trajectory (ξ0(t), u0(t)), t ∈ [t0, t1].
Define
J(ξ(·), u(·)) = ||Z(ξ(·), u(·)) − Z(ξ0(·), u0(·))||Z
Then, the minimum observability error tolerance, δ̄, associated with the nominal





(ξ(t), u(t)) ∈ U, t ∈ [t0, t1]
ξ̇ = f(t, ξ, u), ξ ∈ Rn, u ∈ Rm
||h(t, ξ(t), u(t))− h(t, ξ0(t), u0(t))||Y ≤ ε, t ∈ [t0, t1]
(12.4)
A variable is observable with a precision (ε, δ) if δ̄ from Problem 12.2.1 is less
than or equal to δ for all nominal trajectories in U . However, if one of the δ̄ is
greater than δ, then the variable is not observable in U with the given precision.
The formulation in Problem 12.2.1 is useful only if it can be solved. Obvi-
ously, an analytic solution of the dynamical optimization is very difficult to find,
if not impossible, especially in the case of nonlinear systems. However, there exist
numerical approaches that can be used to find its approximate solution. The nu-
merical approach adopted in this paper is the Pseudospectral (PS) optimal con-
trol method [11], [14]. In this approach, Problem 12.2.1 is transformed through
discretization into a finite dimensional nonlinear programming, which can be
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numerically solved. In a PS method, a function such like (ξ1(t), . . . , ξn(t))T is
approximated by its value at a set of nodes t0 = −1 < t1 < · · · < tN = 1.
From approximation theory, specially designed nodes are able to improve the
accuracy. For instance, Legendre-Gauss-Lobatto (LGL) node points are adopted
in this paper. They are defined by t0 = −1, tN = 1, and the critical points of
Legendre polynomials [8]. These nodes form a partition of [−1, 1]. For an ar-
bitrary interval [t0, t1], the LGL nodes can be easily mapped onto it using a
linear function. In the discretization, the state variables are approximated by










is an approximation of ξ(tk). Similarly, ūNk is the approximation of u(tk). Thus,





i · · · ξ̄NNi
]
A continuous approximation is defined by its polynomial interpolation, denoted
by ξNi (t), i.e.





where φk(t) is the Lagrange interpolating polynomial [8]. In this paper, the
discrete variables are denoted by letters with an upper bar, such as ξ̄Nki and
ūNk. If k in the superscript and/or i in the subscript are missing, it represents
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ūN0 ūN1 · · · ūNN
]
For differentiation, the derivative of ξNi (t) at a LGL node tk is easily computed
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where the (N + 1) × (N + 1) differentiation matrix D can be computed off-
line independently from the function to be approximated. If the cost function








where wk are the LGL weights [8]. Now, we are ready to define the discretization
to Problem 12.2.1. A discretization depends on the metric used in the problem
definition. As an example, we assume || · ||Z is the norm of its initial value, i.e.
||Z((t0), ξ(t0), u(t0))||2, and the norm || · ||Y is maxt∈[t0,t1]{||y(t)||2}.
Problem 12.2.1N: Find ξ̄Nk ∈ Rn and ūNk ∈ Rm, k = 0, 1, . . . , N ,
that maximizes
J̄N (ξ̄N , ūN ) = ||Z(ξ̄N0, ūN0)||2
subject to
(tk, ξNk, uNk) ∈ U, k = 0, · · · , N⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ξ̄N1 D
T = f1(tN , ξ̄N , uN)
ξ̄N2 D
T = f2(tN , ξ̄N , uN)
...
ξ̄Nn D
T = fn(tN , ξ̄N , uN )
||h((tk, ξNk, uNk)− y(tk)||2 ≤ ε
In this formulation, the notation fi(tN , ξ̄N , uN ) is slightly abused. Its value is
a row vector
fi(tN , ξ̄N , uN ) =
[
fi(tN0, ξ̄N0, uN0) · · · , fi(tNN , ξ̄NN , uNN)
]
Problem 12.2.1N is a nonlinear programming with constraints. It can be solved
using computational algorithms, such as sequential quadratic programming.
Some commercially available software packages can be found to handle these
problems, such as SNOPT.
In the following example, we illustrate that the traditional concept of observ-
ability is ineffective for systems with large dimensions. It justifies the necessity
to quantitatively measure the robustness of observability, as defined in Definition
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Under a traditional definition of observability, this system is perfectly observable
for any choice of n. However, if a precision is applied to the observability, it is a
completely different story when the dimension is large. Let us assume that the
true initial state is
x0 =
[
0 0 · · · 1
]T
The goal is to estimate x0. The precision for the output is ε = 10−6. The time
interval is [0, 15]. Problem 12.2.1N is solved to compute the error tolerance, δ,
for the estimation of x0. Table 12.1 lists the result for n = 2, 3, · · · , 9.
Table 12.1. Error Tolerance
n 2 3 4 5 6 7 8 9
δ 4.70 × 10−6 2.67 × 10−5 1.53 × 10−4 8.89 × 10−4 5.20 × 10−3 3.01 × 10−2 1.75 × 10−1 1.02
ε 10−6 10−6 10−6 10−6 10−6 10−6 10−6 10−6
The value of δ listed in this table is the tight lower bound for observability,
i.e. the system is not observable for any δ less than the one listed in the table;
and this particular initial state is observable with precision (ε, δ) if δ is bigger
than the one in the table (computational error may require a δ slightly bigger).
From the table, the estimation of x0 can be as accurate as 4.70 × 10−6 if the
dimensional is 2. It agrees with the traditional theory of observability. However,
when the dimension is increased, the estimation becomes less accurate. At n = 8,
the estimation error can be as big as 0.175, or 17.5% relative to the true x0.
When n = 9, the estimation error is 1.02. In this case, the relative error is
more than 100%! Thus, the system is practically unobservable, although it is
perfectly observable under a tradidtional definition! In Figure 12.1, the dotted
curve represents a trajectory of the system (n = 9); the continous curve is the
true trajectory. The outputs of both trajectories agree to each other (Figure on
top), but the initial states are significantly different.
A definition is useful only if it is numerically implementable. The solvabil-
ity of Problem 12.2.1N extends the applicability of Definition 12.2.2 to general
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Fig. 12.1. Estimation error (n = 9)
This is, in fact, the discretization of damped Burgers equation using finite dif-




vation is y = ξ6. Checking the observability for this system using algebraic tools,
such as Lie bracket, is not easy, if not impossible. However, for the observability
with a precision, we can solve Problem 12.2.1N . As an example, we checked the
observability of the following initial state
ξ0 =
[
0 0 5 0 · · · 0
]T
Assume that the precision of output is 10−10, which is a high accuracy require-
ment. However, it is proved that the initial state is not approximately observable
with a precision δ = 0.01. In other words, it is possible that another initial state
with a distance to ξ0 greater than or equal to 0.01 so that its output is within
the 10−10 range of that of ξ0.
12.3 Observability for Switched Systems
Switched systems, or hybrid systems in a general set-up, can be found in many
industrial applications, such as MEMS [19], Power Electronics [20], Robotic [7],...
In this section, we deal with new observation concepts and some related results
for switched systems without jump. Let us consider the following class of systems:
ξ̇ = fq(t, ξ, u), q ∈ Q, ξ ∈ Rn, u ∈ Rm
y = hq(t, ξ, u)
(12.8)
whereQ is a finite index set, fq R×Rn×Rm → Rm is sufficiently smooth, all dwell
time intervals, [ti,0, ti,1], between two switchings of the structure (i.e. change of
q ) satisfy (ti,1 − ti,0) > τmin for some τmin > 0 (this assumption excludes Zeno
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phenomena [2]). For the input u in any time interval [ti,0, ti,1[⊆ [tini, tend[, we
assume that u(t) is bounded and C∞.
The system (12.8) assumes no information and condition on the switching
sequence. If this sequence is determined by a known state function without
discrete state memory, the following representation is applicable.
ξ̇ = fq(t, ξ, u), q ∈ Q, ξ ∈ Rn, u ∈ Rm
y = hq(t, ξ, u), q = σ(ξ)
(12.9)
If all subsystems in (12.9) are continuously state observable, then there exist
algebraic and geometrical conditions as well as observer design methods in the
literature [5, 4, 6, 9] for the recover of the discrete variable q or [22, 24] for the
resolution of left invertibility. In this section, the assumption on the full state
observability of individual subsystems is removed.
For switched systems, the concept of observability and methods of observer
design are strongly related to the dwell time and the sequence of switching, thus
it is important to recall (in our context) the following definition of hybrid time
trajectory [18] (see also [13]).
Definition 12.3.1. A hybrid time trajectory is a finite or infinite sequence of
intervals TN = {Ii}Ni=0, such that
• Ii = [ti,0, ti,1[, for all 0 ≤ i < N ;
• For all i < N ti,1 = ti+1,0
• t0,0 = tini and tN,1 = tend
Moreover, we define 〈TN 〉 as the ordered list of q associated to TN (i.e.
{q0, ..., qN} with qi the value of q during the time interval II).
In this paper, all hybrid time trajectories TN and < TN > are assumed to
satisfy τmin > 0. State trajectories that do not admit such a time trajectory are
not considered. Now, we are ready to define a new concept of observability for
switched systems:
Definition 12.3.2. Consider a system (12.8 ) and a variable z = Z(t, ξ, u). Let
(t, ξ1(t), u1(t)) be a trajectory in U with a hybrid time trajectory TN and 〈TN 〉.
Suppose for any trajectory, (t, ξ2(t), u2(t)), in U with the same TN and 〈TN 〉,
the equality
h(t, ξ1(t), u1(t)) = h(t, ξ2(t), u2(t)), a.e. in [tini, tend]
implies
Z(t, ξ1(t), u1(t)) = Z(t, ξ2(t), u2(t)), a.e. in [tini, tend]
Then we say that z = Z(t, ξ, u) is Z(TN )-observable along the trajectory
(t, ξ1(t), u1(t)).
For a fixed hybrid time trajectory TN and 〈TN 〉, if z = Z(t, ξ, u) is Z(TN )-
observable along all trajectories in U , then, z = Z(t, ξ, u) is said to be Z(TN )-
observable in U .
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Suppose for any trajectory (t, ξ(t), u(t)) in U , there always exists an open
set U1 ⊂ U so that (t, ξ(t), u(t)) is contained in U1 and Z(t, x, u) is Z(TN )-
observable in U1. Then, z = Z(t, x, u) is said to be locally Z(TN)-observable
The previous definition deals with the case of “synchronous switched system”
because the definition of Z(TN)-observability is based upon a fixed hybrid time
trajectory for all initial states and input functions. In order to remove this re-
striction, we propose hereafter the concept of Z(T )-observability.
Definition 12.3.3. The variable z = Z(t, ξ, u) of system (12.8) or (12.9) is said
to be Z(T )-observable in U with respect to a fixed time interval T = [tini, tend]
if for any two trajectories, (t, ξi(t), ui(t)), i = 1, 2, in U defined on the interval,
the equality
h(t, ξ1(t), u1(t)) = h(t, ξ2(t), u2(t)), a.e. in [tini, tend] (12.10)
implies
Z(t, ξ1(t), u1(t)) = Z(t, ξ2(t), u2(t)), a.e. in [tini, tend] (12.11)
Suppose for any trajectory (t, ξ(t), u(t)) in U , there always exists an open set
U1 ⊂ U so that (t, ξ(t), u(t)) is contained in U1 and Z(t, ξ, u) is Z(T )-observable
in U1. Then, z = Z(t, ξ, u) is said to be locally Z(T )-observable in U .
A straightforward application of previous definitions implies the following
lemma.
Lemma 12.3.1. Consider the system (12.8) (or respectively (12.9)) and a time
interval T . Suppose for every two trajectories satisfying (12.10), there exists a
common hybrid time trajectory TN and < TN > shared by both trajectories;
and Z(t, ξ, u) is Z(TN)-observable along these trajectories. Then the system is
Z(T )-observable.
The following lemma implies that the difference of the subdynamics in a switched
system provide extra information for observability. In fact, a variable can be
observable along a time trajectory while it is unobservable on each individual
subsystem. In the following, the dimension of z variable is denoted by nz. A











δ1 0 0 · · · 0
0 δ2 0 · · · 0
· · · · ·










where δi, i = 1, 2, · · · , nz, is zero or one. The complement of P is called P̄
(projecting z to the variables eliminated by P ).
Lemma 12.3.2. Consider the system (12.8) and a fixed hybrid time trajectory
TN and 〈TN 〉. Let U be an open set in time-state-control space. Suppose
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Z(t, ξ(t), u(t)) ∈ RNz is always continuous under any admissible control input.
Suppose there exists a sequence of projections Pi, i = 0, 1, · · · , N , such that
(1) given any 0 ≤ i ≤ N , PiZ(t, ξ, u) is Z-observable in U on the subinterval
t ∈ [ti,0, ti,1[;
(2) Rank
[
PT0 · · · PTN
]




= 0 for t ∈ [ti,0, ti,1[ and (t, ξ(t), u(t)) ∈ U .
Then, z = Z(t, ξ, u) is Z(TN)-observable in U with respect to the hybrid time
trajectory TN and 〈TN〉.
Proof. From the assumptions, within each Ii the unobservable parts of the func-
tion Z are constants; and they are observable in some other time intervals. More
specifically, PiZ(t, ξ(t), u(t)) is uniquely determined in the time interval Ii. Each
variable in the unobservable part, P̄iZ(t, ξ(t), u(t)), is a constant until at some
subinterval [tj0, tj1] where it becomes observable. Because of the continuity, this
unobservable constant in Ii can be recovered by the boundary value of the corre-
sponding variable in the interval Ij . As a result, all components of z are uniquely
determined, i.e. it is Z(TN)-observable.
Remark 12.3.1. In Lemma 12.3.2, the assumption on the continuity of Z(t, ξ, u)
excludes switched systems with state jump if Z = ξ.
Remark 12.3.2. For a synchronous hybrid system, the hybrid time trajectory TN
and 〈TN〉 has their influences on the observability property in the way similar
to an input. Therefore, like the definition of universal input (see [12]), it is
possible to define universal hybrid time trajectories as the those which preserve
the Z(TN)-observability when Z = ξ.
Lemma 12.3.3. Consider (12.9). Let U be an open set in time-state-control
space. Suppose Z(t, ξ(t), u(t)) is continuous under any admissible control input.
Suppose for every two trajectories satisfying (12.10), there exists a hybrid time
trajectory TN and < TN > shared by both trajectories and two projections P and
Q so that along both trajectories
1. Rank[PTQT ] = dim(Z) = nz;
2. PZ(t, x, u) is Z(TN)-observable;
3. at each transient instant ti0 the value of QZ(ti0) is available;
4. Define ϑ := QZ(t, ξ(t), u(t)). For each [ti,0, ti,1], ϑ satisfies a known differ-
ential equation of the form ϑ̇ = g(q, ϑ, t, u, y, ẏ, ...).
Then, Z(t, ξ, u) of the system (12.9) is Z(T )-observable in U .
Proof. It is assumed that PZ(t, ξ(t), u(t)) is Z(TN )-observable. From assumption
(3) and (4), QZ(t, ξ(t), u(t)) is uniquely determined by its initial value at ti.
Because of (1), the variable Z(t, ξ, u) is Z(TN )-observable along the trajectories.
Because this is true for all trajectories, Lemma 12.3.1 implies that Z(t, ξ, u) is
Z(T )-observable.
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Remark 12.3.3. In Lemma 12.3.3, we assume more information than the mea-
surement of y. In the assumption (3), the value at initial time of subintervals
is a piece of information in addition to the value of y. So, the claimed Z(T)-
observability in this lemma slightly abused the definition. Nevertheless, the in-
formation in (3) is available in many switched systems with a flat switching
manifold. This point is exemplified in the next section.
12.4 Examples
12.4.1 Network Systems: Z-Observability
This section is dedicated to a networked system, more specifically to the influence
of the small world effect with respect to the Z-observability. In [21], D.S. Watts
and S.H. Strogatz gave an example of small-world effect for a network with
twenty vertices (see Figure 12.2).
Fig. 12.2. Networkes of Watts and Strogatz
Hereafter, it is considered the same network where each vertex has the fol-
lowing dynamics:
ξ̇i,1 = ξi,2 +
∑20
j =i,j=1 ai,jξj,1
ξ̇i,2 = −ξi,1 +mi
(12.12)
where ξi,1 and ξi,2 are the two state variables of the ith vertex. The dynamic at
each vertex is similar. It is an oscillator coupled with four other ones. Moreover,
only four ai,j = 0.25 all other one are equal to zero. And, mi is the fault. Only
some variables ξi,1 are measurable.
First of all let us consider the following regular network (i.e. ai,i−2 = ai,i−1 =
ai,i+1 = ai,i+2 = 0.25 all other ai,j = 0, where ai,21 = ai,1, ai,22 = ai,2, ai,0 =
ai,19 and ai,−1 = ai,18). Consider the case of no fault in the system. With one
output, such as
y = ξi0,1
for a fixed i0, the system is not observable, and the dimension of the observable
space is only 20; with two successive outputs, such as





the dimension of the observable space is 36; with three successive outputs the
dimension of the observable space is 38; and only for four and more successive
outputs the regular system is observable. However, in the presence of fault mi,
the system is still unobservable using four successive outputs.
On the other hand, if a fault detection problem is considered vertex by vertex,
then the state of a vertex can be observable even if the entire system is not. Define
Z(t, ξ,m) for the ith vertex as follows
Z(t, ξ,m) = (ξi,2,mi)T
The outputs are defined by
ξi−2,1 = y−2, ξi−1,1 = y−1, ξi,1 = y0, ξi+1,1 = y1, ξi+2,1 = y2 (12.13)
the following differential algebraic equations are obtains:
Dy0 = ξi,2 + 0.25(y−2 + y−1 + y1 + y2)
D2y0 = −y0 +mi + 0.25(Dy−2 +Dy−1 +Dy1 +Dy2)
(12.14)
Therefore, Z(t, ξ,m) = (ξi,2,mi)T is Z-observable. However, the entire system
is not observable.
Now consider the same network with the same vertex dynamics, but with
additional small world effect (see Figure 12.2). Assuming no fault, then with
one output the dimension of the observable space is 36; with two successive
outputs the system is observable, i.e. Z = ξ is Z-observable. This seems to be
a beneficial effect on observability of small world network architecture, i.e. less
outputs are required to recover the full state of the system. Nevertheless, from
this architecture and without further assumption onmi, it is impossible to detect
the fault on all vertices with the five successive outputs defined in (12.13). This
shows that the sensors repartition is of first importance for fault detection in
network with small world structure. Moreover the choice of sensor localization
must be done in accordance to the concept of Z-observability if the detection of
mi is requested and the observation of the full state is impossible.
12.4.2 Multi-cell Chopper: Z(TN)-Observability
In a multi-cell chopper system, each cell has a switching frequency that is im-
posed by technological constraints such as transistor’s limitation, power dissi-
pation, etc. Meanwhile, the load voltage has a switching frequency as well. It is
known that a multi-cell chopper has the property that the switching frequency
of the load voltage is, by the theory, the switching frequency of the cells multi-
plied by the number of cells; and the maximum value of dVdt , the rate of voltage
variation, divided by the number of cells is the discontinuous gap of each cell.
In addition, the hybrid time trajectory of the overall system is a combination
of the hybrid time trajectories of all cells, i.e. the partition points of the time
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Fig. 12.3. Multi-Cell Chopper
interval is the union of all switching time points from individual cells. Because
the hybrid time trajectory TN and < TN > is fixed, the system is considered
as being synchronous. Thus, the concept of Z(TN)-observability is appropriate
for studying the observability of multi-cell chopper systems. Nevertheless, this
kind of multi-cell chopper systems (see Figure 12.3) is more difficult to control
and to estimate when comparing to regular chopper systems. This is due to the
extra difficulties to observe and to control each voltage capacitors, in this case
VC1 and VC2. More precisely, the observation problem is to recover the value of
VC1 and VC2 from the measurement of is and Vs. The answer to this problem is
not so obvious because, in any time interval Ii, the voltage of neither capacitors
is observable. In fact, for any system configuration, the accessible information is
always a combination of the voltages of both capacitors. This is a main reason
that leads us to deal with Z(TN)-observability by using lemma 12.3.2. The goal
is to recover the voltage of both capacitors by taking advantage of appropriate
hybrid time trajectories.




as the state variables of the system. The parameters L and Rch are system
uncertainties, which are considered unknown. Let us assume that we can measure
the state of each cell and the power voltage VE . The measured outputs are
y1 = VS = (Cell1VC1 + Cell2(VC2 − VC1) + Cell3(VE − VC2)
y2 = IS
The status of the cells is represented by the parameter Celli. It is 1 if the
upper switch is “on” and the lower switch is “off”; and 0 for the opposite.
Thus the status of the system can be represented by a vector of zeros and ones.
For instance, (0,0,1) implies that cell1 and cell2 are zeros and cell3 equals one.
Consequently, depending on the status of Cells, the multi-cell chopper has 23
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The problem is to exhibit some particular hybrid time trajectory TN and 〈TN〉
such that the system (12.15) is Z(TN)-observable for Z(t, x) =
[
x1, x2
]T . It can
be verified that Z(t, x) =
[
x1, x2
]T is not Z(TN)-observable with any hybrid
time trajectory under discrete status (0,0,0) or (1,1,1). However, if a trajectory
of the system satisfies that the status is (1,0,0) in period I1 and (1,1,0) in period
I2, then Z(t, x) =
[
x1, x2
]T is Z(TN )-observable along such a trajectory. More

















this problem satisfies the assumptions in Lemma 12.3.2. Therefore, Z(t, x) =[
x1, x2
]T is Z(TN)-observable. It is important to note that the dynamics of ẋ3
is totally unknown and this is not an obstacle for the Z(TN)-observability of the
function Z(t, x) = (x1, x2)T . In [3], based on the concept of Z(TN)-observability,
some observer designs for multi-cell chopper systems, where Z is a function of
continuous states as well as the load voltage, were proposed; simulation results
were shown to highlight the usefulness of this approach.
12.4.3 Analogical Switched System: Z(T ) Observability
Let us consider the following system (see Figure 12.4):
ẋ1 =







Where x = (x1, x2)T = (vc1 , vc2)T with q = 1 if x2 > 0 and q = 2 if x2 ≤ 0. The
system (12.16) is not a synchronous system. Moreover it is not Z(TN)-observable
with Z = x for any hybrid time trajectory. This is due to the fact that, in any
time interval τi = [Ti,0, Ti,1], x2 is not observable through the measurement of





So, it is possible to determine the switching instant and consequently the par-
tition points ti in the time trajectory. At these points, x2 equals zero. Assume
12 On the Observability of Nonlinear and Switched Systems 215
Fig. 12.4. Analogical switched circuit









12.3.3, we conclude that the system is Z(T )-observable.
Remark 12.4.1. In this case the information on x2 can be interpreted as a par-
ticular case of observation under sampling; and the behavior knowledge between
the sampling points is uniquely determined by the dynamics model of x2. (see
condition (4) of lemma 12.3.3).
12.5 Conclusions
Through some definitions and examples, it is revealed that partial observability is
a useful concept for complex systems, networked or switched, in which complete
observability is either impossible or unnecessary. The concept of observability
with precision is proved to be a measure of the robustness of observability. It
refines the conventional concept of observability. In fact, it is able to tell whether
a variable is practically observable in the presence of measurement error. The
concept has great potential not only because of its practical perspective, but
also because the concept is numerically verifiable for general nonlinear systems.
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