A square real matrix with positive row sums is a B-matrix if all its off-diagonal elements are bounded above by the corresponding row means. We give error bounds for the linear complementarity problem when the matrix involved is a B-matrix. Perturbation bounds for B-matrix linear complementarity problems are also considered. The sharpness of the bounds is shown.
Introduction
Linear programming problems with structured matrices can present nice properties (see, for instance, [1] ). It is wellknown that this also happens with linear complementarity problems. The linear complementarity problem consists of finding vectors x ∈ R n satisfying Mx + q ≥ 0, x ≥ 0,
where M is an n × n real matrix and q ∈ R n . We denote this problem by LCP(M, q) and its solutions by x * . Many problems can be posed in the form (1.1) (see [2] ).
Let us recall that an n × n real matrix M is a P-matrix if all its principal minors are positive and that M is a P-matrix if and only if the LCP(M, q) has a unique solution x * for any q ∈ R n (see [2] ). Error bounds have been given in [3] [4] [5] [6] [7] . If the P-matrix also satisfies additional properties, then additional consequences can be derived for the corresponding linear complementarity problem. A typical example is provided by the subclass of P-matrices given by the H-matrices with positive diagonals. There are many bounds for the linear complementarity problem when the matrix involved is an H-matrix with positive diagonals: see, for instance, [3, 4, 6] . This work shows bounds when the P-matrix belongs to another subclass of P-matrices: the B-matrices.
A square real matrix A = (a ik ) 1≤i,k≤n with positive row sums is a B-matrix if all its off-diagonal elements are bounded above by the corresponding row means, i.e., for all i = 1, . . . , n, n k=1 a ik > 0, and
B-matrices have been used in [8] [9] [10] . By Corollary 2.6 of [8] , a B-matrix is a P-matrix. However, there exist B-matrices which are not H-matrices. For instance, for any 0 < ε < 1, the matrix A = 1 + ε 
Main results

Given
The following characterization of B-matrices is a consequence of Proposition 2.3 of [8] .
Proposition 2.1. . Let M be a real matrix and let us write
M = B + + C as in (2.
1). Then M is a B-matrix if and only if B
+ is strictly diagonally dominant, by rows with positive diagonal entries.
As recalled above, by Corollary 2.6 of [8] , a B-matrix M is a P-matrix. Then we can apply to M the third inequality of Theorem 2.3 of [3] and obtain 
with B
+ and C given in (2.1), then we can write 
Let us now prove the following formula:
. 
Therefore, (2.4) holds.
Observe that the matrix B + of (2.1) has all its off-diagonal entries nonpositive and so the same property holds for B 
where a i := n j=1b ij c j ≥ 0, i = 1, . . . , n. Hence we can conclude that
By the previous formula, (2.4) and (2.3), the result follows.
The following examples show that the bound given by Theorem 2.2 is sharp.
Example 2.3. . Let us first consider the n × n B-matrix M 1 : This constant was used in [4] to measure the sensitivity of the solution of the P-matrix linear complementarity problem. 
