In this study artificial neural networks (ANNs) have been applied to predict faecal coliform concentration levels at compliance points along bathing water zones situated in the south west of Scotland, UK. Hydrological parameters, such as river discharges, sunshine, rainfall and tidal conditions, were used as the input data for these networks. Data collected at seven locations during the period 1990-2000 were used to train and verify the neural networks. A novel technique called the gamma test was used for data analysis to aid in the construction of ANN models. In general, the river discharges and tidal range were found to be the most important variables affecting the level of bacteria concentration at the compliance points. For compliance points close to the meteorological station, the amount of rainfall was found to be relatively significant in the model results. Relatively good correlation coefficients were obtained for the learning and verifying process for all of the ANNs and these networks confirmed that the samples failed to comply with the standard values specified in the European Union Bathing Water Directive in 57 . 4% of the cases.
INTRODUCTION
The quality of bathing waters in the UK has become one of the main concerns of water engineers and environmental managers in terms of public health. Pathogenic bacteria have always been the principal causes for spreading health-related problems and epidemic diseases in bathing waters. Individual pathogens are generally difficult and expensive to measure and therefore in water quality studies it is usual to measure and/or model the concentration levels of related indicator organisms. 1 Faecal coliforms (FCs) are widely used as a bacterial indicator in assessing bathing water quality for coastal waters. The European Union (EU) has published several standards regarding guideline and mandatory concentration levels of pathogen indicators for bathing water quality. 2 Hydroenvironmental two-or three-dimensional numerical models are frequently used to predict pathogen bacterial concentrations within bathing waters and particularly at compliance points. These models can give relatively accurate predictions of both spatial and temporal concentration distributions of pathogen bacteria. However, they normally require detailed field measurements of several time series of various hydrodynamic and water quality parameters for model calibration and validation, in addition to a set of comprehensive bathymetric data of the study region. These data are usually very expensive to obtain. The application of such numerical models to simulate flow and water quality processes may also be restricted by the boundary conditions around the model domain. 3 In recent years artificial neural networks (ANNs) have increasingly been used as a powerful tool for forecasting multiple dependent variables for a wide range of scientific problems. 4 In this paper ANNs have been applied to predict FC concentration levels at several compliance sites along a bathing water zone located along the south west coast of Scotland, UK. The effects of the individual variables on the FC concentrations at these sites and the reasons for failure of the bacterial concentrations to comply with the EU standards have been investigated.
OVERVIEW OF ARTIFICIAL NEURAL NETWORKS
The fundamental concepts of ANNs may be found in a variety of textbooks. 5 -10 ANNs are a useful tool in forecasting multiple dependent variables for a wide range of scientific and engineering problems, in particular, where non-linear relationships exist between input and output variables. 11, 12 In recent years ANNs have been increasingly used for modelling hydrological, hydrodynamic and water engineering problems, such as wastewater treatment works, river flows, coastal water quality, sediment transport, flood routing, waves and tidal currents, groundwater flow and contamination. There are several different types of neural networks described in the literature, with the feed-forward networks (FFNs) being the simplest and most popular tool. 10 Based on field-measured and/or recorded variables, in the current study an FFN was used to estimate the FC concentrations at several bathing water compliance points. An important step in using an ANN is to determine the interconnection weights, with this process being termed 'learning' or 'training'. In this study a published package, namely Qnet 2000, was used to predict FC concentrations at the compliance points. The FFN with a back propagation algorithm was employed. 22 
FAECAL COLIFORM MODELLING
The FC bacteria group is indicative of organisms from the intestinal tract of humans and other animals. The total coliform (TC) bacteria group is a larger group of bacteria that has been isolated from both polluted and non-polluted soil samples, as well as the faeces of humans and other warm-blooded animals. This indicator has been widely used in the past as a primary measure of health hazard to humans and continues to be used in some areas. In recent years, owing to the difficulties in the testing procedure to distinguish non-faecal bacteria from TCs, the TC test is being gradually replaced by the FC test.
1
The fate of FCs is generally expressed as a first order decay function and is defined as
where C is the bacterial concentration, K B is the bacterial decay rate and t is time. This differential equation of die-off is widely used in hydroenvironmental models as the source term of the advective -diffusion equation for the dynamic modelling of FC concentrations. Research has shown that the fate of FC bacteria can be affected by several environmental factors, such as sunlight intensity, radiance, temperature, salinity, pH and turbidity. 23 Several other factors, such as the amount of rainfall and river flow are also significant in transporting FC from the upstream catchment areas and inland zones to the bathing waters.
Bacterial concentrations are usually expressed as colonyforming units per 100 ml (or cfu/100 ml). The EU guideline and imperative standard values for FC bacteria are 100 cfu/100 ml and 2000 cfu/100 ml respectively. 2 During a bathing season over 20 samples are normally taken for each bathing water site. If two samples (that is, greater than 5%) have FC concentrations greater than the imperative value, then the site is said to have failed to comply with the standard.
STUDY AREA AND SPECIFICATIONS
In the current study the selected bathing water zone comprises about 55 km of the coastline, namely the Firth of Clyde located along the south west coast of Scotland, UK from Girvan in the south to Ardrossan in the north. Comprehensive data were available for seven bathing water compliance points, including Girvan (site 1), Turnberry (site 2), Ayr South (site 3), Prestwick (site 4), Troon South (site 5), Irvine (site 6) and Saltcoats (site 7) (see Fig. 1 ). ANN simulations have been carried out for all of these compliance points, but owing to the limitation of space only four sets of simulation results will be presented and discussed in this paper. These compliance points include sites 1, 3, 5 and 6. season. During a sampling exercise, the average daily flowrates from the rivers discharging into the study area were also available for three days, including the sampling day and the previous two days. Rainfall at two meteorological sites, including Girvan and Auchincruive (see Fig. 1 ), and sunshine hours at Girvan were also collected for three days. The specifications of the rivers situated within the model domain and the other variables are summarised in Table 1 .
In total 227 sets of field data were available for each site (except site 3). About 60-70% of the available data for each site were randomly selected to train the ANN model and the rest were used to validate the model. To ensure a wide range of calibration data, the maximum and minimum measured values for each input variable and for the output, that is the FC levels, were also selected for the training pattern. The number of data used for the training and validating patterns for each site are highlighted in Table 2 .
It should be noted that the measured FC concentrations ranged from less than 10 cfu/100 ml to more than 50 000 cfu/100 ml. Therefore, for output targets (measured bacterial concentrations) the logarithm of the measured values was used instead of the absolute values in order to avoid negative values for the network outputs and to highlight small changes in the bacterial concentrations, particularly when the absolute concentrations were low.
DATA ANALYSIS
A non-linear data analysis technique called the 'gamma test' was used in the current study to aid in the construction of ANN models. 24 The gamma test was developed to analyse input -output observations of the form
where the inputs x [ R m is a vector and y [ R is a scalar.
The underlying relationship between x and y was assumed to be the form
where f is a suitable smooth and unknown function and r is a stochastic variable which represents noise. Even though the underlying function f is unknown, the gamma test can estimate the variance of r, var(r), directly from the data. This estimate, called the gamma statistic, is part of the variance of an output that cannot be accounted for by a smooth data model. As the number of data samples increases, the gamma statistic approaches an asymptotic value, which is the variance of noise on the particular output. More details of the theoretical background to the gamma test can be found in Evans and Jones. 24 The reliability of the gamma statistic is determined by running a series gamma test for increasing data numbers, to establish the size of the data set required to produce a stable asymptote. This is known as an M-test. 25 The M-test is used to show how the gamma statistic estimate varies as more data are used to compute this estimate. If enough data are used the gamma statistic should be asymptotic to the true noise variance on the output.
A series of model experiments were undertaken to compute the gamma statistic for various input combinations. QGN, SUN, GNRF for the sampling day, one day and two days before sampling, THt, HTHt and RT were initially selected as input variables for site 1. In total 12 variables were entered for the first trial. Table 3 gives a summary of the input variables used for training the ANNs. The signs '0', '21' and '22' refer to the day of sampling, and one day and two days before the sampling day respectively. For example, 'QIV-2' was applied for the Irvine river discharge measured two days before the sampling day, and 'QGN-01' refers to the average river flow on the day of sampling and one day before sampling for the Girvan river. Figure 2 shows the gamma statistics obtained from running the M-test for two such experiments for site 1. In experiment (a) 12 individual input variables relevant to the FC levels at site 1 were used. In experiment (b) the average values for three days of flow, rainfall and sunshine hours used in experiment (a) were employed as input variables, see Table 3 . From Fig. 2(a) it can be seen that after 120 points the gamma statistic is fairly stable, which means that an adequate model can be built using more than 120 data points. A gamma value of about 0 . 17-0 . 18 indicates that the data are relatively noisy, as the value shown was normalised. When combined input variables were used, the graph becomes stable after 150 points, see Fig. 2(b) . The value of the gamma estimate also increased to about 0 . 19-0 . 20, which indicates that the data had become noisier from the averaging process. In this way, the gamma test technique can be used to aid the model identification process by choosing a selection of inputs that has the smaller asymptotic value of the gamma statistic.
ARTIFICIAL NEURAL NETWORK CONSTRUCTION
Three main indices were considered for training and verifying the ANNs for each site. These indices included The number of variables and hidden layers used in a network may affect the above indices. Using a higher number of related variables usually gives a better correlation coefficient for the training data sets, but poor correlation for the verifying data sets means that the network generated is localised. These types of ANNs are not desirable, as they are unlikely to give accurate predictions for any new sets of data. A complex network with too
Network predictions tend to be better when the number of hidden nodes is matched to the size of the problem being modelled. Specifying too many hidden nodes can result in poor networks that tend to memorise the training set rather than learn relationships. On the other hand, specifying too few hidden nodes will result in networks that cannot learn adequately from the training data. In the current study the networks for the considered sites were produced with one hidden layer and the number of nodes in this layer for each network was determined according to the number and characteristics of the variables used in the network.
For each site the input variables were selected according to the possible relationships between the coliform bacterial concentrations and those variables. Sunshine hours, rainfall and tide measurements were used in the first trial of all ANNs produced for all sites considered. For an individual site only those rivers that were close to that site were used in the ANNs, since it was thought that the rivers located far from the compliance point would have no significant effect on the coliform bacterial concentrations at that site. For each ANN the considered variables measured on all three days were used and they were subsequently changed to a proper number of variables owing to the three aforementioned indices. For each site several runs were carried out by trial and error, that is the simulation results and measured values were compared to produce the most suitable ANN.
For each simulation a few random values of weights were first inserted and subsequently adjusted automatically by the network through several iterations and according to the pre-regulated error. In order to avoid over-training a function called 'tolerance analysis' provided in Qnet was used to determine when the network has reached the required level of accuracy. The gamma statistics obtained from the gamma test were used as a reference for specifying the value tolerance. Efforts were also made to monitor and compare the training and testing errors to make these of a similar magnitude.
In Qnet three criteria are used to determine the best point to stop training; these are r.m.s. error, correlation and tolerance. As the optimal point for these criteria may not occur at the same time, it is often necessary to run a large number of iterations and then determine the best stopping point by analysing the history plots for these criteria. Considering the fact that the data were relatively noisy, in this study the maximum iteration number was set to 30 000.
RESULTS
A number of runs were carried out at site 1 and the variables were subsequently adjusted, but to give the best results the final selected variables were QGN0, QGN-1, HTHt, RT, SUN0, SUN-1, GNRF0 and GNRF-1. Also, for the best results the optimum number of nodes for the hidden layer was found to be eight, which was the same as the number of input variables. This procedure was applied to the other sites considered (sites 3, 5 and 6). A summary of the final variables used for the ANN models at all sites is given in day '-2', that is two days before the sampling day, had no significant effect on the FC concentrations. This was thought to be owing first to the short distance between the discharge measuring point and the compliance point (sites 1, 3, 5 and 6), and second to the low T 90 value (high decay rate) of FC bacteria in this area.
3 Table 5 gives a summary of the simulation results for both training and validating data sets, including correlation coefficients (R), the r. shows that for the ANN model at site 1 the maximum contributions were related to the rainfall for one day before the sampling day (GURF-1), with more than 17%, high tide (HTHt), and river Girvan (QGN). The correlation between the rainfall intensity and the river discharge is clear. However, it can be seen that owing to the size of the catchment area the effect of the rainfall has lasted only for about one day. Although the percentage contributions of QGN0 and GURF0 were small, application of these variables increased the correlation coefficients for training and verifying of the ANN model.
Correlation coefficient
Number of failed samples As shown in Fig. 6 , the maximum contributions for the ANN model at site 3 were the average discharges from the Doon (QDN) and Ayr (QAY) rivers for one and two days before sampling day. The results at this site have shown that the rivers close to the compliance points play an important role in the fluctuation of the FC concentrations along the coastline. The best correlation coefficients were obtained when the average river discharges were considered for the two days before sampling. The rainfall station at Auchincruive was close to this compliance point and as a result the contribution of this variable was high (see Fig. 6 ). This figure also shows that the tidal conditions were relatively important in affecting the bacterial concentrations.
Site 5 was located between the outlet of the combined rivers of Irvine, Garnock and Lugton, and the outlet of the river Ayr. The input variables for this compliance point and the statistical analysis of the results from the ANN outputs are summarised and appended to Tables 4 and 5 respectively. As can be seen from Table 5 the correlation coefficients of the simulation results for both the training and verifying data sets were again high.
Similarly, Fig. 7 shows that the river discharges were the most significant variables at this compliance point, with the effect of the river Ayr being more significant than the combined river flow of the other three rivers (Irvine, Garnock and Lugton). For these variables (the combined rivers and the river Ayr) the measured values for the day before the sampling day were more effective in predicting the FC concentrations at this compliance point. This is thought to be owing to the greater distance between the outlet of these rivers and the compliance point (site 5).
An interesting point about this site was the low number of failed samples with the standard values. The regional map showed that this compliance point was relatively far from all of the major river outlets to the sea and this could be the main reason for the relatively low number of failed samples. Nevertheless, from Fig. 7 it can still be concluded that the main cause of non-compliance with the standard values of the bacterial concentration was generally the major river inputs.
Input variables QIV01, QLT01, QGK01, QIVLTGK01, THt, RT, HTHt and AURF01 have been shown to be important at site 6 and they were included in the ANN model. The statistical results for this site are summarised and appended in Table 5 . The correlation coefficients related to both the training and verifying results were again relatively high.
The percentage contributions of input variables used in the ANN model at site 6 are shown in Fig. 8 . Discharges from the rivers Garnock and Lugton were found to be very important at this site.
As can be seen from this figure, in a way similar to the other sites, the depth at high tide (THt) and the relative sampling time to the nearest high tide (RT) were relatively significant with regard to the FC concentrations at the Irvine Bay compliance point. Although the combined river flow (QIVLTGK) contribution in the ANN model was less than 10%, when this variable was included then the r.m.s. error was reduced by about 10% and the correlation coefficients were increased for both the training and verifying data sets. Table 5 shows that the number of measured failed samples at the compliance points was generally more than the number predicted. This was thought to be owing to the type of data used to train the ANN model. The existing FC concentrations were mostly concentrated around the lower end values and the numbers at the extreme high FC concentrations were too low. From this table it can also be concluded that the total number of failed samples predicted by the ANN networks was 87 . 5% of the measured failed samples, with 57 . 4% occurring on the same days.
DISCUSSION
In considering the uncertainties in the data used for training the ANN model, primarily owing to the high variability in coliform concentration distribution and measurement errors, a detailed sensitivity analysis was undertaken by using different threshold values to specify the failed samples. When the threshold value of the failed samples was reduced in the models by 25%, that is to 1500 cfu/100 ml, then the ANN model was able to predict about 67% of the failed samples occurring on the same day.
The ANN model simulations at all of the compliance points showed that the influence of the river discharges was generally significant with regard to the FC concentrations and these were thought to be the most important inputs causing non-compliance at these sites. The tidal height, which is an indication of the strength of tidal currents, was also found to be significant in the bacterial concentration levels for this region. The effects of the rainfall were found to be relatively significant at the compliance points, which were close to the meteorological station, but had a low contribution to the sites far from the rainfall measuring station. This was thought to be owing to the high variation in the weather conditions for different parts of the study area.
The predicted FC concentrations at all of the compliance points were compared with the corresponding measured values and the results are shown in Fig. 9 . The correlation coefficients for these results were 0 . 84 and 0 . 71 for the training and validation data sets respectively. The relationship between the measured and model results, expressed in the form of a ¼ measured/model, was also investigated, with the mean values of a being equal to 1 . 012 and 0 . 98 for training and validation tests respectively. These values showed that the model results were generally close to the measured values.
Since the tidal range in this area is moderate and as a result the current speed was generally low, the effects of the wind speed and direction may also be important. However, these data were not available at the time of the current study.
CONCLUSIONS
In this study an ANN model was applied to predict the FC concentrations at the compliance points along a bathing water zone of the south west of Scotland. Input variables used in the neural networks included river discharges, sunshine hours, rainfall and tidal conditions, time of sampling relative to high tide, water elevations at the sampling time and the height of high tide. About 70% of the data sets collected during the period 1990 -2000 were used for network training and the remaining data were used for network verification. The initial selection of input variables was based on the existing understanding of the physical processes that govern transport and kinetic transformation of faecal indicator micro-organisms. A novel technique was then used for data analysis to aid in the construction of ANN models. The relative contribution of these inputs to the FC concentrations at the bathing water sites was analysed. The main conclusions can be summarised as follows.
(a) For all of the ANN model simulations, the river discharges were found to be generally a significant input variable to the bacterial concentration predictions at the compliance points. (b) At the compliance points located some distance from the river outlets, the number of samples failing to comply with the standards value was significantly low. (c) Using ANNs it is possible to analyse the percentage contributions of environmental variables to the FC load at bathing water sites. For all of the ANN simulations the height of the tidal range was found to be relatively significant. (d) Since the existing measured FC concentrations were concentrated around low values, the number of predicted failed samples was generally less than the measured number for all of the sites considered. (e) The total number of failed samples predicted by the ANN model was about 87 . 5% of the measured failed samples, with 57 . 4% occurring on the same day. If the failing criterion was reduced to 75% of its current value, then the ANN model was able to predict about 67% of the failed samples occurring on the same day. 
