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Data were obtained from 186 applicants at a large Midwestern bank to test the hypothesized advantage of employing a
continuous as opposed to a dichotomous criterion when predicting consumer installment credit risk.

A continuous criterion

of cost was derived and regressed on 21 background items obtained
from the application blank (e.g., number of dependents, total
monthly income, present indebtedness, etc.).

The maximum

step of the regression analysis yielded a multiple squared
correlation coefficient of .24.

This data was then subjected

to multiple discriminant analysis employing a median split
criterion which yielded an eta squared correlation coefficient
of .13.

As can be inferred from these results, a greater

degree of predictive accuracy may be attained when predicting
the continuous variable of risk.

Further indicative of the

hypothesized advantage of employing a continuous opposed
to a dichotomized criterion were the results of the bivariate
correlational analyses.

Nine background items correlated

significantly with the continuous criterion while only five
correlated significantly with the dichotomized criterion.

vii

CHAPTER 1
Literature Review
The future of each man is mainly a direct consequence of the past--of his own biological history,
and of those of his ancestors.

It is, therefore, of

high importance when planning for the future to keep
the past under frequent review, all in its just proposition (p. 609).
Just after the turn of the century, the above quote,
posited by Galton (cited in Eunnette, 1976), set the stage
for the introduction of background data as a potential facility
for predicting human behavior.

Shortly thereafter, research

related to this topic began accumulating.

Consequently

nt
by the mid 40's, Guthrie's (cited in Dunnette, 1976) stateme
was well documented (Owens, 1976).
An individual's. . . past affiliations, political and
religious, offer better and more specific predictions
of his future than any of the traits that we usually
think of as personality traits.

When we know how

situamen adjust themselves through learning to their
have
tions, and also know the situations to which they
been exposed, .

. we know the men themselves and

deeper
there is no need to speculate concerning the
these with
reaches of the soul until we can explore
similar knowledge (p. 610).
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By this time it had been verified that background data,
such as age, sex, marital status, etc., could be quantified
and weighted in such a way as to contribute appreciably
to the prediction cf a wide variety of behaviors (Owens,
1976).
The procedure which evolved over the years culminated
in the development of a predictive device known as the weighted
application blank (WAB).

A variety of schemes for weighting

or keying items appearing on the application blank have been
described (Guion, 1965; Owens, 1976).

In one procedure,

response options were scored as binary variables employing
either unit or unit-directional weights.

Unit weights reflected

the magnitude of criterion group differences whereas unitdirectional weights reflected both the magnitude and direction
of criterion group differences.

The second alternative

procedure involved the formation of a continuum of response
options.

Either progressive unit weights or an irregular

series was assigned to each option.
Studies bearing on the advantages of the two methods
are not abundant.

However, Levine and Zachert (1951) using

unit weights, and Smith, Albright, Glennon, and Owens (1961)
using unit-directional weights, reported comparable validities
with those obtained by weights with more variance.

Weiss

(1976) also reports little difference in predictive efficiency
as a result of different procedures used in weighting the
application blank.
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There seem to be various characteristics of the data
which account for the superiority of the various weighting
techniques (Guion, 1965).

The number of items, their homogeneity,

and general form, influenced the decision about which method
of weighting was to be used.

Larger numbers of items should

be grouped into categories where continuums can be represented.
However, unit or unit-directional weighting schemes have
been used for the longer inventories where the magnitude
and directicn of criterion group differences are desired.
When the inventories are short and item inter-correlations
low, the items are quite appropriately assigned differential
weights (England, cited in Blum & Naylor, 1968).
Once a weighting scheme has been adopted several methods
of combining the keyed items may be used (Owens, 1976):
1) A total score may be derived by summing the weighted
or unweighted item scores having in common only their relationship to the criterion.

2) Relatively homogeneous groups

of items may be identified and optimally weighted in accordance
with the degree to which they predict the criterion.

In

a 1953 study, Berkeley (cited in Dunnette, 1976) compared
the empirical method with the combination of scores from
homogeneous clusters.

He found that the empirical method

yielded higher initial criterion correlations than the homogeneous cluster, but, suffered greater shrinkage.

The homo-

geneous clusters were psychologically meaningful while the
empirical keys were not.

Finally, neither method produced
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higher cross-validities.
In the personnel field, primarily where the research
and speculation relevant to the WAB proceeded, an interesting
finding emerged.

It was discovered that one advantage

of the WAB was its ability to predict a variety of criteria.
Therefore, the WAB was scon developed and tested for a diverse
population of occupations within the personnel realm.

For

example, techniques were reported for sales personnel (Asher
& Sciarrino, 1974; Guion, 1965; Mosel & Wade, 1951), Air
Force personnel (Levine & Zachert, 1951), seasonal workers
(Dunnette & Maetzold, 1955), unskilled employees (Kirchner
ent
& Dunnette, 1957; Lee & Booth, 1974; Minor, 1958), managem
personnel (Scollay, 1956), and research scientists (Buel,
& Albright,
Albright, & Glennon, 1966; Morrison, Owens, Glennon,
1962; Smith et al., 1961).

The criteria included such things

eism, productivity,
as turnover, tenure, artistic ability, absente
and creativity.
in studies
Another advantage which consistently appeared
coefficients
employing the WAB, was the higher validity
predictor
obtained using background data over the other
el area (e.g.,
variables typically used within the personn
interviews, tests of personality, etc.)

Several explanations

been forwarded by
for the WAB's predictive accuracy have
Asher (1972):

ntative
1) the application blank is represe

other selection devices
of an individual's life history while
the application blank
may be only a "caricature;" 2) in

5
only relevant items are selected for predicting a specific
criterion behavior, (the validity of any instrument may
be "dampened" because of the inclusion of irrevelant items);
and 3) accurate prediction is a function of point to point
correspondence between predictor and criterion space, the
more points they have in common, the higher the validity
coefficient.

Roy, Brueckel, and Drucker (1954), for example,

obtained higher validity coefficients (r=.26) with the WAB
than with any combination of ten tests of aptitude, attitude,
or physical proficiency in predicting ROTC ratings of officers
and peers.

Even more convincing was Ghiselli's (1966) study

comparing the predictive power of the WAB with several
other predictors in assessing job proficiency.

He computed

validity coefficients for mechanical repairmen on mechanical
principles tests, general clerks on intelligence tests,
bench workers on finger dexterity tests, and machine tenders
on spatial relations tests.

When an arbitrary cutoff for

validity was fixed at .50, the predictive power of the
WAB excelled that of the intelligence test by 2 to 1, mechanical aptitude by 3 to 1, the finger dexterity test by 4 to
1, the personality test by 5 to 1, and the spatial relations
test by 18 to 1.

Furthermore, in a 1953 study, Ghiselli

and Barthol published a review of 113 studies appearing
in the literature since 1919 in which the personality inventory
was used as a predictor of work behavior.

The findings

again substantiated the predictive power of the WAB over
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the more conventional devices.

They found that background

data produced 43% more validity coefficients of .50 or higher,
and 55% more at .30 or higher.
Blum and Naylor (1968) contend that another distinct
advantage of the WAB over the other potential predictive
devices is that response bias is not usually an inherent
factor in the former.

Even if individuals did tend to bias

answers to items about which they felt some concern, such
data could be verified.

It's of little suprise then, that

the WAB has become familiar to most personnel managers as
a valuable tool for predicting the behavior of individuals.
Parallel with the foregoing research in the personnel
area, similar endeavors proceeded in the consumer installment
credit industry.

Here also existed the problem of prediction:

predicting credit risk.

Initially a system developed known

as the "four C's of credit" purporting to guide the credit
manager in evaluating the risk associated with potential
borrowers.

The "C's" referred to character, capacity (to

repay), collateral, and capital.

This system provided the

credit manager with little direction, and it soon became
necessary to translate such simplistic and abstract conceptualizations into more measurable terms and operational procedures.
Noting the documented applicability and utility of the WAB
in the personnel area as well as observing the commonality
of the problem of prediction, investigators began speculating
industry
that its usefulness might be extended into the credit
(McGrath, 1960).
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Shortly after this research and speculation applications
of the WAB in the consumer installment credit industry began
appearing.

These reports included such investigations as

the identification of unprofitable groups of credit customers
in the automobile financing area (McGrath, 1960), distinguishing satisfactory from unsatisfactory charge accounts in
department and retail stores (Hassler, Myers, & Seldin,
1963; Myers, 1963), evaluating mortgage loan risk (Buel,
1968), and predicting small loan credit risk (Moran, Walsh,
Clement, & Bumbeck, 1968).
McGrath (1960) collected records from 100 credit customers
who paid for their automobiles as agreed and records from
100 credit customers who failed to pay as agreed and whose
automobiles were repossessed.
were analyzed:

Two documents in each record

1) the contract which contained 17 potential

allowances
predictor items such as percent down payment, trade-in
number of installments, etc., and 2) the application blank
occupation,
which contained 45 potential predictors such as age,
income, etc.

Of the 62 items 24 significantly discriminated

the good and poor credit customers.

A second selection

l
of customers was chosen to cross-validate the origina
t and
24 items containing separate scores from the contrac
application blank information.

The 24 items demonstrated

poor
considerable validity for discriminating good and
the
credit customers, however, neither the contract nor
combination
application blank information was as valid as a
of both.
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Hassler et al. (1963) selected 600 accounts from the
open and special handling files in a large department store.
Information of the following types was obtained:

number

of monthly payments of less than amount due, number of
missed payments, number of collection notices sent, etc.
A scoring key was developed applying equal weights to items
discriminating beyond the .005 level of significance.
When applied to the hold out cases the scoring key demonstrated
good (

.71,2(001) ability to discriminate between

good accounts and those likely to require special collection
efforts.
Myers (1963) obtained the credit applications from
a large retail store which contained items such as sex,
marital status, total monthly income, number of accounts
in well known stores, etc.

A total of 17 items from the

application blank was examined by chi square analysis to
determine which items discriminated between 1) those accepted
vs. those not accepted, and 2) those who paid vs. those
who did not pay.

Two types of weights were developed for

each predictive item:

1) absolute chi square weights,

and 2) unit weights giving positive chi square weights
a value of "2," neutral weights a value of "1," and negative
weights a value of "0."

When the scoring key was applied

to the holdout group the results revealed that good prediction
of accepted vs. not accepted applicants (r b=.60,E(001)
could be attained while only moderate prediction of paid
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(
.30,2_(.001) could be attained.
122.12_=
It must be remembered, however, that in the case of the
vs. delinquent accounts

latter the discrimination effected is in addition to that
already accomplished by the credit evaluators.

An equal

degree of predictive effectiveness was attained with each
weighting scheme, however, the advantage of working with
unit weights is obvious when considering the potential
range of the chi square weights.
Buel (1968) analyzed matched samples of delinquent
and nondelinquent mortgage loan customers.

The three applica-

uent
tion blank items and four ratios which differentiated delinq
from nondelinquent accounts and their tetrachoric correlation
coefficients follow:

wife employed (.23), number of children

ts/age
(-.28), credit rating (.45), monthly mortgage paymen
income
of husband (-.30), amount of loan/total monthly
and age
(-.24), age of husband/number of dependents (.30),
of husband/number of other accounts (.25).

When each of

ential
the items and ratios was assigned a set of differ
yielded
weights (10 to 0) within each item, the total score
ion.
a biserial correlation of .64 with the criter

Only

50 and 64%
24% of the delinquent group achieved a score of
level.
of the nondelinquent group achieved this
al and financial
Moran et al. (1968) dichotomized 90 person
unsatisfactory
history data sheets into satisfactory and
credit accounts.

quantifiable
These data sheets contained 22

tional status, source
items such as type of housing, occupa
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of loan, auto year, etc.

Nine of the 22 items showed signifi-

cant differences between good and bad risks.

Good risks,

on the average, were older, had higher monthly incomes,
and owned newer cars.

Good risks also owned or were buying

higher priced homes, had telephones, owned furniture with
greater loan value, and had fewer creditors after the loan.
These findings were reported in the absence of a crossvalidation sample, however, and thus remain more tentative
than definitive.
Armed with the simple scoring devices described above,
the credit manager could rapidly evaluate the application
blank to determine the degree of risk which might be involved
with each applicant.

The fruitfulness of devices of this

nature was reported by the consumer installment credit industry
as the percentage of losses eliminated.

McGrath (1960),

for example, discovered that approximately 20% of the repossessions in the automobile financing area could be eliminated
with a loss of only 1% of the paid contracts.

Myers and

Cordner (1957) found that approximately 49% of the losses
In a Los Angeles chain dealing with personal loans could
be eliminated while sacrificing only 7% of good business.
Zaegel (1963) was able to reduce "bad debt charge off" 25%
with only a 3% loss in total volume.

Many additional studies

experienced at least some improvement in terms of identifying
the poor risk over the purely subjective approach of granting
credit.
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Although the WAB was proven to be an efficient tool
for eliminating losses in the credit industry, its use
has been limited.
for this:

Myers (1962) suggests several reasons

1) the reluctance of credit managers to abandon

their subjective judgemental approaches for the newer and
relatively untested quantative methods; 2) the inability
of statisticians to develop "foolproof" systems which reliably
identify the poor risk; 3) the administrative and training
problems involved with initiating and implementing a program
of this nature; and 4) the failure of consultants to actively
sell the idea to credit management.

Myers (1962) continues:

When these problems are met and overcome. . .it can
be safely predicted that systems of this type will
become a valuable operating tool for retail and finance
management within the decade, (p. 7).
In tracing the history of the use of WAB techniques
In assessing credit risk it appears that many of the problems
that Myers alluded to in 1962 have yet to be ameliorated.
One major problem lies in the fact that all of the studies
reported thusfar concentrated upon the identification of
potential predictor variables giving little or no consideration
to the criterion.

For example, one group of investigators

focused their attention on the predictive utility of the
borrower's non-financial characteristics such as marital
status, number of dependents, age, and so on (Moran et al.
1968; Roy & Sanderson, 1972).

Another group concentrated
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on the predictive potential of the borrower's financial
characteristics such as number of months payments made
in amount more than due, number of months no payment made,
number of months payment made in amount due, etc. (Hasler
et al., 1963).

Elsewhere, a third group of researchers

directed their attention to the various techniques of weighting
and combining these predictors (McGrath, 1960; Myers, 1963;
Myers & Cordner, 1957; Smith, 1964).
With such adherence to the task of identifying and
developing valid predictors, little consideration was given
to the criterion of credit risk.

All of the studies accepted

and utilized the simplistic dichotomization of loan applications
into good and bad accounts according to their repayment
behavior.

This is the typical criterion supplied by the

loan institution.

McGrath's (1960) criterion was whether

the borrower paid his automobile loan or whether the automobile
had to be repossessed.

Buel (1968) defined his criterion

in terms of delinquency.

If the borrower failed in repayment

one month or more the account was considered delinquent.
t
Myers (1963) used the criterion of whether the credit applican
n
was accepted or rejected and of those accepted the criterio
accounts.
again represented a dichotomy of paid versus not-paid
would
Bassler et al. (1963) chose to predict which accounts
collection
be "good" and which accounts would require special
efforts.

developed
Smith (1964) and Moran et al. (1968) each

accounts.
predictors to discriminate between good and bad
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All of the studies reported thusfar have represented
the very complex construct of risk with ratter simplistic
notions.

Careful consideration reveals that credit risk,

rather than being a dichotomous construct, actually represents
a continuum.

In a 1975 study, Muchinsky stated the following:

"Obviously some bad accounts are worse than others and some
good accounts are better than others" (p. 88).

It is obvious

that the criterion of risk loses much of its meaning when
cut somewhere along the continuum separating two groups
of good and bad accounts.

Nagle (1953) very succinctly

places the problem in proper context:

"It must be pointed

out. . . the goal of this process is prediction, the predictors
themselves can never be anything but subsidiary to the criterion,
for it is from the criterion that the predictors derive
their significance" (p. 273).

It is essential, then, that

careful consideration of the criterion must occur prior
to attending to the task of identifying predictors.
Muchinsky (1975) discovered, after several discussions
with finance company credit managers, that the criterion
upon which typical credit decisions occurred was based on
three dimensions of the repayment process:

1) missed payments

which were the agreed upon number of monthly payments minus
the actual number of months in which payments were made;
2) paperwork which was defined as the summation of the
total days a monthly payment postdates the date due until
the loan was paid out and 3) delinquency which is defined
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as the number of days a monthly payment postdates the date
due.

Multiple regression analysis was employed to determine

which of the three dimensions of the repayment process
accounted for the greatest increment in the total variance
for the "solicit" and "do-not-solicit" credit classifications.
The "solicit" accounts were those in which the borrower
was judged to be a good credit risk and would be granted
another loan.

The "do-not-solicit" accounts were those

in which the borrower was judged to be a bad credit risk
and another loan would not be granted.

Three finance companies

were studied and the regression analysis yielded multiple
square correlations of .70, .63, and .75 all highly significant
(X.0001) indicating that the three dimensions indeed differentiated between the two types of accounts.

Dimension I (missed

payments) accounted for the greatest increment in the multiple
correlation coefficient for the three companies (2_<.0001),
followed by dimension 3 (delinquency) also highly significant
(0001), and dimension 2 (paperwork) failed to exceed
.
(2
the conventional level of statistical significance.

These

findings established in Muchinsky's (1975) work have conceptually
refined a ccnstruct that was treated rather simplistically
In the past.

Accounts in the finance company, which were

ultimately classified in a "do-not-solicit" category experienced
a significantly greater number of missed payments and greater
delinquency than those accounts which eventuated in a "solicit"
category indicating that consumer installment credit risk

was a function of these two dimensions of the repayment

CHAPTER II
Problem
Over the years numerous studies have been published
empirically substantiating the usefulness of background
data for predicting a variety of industrial criteria in
the personnel area (e.g., Asher & Sciarrino, 1974; Dunnette
& Maetzold, 1955; Lee & Booth, 1974; Scollay, 1956,).

The

use of the weighted application blank technique was eventually
extended into the consumer installment credit industry where
prediction of credit risk was a prime concern (e.g. Buel,
1968; Hassler, Myers, & Seldin, 1963; McGrath, 1960; Myers,
1963).

However, as Muchinsky (1975) pointed out, the credit

industry dichotomized the inherently continuous variable
leaving one to suspect that much of the available information
was not utilized.

Cronbach (1975) alluded to the problems

that may arise when this occurs.

The effects of dichotomizing

a continuous variable lead to a loss of information as well
as a loss of experimental sensitivity (Cronbach, 1975).
From a pragmatic standpoint, it was hypothesized that a
greater degree of accuracy may be attained in the prediction
of credit risk involved employing the continuous criterion
Identified by Muchinsky (1975).

The purpose of the present

investigation was to validate empirically a procedure for
weighting an application blank against a continuous variable.
The present study was designed to offer some empirical
of risk
support for predicting the continuous criterion
in the consumer installment credit industry.
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CHAPTER III
Method
Sample.

The investigator was granted permission to

examine the installment loan information collected by a
large Midwestern bank.

Information on 186 applicants was

randomly selected from the bank files.

This information

included background data, financial and non-financial,
and a record of repayment behavior for each applicant.
Ninty-three of the 186 applications represented paid out
accounts (i.e., the financial transactions with the bank
were completed), and 93 were active accounts (i.e., the
borrower was currently engaged in the process of repaying
the loan).
Procedure.

Some of the accounts obtained from the

bank had a history of regular payments, however, many others
were inconsistent in paying and therefore were classified
as delinquent.

Delinquency, in this particular bank, was

represented as a trichotomouL variable.

The monthly payment

was recorded being 10-20, 20-30, or 30+ days delinquent.
A cumulative total of the number of times payments fell
d
delinquently into one or more of these categories was recorde
credit
daily as a vital statistic representing a borrower's
risk.
ny
To eliminate any preconceived notions which may accompa
clarification
the use of the concept of delinquency some
is in order.

In the present study cost and delinquency
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will be used synonymously.

Each month that a payment is

not received on or before the date due, a cost associated
with collection actions is incurred.

This cost is directly
the more delinquent

proportional to the degree of delinquency:

the account the greater the costs incurred by the organization
in the form of secretarial time, postage, phone calls,
supplies, etc.

It must be pointed out, however, that the

current variable of cost is not related to the "paperwork"
variable which was previously found not a valid dimension
In Muchinsky's

of the repayment process (Muchinsky, 1975).

processing
(1975) study "paperwork" was a cost manifest in the
of extra monthly payments, whereas in the present study
s.
"paperwork" is a cost expended through collection effort
continuous
Since the present study argues for the use of a
logidependent variable, as did Muchinsky's (1975), and
in costs
cally this variable should reflect the increase
becomes more delinquent,
incurred by the organization as the loan
the following coding scheme was employed.

The 10-20 day

30+ day categories
category was weighted "1," and the 20-30, and
reflecting the
weighted "2," and "3" respectively thus
ses.
Increase in costs as the time factor increa

The number

then multiplied by
of delinquencies in each category was
across all categories.
its corresponding weight and then summed
date due 10-20
For example, payments that postdated the
days five times would
days twice, 20-30 days twice, and 30+
of 25.
be adjusted to the continuous figure

This loan
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would obviously have been more costly to the organization
than a loan 10-20 days late eleven times, 20-30 days late
once, and 30+ days twice (11 + 2 + 6 = 19) for as the delinquency
index increases, the tank's cost for collection actions
increase, the profit decreases.
One shortcoming should be noted.

Because of the particu-

lar classification scheme adopted by the bank, the investigator was unable to determine the degree of delinquency
and thus reflect the cost incurred from payments that were
over 30 days late.

For example, there was ro way to distinguish

a loan with payments 160 days late from a loan with payments
31 days late as both were represented in the 31+ day category.
Overlooking this shortcoming, the procedure adopted was
deemed a reasonable way to represent the criterion variable
continuously thereby more clearly reflecting its basic
meaningfulness in terms of cost to the tank of issuing
the loan.
A duration index for each loan was derived by subtracting the contract date from the maturity date for the paid
out accounts, and the contract date from the date of data
collection for the active accounts.

Since not all loan

periods were of equal duration and the influence of duration
on delinquency was apparent, these effects needed to be
removed.

According to Kerlinger and Pedhazur (1973) one

appropriate method for controlling the influence of one
variable or another is to calculate residuals.

A simple
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regression of delinquency on duration would provide the necessary
input for computation.

When the predicted scores from the

above regression analysis are subtracted from the actual
delinquency scores, the residuals reflect sources of delinquency
variance other than duration.
From the documents containing each applicant's background
data 21 items were scorable.

A brief description of each

variable follows:
1.

Age of applicant:

recorded in years.

2.

Length of residence:

3.

Number of dependents:

recorded in months.
recorded for each applicant

with spouse and applicant excluded.

4.

Occupational status:

an applicant working for someone

else was coded "1," and self-employed applicants "O."
Length of time at present employment:

recorded in

months for each applicant.

6.

Net monthly income:

monthly income from all sources

was rounded to the nearest dollar and recorded for
each applicant.

7.

Applicant and spouse employment:

if both man and wife

work "1" was coded, otherwise "O."

8.

Present indebtedness:

total monthly balance on all

installment obligations excluding the present loan
was recorded to the nearest dollar.

9

Telephone:

having a residential telephone was

coded "1," and no telephone coded "O."
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10.

Amount of loan:

this variable was recorded to the

nearest dollar.
11.

Monthly payment:

this was recorded as the "regular

payment" per month as it appeared on the document
provided by the bank.
12.

Number of months to pay:

this variable was recorded

for each applicant.
13.

Security:

applicants placing an automobile as col-

lateral were coded "1," truck "2," boat, merchandise,
etc. coded "3," and only a signature appearing as
security coded "0."
14.

Auto make:

the make of the individual's automobile

was recorded for each applicant based on a scale which
rated no car "0," economy car as "1," low priced car
"2," medium as "3," and luxury car as
15.

Auto year:

year of manufacture of automobile was

recorded for each applicant possessing a car.
Because of the nature of several items, the original coding
scheme could not be used.

It was necessary to orthogonally

code membership in groups for several items.

The following non-

continuous items and the groups within each were subjected to
this orthogonal coding procedure.
Place of residence:
1 6.

Living on a rural route was coded "1," otherwise "0"
was coded.
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Marital status:
17.

Married applicants were coded "1," while applicants
that were not married coded "0."

Type of bank account:
18.

Having a checking account was coded "1," while no
checking account was coded "0."

19.

Having only a savings account was coded "1," while no
savings account was coded "0."

Housing:
20.

Owning or buying a home was coded "1," while not
owning or buying coded

21.

"0."

Renting applicant was coded "1," not renting was
coded "0."

Some characteristics of the data merit discussion here.
These data were recorded as reported by the applicant.

No

attempt was made to verify any of the responses and it therefore represents fallible data.

Although one may question the

veracity of such information the reader should remain cognizant of the fact that regardless, these data were used in
making the decision as to whether or not to extend credit.
Analysis.

At the first stage of analysis, the predictor

data from the total sample were subjected to factor analysis
using the statistical package S.P.S.S. subprogram FACTOR
with the PA 2 factoring option (Kim, 1975).

This technique

was deemed appropriate because of the heuristic advantage
of "reducing the larger set of variables to a smaller set
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which accounts for a major portion of the observed covariance
among the original variables" (Weiss, 1976, P. 353), and
because of its demonstrated applicability in a similar situation
(Myers, 1964).

A principal components factor analysis using

varimax rotation was employed.

The basis for terminating

the factor extraction was obtained via a skree test (Harman,
1976).

Once the factors were defined, complete factor scores

were computed for subsequent use as predictors in the regression
analysis.

This reduction in the number of predictors prior

to the regression analysis was desirable to reduce the possibility of a spuriously high multiple correlation coefficient
that may occur when the ratio of the number of predictors
to the number of cases is high (Weiss, 1976).

Also the

interpretability of the obtained results would be facilitated
with a reduced number of predictors.
The predictive power of the factor scores was assessed
at the second stage of analysis.

A stepwise multiple regression

procedure was employed regressing the residualized criterion
scores on the factor scores for the two randomly selected
subsamples, and then again for the total sample.

Each regression

equation was defined by selecting those variables which significantly increased the multiple correlation coefficient
as indicated by a partial F test.

To provide some indication

as to the potential shrinkage which one may experience when
applying the data to a new sample, a double cross-validation
procedure was carried out.

The regression equation obtained
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with subsample A was applied to the data from subsample
B, and vice versa.
At the final level of analysis, the criterion was split
at the median coding good risks (i.e., those cases equal
to or greater than the median score) "1," and poor risks
(i.e., those cases less than the median score) "2."

Multiple

discriminant analysis was then employed to assess the ability
of the predictors to discriminate between the good and poor
risk.

This provided the data necessary to evaluate the

hypothesized advantage of using a continuous rather than
a dichotomized criterion of credit risk.
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CHAPTER IV
Results
Results of the simple regression analysis revealed
that the amount of variance in the delinquency of a loan
attributable to the duration of that loan was indeed significant
(r2 = .29F (1,184) = 73.55, 2401).

With the data from

the regression equation, residuals were computed reflecting
cost with the effects of loan duration received.

The residualized

delinquency criterion, used in subsequent analyses, was
thus calculated via the following equation:
Residualx = Delinquencyx - (-2.95 + .96 (Durationx))
A principal components factor analysis of the predictor
variables yielded the rotated loadings appearing in Table
1.

In addition, Table 1 gives the percent of variance accounted

for by each factor.

As can be inferred from Table 1, 52%

of the total variance in the 19 variables is explained by
the factors.
Factor A reflects the characteristics of the loan transaction as agreed upon by the borrower.

It came as no surprise

that increases in the amount of the loan were accompanied
by proportionally equivalent increases in the amount of monthly
payments and number of months to repay.
Factor B reflects a general domestic factor.

The married

applicant is likely to have a family with both the man and
wife employed.

Also the applicant will generally have a

checking and a savings account.

TABLE 1

A

.80
.33,
.14
1.601
-.01
-.17
-.08
.10
.06
.16
.12
.03
.09
.25
-.01
-.15
.17
-.09
.16

.048

.40
-.05
.15
.07
.57
.08
.49
.08
.18
-.04
-.05
.09
.09
-.18
.001
-.08
.18
-.01
.12

ROTATED FACTOR LOADINGS

Item

-.92'
.05

.072

.22
.02

1-.851

.33
-.03
.008
.07
.14
.33
-.02
.12
-.001

.19
-.02
-.45
.05
.27

.01
-.008
-.13
-.001
-.03
.03

.086

.09
.04
-.07
.12
.24
-.01
.02

.83

.086

.05
.02
-.01
.02
.14
.03
.06
.10
.19
.02
8
1.745
.13
.39
.06
.22
-.06
-.05
.04
-.01
.i5

.117

.08
.04
.05
.08
.14
.07
.05
.03
.009
.03
.15
.08
-.002
.15
-.02
-.03

AGE
LENGTH OF RESIDENCE
NUMBER DEPENDENTS
LENGTH OF EMPLOYMENT
TOTAL MONTHLY INCOME
BOTH EMPLOYED?
PRESENT INDEBTEDNESS
AMOUNT OF LOAN
MONTHLY PAYMENTS
NUMBER OF MONTHS TO PAY
SECURITY
AUTO YEAR
AUTO NAME
RURAL RESIDENCE?
CHECKING ACCOUNT?
SAVINGS ACCOUNT?
OWN HOME?
RENT?
MARRIED?

.120

% of variance

h2

.85
.12
.25
.39
.50
.23
.36
.95
.52
.58
.09
.93
.90
.18
.004
.77
.80
.86
.75
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Factor C reflects general characteristics of the applicant's mode of transportation.

Individual's who own the

newer model automobile also have the more expensively priced.
Factor D, obviously a residential factor, indicates
whether the applicant owns or rents.
Factor E reflects a general pattern of tenure and stability.
Age seems to be associated with the amount of time at both
the present address and present jot.

Although not a particularly

high loading, living in a rural area also shows some association
with these variables.
Factor F reflects a financial factor.

The larger the

total monthly income the greater the amount of installment
obligations.
Prior to the regression analysis complete factor scores
were computed based on the following formula (Kin, 1975):
fi = fsc

z + fsc x +...fsc z
ni n
21 2
ji 1

where
fsc = factor score for variable j and factor I.
ii
z = standardized value of the case based on variable J.
4
0

ncy variable
The means and standard deviations of the delinque
and factor scores appear in Table 2.
on
The stepwise regression of residualized loan cost
the factor scores failed to produce significant results.
equation
Factor scores E and F were entered into the regression
computation, however,
before the tolerance level aborted further
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TABLE 2
MEANS AND STANDARD DEVIATIONS

SD

Item

0.00

12.67

Factor score A

213.67

897.84

Factor score B

90.71

381.41

Factor score C

85.08

357.84

Factor score D

28.32

119.52

Factor score E

-21.65

94.01

Factor score F

14.05

57.61

Delinquency (Resid.)

the regression equation was not significant: (R2=.01,F=1.45,
df=2/183,E .05).
Several post hoc analyses were carried out to further
investigate the data.

From the total sample, two randomly

drawn subsamples, without replacement, were obtained and
subjected to regression analysis, regressing the residualized
cost criterion on the raw score predictor variables.

Means

and standard deviations of the variables for the total and
each subsample appear in Table 3.

Because of the inclusion

of the statistical package option causing pairwise deletion
of missing data values (Kim & Kahout, 1975), the number of
cases represents those in which no missing data occurred.
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The results of the regression analysis for subsample
A appears in Table 4.

Based on the partial F tests the

variables rent vs. does not rent and present indebtedness
each accounted for a significant amount of variance in the
criterion (R2=.13,F=5.14,df=2/66,205) (R2=.13,F(2,66)=5.14,a‹.05).
The results obtained with sutsample B appears in Table

5.

Again, the partial F tests revealed that two variables

total monthly income and length of employment, accounted
for a significant portion of variance (132=.27,F=11.66,
cif=2.62,2(.01) (R2=.27,F(2,62)=11.66,2(01).

0
CY-1

Item

2.51
31.69
33.45
1.38
0.86
50.31
913.28
0.91
201.45
0.91
2150.33
86.50
27.07
1.16
1970.
2.53
0.20
0.67
0.18
0.42
0.44
0.68

TABLE 3

11.75
8.94
38.86
1.52
0.35
83.89
424.92
0.48
154.12
0.28
1351.64
38.09
9.92
0.77
12.40
0.86
0.41
0.47
0.39
0.49
0.50
0.46

SD

Subsample A (n=69)

-1.75
30.52
53.54
1.12
0.98
37.74
887.60
0.37
197.95
0.80
2123.01
82.41
27.52
1.17
1970.
2.42
0.17
0.52
0.18
0.44
0.44
0.75

13.13
10.49
74.57
1.19
0.12
55.03
410.62
0.48
127.80
0.40
1448.54
40.38
12.22
0.82
12.82
0.91
0.38
0.50
0.39
0.50
0.50
0.43

SD

Subsample B (n=65)

0.44
31.12
43.19
1.25
0.91
44.21
900.83
0.36
199.75
0.85
2137.08
84.52
27.29
1.16
1970.
2.47
0.18
0.59
0.18
0.43
0.45
0.71

12.57
9.70
59.58
1.36
0.27
71.38
416.67
0.48
141.45
0.35
1394.26
39.12
11.06
0.79
12.56
0.89
0.39
0.49
0.39
0.49
0.49
0.45

SD

Total Sample (n=134)

MEANS AND STANDARD DEVIATIONS FOR THE TOTAL AND EACH SUBSAMPLE

DELINQUENCY (RESID)
AGE
LENGTH RESIDENCE
NUMBER OF DEPENDENTS
OCCUPATION
LENGTH EMPLOYMENT
TOTAL MONTHLY INCOME
BOTH EMPLOYED?
PRESENT INDEBTEDNESS
TELEPHONE?
AMOUNT OF LOAN
MONTHLY PAYMENTS
NUMBER OF MONTHS TO PAY
SECURITY
AUTO YEAR
AUTO MAKE
RURAL RESIDENCE?
CHECKING ACCOUNT?
SAVINGS ACCOUNT?
OWN HOME?
RENT?
MARRIED?

Item

TABLE 4

.26
.37
.43
.45
.46
.48
.49
.50
.51
.52
.53
.53
.54
.54
.54
.54
.54
.54

Multiple R

.26*
-.26*
.08
-.14
-.18
-.05
.03
-.19
-.12
.02
-.04
.07
-.19
-.03
-.10
-.21
-.09
.01

Simple R

.07
.14
.14
.20
.21
.23
.24
.25
.26
.27
.28
.28
.29
.29
.29
.29
.29
.29

Multiple R2

RESULTS OF THE REGRESSION ANALYSIS FOR SUBSAMPLE A (n=69)

RENT
PRESENT INDEBTEDNESS
NUMBER OF DEPENDENTS
AUTO MAKE
MONTHLY PAYMENTS
NUMBER OF MONTHS TO PAY
AGE
AMOUNT OF LOAN
BOTH EMPLOYED?
RURAL RESIDENCE?
LENGTH OF EMPLOYMENT
CHECKING ACCOUNT?
YEAR OF AUTO
SAVINGS ACCOUNT?
SECURITY
TOTAL MONTHLY INCOME
TELEPHONE?
LENGTH OF RESIDENCE

C\1
Cr)

Item

TABLE 5

.40
.52
.56
.58
.61
.63
.64
.66
.66
.67
.67
.68
.68
.68
.68
.68
.68
.69
.69

Multiple R

-.40**
-.40**
.10
-.37**
.04
-.23
-.007
.08
.08
.19
-.10
.26*
-.11
-.34**
-.05
.22
-.18
-.19
.34**

Simple R

.16
.27
.31
.34
.37
.40
.41
.44
.44
.45
.45
.46
.46
.46
.46
.46
.46
.48
.48

Multiple R2

RESULTS OF THE REGRESSION ANALYSIS FOR SUBSAMPLE B (n=65)

LENGTH OF EMPLOYMENT
TOTAL MONTHLY INCOME
PRESENT INDEBTEDNESS
OWN HOME?
AUTO YEAR
AUTO MAKE
TELEPHONE?
SECURITY
NUMBER OF DEPENDENTS
SAVINGS ACCOUNT?
BOTH EMPLOYED
OCCUPATION
NUMBER OF MONTHS TO PAY
AGE
RURAL RESIDENCE?
CHECKING ACCOUNT?
MONTHLY PAYMENTS
AMOUNT OF LOAN
RENT?

*
** E(.01
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Table 6 presents the results obtained when the regression
equations were double cross-validated.

The two variable

solutions obtained from subsample A was applied to the data
in subsample B, and vice versa.

It may be noted from these

results that the equations were indeed stable when applied
to a new sample.
TABLE 6
DOUBLE CROSS-VALIDATION OF SUBSAMPLES A AND BI

Multiple Correlations
B (n=65)
A (n=69)

.36**

.52**

Multiple Correlations
B to A (n=93) A to B (n=93)

.21*

* E(.025
**
At the final stage of analysis, the multiple discriminant function failed in significantly differentiating between
the dichotomized criterion groups (eta2=.13,X2(22)24.64,E(.05).
This eta squared correlation coefficient is directly comparable
to the multiple squared correlation coefficient (R2=.24,F(19,114).
1.98,E.‹.05) obtained at the final step of the regression
analysis employing the total sample (see Table 7).

Because

the twc samples were not independent a test of significance
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could not be computed.

It may be noted, however, that when

utilizing the continuous criterion of delinquency roughly
twice the amount of variance is accounted for over that
when a dichotomized criterion is employed.
as can be seen from the data in Table

Furthermore,

8, when utilizing

the continuous criterion of cost twice as many variable
correlate significantly than when a dichotomized criterion
Is employed.

TABLE 7

.32
.37
.41
.42
.43
.44
.45
.46
.47
.47
.48
.48
.49
.49
.49
.49
.49
.49
.49

Multiple R

-.32**
-.29**
.09
-.17
-.004
-.11
-.01
-.19*
.30**
-.16
-.009
-.09
-.06
-.12
-.01
-.17
.17
-.08
-.11

Simple R

.10
.14
.17
.18
.19
.20
.21
.22
.22
.23
.23
.24
.24
.24
.24
.24
.24
.24
.24

Multiple R2

RESULTS OF THE REGRESSION ANALYSIS FOR THE TOTAL SAMPLE (n=134)

Item

OWN HOME?
TOTAL MONTHLY INCOME
NUMBER OF DEPENDENTS
AUTO MAKE
SECURITY
LENGTH OF RESIDENCE
TELEPHONE?
AMOUNT OF LOAN
RENT?
LENGTH OF EMPLOYMENT
OCCUPATION
NUMBER OF MONTHS TO PAY
AUTO YEAR
MARRIED
RURAL RESIDENCE?
MONTHLY PAYMENTS
CHECKING ACCOUNT
PRESENT INDEBTEDNESS
BOTH EMPLOYED?

*
** E(.01

TABLE 8

.30
-.13*
.09

-.11
-.08
-.01
-.19**
-.18*
-.09
-.004
-.07
.18**
-.01
.18*

.09
-.13*
-.11
-.01
-.17**

Continuous Criterion

.16*
.16*
-.02
.06
.20
-.03
-.06
.12
-.09
.09
-.09

-.03
-.09
-.009
.00
.07
.30**
.06
.08
.13*

Dichotomous Criterion

CORRELATIONS OF PREDICTORS WITHOUT CONTINUOUS AND DICHOTOMOUS CRITERIA

Item

NUMBER OF DEPENDENTS
AGE
LENGTH OF RESIDENCE
OCCUPATION
LENGTH OF EMPLOYMENT
TOTAL MONTHLY INCOME
BOTH EMPLOYED?
PRESENT INDEBTEDNESS
TELEPHONE?
AMOUNT OF LOAN
MONTHLY PAYMENTS
NUMBER OF MONTHS TO PAY
SECURITY
AUTO YEAR
AUTO MAKE
RURAL RESIDENCE?
CHECKING ACCOUNT?
OWN HOME?
RENT HOME?
MARRIED
SAVINGS ACCOUNT?

*
** E(.01
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CHAPTER IV
Discussion
Several observations can be made about these data.
Beginning with the factor analysis it is interesting to note
the resemblance of the present findings to a recent relevant
study (Myers, 1964).

In both studies, six factors emerged

from the principal components solution.

Myers (1964) observed

two factors which were concerned with the loan transaction
and four which reflected the salient characteristics of
the

applicant.

In the present study, one factor which

emerges is concerned with the characteristics of the loan
while the remaining five reflect various personal characteristics
of the applicant.

Myers (1964), however, terminated his

analysis at this point.
When the principal factor solutions are rotated it is
encouraging to note that reasonably good simple structure
is achieved.

Additionally, the resultant factors did a reason-

ably good job of explaining the variance in the predictors.
However, further investigation of the data, via regression
analysis, revealed that the factors had no apparent predictive
utility.

Several possible explanations are apparent and

should be discussed.

First, the factor analytic techniques

typically are applied to psychological-attitudinal variables
for which there exists the possibility of detecting certain
underlying constructs.

In the present study, however, the

more heterogeneous financial-biographical variables were
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employed for which underlying psychological constructs are
not readily apparent.

Second, when examining the distributions

of the variables in the regression analysis, it is noted
that the residualized criterion of cost approached normality,
while those of the factor scores were generally substantially
platykurtic.

The failure of the factor score distributions

to approximate this normal distribution operates to attenuate
their potential correlation with delinquency.

Finally,

although the obtained factor structure accounted for over
50% of the variance in the original set of variables, some
of their descriptive and predictive properties were inevitably
lost when the reduced set was derived.
The accuracy with which the raw score background variables
were able to predict the continuous versus the dichotomous
criterion of cost was reviewed earlier.

The conclusions

drawn at that point stated that roughly twice the amount
of variance could be explained when cost was represented
continuously rather than as a dichotomous criterion.

Further

Indicative of the hypothesized advantage of employing the
continuous criterion of delinquency when predicting credit
risk were the bivariate correlations.

Five application variables

correlated significantly with the dichotomous while nine
correlated significantly with the continuous criterion of
delinquency.
Although the preceding discussion has been based on
the evaluation of the predictive utility attained when employing
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a continuous as opposed to a dichotomous criterion of delinquency, it is interesting to compare these findings with
previous studies.

Owens (1976), for example, reviewed 72

studies where biographical variables were used as predictors
and found that the average validity coefficient attained
in predicting credit risk (r=.62) was higher than that attained
when predicting sales success (r=.35), performance in clerical
jobs (r=.48).

Clearly, some clarification as tc why the

present study failed to attain a validity coefficient of
equal magnitude might be helpful.
First, the sample employed in the present study was
preselected in the sense that the bank management had already
screened the applicants prior to lending them money.

More-

over, a process of self selection would tend to discourage
the less qualified individual from even applying at a bank.
The combined effects of these factors would be manifest in
the bank data as greater restriction of range of the application
variables than would be observed in the more heterogeneous
data from a personal finance company.

It Is likely, therefore,

that these considerations served to attenuate the obtained
results.
Second, due to the particular procedures by which the
bank recorded delinquency, much potential information was
eliminated.

For example, loan payments 135 days late were

included within the same classification category as those
payments 35 days late.

The effects of categorizing this
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inherently continuous data results in similar treatment of
obviously different behaviors.

Tc the extent that the full

range of these behaviors are not represented, inappropriate
assumptions are made from group specific generalizations.
This lack of specificity in classifying repayment behavior
undoubtedly affected the present findings.
Third, distortion of predictor information and/or miscoding of repayment data at the bank was not investigated
and remains as a potential limiting factor.
Finally, the procedure used in constructing the criterion
variable was certainly not the only way.

The method adopted

was tailored to fit congruently with the particular data
obtained at the bank.

Had the delinquency data been expressed

as the actual number cf days late, cost could be represented
simply as the sum of the days the monthly payments postdate the date due.

The number of collection actions undertaken

until the loan matures would also provide a reasonable estimate of the cost incurred with delinquent accounts.

Addition-

ally, if the actual dollar cost expended in collection efforts
was available its use as a criterion would be entirely appropriate.

Further investigation is necessary to determine the

ideal coding strategy for a particular situation.
As discussed previously, the conclusions drawn from
the regression analysis were that equations composed of
the variables rent vs. does not rent, and present indebtedness
for subsample A, and total monthly income and length of
employment for subsample B were successfully cross-validated.
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These results indicate the validity of these variables for
prediction in the population.

These results also were quite

consistent with findings from earlier studies.

Myers (1963),

for example, found that total monthly income and renting
or owning one's home significantly discriminated between
those applicants accepted versus those rejected.

Moran

et al (1968) found that there were significant differences
In the means of good and bad risk groups on the variables
depicting owning or renting one's home and total monthly
income; however, in their study, present indebtedness failed
to provide a significant discrimination.

Finally, Roy and

Sanderson (1973), in weighting evidence to predict whether
a new applicant will turn out to be a good or bad risk
(i.e., the percentage of acceptees divided by the percentage
of rejectees), found that the applicant's years on the
job was a more heavily weighted item than owning and renting
Information.
The present findings represent a major step in overcoming
the deficiencies in previous theory relevant to the prediction
of risk in the consumer installment credit industry.

Some

of the earlier studies demonstrated no evidence of crossvalidity, others failed to control for loan maturity, and
all lacked the experimental precision afforded by the use
of a continuous criterion.

However, we are still at a primitive

stage in our efforts to understand the underlying factors
influencing an individual's repayment behavior.

Much more
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creative thinking and much more controversy among ourselves
are needed.

Perhaps we should depart from our concentration

on physical variables and take a closer look at the potential
of psychological constructs.

Perhaps theory in the areas

of personality and motivation would provide more useful
and meaningful descriptions of human behavior in the consumer
installment credit industry.
Although previous weighted application blank methods
have been described for use with dichotomous or dichotomized
criterion variables (England, cited in Blum & Naylor, 1968)
their use with the present data is appropriate.

The first

step in applying the method is to determine the various
levels of the predictors (i.e., total monthly income, present
indebtedness, length of employment, and rent vs. do not
rent) which account for the differences in costs incurred
with loan customers.

Once minimum levels for acceptance

are established for each of the four variables the next
step involves development of a weighting scheme.

Since,

as was previously mentioned, little difference in predictive
efficiency occurs as a result of different weight procedures,
the most straightforward would involve assigning equal weights
of "1" to each item which meets the established cutoff.
The variate score for each applicant would then be defined
as the algebraic sum of the four weights.

Although the

decision of whether or not to extend credit would still
be that of the bank management, this data would be recorded
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concurrently for subsequent comparative analysis.

An empirical

evaluation of this nature would be advantageous for at
least two important reasons:

1) the most appropriate procedure

for predicting repayment behavior would be identified,
and 2) the method adopted would have a high degree of acceptance
and commitment.
With credit reliance becoming more a necessity than
a convenience, the legal issue of rejecting loan applicants
has become tantamount to the concern of predicting risk
in the consumer installment credit industry.

This concern

has gained precedence to the extent that litigation posited
by the Federal Trade Commission under the Equal Credit Opportunity
Act of 1975 (Norstrom & Clovis, 1976) requires a company
rejecting an applicant to state specific reasons--not just
generalities.

Unless the unsuccessful loan applicants reverse

their highly encouraged trend to seek out the specifics
be
as to why they were rejected, the credit industry best
prepared.

Therefore, arm yourselves with statistical data

criterion
exemplifying that relationships between predictor and
do indeed exist!

Additionally, to maximize your chances

for discovering those relationships begin with the more
sensitive and thus more sensible continuous criterion risk.
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