The implementation of conventional sparse principal component analysis (SPCA) on high-dimensional data sets has become a time consuming work. In this paper, a series of subspace projections are constructed efficiently by using Household QR factorization. With the aid of these subspace projections, a fast deflation method, called SPCA-SP, is developed for SPCA. This method keeps a good tradeoff between various criteria, including sparsity, orthogonality, explained variance, balance of sparsity, and computational cost. Comparative experiments on the benchmark data sets confirm the effectiveness of the proposed method.
Introduction
Principal component analysis (PCA) [4, 18, 26] is a traditional and widely used tool for data processing and dimensionality reduction [1] [2] [3] 6, 9, 13, 15, 27] . Given a data set, PCA aims at finding a sequence of orthogonal vectors that represent the directions of largest variance. By capturing these directions, the principal components offer a way to compress the data with minimum information loss. However, principal components are usually linear combinations of all original features. That is, the weights in the linear combinations (known as loadings) are typically non-zero. In this sense, it is difficult to give a good physical interpretation.
During the past decade, various sparse principal component analysis (SPCA) approaches have been developed to improve the interpretability of principal components. SPCA is an extension of PCA that aims at finding sparse loading vectors capturing the maximum amount of variance in the data. These SPCA methods can be categorized into two groups: block methods [16, 20, [22] [23] [24] 32] and deflation methods [5, 7, 25, 28] . Block methods aims to find all sparse loadings together, while deflation methods compute one loading at a time. For examples, Zou et al. [32] formulated sparse PCA as a regression-type optimization problem by imposing the LASSO penalty on the regression coefficients. Mackey [25] considered several deflation approaches to explicitly maximize the additional variance under certain cardinality constraint. Journee et al. [21] developed the generalized power method, in which sparse PCA is formulated as CONTACT Min Yang. Email: yang@ytu.edu.cn two single-unit and two block optimization problems. Yuan et al. [31] proposed a fast SPCA method by combining the power method with truncation operation. Recently, Hu et al. [16] studied several SPCA algorithms via rotation and truncation. Most existing SPCA methods deal with the original data directly. However, due to the growing ease of observing variables, high-dimensional data become more and more common, which makes traditional methods very time consuming.
In recent years, a number of randomized methods, e.g. [1, 12] , have been developed to enable fast PCA. These methods first utilize random subspace projection to generate a small matrix that captures the most explained variance in the original data. Then standard SVD or eigen-decomposition is performed on this reduced matrix. Nevertheless, it is still not clear how to extend such technique to SPCA. Different from PCA, in the framework of SPCA, except explained variance, there are more criteria like sparsity and orthogonality that need special attention. A desirable fast SPCA should keep a good tradeoff between various criteria, including sparsity, orthogonality, explained variance, balance of sparsity among loadings, and computational cost.
In this paper, we develop a fast deflation sparse PCA via subspace projections (SPCA-SP). Similar to fast PCA [1] , we use randomized SVD algorithm to generate an initial subspace projection. In addtion, a series of extra subspace projections are constructed by applying Household QR factorization to some auxiliary compound matrices. These projections restrict the search space of each loading belonging to a low dimensional subspace, while taking into account the orthogonality of the sparse loadings. The corresponding construction process is quite technical. The proposed approach belongs to a greedy algorithm based on postprocessing. It mainly consists three alternative steps to find a sparse loading: 1) constructing the subspace projection; 2) searching an auxiliary low-dimensional PCA loading by using power method; and 3) processing by truncating operation.
Our SPCA-SP method has the following merits: 1) Due to the introduction of subspace projections, the time cost of SPCA-SP could be very low even in highdimensional cases. 2) Thanks to QR factorization, the computed sparse loadings are nearly orthogonal under small truncation. 3) Independent truncation for each loading tends to produce a balanced sparsity pattern. Experimental results show that the developed method are comparable to other state-of-the-art SPCA algorithms in quality, while much more efficient in run time.
The remainder of the paper is organized as follows. In Section 2, we introduce the basic ideas of deflation method and several truncation operators. The proposed SPCA-SP method is presented in Section 3, and an interesting connection between sparsity and orthogonality is also revealed. Experiment results are provided in Section 4. Finally, the conclusion is drawn in Section 5.
Preliminaries
Throughout the paper, we use · to denote the Euclidean norm of a vector, · 0 the count of nonzero entries, · F the Frobenius norm of a matrix.
Deflation method for PCA
We first introduce the deflation in the context of PCA. Let X ∈ R n×d be a data matrix encoding n samples and d variables. Without loss of generality, we assume that the variables contained in the columns of X are centered. Let A 0 = X T X ∈ R d×d denote the sample covariance matrix.
Deflation method aims to find r principal components by solving the following optimization problem sequentially:
for t = 1, 2, . . . , r. The matrix A t should be updated recursively to eliminate the influence of the previous computed loading. For instance, a widely used deflation formula is
Note that the size of A t is fixed as d × d in each round, which brings up a heavy cumulative workload in high dimensions. In Section 3, we shall introduce some subspace projections to alleviate this problem.
Truncation methods
Given a principal component z = (z 1 , . . . , z d ) T ∈ R d , it is a common way to employ an additional truncation operation to ensure sparsity [16, 25, 31] . In this paper, we will use the truncation operator T λ (·) : R d → R d , which is one of the following three types.
• T S (Truncation by Sparsity). Given a cardinality 0 < κ S < d, truncate the smallest κ S entries according to their absolute values. The main advantage of T S lies in its direct control of sparsity. • T E (Truncation by Energy). Sort the entries of z in ascending order such that |z 1 | ≤ |z 2 | ≤ . . . ≤ |z d |. For a given real number 0 < κ E < 1, choose i * = max{i} with i satisfying i j=1z 2 j ≤ κ E z 2 . Then truncate the smallest i * entries, whose energy accounts for at most κ E proportion, • T H (Hard-Threshholding). Given a threshold κ H > 0, set T H (z i ) = 0 if |z i | < κ H , and T H (z i ) = z i otherwise.
For any z ∈ R d , denote by s(z) = 1 − z 0 /d its sparsity. For T S , it is trivial that κ S /d ≤ s(z) < 1. For T E , it was proved in [16] that
For T H , it was proved in [16] that
Therefore, the truncation parameter can be used to control the sparsity of the loadings.
SPCA via Subspace Projections
In this section, we present our SPCA-SP algorithm. The main contribution of the section is the construction of a series of subspace projections. These projections will be used to restrict the search space of each loading in a very low dimensional subspace orthogonal to all previously computed sparse loadings. We also find an interesting relationship between sparsity and orthogonality after truncation operation.
Sketch of SPCA-SP algorithm
For t = 1, 2, . . . , r, we aim to find α t sequentially such that
where {P t−1 ∈ R d×m } r t=1 , m < min{n, d}, are subspace projections to be determined later. In many practical fields, such as genomic analysis, one can choose m ≪ d to greatly save the computational cost.
It is observable that the vector P t−1 α t , which belongs to the subspace spanned by the columns of the matrix P t−1 , is an approximation of principal component z t in (1) . From the view point of rank-1 approximation, (5) is identical to the following constrained optimization problem
In order to achieve a sparse loading, one could post process P t−1 α t by use of a truncation operation. Specifically, for a given truncation operator T λ , let
be the corresponding sparse loading. It should be noticed that the truncation parameter λ is a tuning parameter, similar as the penalty weight in the penalized approaches. It is worth emphasizing that the key difference between our SPCA-SP from most existing SPCA methods, e.g. [16, 21, 25, 31] , is the introduction of an additional subspace projection in each round, which intends to make the computation of each loading restricted in a low dimensional space, and at the same time ensures the orthogonality of all sparse loadings.
Another noteworthy point is that SPCA-SP is a postprocessing based algorithm without using sparsity penalization. Sparsity penalized method is more commonly used in literature due to its distinct mathematical background . But it seems impossible to apply such technique here, because P t−1 is not invertible and thus commonly used block gradient descent technique [30] can not solve the corresponding optimization objective.
Subspace projections
In this section, we will introduce the construction of subspace projections in detail. We shall use the randomized SVD algorithm to construct an initial projection, just like fast Algorithm 1 SPCA-SP deflation algorithm Input: Data matrix X ∈ R n×d , number of sparse loadings r, subspace dimension m, number of sampled rows c, truncation type T , and truncation parameter λ.
for i = 1, 2, . . . , n do Generate probability
Compute the leading eigenvector α of P T X T XP by power method.
Output: Sparse loadings [z 1 , . . . ,z r ].
PCA [1] . After then, we will employ a sequence of QR factorization to build the other subspace projections. The related construction process is very technical. It is worth to emphasize that the subspaces determined by these projections are orthogonal to the previously found sparse loadings. It is well known that PCA loadings are orthogonal, but as pointed out by [16, 25] , this property is easily lost in SPCA. Orthogonality is significant in SPCA because it ensures the independence of the physical meaning of the loadings, thus further simplifying the interpretation. Firstly, we turn to a fast SVD algorithm, named as LinearTimeSVD [8] , to construct the projection P 0 . The purpose of using this algorithm is to alleviate a part of time consuming. If n or d is not too large, exact SVD can also be used to construct the initial projection P 0 .
For a given data matrix X ∈ R n×d , we generate a probability sequence as follows
where σ 1 ≥ · · · ≥ σ c > 0 are singular values of X c and [u 1 , . . . , u c ] forms an orthogonal matrix of size c × c. Choosing m ≤ c, let
The initial projection P 0 is then defined by
According to [8] , the time complexity of the construction of P 0 is O(nd + c 2 d + c 3 ). The sample size c and the subspace dimension m are free parameters. For an expected cumulative percentage of explained variance 0 < CPEV < 1, one shall choose c and m to satisfy
where Tr denotes the matrix trace. This is not a difficult task when we are only interested in a few leading principal components. Next, we are to construct the subspace projections P t , t ≥ 1 in a sequent manner, based on the calculated sparse loadings. We will employ QR factorization [29] in the construction process. QR factorization decomposes the input matrix into the product of a square, orthogonal matrix Q and an upper triangular matrix R. It is usually used in solving linear systems of equations. The QR decomposition of a matrix can be computed in different ways. The use of Givens Rotations [10] and Householder reflections [14] are two most commonly used and best known ones. Here we prefer to use Householder version because it will be more efficient for the decomposition object defined below.
For any given matrix A ∈ R n×m , a sequence of Householder reflections [14] can be used to zero-out all the coefficients below the diagonal to compute its QR factorization:
Each transformation H k annihilates the coefficients below the diagonal of column k and modifies the coefficients in the trailing submatrix A(k : n, k + 1 : m). Without loss of generality, suppose that we have constructed the projection matrix P t−1 , ∀t ≥ 1, and obtained the corresponding sparse loadingsz 1 , . . . ,z t . To formulate the subsequent projection P t , we introduce an auxiliary compound matrix as follows:
Applying Household QR factorization to the matrix B t yields B t = QR, where Q = [q 1 , . . . , q d ] ∈ R d×d is an orthogonal matrix. Consequently, the new subspace projection P t ∈ R d×m is constituted from a submatrix of Q, i.e.,
Noting that Q T B t = R and R is an upper triangular matrix, we immediately have
The above property is desirable because it means that the search space for the (t + 1)-th untruncated loading is orthogonal to all previously computed sparse loadings. Therefore, we can anticipate that after small truncation, the sparse loadings are close to orthogonal. This makes interpretation simpler.
Remark 1. In fact, there is no need to apply a complete QR factorization to matrix B t , whose size will increase with t. Recall that B t = [z 1 , . . . ,z t−1 ,z t , P t−1 ], where the first (t − 1) columns have already been treated in the previous steps. Therefore, we only need to apply QR factorization for the submatrix [z t , P t−1 ] ∈ R d×(m+1) . The complexity of such decomposition is O(d(m + 1) 2 − (m + 1) 3 /3) [29] .
Remark 2. In practice, t + m is usually far smaller than d. Even if t + m > d, we could slightly modify P t such that P t = [q t+1 , . . . , q min{d,t+m} ].
Connection between orthogonality and sparsity
In this section, we give a theoretical result about the connection between orthogonality and sparsity after three truncation operations. As far as we know, this relationship has never been revealed before. First we introduce a notation to measure the orthogonality of two vectors. Define
Observe that a larger a, b means a better orthogonality.
The following lemma gives an upper bound of the orthogonality of two vectors after truncation.
Lemma 3.1. Let a, b be two unit orthogonal vectors in R d . For a given truncation operator T λ , let b + = T λ (b). Then
Proof. Denote by sign(·) the sign function. For any x ∈ R d , set
It is trivial that (x + ) T x − = 0. Then
By Lagrange multiplier technique, it is easy to see that the optimal solution to the right-hand side of (13) takes the form as x = k 1 b + + k 2 b − , with k 1 , k 2 being two constants. The orthogonal constraint
which implies that x + 2 + b + 2 = 1 This estimate together with (13) yields
which immediately yields the desired result.
The next proposition gives the relationship between sparsity and orthogonality after applying the truncation operators introduced in Section 2.2.
where T λ is one of three truncation operators in Section 2.2. Then for T S , when 0 < κ S < d,
For
For T E , when κ H > 0,
Here κ S , κ E and κ H are corresponding truncation parameters, respectively.
If T S is used, then (16) .
In view of Proposition 3.2 and (11), we can use truncation parameters to control the orthogonality performance of the sparse loadings.
Experiments
In order to evaluate the effectiveness of the proposed SPSCA-SP algorithm, we conduct experiments on four data sets: a synthetic data with some underlying sparse loadings [32] ; classical Pitprops data [17] ; Gene data with high dimension and small sample size [11] ; and a set of random data with increasing dimensions.
We compare our SPSCA-SP with several baseline algorithms, including SPCA [32] , PathSPCA [7] , Tpower [31] and SPCArt [16] . We programme Tpower, SPCArt and SPCA-SP in Python. The results of SPCA and PathSPCA come directly from the references. We are mainly interested in following criteria.
• Cumulative proportion of explained variance is defined by
where W = [w 1 , . . . , w r ] ∈ R d×r is a set of unit orthogonal basis of the space span{z 1 , . . . ,z r }. • Orthogonality. Given a loading matrix Z = [z 1 , . . . ,z r ] ∈ R d×r , we use
to measure the total orthogonality, where | · | denotes the sum of the absolute values of all entries of a matrix. • Denote by NZ the total number of non-zeros in loadings. Let SP = 1−NZ/(rd) denote the total sparsity. Loading pattern describes the balance of sparsity among the loadings. For example, 3-3-3-3-3-3 means that the number of nonzeros in each loading is 3. As pointed out by [16] , a quite few existing algorithms yield unreasonable sparsity patterns such that highly dense leading loadings close to those of PCA, while the minor ones are sparse. • CPU time measures the running time of the algorithms.
Synthetic Data
In this section, we test whether SPCA-SP can recover some underlying sparse loadings of the synthetic data introduced in [32] , which include three hidden Gaussian factors h 1 ∼ N (0, 290), h 2 ∼ N (0, 300),
Then 10 observable variables are generated by N (0, 1) , i = 9, 10.
We consider r = 2 since the first two principal components together explain 99.6% of the total variance. Note that h 1 and h 2 are independent, while h 3 is correlated with both of them but more dependent on h 2 . The most acceptable two sparse loading patterns are 1 − 4, 9 − 10; 5 − 10 and 1 − 4; 5 − 10. We take c = 5 and m = 3 as an example. The computed sparse loadings based on three types of truncation operations are listed in Table 1 . It is obvious that SPCA-SP successfully recovers the desirable sparse loading patterns.
Pitprops data
Pitprops data, which contains 180 observations and 13 features, is a standard benchmark to evaluate the performance of SPCA algorithms. The first six principal components explain 86.9% variance of the data. The algorithms are tested to find r = 6 sparse loadings. We directly cite the best results reported in [16] for the baseline algorithms. Set c = 11 and m = 5. The truncation parameters in SPCA-SP are tuned to yield the expected loading patterns. It is observed from Table 2 that SPCA-SP has achieved the competitive empirical performance with these baseline algorithms. Especially, in the case of balanced loading pattern 3-3-3-3-3-3, SPCA-SP (T S , κ S = 10) obtains the maximum explained variance, while its orthogonality is better than that of all other algorithms except SPCA. Furthermore, SPCA-SP (T H , κ H = 0.4) outperforms classical SPCA under a more sparse loading mode. 
Gene data
In this section, we consider high-dimensional Gene data [11] , which contains 72 samples with 7129 variables, Since n ≪ d, we use an exact SVD algorithm to generate the initial subspace projection for SPCA-SP.
We first examine how the performance of SPCA-SP is affected by the subspace dimension when 2 ≤ m ≤ 72. For simplicity, we fix truncation parameters as κ S = 5500, κ E = 0.01 and κ H = 1/300. As shown in Figure 1 , when m increases from 2 to 6, explained variance, sparsity and orthogonality all increase rapidly. After then the performance on three criteria becomes stable, almost unchanged. On the other hand, the time cost goes approximately linearly with the subspace dimension. These observations demonstrate that SPCA-SP is robust and stable with respect to the subspace dimension m. The observation results also show that in practical application, a proper small m is enough to ensure a good tradeoff between explained variance, sparsity, orthogonality and computational speed. Next, we choose Tpower and SPCArt algorithms as our comparison objects. As shown in [16, 31] , both methods are among the top fast SPCA solvers. Specifically, Tpower is an iterative power method along with T S truncation, while SPCArt belongs to a block method alternatively rotating the PCA basis and truncating small entries.
We run the algorithms on a range of truncation parameters. The subspace dimension in SPCA-SP is kept as m = 6. The results of CPEV, orthogonality and computational time under the same sparsity are depicted in Figure 2 . It is obvious from Figure 2 Figure 2 (c), one can find that only the time consuming of SPCA-SP is stable with respect to sparsity. Furthermore, due to the introduction of subspace projections, our SPCA-SP method achieves the best performance on the computational speed as expected.
Random data
In this section, we consider random data sets with increasing dimensions. As in [16, 21] , we first consider zero-mean, unit variance Gaussian data with d = 100, 400, 700, 1000, 1300, and take n = d + 1. We still compare SPCA-SP with Tpower and SPCArt methods. For simplicity, we use the truncation T S for three methods. Once the truncation parameter κ S is fixed, all three methods have the same sparsity. We take r = 20 and κ S = [0.7d] as an example. In SPCA-SP, let c = d/2 and m = 80. It is observed from Figure 3 that the performance of all three methods are similar on explained variance and orthogonality. But, as reflected in Figure 3 (c) , the time cost of Tpower and SPCArt increases nonlinearly with the data dimension, while that of SPCA-SP is lower and goes almost linearly. Next we consider an extra high-dimensional case with n ≪ d. We fix n = 500 and consider zero-mean, unit variance Gaussian data with d = 1000, 4000, 10000, 20000, 30000. An exact SVD algorithm is employed to yield the initial subspace projection. The subspace dimension is fixed as m = 30. We take r = 20 and κ S = [0.85d] as an example. From Figure (4) , we find the time consuming of SPCA-SP for such extra high-dimensional data is much lower as compared to Tpower and SPCArt. The results from Figure 3 and Figure 4 demonstrate that our SPCA-SP is highly efficient in processing high-dimensional data.
Concluding Remarks
Most conventional SPCA approaches are time consuming when dealing with highdimensional data. With the aid of QR factorization and certain compound matrices, a series of subspace projections were developed in this paper to enable a fast SPCA. Because of its simplicity and efficiency, Household reflection is preferred in the decomposition process, and thus only one small submatrix needs to be processed in each round.
The proposed projections restrict the calculation of each loading in a very low dimensional space, while taking into account the orthogonality of the sparse loadings. These two characteristics make the SPCA-SP method achieve a good tradeoff between sparsity, orthogonality, explained variance, balance of sparsity among loadings, and computational cost. The comparative results in the previous section indicate that SPCA-SP is an attractive and practical one in handling high-dimensional data and looking for many loadings.
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