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Abstract
We propose a stabilized Nitsche-based cut finite element formulation for the Oseen problem in which the boundary
of the domain is allowed to cut through the elements of an easy-to-generate background mesh. Our formulation is
based on the continuous interior penalty (CIP) method of Burman et al. [1] which penalizes jumps of velocity and
pressure gradients over inter-element faces to counteract instabilities arising for high local Reynolds numbers and
the use of equal order interpolation spaces for the velocity and pressure. Since the mesh does not fit the boundary,
Dirichlet boundary conditions are imposed weakly by a stabilized Nitsche-type approach. The addition of CIP-like
ghost-penalties in the boundary zone allows to prove that our method is inf-sup stable and to derive optimal order
a priori error estimates in an energy-type norm, irrespective of how the boundary cuts the underlying mesh. All
applied stabilization techniques are developed with particular emphasis on low and high Reynolds numbers. Two- and
three-dimensional numerical examples corroborate the theoretical findings. Finally, the proposed method is applied
to solve the transient incompressible Navier-Stokes equations on a complex geometry.
Keywords: Oseen problem, fictitious domain method, cut finite elements, Nitsche’s method, continuous interior
penalty stabilization, Navier-Stokes equations
1. Introduction
Many important phenomena in science and engineering are modeled by a system of partial differential equations
(PDEs) posed on complicated, three-dimensional domains. The numerical solution of PDEs based on the finite el-
ement method requires the generation of high quality meshes to ensure both a proper geometric resolution of the
domain features and good approximation properties of the numerical scheme. But even today, the generation of such
meshes can be a time-consuming and challenging task that can easily account for large portions of the time and
human resources in the overall simulation work flow. For instance, the simulation of many industrial application
problems requires a series of highly non-trivial preprocessing steps to transform CAD data into conforming domain
discretizations which respect complicated features of the geometric model. The problem is even more pronounced
if the geometry of the model domain changes substantially in the course of the simulation, e.g., in the simulation of
multiphase flows, where the interface between different fluid phases can undergo large and even topological changes
when bubbles merge or break up or drops pinch off. Then even modern Arbitrary-Lagrangian-Eulerian based mesh
moving algorithms break down and a costly remeshing is the only resort.
A potential remedy to these challenges are flexible, so-called unfitted finite element schemes which allow to embed
complex or changing domain parts freely into a static and easy-to-generate computational domain. For instance, to
cope with large interface motion in incompressible two-phase flows, the discretization schemes in [2–5] combined
an implicit, level set based description of the fluid phase interface with an extended finite element approach. For
fluid-structure interaction problems where the structure might undergo large deformations, numerical methods which
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combine fixed-grid Eulerian approach for the fluid with a Lagrangian description for the structural body have been
developed in, e.g., [6–9], including three-dimensional fluid-structure-contact interactions [10]. Furthermore, in several
numerical schemes aiming at complex fluid-structure interactions the idea of using finite element method on composite
grids, originally proposed in [11], has been picked up. In [12–14], an additional fluid patch covering the boundary
layer region around structural bodies is embedded into a fixed-grid background fluid mesh to possibly capture high
velocity gradients near the structure when simulating high-Reynolds-number incompressible flows.
As the computational mesh is not fitted to the domain boundary, a common theme of the aforementioned unfitted
finite element approaches is the weak imposition of boundary or interface conditions posed on parts of the embedded
domain by means of Lagrange multipliers or Nitsche-type methods, see, e.g., [8, 12, 15–17]. Building upon and
extending these ideas, the cut finite element method (CutFEM) as a particular unfitted finite element framework has
gained rapidly increasing attention in science and engineering, see [18] for a recent overview. A distinctive feature
of the CutFEM approach is that it provides a general, theoretically founded stabilization framework which, roughly
speaking, transfers stability and approximation properties from a finite element scheme posed on a standard mesh
to its cut finite element counterpart. As a result, a wide range of problem classes, ranging from two-phase and
fluid-structure interaction problems [5, 13] to surface and surface-bulk PDEs [19? –21], and embedding methods
such as overlapping meshes [11, 14, 22? , 23] or implicitly defined surfaces [18, 19], has been treated by CutFEM
based discretization schemes in a transparent and unified way. However, for fluid related problems, stability and a
priori error analysis of CutFEM type approaches has only been performed for simplified prototype problems, such as
the Poisson problem [16, 17], the Stokes problem [4, 23–25], and recently, for a low Reynolds-number fluid-structure
interaction problem governed by Stokes’ equations in [26]. For more complex fluid problems governed by the transient
incompressible Navier-Stokes equations at high Reynolds numbers, there is a lack of numerical analysis.
In the present work we propose and analyze a cut finite element method for the Oseen model problem. The Oseen
problem comprises a set of linear equations which naturally arise in many linearization and time-stepping methods for
the transient, non-linear incompressible Navier-Stokes equations. Our formulation is based on the continuous interior
penalty (CIP) method of Burman et al. [1] which penalizes jumps of velocity and pressure gradients over inter-element
faces to counteract instabilities arising for high local Reynolds numbers and the use of equal order interpolation spaces
for the velocity and pressure. Since the mesh does not fit the boundary, Dirichlet boundary conditions are imposed
weakly by a stabilized Nitsche-type approach. In contrast to [1], additional measures are necessary to prove that
the proposed scheme is inf-sup stable and satisfies optimal order a priori error estimates irrespective of how the
boundary cuts the underlying mesh. Extending the approach taken in [17, 23, 24, 27] to provide geometrically robust
a priori error and condition number estimates for the Poisson and Stokes problem, our method uses different face-
based ghost-penalty stabilizations for the velocity and pressure fields which are defined in the vicinity of the embedded
boundary. In [28], it was shown how these interface-zone stabilization techniques can be naturally combined with the
continuous interior penalty method from [1] to solve transient convection-dominant incompressible Navier-Stokes
equations on cut meshes. However, so far a numerical analysis of that method was still outstanding. The present paper
now provides the theoretical corroboration of the fluid formulation introduced in [28] with focus on the different
ghost-penalty stabilizations in the high-Reynolds-number regime.
A main challenge in the presented numerical analysis is to compensate the lack of a suitable CutFEM variant of the
L2 projection operator which in the fitted mesh case is an instrumental tool in the theoretical analysis of CIP stabilized
methods. As a remedy, we derive stability and approximation results for norms which are more natural in residual-
based stabilization methods for the Oseen problem. This approach allows to employ alternative interpolation operators
such as the Clément operator for which proper CutFEM counterparts can be defined. By adding suitable ghost-penalty
stabilizations we gain sufficient control over the advective derivative and the incompressibility constraint with respect
to the entire active part of the computational mesh. Consequently, we are able to prove that our scheme obeys an
inf-sup condition in a ghost-penalty enhanced energy-type norm and thus satisfies the corresponding a priori energy
norm error estimate. All estimates are optimal independent of the positioning of the boundary within the non-boundary
fitted background mesh. For the first time, we present a numerical analysis for ghost-penalty operators scaled with
non-constant coefficients accounting for different flow regimes, covering the treatment of instabilities arising from the
convective term and from the incompressibility constraint on cut meshes. As a by-product of our numerical analysis,
we show how the continuous interior penalty stabilization terms give control over slightly stronger norm contributions
as they typically arise in residual-based stabilization method [29, 30].
The paper is organized as follows: We conclude this section by summarizing our basic notation. Then the Oseen
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model problem is briefly reviewed in Section 2. In Section 3, we formulate the stabilized Nitsche-type cut finite
element method for the Oseen problem, starting with the introduction of the proper cut finite element spaces, followed
by a review of the classical continuous interior penalty (CIP) method. We explain how to extend the CIP scheme to
the case of unfitted meshes, discuss the need for additional ghost-penalty stabilization techniques in the vicinity of the
boundary zone for low and high Reynolds numbers, and conclude this section by stating the main a priori estimate for
our cut finite element method. Next, two- and three-dimensional test cases in Section 4 confirm the main theoretical
result. The applicability of our method to solve transient incompressible Navier-Stokes equations is demonstrated by
means of a challenging complex three-dimensional helical pipe flow. Afterwards, we present the numerical analysis
of our proposed formulation. In Section 5, basic approximation properties, interpolation operators and norms are
introduced and the importance of the different ghost-penalty terms is elaborated. Sections 6 and 7 are devoted to the
stability and a priori error analysis of the proposed method. Therein, main focus is directed to inf-sup stability and
optimality of the error estimates in all flow regimes. Summarizing comments and an outlook to potential application
fields for our numerical scheme in Section 8 conclude this work.
1.1. Basic Notation
Throughout this work, Ω ⊂ Rd, d = 2, 3 denotes an open and bounded domain with Lipschitz boundary Γ = ∂Ω.
For U ∈ {Ω,Γ} and 0 6 m < ∞, 1 6 q 6 ∞, let Wm,q(U) be the standard Sobolev spaces consisting of those
R-valued functions defined on U which possess Lq-integrable weak derivatives up to order m. Their associated norms
are denoted by ‖ · ‖m,q,U . As usual, we write Hm(U) = Wm,2 and (·, ·)m,U and ‖ · ‖m,U for the associated inner product
and norm. If unmistakable, we occasionally write (·, ·)U and ‖ · ‖U for the inner products and norms associated with
L2(U), with U being a measurable subset of Rd. For s > 1/2, we use the notation [Hsg(Ω)]d to denote the set of all
Rd-valued functions in [Hs(Ω)]d whose boundary traces are equal to g. Moreover, H0(∇·; Ω) ⊂ [L2(U)]d denotes the
space of divergence-free functions, and L20(Ω) denotes the function space consisting of functions u ∈ L2(Ω) with zero
average. Finally, any norm ‖ · ‖Ph used in this work which involves a collection of geometric entities Ph should be
understood as broken norm defined by ‖ · ‖2Ph =
∑
P∈Ph ‖ · ‖2P whenever ‖ · ‖P is well-defined, with a similar convention
for scalar products (·, ·)Ph .
2. The Oseen Problem
After applying a time discretization method and a linearization step, many solution algorithms for the non-linear
Navier-Stokes equations can be reduced to solving a sequence of auxiliary problems of Oseen type for the velocity
field u and the pressure field p:
σu + β · ∇u − ∇ · (2µ (u)) + ∇p = f in Ω, (2.1)
∇ · u = 0 in Ω, (2.2)
u = g on Γ. (2.3)
Here,  (u) = 1/2(∇u + (∇u)T ) denotes the rate-of-deformation tensor, β ∈ [W1,∞(Ω)]d ∩ H0(∇·; Ω) the given
divergence-free advective velocity field, f ∈ [L2(Ω)]d the body force and g ∈ [H1/2(Γ)]d the given boundary data.
The reaction coefficient σ and the viscosity µ are assumed to be positive real-valued constants. The corresponding
weak formulation of the Oseen problem (2.1)–(2.3) is to find the velocity and the pressure field (u, p) ∈ Vg × Q =
[H1g(Ω)]
d × L20(Ω) such that
a(u, v) + b(p, v) − b(q,u) = l(v) ∀ (v, q) ∈ V0 × Q, (2.4)
where
a(u, v) := (σu, v)Ω + (β · ∇u, v)Ω + (2µ (u),  (v))Ω, (2.5)
b(p, v) := −(p,∇ · v)Ω, (2.6)
l(v) := ( f , v)Ω. (2.7)
The well-posedness and solvability of the continuous problem (2.4) is well-known, see for instance the textbook by
Girault and Raviart [31].
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Figure 3.1: Left: The physical domain Ω is defined as the inside of a given boundary Γ embedded into a fixed background mesh T̂h. Right: The
fictitious domain Ω∗h is the union of the minimal subset Th ⊂ T̂h covering Ω.
3. A Cut Finite Element Method for the Oseen Problem
3.1. Computational Meshes and Cut Finite Element Spaces
Let T̂h = {T } be a quasi-uniform mesh consisting of shape-regular simplices T with mesh size parameter h which
covers the physical domain Ω. For the background mesh T̂h we define the active (background) mesh
Th := {T ∈ T̂h : T ∩Ω , ∅}, (3.1)
consisting of all elements in T̂h which intersect Ω. Denoting the union of all elements T ∈ Th by Ω∗h, we call Th a
fitted mesh if Ω = Ω∗h and an unfitted mesh if Ω ( Ω
∗
h. To each active mesh, we associate the subset of elements that
intersect the boundary Γ
TΓ := {T ∈ Th : T ∩ Γ , ∅}. (3.2)
The set of all facets, i.e. edges of elements in two dimensions and faces of elements in three dimensions, are denoted
by Fh. We let Fi be the set of all interior facets F which are shared by exactly two elements, denoted by T +F and
T−F . Further, we introduce the notation FΓ for the set of all interior facets belonging to elements intersected by the
boundary Γ,
FΓ := {F ∈ Fi : T +F ∩ Γ , ∅ ∨ T−F ∩ Γ , ∅}. (3.3)
To ensure that Γ is reasonably resolved by Th, we require that the quasi-uniform Th and the boundary Γ satisfy the
following geometric conditions from [17, 25, 32, 33]:
• G1: The intersection between Γ and a facet F ∈ Fi is simply connected; that is, Γ does not cross an interior
facet multiple times.
• G2: For each element T intersected by Γ, there exists a plane S T and a piecewise smooth parametrization
Φ : S T ∩ T → Γ ∩ T .
• G3: We assume that there is an integer N > 0 such that for each element T ∈ TΓ, there exists an element
T ′ ∈ Th \ TΓ and at most N elements {T }Nj=1 such that T1 = T, TN = T ′ and T j ∩ T j+1 ∈ Fi, j = 1, . . . ,N − 1.
In other words, the number of facets to be crossed in order to “walk” from a cut element T to a non-cut element
T ′ ⊂ Ω is bounded.
Figures 3.1 and 3.2 summarize the notation. Next, for a given mesh Th, we denote by Xh the finite element spaces
consisting of continuous piecewise polynomials of order k
Xh =
{
vh ∈ C0(Ω∗h) : vh|T ∈ Pk(T )∀T ∈ Th
}
. (3.4)
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Figure 3.2: The boundary zone of the fictitious domain. Left: The background mesh Th and the physical domain Ω. Observe that for the elements
associated with the node x, only a small fraction resides inside the domain Ω. Right: Elements colored in yellow are intersected by the boundary
and are therefore part of the mesh TΓ. Interior facets belonging to elements intersected by the boundary (FΓ) are marked in green. Arrows indicate
the shortest “walk” from cut element T to an uncut element T ′.
Using equal order interpolation spaces, the discrete velocity space Vh, the discrete pressure space Qh and the total
approximation spaceWh are then defined by
Vh = [Xh]d, Qh = Xh, Wh = Vh × Qh. (3.5)
3.2. A Short Review of the Continuous Interior Penalty Method for the Oseen Problem
Assuming for the moment that Th is a fitted tessellation of Ω, it is well-known that a direct discretization of the
weak formulation (2.4) using equal-order interpolation spaces Wh = Vh × Qh suffers from two problems. First,
the resulting scheme does not satisfy an inf-sup condition and consequently, is not stable in the sense of Babuška–
Brezzi [34]. Second, it leads to spurious oscillations in the numerical solution and sub-optimal error estimates in the
case of convection-dominant flow. To counteract both effects, the discrete form (2.4) typically needs to be stabilized,
see [30] for an overview over various stabilization techniques for finite element based discretizations of the Oseen
problem.
In this work, we employ the continuous interior penalty (CIP) method proposed by Burman et al. [1], which is
a symmetric stabilization technique penalizing the jump of the velocity and pressure gradients over element facets.
More precisely, the stabilization operators are defined by
sβ(uh, vh) := γβ
∑
F∈Fi
〈φβ〉|Fh(Jβ · ∇uhK, Jβ · ∇vhK)F , (3.6)
su(uh, vh) := γu
∑
F∈Fi
〈φu〉|Fh(J∇ · uhK, J∇ · vhK)F , (3.7)
sp(ph, qh) := γp
∑
F∈Fi
〈φp〉|Fh(JnF · ∇phK, JnF · ∇qhK)F , (3.8)
where for any, possibly vector-valued, piecewise discontinuous function φ on Th, the jump JφK and average 〈φ〉 over
an interior facet F ∈ Fi is given by
JφK|F = (φ+F − φ−F), 〈φ〉|F = 12 (φ+F + φ−F), (3.9)
with φ±(x) = limt→0+ φ(x± tnF) for some chosen normal unit vector nF on F. The element-wise constant stabilization
parameters φβ, φu and φp are chosen as
φu,T = µ + ‖β‖0,∞,T h + σh2, φβ,T = φp,T = h
2
µ + ‖β‖0,∞,T h + σh2 . (3.10)
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To ease the notation we often simply write φβ,F , φu,F , and φp,F for their respective face averages. Note that since
β ∈ [W1,∞(Ω)]d ⊆ [C0,1(Ω)]d it holds that β is (Lipschitz)-continuous by assumption and therefore β · nF is single
valued on facets F ∈ Fi. Now the CIP augmented finite element formulation for the Oseen problem is to find
Uh = (uh, ph) ∈ Wh such that for all Vh = (vh, qh) ∈ Wh
Ah(Uh,Vh) + S h(Uh,Vh) = Lh(Vh), (3.11)
where
Ah(Uh,Vh) := ah(uh, vh) + bh(ph, vh) − bh(qh,uh), (3.12)
S h(Uh,Vh) := sβ(uh, vh) + su(uh, vh) + sp(ph, qh) (3.13)
with
ah(uh, vh) := a(uh, vh) − ((β · n)uh, vh)Γin + (γ(φu/h)uh · n, vh · n)Γ
− (2µ (uh)n, vh)Γ − (uh, 2µ (vh)n)Γ + (γ(µ/h)uh, vh)Γ, (3.14)
bh(ph, vh) := b(ph, vh) + (ph, vh · n)Γ, (3.15)
Lh(Vh) := l(vh) − ((β · n)g, vh)Γin + (γ(φu/h)g · n, vh · n)Γ
− (g, 2µ (vh)n)Γ + (γ(µ/h)g, vh)Γ − (g · n, qh)Γ. (3.16)
Remark 3.1. The boundary condition (2.3) is imposed weakly using Nitsche’s method, which was originally intro-
duced in [35] and then extended to the Oseen problem in, e.g., [1? ]. This technique results in additional boundary
terms in (3.14)–(3.16). For viscous-dominant flow, the boundary condition is imposed in all spatial directions us-
ing a symmetric Nitsche formulation; see viscosity-scaled boundary terms, which are consistently added to enforce
u − g = 0. On the contrary, convection-dominant flows only require particular control of mass conservation in wall-
normal direction (u− g) · n = 0, whereas full control over the boundary conditions in wall-normal and wall-tangential
directions has to be ensured only on convective-dominant inflow boundaries Γin = {x ∈ Γ : (β · n)(x) < 0}.
Remark 3.2. We point out that the stabilization parameters (3.10) are scaled differently in Burman et al. [1]. Our
choice corresponds to the scaling proposed by Codina [36] for the orthogonal subscale method and Knobloch and
Tobiska [37] for the local projection stabilization. Compared to [1], a reactive scaling is added to the stabilization
parameters which has two effects. First, it allows us to establish stability and approximation properties using norms
with contributions which are more typical for residual-based stabilization methods, see (3.28). Second, for β, µ → 0,
inf-sup condition (3.30) and the a priori estimates (3.31) do not degenerate as they formally would do in [1].
Remark 3.3. For the transient Stokes equations, ? ] showed that fully discretized schemes employing symmetric
pressure stabilizations are unconditionally stable when the initial data is properly preprocessed. Thus, for CIP stabi-
lized methods, no time step related stabilization is needed in the small time-step limit and from this perspective, the
incorporation of σ in the stabilization parameter seems to be a theoretically unsatisfactory artifact of our theoretical
analysis. The extension and improvement of the presented numerical analysis of our cut finite element method to
cover fully space and time discretized flow problems in the small time-step limit is subject of future research.
3.3. A Stabilized Nitsche-type Cut Finite Element Method for the Oseen Problem
A major challenge in translating a fitted finite element formulation into its cut finite element counterpart is to
maintain the stability and approximation properties of the underlying scheme irrespective of how the boundary of the
domain cuts the background mesh. To extend the stability properties of the CIP method into the fictitious domain Ω∗h
defined by the active background mesh, we add so-called ghost-penalties [17, 27, 33, 38] consisting of CIP-type jump
penalties of order k:
gβ(uh, vh) :=γβ
∑
F∈FΓ
∑
06 j6k−1
φβ,Fh2 j+1(Jβ · ∇∂ jnuhK, Jβ · ∇∂ jnvhK)F , (3.17)
gu(uh, vh) :=γu
∑
F∈FΓ
∑
06 j6k−1
φu,Fh2 j+1(J∇ · ∂ jnuhK, J∇ · ∂ jnvhK)F , (3.18)
gp(ph, qh) :=γp
∑
F∈FΓ
∑
16 j6k
φp,Fh2 j−1(J∂ jnphK, J∂ jnqhK)F , (3.19)
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where the j-th normal derivative ∂ jnv is given by ∂
j
nv =
∑
|α|= j Dαv(x)nα for multi-index α = (α1, . . . , αd), |α| = ∑i αi
and nα = nα11 n
α2
2 · · · nαdd . Note that if the finite element base spaceXh consists of piecewise polynomials of order k = 1,
these ghost-penalties reduce precisely to the CIP stabilization (3.6)–(3.8), but only considered on FΓ. In addition, we
will need ghost-penalties to stabilize the viscous and reactive parts of the bilinear form ah defined in (3.14):
gσ(uh, vh) :=γσ
∑
F∈FΓ
∑
16 j6k
σh2 j+1(J∂ jnuhK, J∂ jnvhK)F , (3.20)
gµ(uh, vh) :=γµ
∑
F∈FΓ
∑
16 j6k
µh2 j−1(J∂ jnuhK, J∂ jnvhK)F . (3.21)
Note that by the definition of FΓ, see (3.3), ghost-penalties are only evaluated on facets in the vicinity of the boundary.
We are now in the position to formulate a ghost-penalty enhanced continuous interior penalty method for the Oseen
problem: find Uh = (uh, ph) ∈ Wh such that ∀Vh = (vh, qh) ∈ Wh
Ah(Uh,Vh) + S h(Uh,Vh) + Gh(Uh,Vh) = Lh(Vh), (3.22)
where Gh(·, ·) denotes the sum of all ghost-penalty operators (3.17)–(3.21) and Ah, S h, Lh are defined as in (3.12)–
(3.16).
Remark 3.4. Following the discussion in [30? ], it is possible to replace the convection and incompressibility related
stabilization forms ((3.6), (3.17) and (3.7), (3.18)) by a single stabilization and ghost penalty operator of the form
sβ(uh, vh) := γβ
∑
F∈Fi
φβh(J∂nuhK, J∂nvhK)F , (3.23)
gβ(uh, vh) := γβ
∑
F∈FΓ
∑
16 j6k
φβh
2 j−1(J∂ jnuhK, J∂ jnvhK)F , (3.24)
with φβ = ‖β‖20,∞,Fφβ. We refer to Lemma 5.10 for the details. Note that employing ‖β‖0,∞,T in φβ introduces some
additional (order preserving) cross-wind diffusion. The use of sβ and gβ greatly simplifies the implementation of the
purposed method as each employed stabilization is then the sum of properly scaled face contributions of the form
(J∂ jnuhK, J∂ jnvhK)F .
Remark 3.5. Note that the classical CIP method was introduced on fitted meshes and that only the gradient and no
higher-order derivatives are penalized.
Remark 3.6. We like to comment on the use of β in the unfitted mesh case. From a practical point of view, β will be
either given as analytical expression or as the finite element approximation of u from a previous time or iteration step
when solving the incompressible Navier-Stokes equations. From a theoretical point of view, it is well know that for
any fixed Lipschitz-domain Ω∗ satisfying Ω∗h ⊂ Ω∗ ∀ h . 1, there exists an extension β∗ ∈ [W1,∞(Ω∗)]d from Ω to Ω∗
satisfying ‖β∗‖1,∞,Ω∗ . ‖β‖1,∞,Ω. To simplify the notation, we will always write β, even for its extension β∗.
3.4. Summary of Stability and A Priori Error Estimates for the Proposed Cut Finite Element Method
We conclude this section by summarizing the main theoretical results for the cut finite element formulation (3.22)
and postpone the detailed numerical analysis to Section 5–7. The numerical analysis will utilize the natural energy-
norm for the velocity given by
|||uh|||2h := |||uh|||2 + gσ(uh,uh) + gµ(uh,uh) + gβ(uh,uh) + gu(uh,uh), (3.25)
where
|||uh|||2 := ‖σ1/2uh‖2Ω + ‖µ1/2∇uh‖2Ω + ‖(γµ/h)1/2uh‖2Γ + su(uh,uh)
+ ‖|β · n|1/2uh‖2Γ + ‖(γφu/h)1/2uh · n‖2Γ + sβ(uh,uh). (3.26)
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Adding the pressure related stabilization terms sp and gp we obtain the semi-norm
|Uh|2h := |(uh, ph)|2h = |||uh|||2h + |ph|2h with |ph|2h := sp(ph, ph) + gp(ph, ph). (3.27)
Finally, the main analytical results will be stated using the ghost-penalty augmented energy norm
|||Uh|||2h := |Uh|2h + ‖φ
1
2
u∇ · uh‖2Ω +
1
1 + ωh
‖φ 12β (β · ∇uh + ∇ph)‖2Ω + Φp‖ph‖2Ω, (3.28)
where
Φ−1p := σC
2
P + ‖β‖0,∞,ΩCP + µ +
 ‖β‖0,∞,ΩCP√µ + σC2P

2
, ωh :=
h2|β|1,∞,Ω
µ + σh2
. (3.29)
Therein, CP denotes the so-called Poincaré constant as defined in (5.13) in Section 5.
Remark 3.7. The concept of ghost-penalties was first introduced by Burman [27] and Burman and Hansbo [17] to
formulate optimally convergent fictitious domain methods for the Poisson problem. As for instance shown in [27],
using norms which are formulated only in terms of the actual physical domain Ω leads to suboptimal and non robust a
priori error and condition number estimates due the possible appearance of small cut elements |T ∩Ω|  |T |, T ∈ Th
in the vicinity of the boundary Γ. Augmenting the original bilinear form with the ghost-penalty stabilization extends,
roughly speaking, the naturally induced norms from the physical domain Ω to the entire fictitious domain Ω∗h defined
by the active background mesh Th. A more detailed mathematical explanation will be given in Section 5.4.
In Sections 6 and 7 we will prove the following inf-sup condition and a priori error estimates with the hidden constant
being independent of the mesh size h, and the relative position of the boundary with respect to the active background
mesh:
• For Uh ∈ Vh it holds
|||Uh|||h . sup
Vh∈Wh\{0}
Ah(Uh,Vh) + S h(Uh,Vh) + Gh(Uh,Vh)
|||Vh|||h . (3.30)
• Let U = (u, p) ∈ [Hr(Ω)]d × Hs(Ω) be the weak solution of the Oseen problem (2.4) and let Uh = (uh, ph) ∈
Vh × Qh be the discrete solution of problem (3.22). Then
|||u − uh||| + Φ
1
2
p ‖p − ph‖Ω . (1 + ωh) 12 (µ + ‖β‖0,∞,Ωh + σh2) 12 hru−1‖u‖ru,Ω
+
(
Φp + max
T∈Th
{
1
µ + ‖β‖0,∞,T h + σh2
}) 1
2
hsp‖p‖sp,Ω, (3.31)
where ru := min{r, k + 1} and sp := min{s, k + 1} with k being the polynomial order of the discrete velocity and
pressure spaces.
4. Numerical Examples
To validate our proposed stabilized cut finite element method, different numerical examples are investigated.
Theoretical results for the Oseen equations obtained from the a priori error analysis, see (3.31) and Theorem 7.4, will
be confirmed by several basic test examples: the Taylor problem in two dimensions and the Beltrami-flow problem
in three dimensions. Thereby, convergence properties are examined for the low- and the high-Reynolds-number
regime. Finally, we demonstrate the applicability of our stabilized method for solving the time-dependent Navier-
Stokes equations on complex three-dimensional geometries. For this purpose we show results of a flow through a
helical pipe.
At this point, we would like to refer to a preceding work by Schott and Wall [28] in which our formulation has
been investigated by means of a number of various flow scenarios. The numerical examples provided therein include
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detailed investigations of the different stabilization operators and compare the numerical approach to other methods
by means of computed lift and drag values for the flow around a cylinder. For the applicability of our cut finite
element method to more complex flow scenarios, the interested reader is referred to some further publications, which
are based on the present flow formulation: Schott et al. [14] extended the present formulation to an overlapping mesh
approach in which, for instance, statistical measures of the turbulent flow in a lid-driven cavity at Re = 10000 have
been compared to a boundary-fitted mesh approach. Application of our method to low- and high-Reynolds-number
incompressible two-phase flows has been provided by Schott et al. [5].
Moreover, the publication [28] includes several studies on the choice of stabilization parameters involved in our
formulation, which provides the basis for all examples proposed in this work. Following [28], for the CIP-stabilization
terms (3.6)–(3.8) we take γβ = γp = 0.05 and set γu = 0.05γβ, as suggested in [39]. Same parameters are used for
the related ghost-penalty terms (3.17)–(3.19). As studied in [28], we choose γ = 30.0 for the Nitsche-penalty terms
and γµ = 0.05 for the viscous ghost-penalty term (3.21). The parameter for the (pseudo-)reactive ghost-penalty term
(3.20), however, is set to a considerably smaller value γσ = 0.001. Moreover, the different flow regimes appearing in
φu, φβ, φp are weighted as µ + cu(‖β‖0,∞,T h) + cσ(σh2) with cu = 1/6 and cσ = 1/12 as suggested in [5].
All simulations presented in this publication have been performed using the parallel finite element software envi-
ronment “Bavarian Advanced Computational Initiative” (BACI), see [40].
4.1. Convergence Study - 2D Taylor Problem
To confirm the optimal order a priori error estimate stated in (3.31) and Theorem 7.4, we study error convergence
for the two-dimensional Taylor problem, see also [41–43]. Periodic steady velocity and pressure fields (u, p) are given
as
u1(x1, x2) = − cos(2pix1) sin(2pix2), (4.1)
u2(x1, x2) = sin(2pix1) cos(2pix2), (4.2)
p(x1, x2) = −0.25(cos(4pix1) + cos(4pix2)), (4.3)
such that ∇ · u = 0. We compute the numerical solution on a circular fluid domain
Ω =
{
x = (x1, x2) ∈ R2 | φ(x1, x2) =
√
(x1 − 0.5)2 + (x2 − 0.5)2 − 0.45 < 0
}
, (4.4)
where the boundary Γ is represented implicitly by the zero-level set of the function φ. This level-set field is defined
on a background square domain [0, 1]2 and approximated on a background mesh T̂h consisting of linear right-angled
triangular elements Pk(T ), k ∈ {1, 2}. The right-hand side f and the boundary condition g are adapted such that
(4.1)–(4.3) are solution to the Oseen problem (2.1)–(2.3). Boundary conditions on Γ are imposed using our unfitted
Nitsche-type formulation, as introduced in Section 3.3. The constant pressure mode is filtered out in the iterative
solver, such that
∫
Ω
ph − p dx = 0. The resulting Oseen system can be interpreted as one time step of a backward
Euler time-discretization scheme for the linearized Navier-Stokes equations, where σ = 1/∆t is the inverse of the
time-step length. The advective velocity is given by the exact solution β = u and its discrete counterpart βh by its
nodal interpolation.
For a series of mesh sizes h = 1/N with N ∈ [10; 240], each generated background mesh T̂h consists of equal-
sized triangles. It has to be noted that the set of active elements Th used for approximating uh and ph varies with mesh
refinement due to the unfitted boundary within the background mesh. In the following, linear and quadratic equal-
order approximations, i.e. Vkh × Qkh, k ∈ {1, 2}, for velocity and pressure are investigated. We would like to point
out that for all simulations with higher-order approximations, i.e. k > 1, the convective and divergence ghost penalty
terms gβ, gu (see (3.17) and (3.18)) and the related continuous interior penalty stabilizations sβ, su (see (3.6) and (3.7))
are replaced by the easier to implement (order-preserving) term gβ (3.24); see also Remark 3.4 and Lemma 5.10.
Related to the triple norm ||| · ||| defined in (3.26)–(3.28), we compute L2- and H1-semi-norms to measure velocity
and pressure approximation errors (uh−u) and (ph− p) in the bulk Ω and on the boundary Γ, respectively. To examine
convergence rates for different Reynolds-number regimes, all errors are computed for two different viscosities of
µ = 0.1 and µ = 0.0001. Furthermore, to investigate the effect of possibly dominating σ-scalings in fluid-stabilization
and boundary mass conservation terms, but also to demonstrate the importance of the (pseudo-)reactive ghost-penalty
term, all studies are carried out for varying σ.
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4.1.1. Viscous dominant flow
In the viscous case with µ = 0.1 the element Reynolds numbers are low for all meshes, i.e., ReT = ‖β‖0,∞,T h/µ 6 1
since ‖β‖0,∞,Ω 6 1. While the viscous scalings in the Nitsche boundary terms and the pressure stabilization terms
are highly important to guarantee stability near the boundary as well as to ensure inf-sup stability, all advective
contributions to the scalings are not required in this case. Furthermore, the CIP terms sβ, su as well as related ghost-
penalty terms gβ, gu are not essential to guarantee stability. However, the applied scalings (3.10) ensure sufficiently
small stabilization contributions from these terms to not deteriorate convergence rates or to not lead to significantly
increased error levels. In Fig. 4.1 and Fig. 4.2, errors computed for our stabilized unfitted method (3.22) are presented
for k = 1, 2, respectively. As desired, optimal convergence is obtained for all considered velocity norms, while for
the pressure a superconvergent rate of order k + 1/2 can be observed in the asymptotic range; this is due to the high
regularity of the solution as frequently reported in literature before, see, e.g., in [1]. Moreover, the optimality O(hk+1)
for the velocity L2-norm error in the low Reynolds number regime (see Remark 7.6) could be confirmed. To further
investigate the effect of large values of σ  1, which corresponds to the choice of small time steps when σ results
from temporal discretizations, we show the error behavior for different σ ∈ {1, 100, 10000}. While the velocity errors
are robust when σ becomes large, the pressure L2 error shows deteriorating convergence behavior. This is most
likely due to the effect of not properly chosen initial data. Even though the right hand side is adapted being solution
to the strong form of the Oseen problem, the right hand side contains a discrete initial velocity field which is not
discrete divergence free due to the presence of the symmetric pressure stabilization terms. The effect of a polluted
incompressibility rendering in an unstable problem for the pressure has been analyzed in [? ] for the transient Stokes
problem. The numerical results presented in the latter work are quite similar to the behavior observed in Fig. 4.1–
Fig. 4.4. Note that for practical flow problems, for which the transient incompressible Navier-Stokes equations are
solved and the simulation usually starts from a quiescent flow, i.e. u = 0, it is expected that this effect does not occur.
4.1.2. Convection dominant flow
The same studies are carried out for convection dominant flow with µ = 0.0001. In this setting, the resulting
Oseen system exhibits highly varying element Reynolds numbers ReT due to the locally dominating advective term
β · ∇u. In contrast to the previous studies, the full stabilization parameter scalings in φu, φβ, φp including advective
and reactive contributions, see (3.10), are now required for all continuous interior penalty and related ghost-penalty
stabilizations as well as for the mass conservation boundary term to ensure inf-sup stability and optimality of the
error convergence. In Fig. 4.3 and Fig. 4.4 errors are reported for the same family of triangulations as for the viscous
setting. While the velocity approximations again show optimality in the domain and on the boundary, for the pressure
we obtain convergence of order k + 1, which confirms the potential gain of half an order compared to the viscous flow
regime, similar to observations made in [1].
4.2. Convergence Study - 3D Beltrami Flow
To support the theoretical results also in three spatial dimensions, we consider the well-studied Beltrami-flow
example, see, e.g, in [1, 44]. The steady Beltrami flow is analytically given as
u1(x1, x2, x3) = bea(x1−x3)+b(x2−x3) − aea(x3−x2)+b(x1−x2), (4.5)
u2(x1, x2, x3) = bea(x2−x1)+b(x3−x1) − aea(x1−x3)+b(x2−x3), (4.6)
u3(x1, x2, x3) = bea(x3−x2)+b(x1−x2) − aea(x2−x1)+b(x3−x1), (4.7)
p(x1, x2, x3) = (a2 + b2 + ab)[ea(x1−x2)+b(x1−x3) + ea(x2−x3)+b(x2−x1) + ea(x3−x1)+b(x3−x2)] (4.8)
with a = b = pi/4. The velocity field u is solenoidal by construction. The right-hand side f and the boundary data g
are adapted to the Oseen problem (2.1)–(2.3) accordingly.
Numerical solutions are computed on a spherical fluid domain with radius r = 0.45, given implicitly as
Ω =
{
x ∈ R3 | φ(x1, x2, x3) =
√
(x1 − 1.0)2 + (x2 − 0.5)2 + (x3 − 0.5)2 − 0.45 < 0
}
, (4.9)
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Figure 4.1: Low-Reynolds-number 2D Taylor Problem with µ = 0.1 and P1 approximations: Convergence rates in L2-norms for velocity, velocity
gradient and pressure in the domain (top row) and on the boundary (bottom row).
where its center is located at (1.0, 0.5, 0.5). The level-set field φ and the solutions are approximated on the active
parts of a family of background meshes T̂h covering a background cube [0.5, 1.5] × [0, 1]2 . Thereby, each mesh is
constructed of N3 cubes, where each cube is subdivided into six tetrahedra P1(T ). Here, N denotes the number of
cubes in each coordinate direction and h = 1/N is the short length of each tetrahedra T . Similar to the two-dimensional
setting, a low- and a high-Reynolds-number setting is considered, characterized by two different viscosities µ = 0.1
and µ = 0.0001. Computed velocity and pressure approximation errors (uh − u) and (ph − p) are shown in Fig. 4.5
for the low-Reynolds-number case and in Fig. 4.6 for the high-Reynolds-number case. The same optimal rates for
velocity errors as well as super-convergence for the pressure can be observed similar to the two-dimensional example.
To underline the stability of the velocity and pressure solutions for the high-Reynolds-number setting, in Fig. 4.7,
velocity streamlines and the pressure solution are visualized along cross-sections computed on a coarse non-boundary-
fitted mesh. It is clearly visible that the solutions do not exhibit any oscillatory behavior, neither in the interior of the
domain, nor at the boundary. This is due to the different proposed continuous interior penalty and ghost-penalty
stabilizations. This fact underlines the stability of our proposed formulation even though the solution exhibits highly
varying local element Reynolds numbers in the computational domain.
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Figure 4.2: Low-Reynolds-number 2D Taylor Problem with µ = 0.1 and P2 approximations: Convergence rates in L2-norms for velocity, velocity
gradient and pressure in the domain (top row) and on the boundary (bottom row).
4.3. Flow through a Helical Pipe
In the final numerical experiment, we demonstrate the applicability of the proposed cut finite element formulation
to solve the full time-dependent incompressible Navier-Stokes equations in a complicated, implicitly described do-
main. Temporal discretization is based on a one-step-θ scheme and the non-linear convective term is approximated by
fixed-point iterations. The resulting series of linear Oseen type systems are solved by the proposed cut finite element
method.
In this example, we consider the incompressible flow through a helical pipe. The relevance of curved pipe flows
ranges from basic industrial applications like chemical reactors, heat exchangers and pipelines to medical applications
considering physiological flows in the human body. Helical pipe flows have been extensively studied in literature, see,
e.g., in [45–47].
The geometric setup of the pipe considered in this work is depicted in Fig. 4.8 and is described as follows: The
cross-section of the pipe defines a circle with a radius r = 0.1 which is expanded along a helical curve parametrized by
xcurv(s) = (R cos(2pis),R sin(2pis), αs). This three-dimensional curve turns around the x3-axis at a constant distance of
R = 0.2 and a constant thread pitch of α = 0.6. The spiral twists four times parametrized by s ∈ [−2, 2]. In addition, a
cylinder with a radius equal to the cross-section radius r and a length of h = 0.35 is put on the lower end of the spiral.
Its orientation is aligned to the tangential vector t(s) = ∂xcurv(s)/∂s of the helix at s = −2.
The front end of the cylinder defines the inflow boundary Γin, where a velocity g = uinn is imposed where
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Figure 4.3: High-Reynolds-number 2D Taylor Problem with µ = 0.0001 and P1 approximations: Convergence rates in L2-norms for velocity,
velocity gradient and pressure in the domain (top row) and on the boundary (bottom row).
n = t(s = −2) denotes the unit vector which is normal to the cylinder cross section. Along the cylindrical and helical
pipe surfaces, zero boundary conditions g = 0 are imposed, while at the back end of the helical pipe a zero-traction
Neumann boundary condition is set. As before, all boundary conditions are enforced weakly.
The geometry as well as the flow solution are approximated on a cut background mesh T̂h covering a background
cuboid [−0.4, 0.4] × [−0.4, 0.4] × [−1.5, 1.5] with 76 × 76 × 285 trilinearly interpolated hexahedral elements. In total,
the number of active velocity and pressure degrees of freedom is 859612.
In the following, we consider a laminar pipe flow at Re = 100, where the characteristic Reynolds number is
defined as Re = ueffr/µ with an effective cross-section averaged velocity ueff, the pipe radius r and the viscosity of
the fluid µ. At the inflow a constant velocity of uin = ueff = 3.8 is imposed which drives the mass flow. Thereby,
the velocity is chosen according to a wall Reynolds number of Reτ = 180 for pipe flows, see, e.g., in [48] for further
explanations. For this setup the viscosity is µ = 1.9 · 10−3. The pipe flow is investigated for a total simulation time
of Tend = 3 which is the approximated time needed for 3 runs through the whole pipe along its centerline. For the
temporal discretization a one-step-θ scheme with θ = 0.5 is applied and the time-step length is set to ∆t = 0.001,
which ensures a maximum CFL-number < 0.5. The inflow velocity is increased within t ∈ [0,T1] by a ramp function
1/2(1 − cos(pit/T1)) with T1 = 0.1.
In Fig. 4.8, the solution to the pipe flow is shown during the ramp phase at t = 0.5 and when the flow is fully
developed and reached steady state, as expected for this laminar setting. During the ramp phase, when the flow enters
the helical pipe, streamlines follow the helical main curve through the pipe. During the first turn the distance of the line
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Figure 4.4: High-Reynolds-number 2D Taylor Problem with µ = 0.0001 and P2 approximations: Convergence rates in L2-norms for velocity,
velocity gradient and pressure in the domain (top row) and on the boundary (bottom row).
of highest velocities to the x3-axis decreases it’s initial value R, however, remains unchanged for all following turns. A
snapshot of the ramp phase including streamlines and pressure distribution along the pipe surface is shown in Fig. 4.8a.
Contour lines of the velocity magnitude at a cross-section clip plane x2 = 0.0 is shown in Fig. 4.9a for the pipe range of
s ∈ [0, 1.5]. Pressure isocontours along the pipe surface are visualized in Fig. 4.9b. Accurate enforcement of the zero
boundary condition along the pipe surface as well as stability of velocity and pressure solutions are clearly visible.
When the flow is fully developed the flow pattern clearly changes and streamlines are twisted. However, the
flow reaches steady state after some time, which is shown in a snapshot in Fig. 4.8b at t = 3.0 including streamlines
colored by vorticity and the pressure distribution is depicted along the helical surface. It is inherently linked to the
weak enforcement technique that the enforcement of boundary conditions in wall tangential direction gets relaxed for
higher local Reynolds numbers near the boundary. However, the non-penetration condition in wall normal direction
of the pipe is still sufficiently enforced. Moreover, the solution exhibits non-oscillatory stable velocity and pressure
due to stabilizing effects of the different proposed stabilization operators in the interior of the fluid domain as well as
near the boundary zone. Contour lines are visualized in Fig. 4.10a for the velocity and in Fig. 4.10b for the pressure.
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Figure 4.5: Low-Reynolds-number 3D Beltrami Flow with µ = 0.1: Convergence rates in L2-norms for velocity, velocity gradient and pressure in
the domain (top row) and on the boundary (bottom row).
5. Useful Inequalities and Interpolation Estimates
In this section, we start with the numerical analysis of the proposed cut finite element method (3.22). We collect a
number of useful inequalities and elucidate the role of the ghost-penalties for the cut finite element method. Moreover,
we introduce suitable interpolation operators which will be instrumental in deriving stability bounds in Section 6 and
a priori error estimates in Section 7.
5.1. Assumption on the Mesh and the Velocity Field
To simplify the presentation of the numerical analysis of our cut finite element method, we assume quasi-uniform
meshes. However, the subsequent analysis can be also adapted to the case of locally quasi-uniform meshes, as con-
sidered for boundary-fitted meshes in Burman et al. [1]. Recall that the velocity field β satisfies β ∈ [W1,∞(Ω)]d ⊆
[C0,1(Ω)]d by assumption and thus there is a piecewise constant discrete vector field βh satisfying
h
1
2 ‖β − βh‖0,∞,∂T + ‖β − βh‖0,∞,T . h‖β‖1,∞,T and ‖βh‖0,∞,T . ‖β‖0,∞,T ∀T ∈ Th. (5.1)
Such an approximative vector field βh will be used at several occasions in the forthcoming numerical analysis. As
usual, the notation a . b means that a 6 Cb for a generic positive constant C which is independent of h. Similar
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Figure 4.6: High-Reynolds-number 3D Beltrami Flow with µ = 0.0001: Convergence rates in L2-norms for velocity, velocity gradient and pressure
in the domain (top row) and on the boundary (bottom row).
to [1], we additionally require that the flow field β is sufficiently resolved by the mesh in the sense that for some
constant cβ > 1 and ∀T ∈ Th
c−1β ‖β‖0,∞,T ′ 6 ‖β‖0,∞,T 6 cβ‖β‖0,∞,T ′ ∀T ′ ∈ ω(T ), (5.2)
where ω(T ) denotes a local patch of elements neighboring T . Assumption (5.2) can be ensured if, e.g.,
‖β‖1,∞,ω(T ) 6 dβh−1‖β‖0,∞,ω(T ) ∀T ∈ Th (5.3)
is satisfied for some constant 0 < dβ < h/ diam(ω(T )) =: cω. Then
‖β‖0,∞,ω(T ) 6 ‖β‖0,∞,T ′ + diam(ω(T ))‖β‖1,∞,ω(T ) 6 ‖β‖0,∞,T ′ + c−1ω dβ‖β‖0,∞,ω(T ) (5.4)
and consequently, assumption (5.2) holds with c−1β = 1 − c−1ω dβ since for any T,T ′ ∈ ω(T )
(1 − c−1ω dβ)‖β‖0,∞,T 6 (1 − c−1ω dβ)‖β‖0,∞,ω(T ) 6 ‖β‖0,∞,T ′ . (5.5)
Due to assumption (5.2), the piecewise constant stabilization parameters are comparable in the sense that for φ ∈
{φu, φβ, φp}
(cβcTh )
−1φT ′ 6 φT 6 (cβcTh )φT ′ ∀T ′ ∈ ω(T ), (5.6)
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Figure 4.7: High-Reynolds-number 3D Beltrami flow: Computed velocity and pressure solutions on unfitted mesh with h = 1/24. Stable solutions
in the interior of the domain and in the boundary zone due to sufficient control ensured by different CIP and GP stabilization terms. Left: Streamlines
colored by velocity magnitude and half-sphere (x1 < 1.0) colored by pressure distribution. Right: Pressure solution at cross-sections defined by
x1 = 1.0 and x2 = 0.5.
where cTh characterizes the quasi-uniformness of Th. With this in mind, we will simply write
φT ∼ φT ′ ∀T ′ ∈ ω(T ), φF ∼ φT ∀T ∈ ω(F). (5.7)
5.2. Trace Inequalities and Inverse Estimates
Throughout our analysis, we will make heavy use of the following well-known generalized inverse and trace
inequalities for discrete functions vh ∈ Xh:
‖D jvh‖T . hi− j‖Divh‖T ∀T ∈ Th, 0 6 i 6 j, (5.8)
‖∂ jnvh‖∂T . hi− j−1/2‖Divh‖T ∀T ∈ Th, 0 6 i 6 j, (5.9)
and their counterpart for elements T which are arbitrarily intersected by the boundary Γ
‖∂ jnvh‖Γ∩T . hi− j−1/2‖Divh‖T ∀T ∈ Th, 0 6 i 6 j, (5.10)
proven in [32? ]. Here and throughout this work, we use the notation a . b for a 6 Cb for some generic positive
constant C which varies with the context but is always independent of the mesh size h and the position of Γ relative
to Th. For v ∈ H1(Ω∗h), we will make use of trace inequalities of the form
‖v‖∂T . h−1/2‖v‖T + h1/2‖∇v‖T ∀T ∈ Th, (5.11)
‖v‖Γ∩T . h−1/2‖v‖T + h1/2‖∇v‖T ∀T ∈ Th, (5.12)
see [32? ] for a proof of the second one. Finally, we recall the well-known Poincaré and Korn inequalities [49],
stating that ∀ v ∈ [H10(Ω)]d,
‖v‖0,Ω . CP‖∇v‖0,Ω, (5.13)
‖∇v‖0,Ω . ‖ (v)‖0,Ω, (5.14)
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(a) (b)
Figure 4.8: Helical Pipe Flow at Re = 100: (a) Flow during the ramp phase at t = 0.5. (b) Laminar flow including twisted streamlines at t = 3.0
when flow reaches steady state. Streamlines start at inflow boundary located in a radius of 0.04 around pipe centerline and are colored by velocity
magnitude at t = 0.5 and by vorticity at t = 3.0. Pressure distribution is visualized along pipe surface.
and the following variants if the boundary trace of v is not vanishing, that is ∀ v ∈ [H1(Ω)]d:
‖v‖0,Ω . CP(‖∇v‖0,Ω + ‖v‖Γ), (5.15)
‖v‖1,Ω . ‖ (v)‖0,Ω + ‖v‖0,Ω, (5.16)
‖v‖1,Ω . ‖ (v)‖0,Ω + ‖v‖0,Γ. (5.17)
5.3. Interpolation Operators
To construct an appropriate interpolation operator L2(Ω)→ Xh, we first recall that for the Sobolev spaces Wm,q(Ω),
0 6 m < ∞, 1 6 q 6 ∞, an extension operator can be defined
E : Wm,q(Ω)→ Wm,q(Ω∗) (5.18)
which is bounded
‖Ev‖m,q,Ω∗ . ‖v‖m,q,Ω, (5.19)
see [50] for a proof. Occasionally, we write v∗ = Ev. Choosing some fixed Lipschitz-domain Ω∗ such that Ω∗h ⊂ Ω∗ for
h . 1, we can define for any interpolation operator pih : Hs(Ω∗h)→ Xh its “fictitious domain” variant pi∗h : Hs(Ω)→ Xh
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(a) (b)
Figure 4.9: Helical Pipe Flow at Re = 100 at t = 0.5: (a) Isocontours of velocity magnitude at a cross section defined by the clip plane x2 = 0.0 for
a helix range of s ∈ [0, 1.5] show higher velocities with decreasing distance to the x3-axis due to higher mass flow rate. Zero boundary condition at
the helix surface is accurately enforced and velocity solution is stable in the interior of the fluid domain as well as near the boundary. (b) Pressure
contour lines at the helix surface show a stable pressure solution near the boundary.
(a) (b)
Figure 4.10: Helical Pipe Flow at Re = 100 at t = 3.0 when flow reaches steady state: (a) Isocontours of velocity magnitude at a cross section
defined by the clip plane x2 = 0.0 for a helix range of s ∈ [0, 1.5] exhibits stable velocity solution in the interior of the fluid domain as well as near
the boundary. (b) Pressure contour lines at the helix surface show a stable pressure solution near the boundary.
by simply requiring that
pi∗hu = pih(u
∗) (5.20)
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for u ∈ Hs(Ω). In particular, we choose pih to be the Clément operator, see for instance [51]. Recall that for v ∈ Hr(Ω∗),
the following interpolation estimates holds for the Clément interpolant:
‖v − pihv‖s,T . ht−s|v|t,ω(T ), 0 6 s 6 t 6 m ∀T ∈ Th, (5.21)
‖v − pihv‖s,F . ht−s−1/2|v|t,ω(F), 0 6 s 6 t − 1/2 6 m − 1/2 ∀ F ∈ Fh, (5.22)
with s, t ∈ N, m = min{r, k + 1} and k the interpolation order of Xh. Here, ω(T ) and ω(F) are the sets of elements in
Th sharing at least one vertex with T and F, respectively. Due to the boundedness of the extension operator (5.19),
we observe that the extended Clément interpolant pi∗h satisfies
‖v∗ − pi∗hv‖s,Th . ht−s‖v‖t,Ω, 0 6 s 6 t 6 m, (5.23)
‖v∗ − pi∗hv‖s,Fh . ht−s−1/2‖v‖t,Ω, 0 6 s 6 t − 1/2 6 m − 1/2, (5.24)
where the broken norms ‖ · ‖Fh and ‖ · ‖Th are defined as in Section 1.1. In particular, we make use of the stability
property
‖pi∗hv‖s,Ω . ‖v‖s,Ω, 0 6 s 6 m. (5.25)
The Clément interpolant is denoted by pi∗h for vector-valued functions v and by Π
∗
h for functions in a product space.
A main ingredient in the analysis of the continuous interior penalty method in [1, 52] is the use of the Oswald
interpolation operator. The Oswald interpolation operator defines a mapping Oh : Pkdc(Th) → Pmax{1,k}(Th), withPkdc(Th) and Pk(Th) denoting the space of discontinuous and continuous piecewise polynomials of order k. More
precisely, for v ∈ Pkdc(Th), the function Ohv is constructed in each interpolation node xi by the average value
Ohv(xi) = 1card(Th(xi))
∑
T∈Th(xi)
v|T (xi) (5.26)
where Th(xi) is the set of all elements T ∈ Th sharing the node xi. In particular, it was shown there that for wh ∈
Xdch = {v ∈ L2(Ω∗) : v|T ∈ Pk(T ) ∀T ∈ Th}, the fluctuation wh − Ohwh can be controlled in terms of jump-penalties:
Lemma 5.1. Let φ be a piecewise constant function and wh ∈ Xdch . Then
‖φ 12 (wh − Ohwh)‖2T .
∑
F∈Fi(T )
φT h‖JwhK‖2F ∀wh ∈ Xdch , (5.27)
where Fi(T ) denotes the set of all faces F ∈ Fi with F ∩ T , ∅, and the hidden constant depends only on the
shape-regularity of the mesh, the order of the finite element space Xdch and the dimension d.
We refer to [52] for a proof. The previous lemma elucidates the role of the CIP stabilization operators (3.6)–(3.8) as
a control of certain fluctuations:
Corollary 5.2. Under the assumptions of Lemma 5.1 it holds that
‖φ 12β (βh · ∇vh − Oh(βh · ∇vh))‖2T .
∑
F∈Fi(T )
φβ,T h‖Jβh · ∇vhK‖2F , (5.28)
‖φ 12p (∇qh − Oh(∇qh))‖2T .
∑
F∈Fi(T )
φp,T h‖JnF · ∇qhK‖2F , (5.29)
‖φ 12u (∇ · vh − Oh(∇ · vh))‖2T .
∑
F∈Fi(T )
φu,T h‖J∇ · vhK‖2F . (5.30)
In the forthcoming stability and a priori error analysis we will make heavy use of certain continuous, piecewise
linear versions of the stabilization parameters defined by
φ˜ = Ohφ, φ ∈ {φβ, φu, φp}. (5.31)
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Then by the definition of the Oswald interpolant and the local comparability of the stabilization parameters (5.7)
φ˜|T ∼ φT , φ ∈ {φβ, φu, φp}. (5.32)
We conclude this section by stating and proving a helpful lemma on the quasi-local stability of the Oswald interpola-
tion in certain weighted norms.
Lemma 5.3. Let vh ∈ Xh and let φ be a piecewise constant function defined on Th. Then
‖φ 12Oh(vh)‖T . ‖φ
1
2
T vh‖ω(T ) ∀T ∈ Th. (5.33)
Proof. The proof is a simple consequence of the Lemma (5.27) and the inverse inequality (5.9):
‖φ 12Oh(vh)‖2T = ‖φ
1
2 vh‖2T + ‖φ
1
2 (Oh(vh) − vh)‖2T . ‖φ
1
2 vh‖2T + h‖φ
1
2
T JvhK‖2Fh(T ) . ‖φ 12T vh‖2T + ‖φ 12T vh‖2ω(T ). (5.34)
5.4. The Role of the Ghost Penalties
Following [1, 30], the naturals norms associated with the discrete variational problem defined for fitted meshes as
Ah + S h = Lh in (3.12)–(3.16), are given by
|||uh|||2 = ‖σ1/2uh‖2Ω + ‖µ1/2∇uh‖2Ω + ‖(γµ/h)1/2uh‖2Γ + su(uh,uh)
+ ‖|β · n|1/2uh‖2Γ + ‖(γφu/h)1/2uh · n‖2Γ + sβ(uh,uh), (5.35)
|||ph|||2 = Φp‖ph‖2Ω + sp(ph, ph), (5.36)
|||Uh|||2 = |||uh|||2 + |||ph|||2, (5.37)
with Φp defined by (3.29). Using similar norms, inf-sup stability and energy-type error estimates were proven in [1].
The main challenge in developing Nitsche-type fictitious domain methods is now to establish stability and a priori
error estimates which are independent of the positioning of the unfitted boundary within the background mesh. The
key idea is to add certain (weakly) consistent stabilization terms in the vicinity of the boundary which allow to
extend suitable norms for finite element functions from the physical domain Ω to the entire fictitious domain Ω∗h.
The subsequent lemmas elucidate the role of the different ghost penalties and motivate the definition of the fictitious
domain norms from (3.25)–(3.28). The following lemma was proven in [27, 33]:
Lemma 5.4. Let Ω, Ω∗h and FΓ be defined as in Section 3.1. Then for scalar functions ph ∈ Qh as well as for vector-
valued equivalents uh ∈ Vh the following estimates hold
‖ph‖2Ω∗h .
(‖ph‖2Ω + ∑
F∈FΓ
∑
16 j6k
h2 j+1〈J∂ jnphK, J∂ jnphK〉F) . ‖ph‖2Ω∗h , (5.38)
‖uh‖2Ω∗h .
(‖uh‖2Ω + ∑
F∈FΓ
∑
16 j6k
h2 j+1〈J∂ jnuhK, J∂ jnuhK〉F) . ‖uh‖2Ω∗h , (5.39)
‖∇uh‖2Ω∗h .
(‖∇uh‖2Ω + ∑
F∈FΓ
∑
16 j6k
h2 j−1〈J∂ jnuhK, J∂ jnuhK〉F) . ‖∇uh‖2Ω∗h , (5.40)
where the hidden constants depend only on the shape-regularity and the polynomial order, but not on the mesh or the
location of Γ within Th.
Thus the role of the ghost-penalties gµ and gσ is to extend the control of the viscous and reactive element contri-
butions in the velocity norm (5.35) from Ω to the fictitious domain Ω∗h:
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Corollary 5.5. Let Ω, Ω∗h and FΓ be defined as in Section 3.1. Then for uh ∈ Vh the following scaled estimates hold
‖µ 12∇uh‖2Ω∗h . ‖µ
1
2∇uh‖2Ω + gµ(uh,uh) . ‖µ
1
2∇uh‖2Ω∗h , (5.41)
‖σ 12 uh‖2Ω∗h . ‖σ
1
2 uh‖2Ω + gσ(uh,uh) . ‖σ
1
2 uh‖2Ω∗h , (5.42)
where the ghost-penalty operators gµ and gσ are defined as in (3.20) and (3.21).
One major difference to the numerical analysis proposed by Burman et al. [1] consists in the extended inf-sup
stability derived in this work. In [1] inf-sup stability was proven with respect to a weaker semi-norm and the orthogo-
nality and approximation properties of the L2 projection were exploited to establish a priori error estimates. Burman
et al. [25] introduced a stabilized, approximate L2 projection to facilitate the numerical analysis of a stabilized cut
finite element method for the three field Stokes problem based on equal-order, P1 elements. The definition of this
stabilized L2 projection incorporates properly scaled ghost-penalty stabilization and leads to a perturbation of the L2
orthogonality in the vicinity of the embedded boundary which is difficult to handle for other than first order elements.
To compensate the lack of a suitable CutFEM variant of the L2 projection in the subsequent stability analysis, we will
gain further control over weakly scaled (semi)-norms
‖φ 12u∇ · uh‖Ω∗h , ‖φ
1
2
β (β · ∇uh + ∇ph)‖Ω∗h , ‖ph‖Ω∗h (5.43)
with the help of the CIP stabilization operators su, sβ, sp and their ghost penalty counterparts. Enhancing our natural
norms by these residual-based stabilization like contributions allows us to use alternative approximation operators
such as the Clément operator for which a proper CutFEM extension can be defined by (5.20).
Remark 5.6. Previously, ? ] established stability and convergence results in related norms for stabilized finite element
methods for Friedrich’s systems by demonstrating how to control the relevant h-weighted graph-norms using CIP
stabilizations. Our approach here was also inspired by the presentation in Knobloch and Tobiska [37], who showed
how to gain control over the semi-norm ‖φ 12β (βh · ∇uh + ∇ph)‖Ω in a local projection stabilized, fitted finite element
method for the Oseen problem.
To ensure stability and optimality for cut finite element approximations in the different flow regimes, the semi-
norms (5.43) need to be extended to the enlarged domain Ω∗h with the help of related ghost-penalty operators gu, gβ, gp.
For this purpose, in the following useful estimates according to the aforementioned norms are derived.
Corollary 5.7. For ph ∈ Qh and uh ∈ Vh with Φp from (3.29), the following estimates hold
Φp‖ph‖2Ω∗h . Φp‖ph‖
2
Ω + gp(ph, ph), (5.44)
‖φ 12u∇ · uh‖2Ω∗h . ‖φ
1
2
u∇ · uh‖2Ω + gu(uh,uh) (5.45)
where the ghost-penalty operators gp and gu are defined as in (3.18) and (3.19).
Proof. The estimate for the scaled pressure L2-norm follows from applying Lemma 5.4 to Φ
1
2
p ph and the fact that
Φph2 . φp,T ∼ φp,F , see definitions (3.29) and (3.10), together with h . CP.
The estimate for the weakly scaled incompressibility results from a localized variant of the ghost-penalty Lemma 5.4,
as proven in [33], and the comparability assumption φu,T ∼ φu,T ′ ∼ φu,F (5.7) on patches of elements T ′ ∈ ω(T ) sur-
rounding intersected elements T ∈ TΓ. Note that the number of element traversals required to walk from a cut element
to an uncut element in a boundary zone patch ω(T ) is bounded independent of h owing to the mesh assumption G3,
see Section 3.1.
More subtle is the role of the mixed norm incorporating the advective term and the pressure gradient. Estimates
using the ghost-penalty operators gβ and gp can be deduced as follows.
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Lemma 5.8. Let uh ∈ Vh and let the scaling functions φβ and φp be defined as in (3.10). For a piecewise constant
approximation βh ∈ [Xdc,0h ]d of β on Th which satisfy the approximation properties specified in (5.1), the following
estimate for the streamline diffusion norm holds
‖φ 12β (βh − β) · ∇uh‖2Ω∗h . ωh
(‖µ 12∇uh‖2Ω∗h + ‖σ 12 uh‖2Ω∗h). (5.46)
The mixed advective-pressure-gradient semi-norm can be estimated as
‖φ 12β (βh · ∇uh + ∇ph)‖2Ω∗h . ‖φ
1
2
β (β · ∇uh + ∇ph)‖2Ω + gβ(uh,uh) + gp(ph, ph) + ωh
(‖µ 12∇uh‖2Ω∗h + ‖σ 12 uh‖2Ω∗h), (5.47)
with the non-dimensional scaling function ωh from (3.29).
Proof.
Estimates (5.46). A simple application of the Cauchy-Schwarz inequality shows that
‖φ 12β (βh − β) · ∇uh‖2Ω∗h .
∑
T∈Th
φβ‖βh − β‖20,∞,T ‖∇uh‖2T . (5.48)
Now using the interpolation property of βh (5.1) and the simple fact that φβ‖β‖0,∞,T . h (see definition (3.10)), it can
be further estimated that
φβ‖βh − β‖20,∞,T . φβ‖β‖0,∞,T h|β|1,∞,T . h2|β|1,∞,T . (5.49)
Then we apply the inverse inequality (5.8) to obtain the following simple estimate for ‖∇uh‖T ,
‖∇uh‖T = µ + σh
2
µ + σh2
‖∇uh‖2T .
1
µ + σh2
(‖µ 12∇uh‖2T + ‖σ
1
2 uh‖2T ), (5.50)
which gives the desired estimate by taking the maximum over all elements and by defining ωh as in (3.29).
Estimate (5.47). Note that the function vh := φβ(βh · ∇uh + ∇ph) is a piecewise polynomial function of order k − 1
owing to the fact that φβ and βh are piecewise constant. Applying the norm equivalence from Lemma 5.4 to vh and
using that φβ ∼ φp, as assumed in (3.10), and the local comparability of φ (5.7) yields
‖φ 12β (βh · ∇uh + ∇ph)‖2Ω∗h
. ‖φ 12β (βh · ∇uh + ∇ph)‖2Ω +
∑k−1
j=0
φβ,Fh2 j+1‖J∂ jn(βh · ∇uh + ∇ph)K‖2FΓ (5.51)
. ‖φ 12β (βh · ∇uh + ∇ph)‖2Ω +
∑k−1
j=0
φβ,Fh2 j+1‖J∂ jn∇phK‖2FΓ + ∑k−1j=0 φβ,Fh2 j+1‖Jβh · ∇∂ jnuhK‖2FΓ (5.52)
. ‖φ 12β (βh · ∇uh + ∇ph)‖2Ω +
∑k−1
j=0
φβ,Fh2 j+1‖J∂ jn∇phK‖2FΓ
+
∑k−1
j=0
φβ,Fh2 j+1‖J(βh − β) · ∇∂ jnuhK‖2FΓ + ∑k−1j=0 φβ,Fh2 j+1‖Jβ · ∇∂ jnuhK‖2FΓ (5.53)
. ‖φ 12β (βh · ∇uh + ∇ph)‖2Ω + gβ(uh,uh) + gp(ph, ph) + ωh
(‖µ 12∇uh‖2Ω∗h + ‖σ 12 uh‖2Ω∗h). (5.54)
Here, in the last step, the gradient ∇ph = (∂nph)nF + PF∇ph has been decomposed into its normal and tangential
gradient part using the tangential projection PF := I − nF ⊗ nF and the inverse estimate
‖JPF∇∂ jnphK‖2F = ‖PF∇J∂ jnphK‖2F . h−2‖J∂ jnphK‖2F (5.55)
has been employed on the tangential part to obtain
h2 j+1‖J∂ jn∇phK‖2F . h2 j+1‖J∂ j+1n phK‖2F + h2 j−1‖J∂ jnphK‖2F . (5.56)
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Choosing the stabilization parameters γβ, γp > 0 strictly positive allows to control the facet terms in the vicinity of Γ
by the two higher-order ghost penalty terms gβ and gp. For the facet term which includes the difference βh −β, apply-
ing Cauchy Schwarz on the facet followed by the interpolation estimate (5.1) and standard inverse estimates for the
remaining normal derivatives of uh, which completes the proof of (5.47).
The previous lemma in combination with Corollary 5.5 explains how the ghost penalty terms help us to extend the
mixed advective-pressure-gradient semi-norm from the physical domain to the entire active background mesh:
Corollary 5.9. Under the assumption of Lemma 5.8 it holds that
‖φ 12β (β · ∇uh + ∇ph)‖2Ω∗h . ‖φ
1
2
β (β · ∇uh + ∇ph)‖2Ω + ωh|Uh|2h. (5.57)
Finally, following up on Remark 3.4, we present a short proof showing how the convective and divergence related
ghost penalties (3.17) and (3.18) can be simplified and replaced by the simple ghost-penalty form gβ (3.24).
Lemma 5.10. Let uh ∈ Vh and define φβ := ‖β‖20,∞,Fφβ. Then
gβ(uh,uh) . γβ
∑
F∈FΓ
∑
16 j6k
φβh
2 j−1(J∂ jnuhK, J∂ jnuhK)F , (5.58)
gu(uh,uh) . γu
∑
F∈FΓ
∑
16 j6k
φβh
2 j−1(J∂ jnuhK, J∂ jnvhK)F + gσ(uh,uh) + gµ(uh,uh). (5.59)
Similar estimates hold for sβ and su.
Proof. Similar to the derivation of (5.56), the first estimate (5.58) follows from decomposing the higher-order stream-
line derivative into a face-normal and face-tangential part. While the latter part vanishes for j = 0, for the higher order
contributions 1 6 j < k − 1 a face-based inverse estimate can be applied:
φβh2 j+1‖Jβ · ∇∂ jnuhK‖2F . φβh2 j+1 (‖β · n‖20,∞,F‖J∂ j+1n uhK‖2F + ‖PFβ‖20,∞,F‖JPF∇∂ jnuhK‖2F) (5.60)
. φβ‖β‖20,∞,Fh2 j+1
(
‖J∂ j+1n uhK‖2F + h−2‖J∂ jnuhK‖2F) . (5.61)
Note that the last estimate introduces order-preserving crosswind diffusion also for the summand j = 1 of (5.58).
The second estimate (5.59) follows after similar calculations directly from definition (3.10) of φu for which holds
φu . ‖β‖20,∞,Fφβ + σh2 + µ.
6. Stability Properties
In this section, we start with the numerical analysis of the proposed cut finite element method (3.22) by proving
that the total bilinear form Ah + S h + Gh satisfies an inf-sup condition onWh with respect to a suitable energy norm
with the inf-sup constant being independent of how the boundary cuts the underlying background mesh. The proof of
the inf-sup stability is split into three major steps. First, we use the coercivity from Lemma 6.1 in a semi-norm
|Uh|2h = |(uh, ph)|2h = |||uh|||2h + |ph|2h, with |ph|2h = sp(ph, ph) + gp(ph, ph). (6.1)
In a second step, we gain control over additional terms, that are
‖φ 12u∇ · uh‖Ω, ‖φ
1
2
β (β · ∇uh + ∇ph)‖Ω, and Φ
1
2
p ‖ph‖Ω, (6.2)
proven in Lemma 6.3, 6.4 and 6.6. Finally, the previous two parts are combined to obtain the desired inf-sup stability
with respect to the full energy norm |||(uh, ph)|||h. We begin by showing that the total bilinear form Ah + S h + Gh is
coercive onWh with respect to the semi-norm |Uh|2h. More precisely, we have the following lemma.
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Lemma 6.1. For Uh = (uh, ph) ∈ Wh the coercivity estimate
|Uh|2h . Ah(Uh,Uh) + S h(Uh,Uh) + Gh(Uh,Uh) (6.3)
holds whenever the stability parameters γ, γµ, γσ, γβ, γu, γp are chosen to be strictly positive .
Remark 6.2. Here and in the following estimates, the hidden constant dependent only on the dimension d, the poly-
nomial order k, the quasi-uniformness parameters and the magnitude of the stability parameters. In particular, the
hidden constant degenerates as any of the stabilization parameters approaches zero.
Proof. Starting from the definition of Ah, see (3.12), we have
Ah(Uh,Uh) = ‖σ 12 uh‖2Ω + (β · ∇uh,uh)Ω − 〈(β · n)uh,uh〉Γin + ‖(γ(φu/h))
1
2 uh · n‖2Γ
+ ‖(2µ) 12  (uh)‖2Ω − 4〈µ (uh)n,uh〉Γ + ‖(γ(µ/h))
1
2 uh‖2Γ. (6.4)
Integration by parts for the advective term together with continuity of β yields
(β · ∇uh,uh) = 12 〈(β · n)uh,uh〉Γ −
1
2
((∇ · β)uh,uh)Ω. (6.5)
Using the assumption ∇ · β = 0, we can rewrite the advective terms as
(β · ∇uh,uh) − 〈(β · n)uh,uh〉Γin =
1
2
〈(β · n)uh,uh〉Γ − 〈(β · n)uh,uh〉Γin =
1
2
‖|β · n| 12 uh‖2Γ. (6.6)
Applying a δ-scaled Cauchy-Schwarz inequality and a trace inequality (5.10) yields
〈µ (uh)n,uh〉Γ . δ‖(µh) 12  (uh)n‖2Γ + δ−1‖(µ/h)1/2uh‖2Γ (6.7)
. δ‖ν 12∇uh‖2Ω∗h + δ
−1‖(µ/h)1/2uh‖2Γ (6.8)
. δ(‖ν 12∇uh‖2Ω + gµ(uh,uh)) + δ−1‖(µ/h)1/2uh‖2Γ, (6.9)
where in the last estimate we used the norm equivalence from Corollary 5.5. Now observe that thanks to the Nitsche
boundary penalty and Korn’s inequality shown in (5.17), the viscous term can be estimated by
‖µ 12  (uh)‖2Ω +
1
2
‖(µ/h)1/2uh‖2Γ & ‖µ1/2∇uh‖2Ω (6.10)
which combined with the previous inequality (6.9) shows that
‖(2µ) 12  (uh)‖2Ω + gµ(uh,uh) − 4〈µ (uh)n,uh〉Γ + ‖(γ(µ/h))1/2uh‖2Γ
& ‖ν 12∇uh‖2Ω +
1
2
‖(γ(µ/h))1/2uh‖2Γ + gµ(uh,uh) (6.11)
for δ > 0 sufficiently small and γ > 0 large enough. The claim follows by combining (6.4), (6.6) and estimate (6.11)
and the stabilization terms in S h and Gh.
Lemma 6.3. There is a constant c1 > 0 such that for uh ∈ Vh there exists a qh ∈ Qh satisfying
−bh(qh,uh) & ‖φ
1
2
u∇ · uh‖2Ω − c1
(
su(uh,uh) + gu(uh,uh) + ‖h− 12 φ
1
2
u uh · n‖2Γ
)
(6.12)
and the stability estimate
Φp‖qh‖2Ω + |qh|2h . ‖φ
1
2
u∇ · uh‖2Th . ‖φ
1
2
u∇ · uh‖2Ω + gu(uh,uh) (6.13)
whenever the stability parameters γ, γµ, γσ, γβ, γu, γp are chosen to be strictly positive .
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Proof. Define qh := Oh(φ˜u∇ · uh) with φ˜u := Oh(φu) being a smoothed, piecewise linear version of φu as defined in
(5.31), satisfying the local comparability φ˜u|T ∼ φu|T stated in (5.32). Then
−bh(qh,uh) = ‖φ˜
1
2
u∇ · uh‖2Ω + (Oh(φ˜u∇ · uh) − φ˜u∇ · uh,∇ · uh)Ω − (Oh(φ˜u∇ · uh),uh · n)Γ (6.14)
= ‖φ˜ 12u∇ · uh‖2Ω + I + II. (6.15)
By using φ−1u,T φ˜
2
u,T . φu,F , now the first term can be treated as follows
I = (φ−
1
2
u (Oh(φ˜u∇ · uh) − φ˜u∇ · uh), φ
1
2
u∇ · uh)Ω (6.16)
& −δ‖φ 12u∇ · uh‖2Ω − δ−1‖φ−
1
2
u (Oh(φ˜u∇ · uh) − φ˜u∇ · uh)‖2Ω (6.17)
& −δ‖φ 12u∇ · uh‖2Ω − δ−1
∑
F∈Fi
φ−1u φ˜
2
u‖J∇ · uhK‖2F (6.18)
& −δ‖φ 12u∇ · uh‖2Ω − δ−1su(uh,uh). (6.19)
The second one can be dealt with using the Nitsche boundary terms
II = −(h 12 φ− 12u Oh(φ˜u∇ · uh), h− 12 φ
1
2
u uh · n)Γ (6.20)
& −δ‖h 12 φ− 12u Oh(φ˜u∇ · uh)‖2Γ − δ−1‖h−
1
2 φ
1
2
u uh · n‖2Γ (6.21)
& −δ‖φ− 12u Oh(φ˜u∇ · uh)‖2Th − δ−1‖h−
1
2 φ
1
2
u uh · n‖2Γ (6.22)
& −δ‖φ 12u∇ · uh‖2Th − δ−1‖h−
1
2 φ
1
2
u uh · n‖2Γ (6.23)
& −δ(‖φ 12u∇ · uh‖2Ω + gu(uh,uh)) − δ−1‖h−
1
2 φ
1
2
u uh · n‖2Γ (6.24)
where after applying a δ-scaled Young inequality and the trace inequality (5.10) the scaled stability of the Oswald
interpolation (5.33) and the local averaging property φ−
1
2
u φ˜u . φ
1
2
u was used, followed by an application of norm
equivalence (5.45) in the final step. After inserting the lower bounds for I and II into (6.15) we arrive at
−bh(qh,uh) & (1 − 2δ)‖φ
1
2
u∇ · uh‖2Ω − (δ + δ−1)
(
su(uh,uh) + gu(uh,uh) + ‖h− 12 φ
1
2
u uh · n‖2Γ
)
(6.25)
& ‖φ 12u∇ · uh‖2Ω − c1
(
su(uh,uh) + gu(uh,uh) + ‖h− 12 φ
1
2
u uh · n‖2Γ
)
. (6.26)
Choosing δ > 0 sufficiently small yields the desired estimate (6.12) for some constant c1 > 0. Finally, the stability
bound can be easily proven by observing that
Φp‖qh‖2Ω + |qh|2h . Φp‖Oh(φ˜u∇ · uh)‖2Ω +
∑
F∈Fi
k−1∑
j=0
φp,Fh2 j+1‖J∂ jnOh(φ˜u∇ · uh)K‖2F (6.27)
. Φp‖φ˜u∇ · uh‖2Th +
∑
T∈Th
φp,T ‖Oh(φ˜u∇ · uh)‖2T (6.28)
.
∑
T∈Th
‖φ 12u∇ · uh‖2T . ‖φ
1
2
u∇ · uh‖2Ω + gu(uh,uh) (6.29)
where the trace inequality (5.9), the stability of the Oswald interpolant (5.33) and the averaging property φpφ˜2u . φu
were used. The last step results from applying the norm equivalence (5.45) from Corollary 5.7.
The next lemma shows how additional control over a semi-norm of the form ‖φ 12β (β · ∇uh + ∇ph)‖2Ω can be recov-
ered, which is closely related to the well-known mixed norm control given by residual-based stabilized SUPG/PSPG
formulations, see [29, 30, 53].
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Lemma 6.4. There exist a constant c2 > 0 such that for Uh = (uh, ph) ∈ Wh there is a vh ∈ Vh satisfying
(β · ∇uh + ∇ph, vh)Ω & ‖φ
1
2
β (β · ∇uh + ∇ph)‖2Ω − c2(1 + ωh)|Uh|2h (6.30)
and the stability estimate
|||vh|||2h + ‖φ
1
2
β β · ∇vh‖2Ω + ‖φ
1
2
u∇ · vh‖2Ω . ‖φ
1
2
β (β · ∇uh + ∇ph)‖2Ω + (1 + ωh)|Uh|2h, (6.31)
whenever the stability parameters γ, γµ, γσ, γβ, γu, γp are chosen to be strictly positive .
Proof. To gain control of the ‖φ 12β (β · ∇uh + ∇ph)‖2Ω term, we need to construct a suitable test function vh. First,
we introduce an elementwise constant, vector-valued function βh which satisfies the approximation property and
stability bound from (5.1). The simplest choice is to take the value of β at some point of T for each T ∈ Th. Set
wh := βh · ∇uh + ∇ph and introduce the smoothed, piecewise linear stabilization parameter φ˜β = Oh(φβ) to finally
define the test function vh := Oh(φ˜βwh). Now using the local comparability (5.32) of φβ and φ˜β we observe that
(β · ∇uh + ∇ph, vh) = ‖φ˜
1
2
β (β · ∇uh + ∇ph)‖2Ω + (β · ∇uh + ∇ph,Oh(φ˜βwh) − φ˜βwh)Ω︸                                         ︷︷                                         ︸
I
(6.32)
+ (β · ∇uh + ∇ph, φ˜β(βh − β) · ∇uh)Ω︸                                       ︷︷                                       ︸
II
(6.33)
∼ ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + I + II, (6.34)
leaving us with the remainder terms I and II which we estimate next.
Term I. From successively applying a δ-Cauchy-Schwarz inequality, Lemma 5.1 to estimate the differenceOh(φ˜βwh)−
φ˜βwh, the local comparability φ˜β,T ∼ φβ,T , and finally, a Cauchy-Schwarz inequality, we deduce that
I = (φ
1
2
β (β · ∇uh + ∇ph), φ
− 12
β (Oh(φ˜βwh) − φ˜βwh))Ω (6.35)
. δ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + δ−1
∑
T∈Th
‖φ− 12β,T (Oh(φ˜βwh) − φ˜βwh)‖2T∩Ω (6.36)
. δ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + δ−1
∑
T∈Th
φ−1β,T h‖Jφ˜βwhK‖2Fi(T ) (6.37)
. δ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + δ−1
∑
T∈Th
φ−1β,T φ˜
2
β,Fh‖JwhK‖2Fi(T ) (6.38)
. δ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + δ−1
∑
T∈Th
φβ,T h‖Jβ · ∇uh + ∇phK‖2Fi(T )
+ δ−1
∑
T∈Th
φβ,T h‖J(βh − β) · ∇uhK‖2Fi(T ) (6.39)
. δ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + δ−1(sβ(uh,uh) + sp(ph, ph) + ωh|||uh|||2h), (6.40)
where in the last step, a combination of the approximation property (5.1) and the inverse estimate (5.9) was used to
obtain ∑
T∈Th
φβ,T h‖J(βh − β) · ∇uhK‖2Fi(T ) . ωh|||uh|||2h. (6.41)
Moreover, splitting the facet terms
‖Jβ · ∇uh + ∇phK‖2Fi(T ) . ‖Jβ · ∇uhK‖2Fi(T ) + ‖J∇phK‖2Fi(T ) (6.42)
27
and using φβ ∼ φp (3.10), these can be bounded by the CIP stabilization operators sβ and sp defined in (3.6) and (3.8).
Term II. A simple application of a δ-Cauchy-Schwarz inequality and estimates (5.46)–(5.46) yields
II . δ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + δ−1‖φ
1
2
β (βh − β) · ∇uh‖2Ω (6.43)
. δ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + δ−1ωh|||uh|||2h. (6.44)
Estimate of (6.30). Now choose δ > 0 small enough and combine the estimates for Term I and II to conclude that
(β · ∇uh + ∇ph, vh) & ‖φ
1
2
β (β · ∇uh + ∇ph)‖2Ω − |I| − |II| (6.45)
& ‖φ 12β (β · ∇uh + ∇ph)‖2Ω − c1
(
sβ(uh,uh) + sp(ph, ph) + ωh|||uh|||2h
)
(6.46)
& ‖φ 12β (β · ∇uh + ∇ph)‖2Ω − c2(1 + ωh)|Uh|2h (6.47)
for some constant c2 > 0.
Estimate of |||vh|||h. Throughout the next steps, we will make heavy use of the fact that
(µh−2 + σ + ‖β‖0,∞,T h−1)φβ ∼ φuh−2φβ . 1 (6.48)
by the very definition of φβ and φu. We start with the viscous and reaction terms from norm definition (3.26). Then
µ‖∇vh‖2Th + σ‖vh‖2Th . (µh−2 + σ)‖φ˜β(βh · ∇uh + ∇ph)‖2Th (6.49)
. (µh−2 + σ)φβ︸          ︷︷          ︸
.1
‖φβ 12 (βh · ∇uh + ∇ph)‖2Th . (6.50)
Turning to the boundary terms appearing in ||| · |||h, the convective boundary part is bounded by
‖|β · n| 12 vh‖2Γ .
∑
T∈Th
‖β‖0,∞,T ‖φ˜β(βh · ∇uh + ∇ph)‖2T∩Γ (6.51)
.
∑
T∈Th
‖β‖0,∞,T h−1φβ︸           ︷︷           ︸
.1
‖φ 12β (βh · ∇uh + ∇ph)‖2T , (6.52)
where the trace inequality (5.10) was used to pass from T ∩ Γ to T . The remaining boundary terms can be similarly
bounded:
µ‖h− 12 vh‖2Γ + ‖φ
1
2
u h−
1
2 vh · n‖2Γ .
∑
T∈Th
(µ + φu)h−2φβ︸           ︷︷           ︸
.1
‖φ 12β (βh · ∇uh + ∇ph)‖2T . (6.53)
Next, we need to estimate the velocity related norm terms contributed from the stabilization operators S h and Gh. A
bound for sβ(vh, vh) and su(vh, vh) can be derived by first employing the inverse inequalities (5.9) and (5.8) and then
recalling the definition of vh and estimate (6.48):
sβ(vh, vh) =
∑
F∈Fi
φβ,Fh‖Jβh · ∇vhK‖2F . ∑
T∈Th
‖β‖20,∞,T h−2φβ,T ‖vh‖2T (6.54)
.
∑
T∈Th
‖β‖20,∞,T h−2φ2β,T︸             ︷︷             ︸
.1
‖φ 12β (βh · ∇uh + ∇ph)‖2T (6.55)
su(vh, vh) =
∑
F∈Fi
φu,Fh‖J∇ · vhK‖2F . ∑
T∈Th
φu,T h−2‖vh‖2T (6.56)
.
∑
T∈Th
φu,T h−2φβ,T︸       ︷︷       ︸
.1
‖φ 12β (βh · ∇uh + ∇ph)‖2T . (6.57)
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The corresponding ghost-penalty terms can be estimated in the exact same manner, yielding
gβ(vh, vh) + gu(vh, vh) . ‖φ
1
2
β (βh · ∇uh + ∇ph)‖2Th . (6.58)
Finally, another application of the inverse estimate (5.9) in combination with the already established bound (6.49) for
the viscous and reaction norm terms gives
gµ(vh, vh) + gσ(vh, vh) . µ‖∇vh‖2Th + σ‖vh‖2Th . ‖φ
1
2
β (βh · ∇uh + ∇ph)‖2Th . (6.59)
Estimate of ‖φ 12β β · ∇vh‖Ω. Similarly, the streamline-diffusion term in (6.31) can be bounded by
‖φ 12β β · ∇vh‖2Ω .
∑
T∈Th
‖β‖20,∞,T h−2φβ‖vh‖2T .
∑
T∈Th
‖β‖20,∞,T h−2φ2β︸           ︷︷           ︸
.1
‖φ 12β (βh · ∇uh + ∇ph)‖2T . (6.60)
Estimate of ‖φ 12u∇ · vh‖Ω. Combining an inverse inequality with the stability of the Oswald interpolant, the incom-
pressibility term can be estimated as follows:
‖φ 12u∇ · vh‖2Ω = ‖φ
1
2
u∇ · Oh(φ˜β((βh · ∇)uh + ∇ph))‖2Ω . ‖ (φ
1
2
u h−1φ
1
2
β )︸      ︷︷      ︸
.1
φ
1
2
β (βh · ∇uh + ∇ph)‖2Th . (6.61)
Estimate of (6.31). After collecting all terms and employing estimate (5.47), we arrive at the desired stability bound:
|||vh|||2h + ‖φ
1
2
β β · ∇vh‖2Ω + ‖φ
1
2
u∇ · vh‖2Ω
. ‖φ 12β (βh · ∇uh + ∇ph)‖2Th (6.62)
. ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + gβ(uh,uh) + gp(ph, ph) + ωh
(‖µ 12∇uh‖2Th + ‖σ 12 uh‖2Th) (6.63)
. ‖φ 12β (β · ∇uh + ∇ph)‖2Ω + (1 + ωh)|Uh|2h. (6.64)
Next, we collect and prove two estimates which will be useful in deriving a modified inf-sup condition in Lemma 6.6.
Lemma 6.5. Let uh, vh ∈ Vh, then the following estimates hold
|||vh|||h . (µ + ‖β‖0,∞,Ωh + σC2P) 12 (‖∇vh‖Th + ‖h− 12 vh‖Γ) . Φ− 12p (‖∇vh‖Th + ‖h− 12 vh‖Γ), (6.65)
|(uh,β · ∇vh)Ω| . |||uh|||h ‖β‖0,∞,ΩCP√
µ + σC2P
‖∇vh‖Ω . |||uh|||hΦ−
1
2
p ‖∇vh‖Ω. (6.66)
Proof. We start with estimate (6.65). Then the reactive term in the norm definition (3.25) can be bounded using the
Poincaré inequality (5.15) showing that
µ‖∇vh‖2Ω + σ‖vh‖2Ω . (µ + σC2P)(‖∇vh‖2Ω + ‖h−
1
2 vh‖2Γ), (6.67)
while the corresponding ghost-penalties gσ and gµ can be simply estimated by applying the inverse inequality (5.9) to
obtain h2 j+1‖J∂ jnvhK‖2F . h2‖∇vh‖2T +F∪T−F and thus
gµ(vh, vh) + gσ(vh, vh) . (µ + σh2)‖∇vh‖2Th . (µ + σC2P)‖∇vh‖2Th . (6.68)
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The contribution from the remaining ghost-penalty and stabilization terms can be treated similarly,
(su + gu)(vh, vh) . ‖φ
1
2
u∇vh‖2Th . (µ + ‖β‖0,∞,Ωh + σh2)‖∇vh‖2Th , (6.69)
(sβ + gβ)(vh, vh) .
∑
T∈Th
‖βh‖20,∞,Tφβ,T ‖∇vh‖2T . ‖β‖0,∞,Ωh‖∇vh‖2Th . (6.70)
Finally, the boundary contributions are clearly bounded by
µ‖h− 12 vh‖2Γ + ‖φ
1
2
u h−
1
2 vh‖2Γ + ‖|β · n|
1
2 vh‖2Γ . (µ + ‖β‖0,∞,Ωh + σh2)‖h−
1
2 vh‖2Γ, (6.71)
which concludes the proof of estimate (6.65) after recalling definition (3.29) of Φp. Turning to estimate (6.66), we start
with observing that the L2 norm ‖uh‖Ω can be bounded by |||uh|||h in two different ways. Clearly, ‖uh‖Ω . σ− 12 |||uh|||h.
On the other hand, after another application of the Poincaré inequality (5.15), we see that
‖uh‖Ω . CP(‖∇uh‖Ω + ‖h− 12 uh‖Γ) . µ− 12 CP|||uh|||h. (6.72)
Taking the minimum of these two bounds and recalling the definition Φp, we conclude that
(uh,β · ∇vh)Ω . |||uh|||h min{σ− 12 , µ− 12 CP}‖β‖0,∞,Ω‖∇vh‖Ω . |||uh|||h ‖β‖0,∞,ΩCP√
µ + σC2P
‖∇vh‖Ω . |||uh|||hΦ−
1
2
p ‖∇vh‖Ω. (6.73)
In the final lemma, a modified inf-sup condition for bh is derived, revealing how the L2 pressure norm can be controlled
by adding the symmetric CIP operator sp.
Lemma 6.6. There is a constant c3 > 0 such that for ph ∈ Qh there exists a vh ∈ Vh satisfying
bh(ph, vh) & Φp‖ph‖2Ω − c3sp(ph, ph) (6.74)
and the stability estimate
|||vh|||h . Φ−
1
2
p (‖∇vh‖Th + ‖h−
1
2 vh‖Γ) . Φ
1
2
p ‖ph‖Ω + gp(ph, ph) 12 (6.75)
whenever the stability parameters γ, γµ, γσ, γβ, γu, γp are chosen to be strictly positive .
Proof. For given ph ∈ Qh, we construct vh in two steps.
Step 1. Due to the surjectivity of the divergence operator ∇· : [H10(Ω)]d → L2(Ω) there exists a function vp such that∇ · vp = −Φp ph and ‖vp‖1,Ω ∼ ‖∇vp‖Ω . Φp‖ph‖Ω. Using the Clément interpolant, we set v1h := pi∗hvp ∈ Vh and recall
that vp|Γ = 0 to obtain the identity
bh(ph, v1h) = bh(ph, vp) + bh(ph,pi
∗
hvp − vp) (6.76)
= Φp‖ph‖2Ω +
(
Φ
1
2
p h∇ph,Φ−
1
2
p h−1(pi∗hvp − vp)
)
Ω, (6.77)
where the second term in (6.76) was integrated by parts. Now a combination of a δ-scaled Cauchy-Schwarz inequality,
the interpolation estimate (5.23), and finally, the stability bound ‖∇vp‖Ω . Φp‖ph‖Ω yields
bh(ph, v1h) & Φp‖ph‖2Ω − δ−1‖Φ
1
2
p h∇ph‖2Ω − δΦ−1p ‖vp‖21,Ω (6.78)
& (1 − δ)Φp‖ph‖2Ω − δ−1‖Φ
1
2
p h∇ph‖2Ω. (6.79)
Step 2. Next, we show how to compensate for the ‖Φ 12p h∇ph‖2Ω term appearing in (6.79) using the stabilization form
sp. To construct a suitable test function, set v2h := Φph
2Oh(∇ph) ∈ Vh. Then inserting v2h into bh shows after an
integration by parts that
bh(ph, v2h) = (∇ph, v2h)Ω = ‖Φ
1
2
p h∇ph‖2Ω +
(
Φ
1
2
p h∇ph,Φ
1
2
p h(Oh(∇ph) − ∇ph))Ω (6.80)
& (1 − δ)‖Φ 12p h∇ph‖2Ω − δ−1sp(ph, ph), (6.81)
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where we combined a δ-Young inequality and the Oswald interpolant Lemma 5.1 to obtain
‖Φ 12p h(Oh(∇ph) − ∇ph)‖2Ω .
∑
F∈Fi
Φph2︸︷︷︸
.φp,F
h‖J∇phK‖2F . sp(ph, ph). (6.82)
Finally, using the same δ ∼ 0.5 in (6.79) and (6.81), we set vh = v1h + 2δ−1v2h yielding
bh(ph, vh) & Φp‖ph‖2Ω − c3sp(ph, ph) (6.83)
for some constant c3 > 0.
Estimate (6.75). Utilizing the stability bound (6.65) for vh it is sufficient to prove
‖∇v1h‖Th + ‖h−
1
2 v1h‖Γ = ‖∇pi∗hvp‖Th + ‖h−
1
2 (pi∗hvp − vp)‖Γ (6.84)
. ‖∇pi∗hvp‖Th + ‖h−1(pi∗hvp − vp)‖Th (6.85)
. ‖∇vp‖Ω . Φp‖ph‖Ω, (6.86)
where the fact was used that vp|Γ = 0, followed by a trace inequality and the interpolation and stability properties of
the Clément interpolant (5.23) and (5.25). Similarly,
‖∇v2h‖Th + ‖h−
1
2 v2h‖Γ . ‖h−1Oh(h2Φp∇ph)‖Th . ‖Φp ph‖Th (6.87)
. Φp‖ph‖Ω + Φ
1
2
p gp(ph, ph)
1
2 , (6.88)
where in the last step, the ghost-penalty norm equivalence for the pressure from Corollary 5.7 was applied. Conse-
quently, combing the stability bounds (6.86) and (6.88) with stability bound (6.65) from Lemma 6.5 gives
|||vh|||h . Φ−
1
2
p (‖∇vh‖Th + ‖h−
1
2 v‖Γ) . Φ
1
2
p ‖ph‖Ω + gp(ph, ph) 12 . (6.89)
Remark 6.7. We point out that the classical proof of the modified inf-sup condition (6.74) uses the L2 projection to
construct a proper test function v1h and exploits the L
2 orthogonality to insert Oh(∇ph) ∈ Vh in (6.77) and then use
(5.29) from Corollary 5.2 directly. While a stabilized/perturbed L2 projection was successfully used in [25] to analyze
a first-order cut finite element method for the three-field Stokes problem, its theoretical treatment for higher-order
elements is not trivial. Consequently, we used an alternative route to establish (6.74) without relying on some sort of
L2 orthogonality.
As a consequence of the previous lemma we can now show that the bilinear form Ah + S h + Gh satisfies an inf-sup
condition with respect to the norm
|||Uh|||2h = |Uh|2h + ‖φ
1
2
u∇ · uh‖2Ω +
1
1 + ωh
‖φ 12β (β · ∇uh + ∇ph)‖2Ω + Φp‖ph‖2Ω, (6.90)
which ensures existence and uniqueness of a discrete velocity and pressure solution.
Theorem 6.8. Let Uh = (uh, ph) ∈ Wh. Then, under the assumptions of Lemma 6.1, 6.3, 6.4 and 6.6 on the
stabilization parameters, the cut finite element method is inf-sup stable
|||Uh|||h . sup
Vh∈Wh\{0}
Ah(Uh,Vh) + S h(Uh,Vh) + Gh(Uh,Vh)
|||Vh|||h , (6.91)
where the hidden stability constant is independent of the mesh size h and the position of the boundary relative to the
background mesh.
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Proof. Given Uh ∈ Wh we construct a suitable test function Vh ∈ Wh based on the Lemma 6.1, 6.3, 6.4 and 6.6.
Step 1. To gain control over the weakly scaled divergence ∇ · uh, define the test function V1h := (0, q1h) with q1h chosen
as in Lemma 6.3. Then
(Ah + S h + Gh)(Uh,V1h ) = −bh(q1h,uh) + sp(ph, q1h) + gp(ph, q1h) (6.92)
& ‖φ 12u∇ · uh‖2Ω − c1
(
su(uh,uh) + gu(uh,uh) + ‖h− 12 φ
1
2
u uh · n‖2Γ
)
− δ−1(sp(ph, ph) + gp(ph, ph)) − δ(sp(q1h, q1h) + gp(q1h, q1h)) (6.93)
& (1 − δ)‖φ 12u∇ · uh‖2Ω −C1(δ)|Uh|2h. (6.94)
Step 2. Next, we set V2h := (v
2
h, 0) with v
2
h taken from Lemma 6.4. Inserting V
2
h into Ah + S h + Gh and integrating bh
by parts leads us to
Ah(Uh,V2h ) = ah(uh, v
2
h) + bh(ph, v
2
h) (6.95)
& −|||uh|||h|||v2h|||h + (β · ∇uh + ∇ph, v2h)Ω (6.96)
& −δ−1|||uh|||2h − δ|||v2h|||2h + ‖φ
1
2
β (β · ∇uh + ∇ph)‖2Ω − c2(1 + ωh)|Uh|2h (6.97)
& (1 − δ)‖φ 12β (β · ∇uh + ∇ph)‖2Ω −C2(δ)(1 + ωh)|Uh|2h (6.98)
where we employed the stability bound (6.31) after an application of a δ-scaled Young inequality. Employing the
same steps to the remaining stabilization terms shows that
(S h + Gh)(Uh,V2h ) & −δ−1|||uh|||2h − δ|||v2h|||2h (6.99)
& −δ‖φ 12β (β · ∇uh + ∇ph)‖2Ω −C2(δ)(1 + ωh)|Uh|2h. (6.100)
Thus after combining (6.98) and (6.100), we find that
(Ah + Gh + S h)(Uh,V2h ) & (1 − 2δ)‖φ
1
2
β (β · ∇uh + ∇ph)‖2Ω − 2C2(δ)(1 + ωh)|Uh|2h. (6.101)
Step 3. The L2 pressure norm term can be constructed by testing with V3h := (v
3
h, 0) where v
3
h is now chosen as in
Lemma 6.6. Integrating the advective term by parts and making use of the estimates (6.65), (6.66), and the stability
bound (6.75) allows us to deduce that
Ah(Uh,V3h ) = ah(uh, v
3
h) + bh(ph, v
3
h) (6.102)
& −|||uh|||h|||v3h|||h − (uh,β · ∇v3h)Ω + Φp‖ph‖2Ω − c3sp(ph, ph) (6.103)
& −δ−1|||uh|||2h − δΦ−1p (‖∇v3h‖2Th + ‖h−
1
2 v3h‖2Γ) − δ−1|||uh|||2h − δΦ−1p ‖∇v3h‖2Ω + Φp‖ph‖2Ω − c3sp(ph, ph) (6.104)
& (1 − 2δ)Φp‖ph‖2Ω − 2δ−1|||uh|||2h − c3sp(ph, ph) − 2δgp(ph, ph) (6.105)
& (1 − 2δ)Φp‖ph‖2Ω − (c3 + 2δ + 2δ−1)|Uh|2h. (6.106)
Analogously to Step 2, the stabilization terms can be estimated as
(S h + Gh)(Uh,V3h ) & −|||uh|||h|||v3h|||h (6.107)
& −δΦp‖ph‖2Ω − δgp(ph, ph) − δ−1|||uh|||2h (6.108)
& −δΦp‖ph‖2Ω − (δ + δ−1)|Uh|2h (6.109)
such that after combining (6.106) and (6.109)
(Ah + S h + Gh)(Uh,V3h ) & Φp‖ph‖2Ω −C3(δ)|Uh|2h. (6.110)
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Step 4. To gain control over the last missing |Uh|h term, set V4h := Uh. By Lemma 6.1, it holds
Ah(Uh,V4h ) + S h(Uh,V
4
h ) + Gh(Uh,V
4
h ) & |Uh|2h. (6.111)
Step 5. Finally, for given Uh ∈ Vh we choose δ sufficiently small and define V5h := η
(
V1h + (1 + ωh)
−1V2h + V
3
h
)
+ V4h
for some 2η ∼ (C1(δ) + C2(δ) + C3(δ))−1. Thanks to the stability estimate (6.31) and norm definition (6.90), we have
|||(1 + ωh)−1V2h |||h . (1 + ωh)−
1
2 |||Uh|||h . |||Uh|||h and as a result |||V2h |||h . |||Uh|||h. Similarly, the stability bounds (6.13)
and (6.75) imply that |||V1h + V3h |||h . |||Uh|||h and thus |||V5h |||h . |||Uh|||h. Consequently,
(Ah + S h + Gh)(Uh,V5h ) & (1 − η(C1(δ) + C2(δ) + C3(δ)))|Uh|2h
+ η
(
‖φ 12u∇ · uh‖2Ω +
1
1 + ωh
‖φ 12β ((β · ∇)uh + ∇ph)‖2Ω + Φp‖ph‖2Ω
)
(6.112)
& |||Uh|||2h & |||Uh|||h|||V5h |||h, (6.113)
which concludes the proof by choosing the supremum over Vh ∈ Wh\{0}.
Remark 6.9. Note that in the previous theorem, the inf-sup stability is proven with respect to an energy-norm
|||Uh|||∗, which is based on the underlying (active) background mesh Th. Thereby, the different ghost-penalty oper-
ators gµ, gσ, gβ, gu, gp ensure sufficient control over discrete polynomials defined on the entire (active) computational
mesh and so significantly improve the system conditioning of the resulting linear matrix system - for all different flow
regimes and independent of how the boundary intersects the mesh. For further details on the improvement of the
system conditioning owing to the use of ghost-penalties, the reader is referred to works by Burman and Hansbo [17]
and Massing et al. [23].
7. A Priori Error Estimates
The goal of this section is to prove the main a priori estimates (3.31) for the error in the discrete velocity and
pressure solution. We proceed in three steps. First, two lemmas are provided which are concerned with potential
consistency errors introduced by the stabilization forms S h and Gh. Second, interpolation error estimates are derived.
Finally, the estimates for the interpolation and consistency error are combined with the inf-sup stability result (6.91)
from the previous section to establish the final a priori estimate in Theorem 7.4.
7.1. Consistency Error Estimates
We start with showing that the discrete formulation (3.22) satisfies a weakened form of the Galerkin orthogonality.
Lemma 7.1. Suppose that the solution U = (u, p) of the variational formulation (2.4) is in [H2(Ω)]d × H1(Ω) and let
Uh = (uh, ph) ∈ Vh × Qh be the finite element solution to the discrete weak formulation (3.22). Then
Ah(U − Uh,Vh) = S h(Uh,Vh) + Gh(Uh,Vh). (7.1)
Proof. The proof follows immediately the fact that the continuous solution satisfies Ah(U,Vh) = L(Vh) due to the
definition of the weak problem (2.4).
The next lemma ensures that the remainder term arising in the weakened Galerkin orthogonality (7.1) is weakly
consistent and thus does not deteriorate the convergences rate of the proposed scheme.
Lemma 7.2. Assume that (u, p) ∈ [Hr(Ω)]d × Hs(Ω) and let ru := min{r, k + 1} and sp := min{s, k + 1} where k is the
polynomial degree of the approximation spaces for the velocity and pressure. Then
S h(Π∗hU,Π
∗
hU) + Gh(Π
∗
hU,Π
∗
hU) . (µ + ‖β‖0,∞,Ωh + σh2)h2ru−2‖u‖2ru,Ω + maxT∈Th
{
1
µ + ‖β‖0,∞,T h + σh2
}
h2sp‖p‖2sp,Ω.
(7.2)
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Proof. Recalling the definition of S h and Gh, it is enough to derive the desired estimate for Gh
Gh(Π∗hU,Π
∗
hU) = gσ(pi
∗
hu,pi
∗
hu) + gµ(pi
∗
hu,pi
∗
hu) + gβ(pi
∗
hu,pi
∗
hu) + gu(pi
∗
hu,pi
∗
hu) + gp(pi
∗
h p, pi
∗
h p), (7.3)
since the contributions to S h can be treated in the same way. We start with considering gβ. Since u ∈ [Hr(Ω)]d, its
traces ∂ jnu|F are uniquely defined for 0 6 j 6 ru − 1 and therefore, Jβh · ∇∂ jnuK = 0 for 0 6 j 6 ru − 2. Consequently,
gβ(pi∗hu,pi
∗
hu) =
ru−2∑
j=0
h2 j−1
∑
F∈FΓ
φβ,F‖Jβ · ∇∂ jn(pi∗hu − u)K‖2F + k−1∑
j=ru−1
h2 j−1
∑
F∈FΓ
φβ,F‖Jβ · ∇∂ jnpi∗huK‖2F = I + II. (7.4)
The interpolation estimate (5.25) together with the fact that by definition φβ,T ‖β‖20,∞,T . ‖β‖0,∞,T h implies now that
I .
∑
T∈Th
ru−2∑
j=0
h2 j−1φβ,T ‖β‖20,∞,T ‖∇∂ jn(pi∗hu − u)‖2∂T .
∑
T∈Th
‖β‖0,∞,T h2ru−1‖u∗‖2ru,ω(T ) . ‖β‖0,∞,Ωh2ru−1‖u‖2ru,Ω. (7.5)
Turning to the second term II, a simple application of the inverse estimate (5.9) shows that
II .
∑
T∈Th
h2ru−2φβ,T ‖β‖20,∞,T ‖Drupi∗hu‖2T . ‖β‖0,∞,Ωh2ru−1‖u‖2ru,Ω. (7.6)
after observing that pi∗h is stable thanks to (5.23). Similarly, the remaining inconsistency terms can be bounded as
follows:
gu(pi∗hu,pi
∗
hu) . (µ + ‖β‖0,∞,Ωh + σh2)h2ru−2‖u‖2ru,Ω, (7.7)
gp(pi∗h p, pi
∗
h p) .
∑
T∈Th
1
µ + ‖β‖0,∞,T h + σh2 h
2sp‖p∗‖2sp,T (7.8)
. max
T∈Th
{
1
µ + ‖β‖0,∞,T h + σh2
}
h2sp‖p‖2sp,Ω, (7.9)
gσ(pi∗hu,pi
∗
hu) . σh2ru‖u‖2ru,Ω, (7.10)
gµ(pi∗h p, pi
∗
h p) . µh2ru−2‖u‖2ru,Ω. (7.11)
Applying the same arguments to S h(Π∗hU,Π
∗
hU) and collecting all estimates concludes the proof.
7.2. Interpolation Error Estimates
The next lemma ensures that the interpolation error between continuous solution and its Clément interpolation
converges with optimal rates.
Lemma 7.3. Assume that (u, p) ∈ [Hr(Ω)]d ×Hs(Ω) and let ru := min{r, k + 1} > 2, sp := min{s, k + 1} where k is the
polynomial degree of the approximation spaces for the velocity and pressure. Then
|||u − pihu||| . (µ + ‖β‖0,∞,Ωh + σh2) 12 hru−1‖u‖ru,Ω, (7.12)
‖p∗ − pi∗h p‖Ω . hsp‖p‖sp,Ω. (7.13)
Proof. We only sketch the proof for (7.12) since the second estimate (7.13) follows directly from the interpolation
estimate (5.23). Starting from the interpolation estimate (5.23), an application of the trace inequality (5.12) together
with the definition of φu shows that the boundary terms can be estimated in terms of the element contributions:
‖(µ + φu) 12 h− 12 (u∗ − pi∗hu)‖2Γ . (µ + ‖β‖0,∞,Ωh + σh2)
(
h−2‖u∗ − pi∗hu‖2Th + ‖∇(u∗ − pi∗hu)‖2Th
)
(7.14)
. (µ + ‖β‖0,∞,Ωh + σh2)h2(ru−1)‖u‖2ru,Ω, (7.15)
‖|β · n| 12 (u∗ − pi∗hu)‖2Γ . ‖β‖0,∞,Ω(h−1‖u∗ − pi∗hu‖2Th + h‖∇(u∗ − pi∗hu)‖2Th ) (7.16)
. (‖β‖0,∞,Ωh)h2(ru−1)‖u‖2ru,Ω. (7.17)
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Next, the viscous and reactive parts can be estimated analogously by
‖µ 12∇(u∗ − pi∗hu)‖2Ω + ‖σ
1
2 (u∗ − pi∗hu)‖2Ω . (µ + σh2)h2(ru−1)‖u‖2ru,Ω. (7.18)
It only remains to bound sβ and su which can be done exactly in the same way as in the consistent part in the error
estimate for gβ and gu, see (7.5).
7.3. A Priori Error Estimates
The subsequent theorem states the main a priori error estimate for the velocity in a natural energy norm and for
the pressure in an L2-norm.
Theorem 7.4. Assume that U = (u, p) ∈ [Hr(Ω)]d × Hs(Ω) is the weak solution of the Oseen problem (2.4) and let
Uh = (uh, ph) ∈ Vh × Qh be the discrete solution of problem (3.22). Then
|||u − uh||| + Φ
1
2
p ‖p − ph‖Ω . (1 + ωh) 12 (µ + ‖β‖0,∞,Ωh + σh2) 12 hru−1‖u‖ru,Ω
+
(
Φp + max
T∈Th
{
1
µ + ‖β‖0,∞,T h + σh2
}) 1
2
hsp‖p‖sp,Ω, (7.19)
where ru := min{r, k + 1} and sp := min{s, k + 1} and Φp and ωh as in (3.29) Note that the hidden constants are
independent of h and particularly independent of how the boundary intersects the mesh Th.
Proof. Recalling the norm definitions from Section 3.3, we can split the total discretization error into an interpolation
and discrete error part,
|||u∗ − uh||| + Φ
1
2
p ‖p∗ − ph‖Ω . |||u∗ − pi∗hu||| + Φ
1
2
p ‖p∗ − pi∗h p‖Ω + 2|||Π∗hU − Uh|||h. (7.20)
Then thanks to the interpolation estimates (7.12) and (7.13), it is enough to consider the discrete error |||Π∗hU − Uh|||h.
The inf-sup condition (6.91) and the weak Galerkin orthogonality (7.1) ensures there exists a Vh with |||Vh|||h = 1 such
that
|||Π∗hU − Uh|||h . Ah(Π∗hU − Uh,Vh) + S h(Π∗hU − Uh,Vh) + Gh(Π∗hU − Uh,Vh) (7.21)
= Ah(Π∗hU − U,Vh) + S h(Π∗hU,Vh) + Gh(Π∗hU,Vh). (7.22)
After combining a Cauchy-Schwarz inequality with Lemma 7.2, the last two terms in (7.22) can be bounded by
S h(Π∗hU,Vh) + Gh(Π
∗
hU,Vh) . (µ + ‖β‖0,∞,Ωh + σh2)
1
2 hru−1‖u‖ru,Ω + maxT∈Th
{
1
µ + ‖β‖0,∞,T h + σh2
} 1
2
hsp‖p‖sp,Ω (7.23)
and thus it remains to estimate Ah(Π∗hU − U,Vh). After recalling definition (3.12), integrating bh(qh,pi∗hu − u) and the
convective part in ah by parts, and a final application of a Cauchy-Schwarz inequality to the remaining terms in ah,
we see that
Ah(Π∗hU − U,Vh) = ah(pi∗hu − u, vh) + bh(pi∗h p − p, vh) − bh(qh,pi∗hu − u) (7.24)
. |||pi∗hu − u||||||vh||| − (pi∗hu − u,β · ∇vh + ∇qh) + bh(pi∗h p − p, vh) (7.25)
= I + II + III (7.26)
which we estimate next.
Term I. A simple application of the interpolation estimate (7.12) together with the inequality |||vh||| . |||Vh|||h gives
I . (µ + ‖β‖0,∞,Ωh + σh2) 12 hru−1‖u‖ru,Ω|||Vh|||h. (7.27)
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Term II. Applying a Cauchy-Schwarz inequality, followed by the interpolation estimate (5.21) together with the
definition of φβ yields
II . (1 + ωh)
1
2 ‖φ− 12β (pi∗huh − u)‖Ω · (1 + ωh)−
1
2 ‖φ 12β (β · ∇vh + ∇qh)‖Ω (7.28)
. (1 + ωh)
1
2 (µ + ‖β‖0,∞,Ωh + σh2) 12 hru−1‖u‖ru,Ω|||Vh|||h. (7.29)
Term III. Similarly it holds
III = −(pi∗h p − p,∇ · vh)Ω + (pi∗h p − p, vh · n)Γ (7.30)
. (‖φ− 12u (pi∗h p − p)‖Ω + ‖h 12 φ− 12u (pi∗h p − p)‖Γ)(‖φ 12u∇ · vh‖Ω + ‖(φu/h) 12 vh · n‖Γ) (7.31)
. ‖φ− 12u (pi∗h p − p)‖Th |||Vh|||h (7.32)
.
∑
T∈Th
h2sp‖p∗‖2sp,ω(T )
µ + ‖β‖0,∞,T h + σh2

1
2
|||Vh|||h (7.33)
. max
T∈Th
{
1
µ + ‖β‖0,∞,T h + σh2
} 1
2
hsp‖p‖sp,Ω|||Vh|||h. (7.34)
To conclude the proof of the a priori error estimate (7.19), we collect the estimates for I, II and III, keeping in mind
that |||Vh|||h = 1, and combine (7.20), (7.22), (7.23) with the interpolation error estimates from Lemma 7.3.
Remark 7.5. We like to point out that the final a priori estimate derived in this work closely resemble the original
estimate for the fitted CIP method presented in Burman et al. [1]. This is on purpose as it demonstrates that the con-
vergence properties of the original scheme for the fitted mesh can be carried over to the corresponding unfitted domain
discretization in a geometrically robust way by adding the proper ghost-penalty forms to the original formulation.
Remark 7.6. Note that similar as shown in the work by Burman et al. [1], for the low-Reynolds-number case, i.e.,
µ > ‖β‖0,∞,Ωh, an optimal error convergence with respect to the velocity L2-norm ‖u∗ − uh‖Ω = O(hru ) might be
derived. A proof of this uses the standard Aubin–Nitsche duality technique and the deduced energy-norm estimate.
8. Conclusions
In this work, a stabilized cut finite element method for the Oseen problem has been proposed and analyzed. The
main ingredients of our formulation can be summarized as follows: Since the computational mesh is not fitted to the
domain, boundary conditions are imposed weakly by a stabilized Nitsche-type method which accounts for the different
flow regimes. To sufficiently control the weak formulation in the interior of the domain for convective-dominant flow
and to allow for equal order interpolation spaces for velocity and pressure, the continuous interior penalty method is
employed. The jump-penalty terms for velocity and pressure are evaluated at all inter-element faces. In the boundary
zone of cut meshes, these are extended to the entire cut faces. To ensure inf-sup stability and guarantee optimal
error bounds for the different flow regimes, higher-order CIP-like ghost-penalty terms are added to the formulation
including a viscous and a reactive ghost-penalty operator. A stability and an a priori error analysis for an energy-
type norm is presented and two- and three-dimensional numerical convergence studies corroborate the theoretical
findings. Optimality is proved for low and high Reynolds numbers and, in particular, is thereby independent of
how the boundary intersects the computational mesh. As a consequence, the issue of matrix conditioning is highly
improved by the addition of these ghost penalties. Furthermore, the applicability of the proposed cut finite element
method for solving the non-linear incompressible Navier-Stokes equations is verified by simulating a helical pipe flow.
The present work provides an important step in the development of cut finite element methods for flow problems
and, as major aspect, addresses the need for different stabilization techniques in convective-dominant flows. With par-
ticular emphasis on the low and high Reynolds number flow regime, the proposed theoretical analysis mainly focuses
on the numerical treatment of advective term, the incompressibility constraint and on how to ensure inf-sup stability
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on cut meshes. The theoretical and numerical validations of our discrete formulation have been proposed for single-
phase flows in this work and, moreover, are of great importance for further developments on unfitted methods for
coupled flow problems like, for instance, composite-grid techniques, multiphase flows and fluid-structure interaction.
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