Introduction
Automatic Differentiation (AD) is a collection of corn: ....... puter science techniques which permit one to automatically calculate the derivatives of information generated by a computer program with respect to any parameter intervening in its calculation. Typically, to calculate the derivative of the output of a program with respect
Automatic Differentiation, a Brief Introduction
This section gives an introduction to AD. It draws heavily on existing literature, notably the excellent monograph by Rail (1981) 2s and papers by Iri (1984) 2°and Gdewank (1991a and b)9,1°. Another good source is the collection of papers presented at a recent sympoto its input, one modifies the original program by inSlum on the subject and which was edited by Griewank sertion of specialized instructions which identify rele-:::
and Corliss (1991) 13 . vant dependent and independent variables. The program is then modified automatically by a preprocessor Directed Graph Representation of a Function which enhances it to calculate derivatives. The enThe basic concepts of AD are illustrated by means of hanced program is compiled conventionally, linked (if a directed graph representation of the calculations for necessary) with special run-time libraries and executed a set of functions. The illustrative example selected to generate not only the original program's dependentis the traditional symmetric three-bar truss problem variables but also their derivatives with respect to the_ (Fig. 1) . The analysis equations relating dependent independent variables, variables y's to the independent variables x's are given AD is essentially an automatic implementation of the in Eq. 1 with y_the stress in bar i, Y4, the weight of the chain rule of differentiation based on tracking the re-:: truss, and where Xl is the cross-sectional area of the lationships between dependent and independent varioblique members and x2 that of the vertical member. ables. It produces exact derivatives, limited only by machine precision. There are two modes of AD. In the......... first, the forward mode, the chain rule is evaluated from the input to the output; in this mode, the computational cost increases with the number of inputs. In the second mode, the reverse mode, the computational cost increases with the number of outputs. In this mode, the chain rule is evaluated from the output to the input. ..... While it can be much faster than the forward mode, this reverse mode can place enormous demands on computer storage and requires special memory handling. AD is distinct from finite difference or symbolic manipulation techniques. The former, based on perturbations Figure 2 gives a simplified directed graph representation of the calculations involved in Eq. 1. At the bottom of the graph appears one vertex for each independent variable, and, at the top, one for each dependent variable.
Intermediate vertices correspond to intermediate variable values obtained by elementary operations on variables at lower levels'.
The arcs joining the different vertices represent the direction of information flow in the graph. To each arc, one may automatically attach the value of the partial derivative of the variable at the end of the arc with respect to the variable at the origin of the arc (Fig. 3) .
The directed graph representation clearly identifiesthe computations involved in a given calculation. Therefore, it gives a measure of the computational cost associated with that calculation, sometimes referred to as computational complexity of the function. This representation is simplified in the sense that multiplications by constants are not identified as separate elementary operations, even though, they are, from a strict computational standpoint. This assumption is made for the sake of simplifying the discussion. 
Since this calculation traces back from the dependent variables to the independent variables, It has to occur after a bottom-up sweep through the computational graph to obtain the independent variables and the partial derivatives of the arcs. In principle, all the intermediate calculations, potentially a vast amount of data, have to be stored in memory for use in the top-down sweep.
Cost of Automatic Differentiation
Observation of the directed graph gives a sense of the cost associated with AD. As pointed out by Iri (1984) 2°, for example, the cost of calculation of a function is proportional to the number of vertices of the graph, while calculating the partial derivatives of that function adds a cost proportional to the number of arcs in the graph. In addition, the cost of calculating the partial derivatives associated with the arcs is negligible, once the function has been calculated. Therefore, without distinguishing between forward or reverse mode of differentiation, we should expect the cost of calculating a derivative of a function to be of the same order as that of calculating the function.
Starting with one independent variable, the forward mode gives the partial derivatives of all dependent variables, therefore one should expect the cost of calculating derivatives by the forward mode to be proportional to the number of independent variables. On the other hand, starting with one dependent variable, the reverse mode gives its derivatives with respect to all independent variable; therefore its cost is expected to increase with the number of dependent variables.
For a single function .f of a vector variable x of n variables, results from Iri (1984) 2°and Griewank (1991c) 1_ can be combined to give, for the forward mode of differentiation,
where c is a constant, L(./') is the cost of calculating the function and L(.f, V f) is that of calculating the function and its gradient with respect to x. In this case, the cost of calculating the gradient of a function increases with the number of design variables. In contrast Iri (1984) 2°s hows that, for the reverse mode,
a bound independent of the number of variables.
In engineering applications using nonlinear programming, one is most often concerned with finding the Jacobian matrix J for a vector of m functions f (dependent variables) with respect to a vector of n independent variables x. Iri (1991) 22 gives the following bounds. For the forward mode:
while, for the reverse mode:
Again, the cost of the forward method is proportional to the number of independent variables and that of the reverse method is proportional to the number of dependent variables.
Griewank and Reese (1991) 14 show that, just as in application of finite differencing, knowing the sparsity of the Jacobian in advance can reduce the cost of AD.
In such a case, the upper bounds in Eqs. 6 and 7 reduce respectively to 3fi or 3rh, where fi < n is the maximum number of non-zero entries in the columns of J and ¢n < m is the maximum number of non-zero entries in its rows.
From the standpoint of storage, Griewank (1991b) _°s hows that a straightforward implementation of the forward mode should require on the order of n times the random access storage and exactly the same sequential access storage as required for the calculation of the functions.
On the other hand, a straightforward implementation of the reverse mode requires on the order of m times the random access storage of the functions. Since intermediate results must be stored until the reverse sweep, the sequential access storage of the reverse mode is the sum of that required for the functions plus a term proportional to the total number of mathematical operations in the calculations of the functions. This latter term can be significant and totally negate the computational cost benefit associated with the reverse mode.
For the reverse mode, there is a direct trade-off between operation count and sequential access storage required. Indeed, the storage requirements can be reduced by not storing all intermediate information during the bottom-up sweep to calculate the functions but by regenerating it during the top-down sweep for the derivatives. Griewank (1992) _2 discusses these tradeOffS.
It must be noted that the above bounds are only estimates, based on very general assumptions on the problem at hand. Actual performance can be significantly affected by the exact computational steps required in the problem considered and by also by the specific implementation of the AD methodology.
Developments and then automatically produce a computer program to calculate functions and derivatives.
It must be noted that some tools are actually hybrids, belonging to several of the classes. From the standpoint of applying AD to engineering optimization, both extensional and operational tools offer the best prospect for immediate application since they are likely to be directly applicable to existing analysis programs.
In contrast, elemental, integral or symbolic tools should be considered only if a new analysis program is developed. Extensional AD tools work with original codes written in a conventional programing language (eg FOR' TRAN). These tools typically are preprocessing compilers. They take the original code, and produce an enhanced code in the same programing language. The enhanced code may then be compiled conventionally, linked with run-time libraries if necessary and executed.
Automatic
Operational AD tools are similar to extensional AD tools however they apply to original codes written in a flexible modern programing language (eg C**). They define new data types for functions of which the derivatives are required and provide for the capability to automatically generate the derivatives of the functions defined in the new data types.
Integral AD tools are typically elements of specialpurpose high-level computer languages that provide the capability to calculate the derivatives of expressions formulated in those languages.
Symbolic AD tools begin with a symbolic representation of the functions to be calculated, use algebraic manipulation to generate the derivatives of the functions application of the reverse method to shallow-land disposal of radioactive waste included 69000 independent variables and 2 dependent variables and provided all necessary derivatives in 10 times the run-time of a single analysis. An application of the forward mode to a radioactive decay model with 7 independent variables and 140000 dependent variables required 25 times the run-time of a single analysis. Bischof et al (1991)4 introduced the program ADIFOR (see next section) and reported on a large number of test problems with small to moderate size (less than 1500 lines) computer codes. They show AD generally faster (up to 70%) than finite difference; in one example they show AD actually faster than analytically developed derivatives.
Other applications include the work of Garcia (1991)6 who uses AD to fit complex models of growth in forest plantations and shows reductions in derivative computing times by factors of 4 to 6 when compared to a central difference procedure for problems with one dependent variable and up to 18 independent variables. Iri (1988) 21 demonstrates the use of AD-derived Jacobians in the solution of nonlinear equations modelling a distillation tower. In a problem with 108 independent and dependent variables, Iri demonstrates calculation of derivatives 6 to 7 times faster than by forward differencing.
An area for application of the reverse method is for models described by large numerical systems where there are typically many more inputs than outputs; primeexamples of such systems are large meteorological or oceanographic models. It can be shown that the sensitivity information required to solve typical inverse design problems (parameter estimation, data fitting or data assimilation) for such models may be found from integration of an adjoint numerical system. It turns out that the adjoint is equivalent to the reverse mode of differentiation. Since a large amount of time goes into developing such models, the developing of automatic methods to code the adjoint systems can be very beneficial. Tallagrand (1991)23 discusses that application in the context of meteorological modelling, Thacker (1991 ) 24 from the perspective of the oceanographer.
Two Structural Applications
This section discusses two exploratory applications of AD to generate sensitivity information commonly used in structural optimization. The first uses the GRESS code developed by Horwedel (1991a and b) 17,1eat Oak Ridge National Laboratory to calculate derivatives of weight, displacements and stresses in trusses analyzed with a small finite element analysis program. The second uses the ADIFOR code developed by Bischof et al (1991) 4 at Argonne National Laboratory to find derivatives of stresses in a plate model of a supersonic transport wing.
GRESS Applied to Finite Element Analysis with STAP
GRESS is a hybrid AD tool which has characteristics of both extensional and symbolic tools. GRESS offers the two modes of AD. The CHAIN option implements the forward mode and produces derivatives of intermediate variables with respect to selected independent variables, as they are calculated. The ADGEN option implements the reverse mode. As the analysis is performed, the ADGEN option generates partial derivatives for all assignment statements in the model and stores those. Then that information is read back and processed to generate the derivative of selected dependent variables with respect to all independent variable. This storage of intermediate information is in-core for a small enough problem but can be moved out-of-core for larger problems. For the ADGEN option, GRESS uses several techniques to reduce the amount of intermediate information retained, including retaining only derivative information depending on selected independent variables and affecting selected dependent variables Given a FORTRAN program performing an analysis, the user must augment it with statements identifying dependent and independent variables as well as the AD mode required. GRESS precompiles this modified code to produce another FORTRAN code enhanced with derivative taking capabilities. The enhanced code is then compiled and linked with run-time libraries. GRESS is available for both VAX/VMS and UNIX computers; the results given here were obtained with the UNIX operating system. GRESS accepts most ANSI standard FORTRAN 77 statements but disallows functions that may be discontinuous and complex functions; it does not allow the use of scratch files during execution (Horwedel 1991a ) 17. Table 1 shows timing results obtained using GRESS to obtain the derivatives of volume, stresses and displacements in trusses analyzed with the simple finite element program STAP (Bathe and Wilson, 1976) 
3.
The results were validated by comparing them with finite difference derivatives; for the smallest example, analytical results were available as well and compared exactly with the GRESS-generated results. The table shows that, except for the largest problem, both the forward mode and the reverse mode with in-core storage of intermediate results are noticeably faster than the finite difference alternative, with the reverse mode being fastest. The reverse mode with out-of-core storage of intermediate results requires considerably more time than the other two approaches due to its high I/O requirements. However, for the largest problem, it is the only AD alternative and it requires much more time even than the finite difference alternative.
ADIFOR Applied to Equivalent Plate Analysis with ELAPS
ADIFOR is a recent development. It is an extensional tool that implements a hybrid combination of the forward and reverse modes of AD. The program operates primarily in the forward mode, but implements the reverse mode for each complex assignment statement. Since it is based primarily on the forward mode of AD, ADIFOR's cost increases with the number of independent variables in the problem treated. However, it is capable of exploiting known sparsity of the Jacobian matrix so that the cost increases only proportional to the maximum number of structurally orthogohal # columns of the Jacobian.
Recognizing that the development of derivative code Is an application of program translation, ADIFOR is based on tools from the ParaScope programming environment (Callahan et al, 1988 ) 5 which was developed for automatic parallelization of FORTRAN programs. Although operating ADIFOR is somewhat similar to operating GRESS, ADIFOR does not require any run-time library. analysis is based on Giles' (1986, 1989) 7.8 program special purpose finite difference code was written for ELAPS which uses a Rayleigh-Ritz approach to ariathis example but the results show a reduction of 40% lyze wing structures. The problem independent varito 60% of time with respect to a simple-minded impleables are skin thicknesses and spar and rib cap crossmentation of the differencing process amounting to resectional areas; the dependent variables are maximum running the basic analysis program, once for the basestrains and stresses in the wing covers in five different line analysis and once for each independent variable. load cases. A preprocessor program transforms the 44 input skin thicknesses and cap areas into 136 ELAPS inputs; ELAPS is by far the longest running of the two codes. Applying AD to the preprocessor and to ELAPS separately and then using the chain rule to calculate the derivatives of the output of ELAPS with respect to the inputs of the preprocessor would yield a cost driven by the number of inputs to ELAPS, that is136. Instead, the preprocessor and ELAPS are merged into one program and the cost of applying AD is now driven by the number of inputs to the preprocessor which is 44. Table 2 show results selecting only 4 of the independent variables of the problem or all 44 or them. No Here the derivatives were validated by comparison with hand-calculated finite difference results.
Dlscusslon
The results discussed in this paper as well as others reported on in the literature establish clearly that AD generates accurate derivatives, generally faster than the finite difference alternative. Speed-up factors of up to one order of magnitude have been reported with existing AD tools, speed-up factors of 2 are not unusual. While some of the examples reported on are quite large, most are of moderate size, with the original non-modified code seldom larger than 3000 lines of codes. While the estimates discussed in the paper and other available in the literature indicate useful trends in computational cost and storage requirements, they are not sharp enough to decide unequivocally when AD is cheaper than finite differencing.
In general, AD is simpler to implement than analytical sensitivity analysis. However, it is unlikely that pure systematic (even clever) application of the chain rule of differentiation will prove in general faster than analytical sensitivity analysis. Indeed, when calculating derivatives analytically, all possible simplifications can be effected prior to doing any coding and very com-pactformulations canbe derived.A simpleexample is thatof a function foundas thesolutionof a single nonlinear equation (for example y = sin(xy)) and obtained by some sort of iterative process. AD will generate an iterative process for the derivative that mirror exactly that for the calculation of the function. It turns out, however, that the derivative can be found analytically, without iteration, from a linear sensitivity equation. Convergence of the iterative process for the derivative may require more or less iteration than that for the function and the AD procedure used must insure convergence of that process. In addition, the iterative calculation for the derivative will be significantly more costly than the analytical solution. In general, AD will not be able to overcome such difficulty, unless some symbolic manipulation capability is added. There are counterexamples however where AD proves faster that analytical sensitivity analysis, as reported by Bischof et al (1991)4.
From these observations, and provided that the source code is available for the analysis program, AD is recommended over finite differencing for moderately sized computer programs. For larger programs, application of AD may r1"otbe possible or its performance may be degraded as it requires at least a small multiple of the storage necessary for the original program. AD remains the alternative of choice to analytical sensitivity analysis as long as execution time can be traded for coding and debugging time. This is especially true when prototyping a computer system or conducting a brief study. When adding subroutines to a computer program which already performs sensitivity analysis analytically or otherwise, the derivatives of the added subroutines can be obtained by means of AD and inserted in the original code.
Applying AD to any analysis problem definitely requires some development time. First, the original program must be written in standard ANSI FORTRAN. The usage of capabilities offered by extensions to ANSI FOR-TRAN may or may not be permitted. Also, the original program must be modified to meet the constraints of the specific AD tool used. For example, the tools considered in this paper do not permit usage of scratch files (although this is not a general restriction of AD). If those are used in the original program, the user must somehow address that problem. If one writes a new analysis program to be enhanced later by means of AD, one must keep those restrictions in mind.
This paper has focused only on the subset of AD techniques dealing with first order sensitivity analysis. Many extensions exist which have significant potential for engineering design. These include the use of higher-order derivatives and the generation of Taylor series coefficients, for example, to generate high-order approximations to functions and also to make use of second order optimization algorithms. Also, only one of the types of AD tools has been explored and others could certainly prove useful as well. For example, integral AD tools are attractive in that they recast engineering analysis programs in terms of higher level functions. In turn, those tools offer corresponding AD capabilities which may be worth exploring.
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