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In this paper we have introduced a new regularity coefﬁcient of
time varying discrete linear system. On the base of this coefﬁ-
cientwehave characterized the regularity of homogeneous discrete
time varying linear systems by nonhomogeneous ones. Moreover
we provided bounds for the regularity coefﬁcient in terms of the
existing in the literature regularity coefﬁcients.
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1. Introduction
It is well known that the nonautonomous linear equation may be exponentially unstable even if
all Lyapunov exponents of the corresponding autonomous equation are negative. There are additional
assumptions such as uniform asymptotic stability or exponential dichotomy under which the stabil-
ity persists. However, these assumptions are very restrictive. It is thus desirable to look for general
assumptions that are weaker than the mentioned, under which one can still establish the persistence
of stability of nonautonomous linear equation. It has been noticed in [2] that the theory of Lyapunov
regularity provides concepts that can be used to express the above conditions. Namely, these are the
regularity coefﬁcients. In the present paper we propose a new coefﬁcient of regularity expressed in
∗ Corresponding author.
E-mail address: Adam.Czornik@polsl.pl (A. Czornik).
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.12.018
2746 A. Czornik, A. Nawrat / Linear Algebra and its Applications 432 (2010) 2745–2753
termsof characteristic exponentsof solutionofnonhomogeneous systemandwedescribed its relations
to the existing ones.
Consider the linear discrete time-varying system
x(n + 1) = A(n)x(n), n 0, (1)
where A(n) are invertible s-by-s real matrices such that supn‖A(n)‖ = c < ∞, where ‖‖ denote the
Euclidean norm in Rs and the induced operator norm. The transition matrix is deﬁned as
A(m, k) = A(m − 1) · · · A(k)
form > k andA(m,m) = I, where I is the identity matrix. For a initial condition x0 the solution of (1)
is denoted by x(n, x0) so
x(n, x0) = A(n, 0)x0.
In order to introduce concepts of regularity we also consider the dual equation
y(n + 1) = B(n)y(n), n 0, (2)
where B(n) = (AT (n))−1 and AT denotes the transpose of A. The transition matrix of the dual system
is given by
B(m, k) = B(m − 1) · · · B(k)
form > k andB(m,m) = I. For a sequence of real numbers a = (a(n))n∈N , the number (or the symbol±∞) deﬁned as
λ(a) = lim sup
n→∞
1
n
ln |a(n)|
is called the characteristic exponent of sequence (a(n))n∈N . For x0 ∈ Rs, x0 /= 0 the Lyapunov expo-
nent λ(x0) of (1) is deﬁned as characteristic exponent of (‖x(n, x0)‖)n∈N that is
λ(x0) = lim sup
n→∞
1
n
ln ‖x(n, x0)‖ .
It iswell known [1] that the set of all Lyapunov exponents of system (1) contains atmost s elements,
say −∞ λ1 < λ2 < · · · < λr < ∞ and the set {λ1, λ2, . . . , λr} is called the spectrum of (1). In a
similar manner we deﬁne Lyapunov exponent of the dual system and let −∞μk < μk−1 < · · · <
μ1 < ∞ constitute the different value of them. For eachλi andμi weconsider the following subspaces
of Rs
Ei = {v ∈ Rs : λ(v) λi}
and
Fi = {v ∈ Rs : μ(v)μi}
and we set E0 = F0 = {0}. The multiplicities ni andmi of Lyapunov exponent λi andμi are deﬁned as
dim Ei − dim Ei−1 and dim Fi − dim Fi−1, respectively. If we have two bases v1, . . . , vs andw1, . . . , ws
of Rs, then we will call them dual if 〈vi, wj〉 = δij , where 〈u, v〉 is the standard scalar product in Rs
and δij is the Kronecker symbol. For a base V = {v1, . . . , vs} of Rs we deﬁne the sum σV of Lyapunov
exponents
σV =
s∑
i=1
λ(vi).
The base v1, . . . , vs is called normal if for each i = 1, . . . , r there exists a basis of Ei composed of vectors{v1, . . . , vs}. Formally we should say that a basis is normal with respect to family Ei, i = 1, . . . , r. It
can be shown (see [2], remark after Theorem 1.2.5) that there always exist normal bases v1, . . . , vs and
w1, . . . , ws (respectively of the families Ei and Fi)which are dual. It can be also shown (see [2, Theorem
1.2.3]) that for the normal bases the sum σV of Lyapunov exponents is minimal.
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In order to measure the irregularity of the system (1) some numerical characteristic, which are
called coefﬁcients of regularity are introduced.We note three of themwhichwere originally proposed
for the continuous time systems.
1. Lyapunov’s coefﬁcients of regularity [5] is deﬁned as:
σL = min σV − lim inf
n→∞
1
n
ln |detA(n, 0)| ,
where minimum is taken over the set of all bases. In fact it is enough to take the minimum
over the set of normal bases.
2. Perron’s coefﬁcient of regularity [6]. Consider the values
λ′1  λ′2  · · · λ′s (3)
and
μ′s μ′s−1  · · ·μ′1 (4)
of the Lyapunov exponents of (1) and (2), respectively, countedwith theirmultiplicities. Then
Perron’s coefﬁcient of regularity is deﬁned as
σP = max
i=1,...,s
(
λ′i + μ′i
)
.
3. Grobman’s coefﬁcient of regularity [3]. For a pair of dual bases V = {v1, . . . , vs} and W ={w1, . . . , ws} we deﬁne defect of dual bases
γ (V,W) = max
i=1,...,s (λ(vi) + μ(wi))
then Grobman’s coefﬁcient of regularity is deﬁned as:
σG = min γ (V,W) , (5)
where the minimum is taken over all pairs of dual bases.
The introduced coefﬁcients σP and σG are related by the following inequalities (see, [1,
Theorem 1.2.6]):
0 σP  σG  sσP . (6)
Relations between σG and σL are described in the next Lemma.
Lemma 1. We have
0 σG  σL  sσG. (7)
In the proof of this Lemma and in our further considerations we will use the following theorem
from [2] which says that whenwe consider regularity wemay replace an arbitrary system by an upper
triangular one.
Theorem 2. For each sequence (A(n))n∈N there exists a sequence (U(n))n∈N of orthogonal matrices such
that Cn = UTn+1AnUn is upper triangular. Moreover, the regularity coefﬁcients σP , σL and σG are the same
for (A(n))n∈N and (C(n))n∈N .
Proof of Lemma 1. Let v1, . . . , vs and w1, . . . , ws of R
s be dual normal bases. Then we have
lim inf
n→∞
1
n
ln |detA(n, 0)C| = − lim sup
n→∞
1
n
ln |det B(n, 0)C|−
s∑
i=1
μ(wi)
and consequently
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σL =
s∑
i=1
λ(vi) − lim inf
n→∞
1
n
ln |detA(n, 0)|
s∑
i=1
(λ(vi) + μ(wi)) sσG.
This proves the most right inequality of (7). The most left inequality follows from (6). It remains to
show that σG  σL .
Let us suppose ﬁrst that the system is upper triangular, the triangular base and dual base are normal
and the maximum
maxi=1,...,s (λ(vi) + μ(wi)) = σG
is taken for i = s i.e.
λ(vs) + μ(ws) = λs + μs.
For upper triangular system we have
σL =
s∑
i=1
λ(vi) − lim inf
n→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
s∏
i=1
aii(l)
∣∣∣∣∣∣ ,
where aij(n) are the entries of A(n). Due the assumption about normality we have
μs = − lim inf
n→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
ass(l)
∣∣∣∣∣∣ .
Moreover, by the properties of partial limits we obtain
lim inf
n→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
s∏
i=1
aii(l)
∣∣∣∣∣∣  lim infn→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
ass(l)
∣∣∣∣∣∣+ lim supn→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
s−1∏
i=1
aii(l)
∣∣∣∣∣∣
 lim inf
n→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
ass(l)
∣∣∣∣∣∣+
s−1∑
i=1
lim sup
n→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
aii(l)
∣∣∣∣∣∣ .
Finally, taking into account the following inequality
lim inf
n→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
s∏
i=1
aii(l)
∣∣∣∣∣∣ lim infn→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
ass(l)
∣∣∣∣∣∣+
s−1∑
i=1
λ(vi)
which follows from Lemma A.1 in [2], we have
σL =
s∑
i=1
λ(vi) − lim inf
n→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
s∏
i=1
aii(l)
∣∣∣∣∣∣

s∑
i=1
λ(vi) − lim inf
n→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
ass(l)
∣∣∣∣∣∣−
s−1∑
i=1
λ(vi)
= λs − lim inf
n→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
l=0
ass(l)
∣∣∣∣∣∣ = λs + μs = σG.
The Lemma is proved for upper triangular system. The general casemay be reduced to upper triangular
by Theorem 2. 
From inequalities (6) and (7) it follows that if one of the coefﬁcients σP , σG and σL vanishes, then
the others also vanish. System (1) is called regular if the coefﬁcient of regularity is equal to zero.
2. Nonhomogeneous system
Together with (1) consider the following nonhomogeneous system
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x(n + 1) = A(n)x(n) + f (n), (8)
where the sequence f = (f (n))n∈N belongs to the class F consisting of all sequences g of s-dimensional
vectors such that
−∞ < λ(g) < ∞.
For an initial condition x0 the solution of (8) is denoted by x(n, x0) so
x(n, x0, f ) = A(n, 0)x0 +
n−1∑
i=0
A(n, i + 1)f (i). (9)
From this formula it follows that the set {λ((x(n, x0, f ))n∈N) : x0 ∈ Rs, x0 /= 0} contains at most s + 1
elements. Denote by χ(A, f ) the minimal characteristic exponents of solution of (8) that is
χ(A, f ) = min
x0 /= 0
λ
(
(x(n, x0, f ))n∈N
)
. (10)
We introduce a quantity σ(A)which will measure the difference between Lyapunov exponents of the
nonhomogeneous system (8) and of f . Deﬁne σ(A) by the following formula:
σ(A) = sup
f∈F
(χ(A, f ) − λ(f )) . (11)
We have the following
Theorem 3. The following inequality holds
σG
s
 σ(A) σG. (12)
In the proof of this Theorem we will use the following Lemma.
Lemma 4. For any sequence a = (a(n))n∈N of real numbers we have λ(s) λ(a), where s = (s(n))n∈N
is given by
s(n) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n−1∑
l=0
a(l) if λ(a) 0,
∞∑
l=n
a(l) if λ(a) < 0.
Proof. If λ(a) = ±∞ then the conclusion is trivial. Suppose now that λ(a) ∈ R. Fix a positive number
ε. By the deﬁnition of λ(a) there exists C > 0 such that |a(n)| C exp[(λ(a) + ε)n] for all n ∈ N. If
λ(a) 0 then∣∣∣∣∣∣
n−1∑
l=0
a(l)
∣∣∣∣∣∣  C
n−1∑
l=0
exp [(λ(a) + ε)l] = C (exp [(λ(a) + ε)n] − 1)
exp(λ(a) + ε) − 1

C
exp(λ(a) + ε) − 1 exp [(λ(a) + ε)n]
and therefore λ(s) λ(a) + ε; since ε is arbitrary, this implies λ(s) λ(a). If λ(a) < 0 then for 0 <
ε < |λ(a)| we have∣∣∣∣∣∣
∞∑
l=n
a(l)
∣∣∣∣∣∣ C
∞∑
l=n
exp [(λ(a) + ε)l] = C exp [(λ(a) + ε)n]
1 − exp(λ(a) + ε) .
In analogy to the previous, we have λ(s) λ(a). 
Proof of Theorem 3. Since the basis change of Theorem 2 leaves the class F invariant, wemay assume,
according to Theorem 2 that A(n) are upper triangular. Denote by qij(n), aij(n) and bij(n) elements of
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matrices A(n), A(n, 0) and B(n, 0), respectively and by ai(n) the ith column of A(n, 0).We introduce
the quantities
αi = lim infn→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
k=0
qii(k)
∣∣∣∣∣∣ and α¯i = lim supn→∞
1
n
ln
∣∣∣∣∣∣
n−1∏
k=0
qii(k)
∣∣∣∣∣∣ ,
Δi = α¯i − αi, i = 1, . . . , s.
According to Theorem 6 in [2] we have
σG 
s∑
i=1
Δi. (13)
We choose m such that Δm = max
i=1,...,s Δi. We take number l ∈ N ∪ {0} and real number α > αm and
construct sequence (f (l)(n))n∈N of s dimensional vectors as follows. We set all components of vector
f (l)(n) but themth component equal to zero and deﬁne themth component by
f (l)(n) = eαnnlsgn(bmm(n + 1)),
where
sgn(x) =
⎧⎨
⎩
1 for x > 0,
0 for x = 0,
−1 for x < 0.
We show that for each α > αm, there exists an l such that
χ(A, f (l)) α¯m.
Indeed, otherwise for any l = 0, . . . , s, there would exist initial conditions x(l)0 such that
λ
((
x
(
n, x
(l)
0 , f
(l)
))
n∈N
)
< α¯m. (14)
This solution has the following form
x
(
n, x
(l)
0 , f
(l)
)
= x(n, 0, f (l)) + A(n, 0)x(l)0 .
Since the vectors x
(0)
0 , x
(1)
0 , . . . , x
(l)
0 are linearly dependent one of them is a linear combination of the
others. It implies that there are constants d0, . . . ds and d
′
0, . . . d
′
s, do not being zero simultaneously,
such that
s∑
i=0
d′ix
(
n, x
(l)
0 , f
(l)
)
=
s∑
i=0
dix(n, 0, f
(l)).
Denote y = (y(n))n∈N where y(n) = ∑si=0 dix(n, 0, f (l)). From the last equality and (14)we obtain that
λ (y) < α¯m, (15)
because the Lyapunov exponent of linear combination of sequences is less or equal to the greatest
Lyapunov exponents of these sequence (see Theorem 1.2.1 in [1]). Notice that y is a solution of (8),
where all components of f are zero except for themth component
fm(n) = eαnsgn(bmm(n + 1))
s∑
i=0
din
i.
According to (9) we have
y(n) = A(n, 0)
n−1∑
l=0
A−1(l + 1, 0)f (l).
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and themth coordinate ym(n) of y(n) has the following form
ym(n) = amm(n)
n−1∑
l=0
bmm(l + 1)fm(l). (16)
Because λ((bmm(l))l∈N) = −αm, limn→∞ 1n ln |fm(i)| = α and bmm(i + 1)fm(i) is positive for large i
then we conclude that
lim inf
n→∞
1
n
ln
n−1∑
l=0
bmm(l + 1)fm(l) 0
andﬁnallyby (16)weconclude thatλ(y) α¯mwhichcontradicts (15). Therefore for eachα > αm, there
exists a sequence f such that λ(f )α andχ(A, f (l)) α¯m. This implies that σ(A)Δm. It follows from
(13) that σG  sΔm.
Now we show the second part of the theorem. For that purpose we prove that for each sequence
f = (f (n))n∈N ∈ F there exists a solution (x(n, x0, f ))n∈N of (8) such that
λ
(
(x(n, x0, f ))n∈N
)
 σG + λ(f ).
Let us write any solution of (8) in the following form
x(n, x0, f ) = A(n, 0)x0 + A(n, 0)
n−1∑
l=0
A−1(l + 1, 0)f (l). (17)
Denote z(n) = [z1(n), . . . zs(n)]T = A−1(n + 1, 0)f (n) and represent
n−1∑
l=0
z(l) = a + u(n),
where a = [a1, . . . as]T is a constant vector such that ai = 0 for λ(zi) 0 and ai = ∑∞l=0 zi(l) for
λ(zi) < 0. It implies that ui(n) = ∑n−1l=0 zi(l) for λ(zi) 0 and ui(n) = −∑∞l=n zi(l) for λ(zi) < 0,
where u(n) = [u1(n), . . . us(n)]T . By Lemma 4 we obtain λ(u) λ(z). Denote by bi(n) the ith column
of B(n, 0). Note that zi(l) = bTi (l)f (l) and therefore
λ(zi) λ(bi) + λ(f ). (18)
With this notation we can rewrite (13) in the following form
x(n, x0, f ) − A(n, 0) (x0 + a) = c(n), (19)
where c(n) = A(n, 0)∑n−1l=0 A−1(l + 1, 0)f (l). Let us estimateλ(c). Denote c(n) = [c1(n), . . . cs(n)]T .
We have
cj(n) =
s∑
i=1
aji(n)ui(n)
and therefore by (18) we obtain
λ(cj)maxi=1,...,s (λ(ai) + μ(bi)) + λ(f )
and by the deﬁnition of σG
λ(c) σG + λ(f ).
To ﬁnish the proof it is enough to notice that the right hand side of (19) is a solution of (8).
Finally we have the following
Corollary 5. System (1) is regular if and only if σ(A) = 0.
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Finally we will demonstrated on a numerical example the calculation of the regularity coefﬁcients.
This example will also demonstrate that the numbers σP , σG , σL and σ(A) may be equal but do not
equal to zero.
Example 1. Consider a system with A(n) = diag
[
ea1(n), ea2(n)
]
, where
a1(n) =
{
1 if n ∈ [t2k, t2k+1) for certain natural k
−4 if n ∈ [t2k+1, t2k+2) for certain natural k
,
a1(0) = 1, a2(n) = −3 − a1(n) and tk = 2k . It is easy toﬁnd that limk→∞ 122k+2
∑22k+2−1
i=0 a1(i) = − 73
and limk→∞ 122k+1
∑22k+1−1
i=0 a1(i) = − 23 . Therefore
lim sup
k→∞
1
k
k−1∑
i=0
a1(i) = lim sup
k→∞
1
k
k−1∑
i=0
a2(i) = −2
3
(20)
lim inf
k→∞
1
k
k−1∑
i=0
a1(i) = lim inf
k→∞
1
k
k−1∑
i=0
a2(i) = −7
3
(21)
andconsequentlyλ1(A) = λ2(A) = − 23 ,μ1(A) = μ2(A) = 73 . It implies thatσP = σG = 53 moreover,
because ln |A(n)| = −3 we have σL = 53 . According to (12) σ(A) 53 . We will show that σ(A) = 53 . In
that purpose it is enough to show that there exists a sequence f = (f (n))n∈N , f (n) = [f1(n) f2(n)]T
such that
λ
(
(x(n, x0, f ))n∈N
)− λ(f ) 5
3
for all initial condition x0 =
[
x
(1)
0 x
(1)
0
]T
/= [0 0]T . We have
x(n, x0, f ) = A(n, 0)x0 + A(n, 0)
n−1∑
l=0
A−1(l + 1, 0)f (l) =
⎡
⎢⎢⎢⎢⎣
x
(1)
0 exp
(
n−1∑
l=0
a1(i)
)
x
(2)
0 exp
(
n−1∑
l=0
a2(i)
)
⎤
⎥⎥⎥⎥⎦
+
⎡
⎢⎢⎢⎢⎣
exp
(
n−1∑
l=0
a1(i)
)
0
0 exp
(
n−1∑
l=0
a2(i)
)
⎤
⎥⎥⎥⎥⎦
n−1∑
i=0
⎡
⎢⎢⎢⎢⎣
f1(i) exp
(
− i∑
j=0
a1(j)
)
f2(i) exp
(
− i∑
j=0
a2(j)
)
⎤
⎥⎥⎥⎥⎦ .
Since
n−1∑
i=0
fp(i) exp
⎛
⎝− i∑
j=0
ap(j)
⎞
⎠ fp(n − 1) exp
⎛
⎝− n−1∑
j=0
ap(j)
⎞
⎠ ,
for p = 1, 2, we conclude from (20) and (21) that for f1(n) = f2(n) = exp
(
− 7
3
n
)
we have λ((x(n,
x0, f ))n∈N)− 23 and therefore
λ
(
(x(n, x0, f ))n∈N
)− λ(f )−2
3
−
(
−7
3
)
= 5
3
.
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3. Conclusions
In this paper we have considered a linear discrete time system with time-varying coefﬁcients in
context of regularity. We have introduced a certain new regularity coefﬁcient expressed in terms of
characteristic exponents of solution of nonhomogeneous system. We have also presented inequality
between this coefﬁcient and the existing ones. The obtained results constitute counterparts of result
in [4] for discrete time systems.
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