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The Asymmetric Traveling Salesman Problem on Graphs with Bounded Genus
Shayan Oveis Gharan∗ Amin Saberi∗
Abstract
We give a constant factor approximation algorithm for the asymmetric traveling salesman problem
when the support graph of the solution of the Held-Karp linear programming relaxation has bounded
orientable genus.
1 Introduction
We present the first constant-factor approximation algorithm for the Asymmetric Traveling Salesman
Problem (ATSP) for metrics defined by a weighted directed graph with a bounded orientable genus.
This is a natural special case: consider a metric obtained by shortest path distances in a city with one
way streets and a constant number of bridges and underpasses.
The result is more general: we can obtain constant factor approximation algorithms when the
underlying graph of the fractional solution of the Held-Karp linear programming relaxation has bounded
orientable genus. It is easy to see that this is a less strict condition. In fact, it is known that the corner
points of the Held-Karp relaxation polytope define very sparse graphs [17] and in practice they often
turn out to be planar.
The symmetric version of this problem (STSP) has been studied extensively on Euclidean [1], planar
[18, 2, 23] or low-genus metrics [11]. But to the best of our knowledge, this is the first result of this
type for ATSP.
Our algorithm rounds the solution of the Held-Karp linear programming relaxation. Therefore,
it also gives a constant upper bound on the integrality gap. It is worth noting that the best-known
constructions that lower bound the integrality gap [7] are also planar.
Our result builds on a central lemma in Asadpour et al. [3] that shows for finding a constant-factor
approximation algorithm for ATSP, it is sufficient to find a “thin” tree in the fractional solution. Roughly
speaking, a tree is ǫ-thin with respect to a graph G, if it does not contain more than an ǫ-fraction of
the edges of G across any cut.
On the other hand, we use a different approach for proving thinness: we use the the embedding of
the graph and its geometric dual. In particular, we take advantage of the correspondence between the
cutsets of the graph G and cycles of the dual graph G∗. If G∗ does not have any short cycles and all the
edges of T are far apart in G∗, then T can not contain too many edges from any cut of G and therefore
it is thin.
Thin trees were first defined in the graph embedding literature in an attempt to prove a notoriously
difficult conjecture by Jaeger on the existence of certain nowhere-zero flows [15]. Our result on the
existence of thin trees in graphs with bounded genus also proves a weaker version of Jaeger’s conjecture
and essentially implies the main result of [28]. Furthermore, our algorithm and its proof is simpler than
the vertex splitting argument of [28] that uses case analysis.
We were informed recently [8] of an application of the result of this paper for the minimum stabbing
spanning tree problem on the plane. The problem is as follows: we are given a set P = p1, . . . , pn of points
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in R2. The task is to construct a spanning tree on P by connecting vertices with straight lines such that
the crossing number, which is the maximum number of segments that are encountered by any line, is
minimized. Fekete et al [13] show that the natural linear programming relaxation of the problem contains
a fractional optimal solution whose support is planar. This has a very interesting implication: the result
of our paper on the existence of thin trees in planar graphs also gives a constant factor approximation for
this problem! The best previously known approximation algorithm was O(log n/ log log n) by Chekuri
et al. [9] improving over Bilo et al. [4] and Har-Peled [20]. For a more detailed discussion, see Appendix
A.
In the rest of this section, let us sketch the main steps of the algorithm and its analysis. The main
result of the paper is to find a polynomial-time algorithm for finding an f (γ)/k-thin tree in a k-edge
connected graph of genus γ. In order to do that, we first show how to find such a tree if the dual of
the graph has high girth. This is sufficient for planar graphs. The dual of every cutset in G is a cycle
in G∗. Therefore if G is k-edge connected, G∗ has girth at least k. In graphs with genus even slightly
bigger than zero, high connectivity does not imply high dual girth. In fact, the dual of a graph with
high edge connectivity can have several short cycles. In section 4, we show how to remove short cycles
from G∗ without creating too many connected components in G. For doing this, we have to use fairly
simple “surgical” operations like cutting handles and adding topological disks to the surface. The reader
interested in the algorithm for planar graphs can skip this section and read sections 2,3, and 5.
In the last section, we make the connection between ATSP and thin trees concrete. We show that
an algorithm that finds an O(1)/k-thin spanning tree in a k-edge connected graph gives a constant factor
approximation algorithm for ATSP.
2 Preliminaries
In the Asymmetric Traveling Salesman problem (ATSP), we are given a set V of n points and a cost
function c : V × V → R+. The goal is to find the minimum cost tour that visits every vertex at least
once. Since we can replace every arc (u, v) in the tour with the shortest path from u to v, we can assume
c satisfies the triangle inequality.
Recently, Asadpour et al. [3] obtained an O(log n/ log log n)-approximation algorithm for this
problem improving the results of [14, 5, 19, 12]. For the symmetric version, the 3/2-approximation
algorithms by Christofides [10] is still the best known.
Given an instance of ATSP corresponding to the cost function c : V × V → R+, we can obtain a
lower bound on the optimum value by considering the following linear programming relaxation defined
on the complete bidirected graph with vertex set V:
min
∑
a
c(a)xa (2.1)
s.t. x(δ+(S)) ≥ 1 ∀S ⊂ V, (2.2)
x(δ+(v)) = x(δ−(v)) = 1 ∀v ∈ V,
xa ≥ 0 ∀a.
In the above linear program δ+(S) (δ−(S)) denotes the set of directed edges leaving (entering) S in
the bidirectional complete graph on V. This linear programming relaxation is known as the Held-Karp
relaxation [21], and its optimum value, which we denote by OPTHK, can be computed in polynomial
time.
The focus of this paper is on the special case in which c is the distance function in a directed planar
(or bounded-genus) graph G. Even when G is planar, the optimal solution of the LP relaxation is not
necessarily a planar graph. However, it is easy to obtain a planar solution of the same cost, by replacing
every edge e < G with the edges of the shortest path connecting its endpoints in G. The same argument
works for graphs with bounded genus.
Let x be a feasible solution of Held-Karp relaxation (2.1). Our approximation algorithm will be
based on rounding x to an integral solution. For this rounding, it turns out that it is sufficient to find a
spanning tree that is thin with respect to the appropriately defined multi-graph representing x. In the
rest of the paper, we refer to multi-graphs (graphs with loops and parallel edges) simply as graphs.
Definition 2.1. A subset F ⊆ E is α-thin with respect to G, if for each set U ⊂ V,
|F(U,U)| ≤ α|E(U,U)|,
where F(U,U) and E(U,U) are respectively the sets of edges of F and E that are in the cut (U,U).
2.1 Surfaces and graph embedding We also need to recall some of the concepts in topological
graph theory. By a surface, we mean a compact connected 2-manifold without boundary. It is well
known that all surfaces are classified into the sphere with γ handles (denoted by Sγ) or the crosscaps
(denoted by Nγ) and are called orientable and non-orientable surfaces respectively. Throughout this
paper by a surface we mean an orientable surface, and all the theorems have been proved for orientable
surfaces.
In the above definition, γ represents the genus of the surface. An equivalent definition for the genus
of an orientable surface is the maximum number of disjoint simple closed curve which can be cut from
the orientable surface without disconnecting it.
An embedding of a graph G into a surface Σ, is a homeomorphism i : G → Σ of G into Σ. The
orientable genus of a graph G is the minimum γ such that G has an embedding in Sγ. For example,
planar graphs have genus zero.
Let G(V,E) be a graph embedded on a surface Σ. A set S ⊆ E on Σ is separating if Σ−S is disconnected;
otherwise S is called non-separating. For instance, the definition of orientable genus implies that any
set of γ(Σ) + 1 disjoint cycles of G is separating.
Suppose that we have embedded G on a surface Σ. The geometric dual of G on Σ, G∗, is defined
similar to the planar graphs. Particularly, The vertices of G∗ correspond to the faces of G. The edges
of G∗ are in bijective correspondence e → e∗ with the edges of G, and the edge e∗ joins the vertices
corresponding to the faces containing e in G. For a more extensive discussion of embeddings of graphs
in surfaces, see [25].
3 Constructing a thin-tree
Let G(V,E) be a connected graph embedded on an orientable surface, and G∗ be its geometric dual.
The dual-girth of G, denoted by g∗(G) is the length of the shortest cycle in G∗. The main result of this
section is the following lemma.
Lemma 3.1. A connected graph embedded on an orientable surface with genus γ and dual-girth g∗ has
a spanning tree with thinness
2α(γ)
g∗ , where α(γ) = 4 + ⌊2 log2 (γ + 32 )⌋. Furthermore, such a tree can be
found in polynomial time.
We will prove this lemma in the rest of this section. First note that if g∗ = 1, the lemma holds for
trivial reasons. Therefore, without loss of generality assume that g∗ > 1. That implies that no face of
G can have two copies of an edge. In particular, G does not have any cut edge.
Define the distance of two edges in a graph to be the closest distance between their endpoints. Our
most basic tool for establishing the thinness of a tree T in G is to relate it to the pairwise distance of
its corresponding edges T∗ in G∗. If G∗ does not have any short cycles and all the edges of T∗ are far
apart in G∗, then the tree can not contain too many edges from any cut. We will establish that for any
subset of edges:
Lemma 3.2. Let F be a set of edges in G and F∗ be the corresponding edges in the dual. If for some
m ≤ g∗(G), the distance between each pair of edges in F∗ is at least m, then F is 1m-thin in G.
Proof. Consider a cut S = (U,U) in G. Let us start by showing that S∗ is a collection of edge-disjoint
cycles C1,C2, . . . ,Cl in G
∗. This is because the number of edges from S∗ incident to a vertex in G∗ is
equal to the intersection of S with its corresponding face in G and that is an even number. Otherwise,
either that face contains two copies of an edge of S, or one could find a path P in that face such that
P ∩ S = ∅, while the endpoints of P are in different sides of the cut, which are both impossible.
Because the distance of each pair of edges in F∗ is at least m, F∗ can not have more than
max(1, ⌊length(Ci)/m⌋) edges in Ci, for 1 ≤ i ≤ l. Therefore,
|F∗| ≤
l∑
i=1
max(1, ⌊ length(Ci)
m
⌋) =
l∑
i=1
⌊ length(Ci)
m
⌋ ≤ |S
∗|
m
.
Note that the equality holds by the assumption length(Ci) ≥ g∗ ≥ m. Thus the number of edges of F in
the cut (U,U) is no more than ⌊|(U,U)|/m⌋ and F is 1/m-thin. 
Considering the above Lemma, our goal will be to find a set of edges in G∗ that are sufficiently far
apart. We will do this by finding long threads iteratively and selecting one edge from each thread.
A thread in a graph G is a maximal subgraph of G which is
• a path whose internal vertices all have degree 2 in G and its endpoints have degree at least 2, or
• a cycle in which all vertices except possibly one have degree 2.
Algorithm 1 Finds a thin tree in a graph with large dual-girth
Input: A connected graph G embedded on an orientable surface with genus γ, and its dual G∗ with
girth g∗.
Output: A spanning tree T with thinness at most g∗/2α(γ).
1: F∗ ← ∅
2: while there exists an edge in G∗ do
3: Find a thread P of length at least g∗/α(γ) in G∗.
4: Add the middle edge of P to F∗ and remove it from G∗. If P is a cycle, define its middle edge to
be the one with the maximum distance from the high-degree vertex.
5: Iteratively delete all the degree one vertices with their incident edges.
6: end while
7: return A spanning tree T ⊆ F, where F is the set of edges corresponding to F∗ in G.
Let us start by showing the existence of long threads. That is a straightforward application of the
result of Goddyn et al. [16].
Lemma 3.3. A graph with minimum degree 2 and girth g, embedded on a surface with genus γ has a
thread of length at least g/α(γ), where α(γ) = 4 + ⌊2 log2 (γ + 32 )⌋.
Proof. Let H be a graph satisfying the conditions of the theorem and H′ be the graph obtained by
iteratively replacing the vertices of degree 2 in H with an edge. In other words, let H′ be the graph
obtained by replacing every thread in H by an edge. By using the following result of Goddyn et al.[16],
we know that the girth of H′ is at most α(γ):
Theorem 3.1. (Goddyn et al. [16]) Let kλ denote the least integer such that all graphs with genus
at most λ, and minimum degree at least 3 have girth at most kλ. Then, for any λ ≥ 0, we have:
kλ ≤ 4 + ⌊2 + log2(γ + 3/2)⌋
Therefore H′ has a cycle of length at most α(γ). Now it is easy to see that at least one of the edges of
that cycle is obtained from a thread of length at least
g
α(γ) in H. 
Because of the above lemma, Algorithm 1 terminates in polynomial time. The algorithm has an
equivalent description in terms of the original graph G. Roughly speaking, in each iteration, we find a
collection of consecutive parallel edges, add the middle edge from that collection to F and contract the
end points. The embedding is crucial for the execution of this procedure because it provides a notion
of a middle edge, and the notion of consecutive parallel edges (parallel edges that form a face).
It is also worth noting that |F| may end up being bigger than |V(G)|−1 in an execution of Algorithm
1. This is because a thread in G∗ may be equivalent to a collection of parallel loops. The next lemma
immediately proves Lemma 3.1.
Lemma 3.4. The set F computed in Algorithm 1 is connected and spanning in G. Furthermore, the
pairwise distance of the edges of F∗ in G∗ is at least g∗/2α(γ).
Proof. For the proof of the first statement, consider a non-empty cut S = (U,U) in G, and let S∗ be its
dual. As we argued in the proof of Lemma 3.2, S∗ is a collection of cycles. It is also easy to see that
Algorithm 1 selects at least one edge from each cycle of G∗, thus at least one edge from S. For any cycle
C in G∗, the first thread P selected in step 3 of Algorithm 1 that has a non-empty intersection with C
should lie completely in C (i.e. P ⊂ C). Therefore the middle edge of P, added to F∗ is certainly an edge
of C.
For the second statement, first observe that after adding an edge e to F∗, the algorithm immediately
removes all the edges that are of distance less than g∗/2α(γ) from e. This is because all these edges are
a part of the thread and therefore they are deleted sequentially.
Furthermore, although each iteration of the while loop may increase the distance of some pairs of
edges, it never increases the distance of two edges that are closer than g∗/α(γ). Therefore, the distance
of any pairs of edges that are closer than g∗/α(γ) remains the same until one of them is deleted. 
4 Increasing the girth of dual graph
Let G(V,E) be a planar graph and G∗ be its geometric dual. In the previous section we showed that the
girth of G∗ plays an important role in finding a thin spanning tree in G. By Whitney’s theorem [27],
S ⊆ E is a cutset (minimal cut) in a planar graph G if and only if S∗ is a cycle in G∗. Therefore, if G
is planar and k-edge connected, the girth of G∗ will be at least k. Unfortunately, this relation does not
hold for non-planar graphs as their dual may have very small cycles.
In the rest of this section we show that we can get rid of these small cycles by deleting their edges.
Deleting these edges may result in making the graph disconnected. We will try to increase the girth as
much as possible while creating only a small number of connected components.
Later, we will find a thin tree in every connected component and merge them into a spanning tree
using an arbitrary set of edges from the original graph. Since the number of connected components is
small, this is possible with only a small loss in the thinness of the final spanning tree. In fact, in the
statement of Theorem 5.1, the O(
√
γ) dependence of the thinness on the genus of the surface comes
from the balance between the number of connected components at the end of the procedure with the
girth of the final graph in Lemma 4.1.
Lemma 4.1. Let G be a k-edge connected graph embedded on an orientable surface with genus γ > 0,
and G∗ its geometric dual. There is a polynomial time algorithm that deletes some of the edges of G,
and obtains a new graph H with the dual H∗ such that H has at most 2
√
γ connected components while
girth(H∗) ≥ k
3
√
γ
.
The algorithm considers each small cycle in G∗, and simply deletes its corresponding edges from G, and
updates G∗ accordingly.
Algorithm 2 Constructing a high girth dual
Input: A k-edge connected graph G embedded on a surface with genus γ > 0 and its dual G∗.
Output: A graph H and its dual H∗ where κ(H) ≤ 2√γ and girth(H∗) ≥ k3√γ .
1: while girth(G∗) < k3√γ do
2: Find a cycle C∗ of length less than k3√γ in G
∗.
3: Delete its corresponding edges from G, and update G∗ accordingly.
4: end while
5: return G and G∗
To see the effect of this cycle deletion process we use the following lemma.
Lemma 4.2. Let G be a non-planar graph embedded on an orientable surface Σ with genus γ, and G∗
its geometric dual. If C is the set of corresponding edges of a cycle C∗ in G∗, then either G − C can be
embedded on a surface with smaller genus, or κ(G − C) > κ(G), where κ(G) is the number of connected
components of G.
Proof. We define a surgery operation in which the surface Σ is cut along the simple curve defined by
C∗, and then a topological disk is attached to each side of the cut. We will show how G − C can be
embedded on the resulting surface (or surfaces).
If C∗ is a non-separating cycle in G, then cutting along C∗ and adding the two topological disks
removes one of the handles of Σ, thus giving rise to a unique connected surface with smaller genus. The
edges of C crossing the curve C∗ are removed from G, therefore G−C is embeddable on the new surface.
Figure 1, shows the details of this operation.
If C∗ is a separating cycle, then cutting Σ along C∗, creates two surfaces Σ1 and Σ2, where each one
contains a connected component of G−C. The sum of genera of Σ1 and Σ2 is γ. Therefore, in this case
only κ(G − C) > κ(G).
In both cases the dual embedding is obtained by removing the edges and vertices of the cycle along
which the surface is cut and adding two vertices cl and cr to the disks attached to left and right side of
the cut. The edges of the left side of C∗ are attached to cl and the rest of them to cr. 
Roughly speaking, the above lemma says that by removing the edges corresponding to a cycle in
G∗ from G, we will either decrease its genus or increase its number of connected components. As we
will show next, the number of connected components in the final graph is bounded and therefore the
procedure has to stop after deleting a bounded number of cycles.
Figure 1: Cutting a surface along a non-separating cycle. The red cycle in the left diagram is a cycle
in the dual. We cut the surface along the cycle, remove the edges that are cut from the original graph
and attach two topological disks where the cut is made (right diagram).
Proof. [Lemma 4.1] We show that the algorithm 2 works correctly. First of all, note that the algorithm
eventually terminates, even if it has to delete all of the edges of G. Hence, it runs in polynomial time.
Let H be the output of the algorithm and H∗ be its dual. When the algorithm terminates, the girth
of H∗ is at most k3√γ . Therefore, the only thing we need to prove is that κ(H) ≤ 2
√
γ.
Suppose that the while loop is finished after m iterations. Consider the total number of edges deleted
during the execution of the algorithm. Since the number of deleted edges in each iteration of the while
loop is no more than k3√γ , at most
mk
3
√
γ edges have been deleted totally. On the other hand, all the edges
between different connected components of H have been deleted in the loop. Because G was k-edge
connected, there was originally
κ(H)k
2 edges between these components, where all of them have been
deleted. Therefore,
κ(H)k
2
≤ mk
3
√
γ
. (4.3)
In order to bound κ(H), we need an upper bound on m. By Lemma 4.2, we have
m ≤ (γ(G) − γ(H)) + (κ(H) − κ(G)) ≤ γ + κ(H).
By combining this with inequality (4.3) we get
κ(H)
2
≤ γ + κ(H)
3
√
γ
⇒ κ(H)
6
≤
√
γ
3
.
This implies that κ(H) ≤ 2√γ. 
5 Thin trees, Goddyn’s conjecture and ATSP
The algorithms presented in sections 3 and 4 and their analysis imply the following result:
Theorem 5.1. A k-edge connected graph embeddable on an orientable surface with genus γ has a
spanning tree with thinness
f (γ)
k for some function f (γ) = O(
√
γ log(γ)). Such a spanning tree can
be found in polynomial time.
Proof. If γ = 0, i.e., G is planar then by [27], g∗, the girth of G∗ will be at least k. By Lemma 3.1,
Algorithm 1 can find a spanning tree in G with thinness 10/k.
If γ > 0, then run Algorithm 2 to obtain a subgraph H of G which has by Lemma 4.1 at most 2
√
γ
connected components while girth(H∗) ≥ k3√γ . Again, use Algorithm 1 to find a spanning tree in each
connected component of H with thinness
6
√
γα(γ)
k for α(γ) = 4+ ⌊2 log2 (γ + 32 )⌋. By the matroid property
of spanning trees one can extend this collection of spanning trees to a spanning tree of G by adding a
set F ⊂ E(G) of size at most 2√γ. Since G is k-edge connected the thinness increases by at most 2√γ/k.
Therefore since α(γ) ≥ 5 for any γ, the resulting tree is 7
√
γα(γ)
k =
O(
√
γ logγ)
k thin. 
An equivalent way to state the above theorem is that for every orientable surface Σ, there exists a
function fΣ such that, for any ǫ > 0, every fΣ(ǫ)-edge connected graph G embedded in S has an ǫ-thin
spanning tree. This can be considered as a partial result for the following conjecture of Goddyn [15].
Conjecture 5.1. (Goddyn [15]) There exists a function f (ǫ) such that, for any 0 < ǫ < 1, every
f (ǫ)-edge connected graph has an ǫ-thin spanning tree.
Goddyn’s conjecture is intimately related to the asymmetric traveling salesman problem and the
integrality gap of Held-Karp relaxation. In order to establish that, we need to extend the definition of
thinness to incorporate costs. We use the following definition due to [3] with a slight modification.
Definition 5.1. Let x be a feasible solution of Held-Karp relaxation (2.1). We say that a spanning
tree T is α-thin with respect to x, if for each set U ⊂ V,
|T(U,U)| ≤ αx(δ(U)),
where T(U,U) is the set of the edges of T that are in the cut (U,U). Also we say that T is (α, σ)-thin
with respect to x, if it is α-thin and moreover it is possible to orient the edges of T into T∗ (i.e. for each
edge e = (u, v) ∈ T, if c(u, v) < c(v, u) add the directed edge (u, v), and otherwise (v, u) to T) such that
c(T∗) ≤ σc(x).
Asadpour et al. [3] prove the following theorem:
Theorem 5.2. (Asadpour et al. [3]) Assume that we are given an (α, s)-thin spanning tree T with
respect to the LP solution x of cost c(x) ≤ C × OPTHK. Then we can find a Hamiltonian cycle of cost
no more than (2α + s)c(x) = C(2α + s)OPTHK in polynomial time.
The above theorem relies on a stronger notion of thinness which takes into consideration the costs
of edges. Proposition 5.1 makes the connection between Goddyn’s conjecture and ATSP more concrete
by removing the costs. Let G(V,E) be a weighted undirected graph with weight function w(e), and F ⊆ E
be a collection of edges. We define w(F) :=
∑
e∈F w(e).
Proposition 5.1. Suppose there exists a non-decreasing function g(k) such that every k-edge connected
graph contains a
g(k)
k -thin spanning tree. Then every weighted k-edge connected graph G(V,E) has a
2g(k)
k -spanning tree T such that w(T) ≤
2g(k)
k w(E).
Proof. Let G0 := G and select a
g(k)
k -thin spanning tree T0 in G0, and remove its edges. Call this new
graph G1. Note that each cut (U,U) of G0 will lose at most
g(k)
k |G0(U,U)| of its edges. As the size of the
minimum cut in G0 is k, G1 will be (k − g(k))-edge connected.
Similarly, find a
g(k − g(k))
k − g(k) ≤
g(k)
k − g(k)
thin spanning tree T1 in G1. The inequality holds by the monotonicity assumption on g(k). Remove the
edges of T1 to obtain a (k−2g(k))-edge connected graph G2. Repeat this algorithm on G2 to obtain k/2g(k)
spanning trees T0, . . . ,Tk/2g(k)−1, where for each i, Ti is a
g(k)
k−ig(k) -thin spanning tree of the (k − ig(k))-edge
connected graph Gi.
Because Gi is a spanning subgraph of G0, any spanning and thin tree of Gi will be spanning and
thin in G0. Moreover, since 0 ≤ i ≤ k/2g(k) − 1 and
g(k)
k − ig(k) ≤
2g(k)
k
,
each Ti is a
2g(k)
k -thin spanning tree in G0. Among the selected trees find the one with the smallest
weight. Let T j be that tree. We have
k
2g(k)
w(T j) ≤
k/2g(k)−1∑
i=0
w(Ti) ≤ w(G0).
Thus T j is of the desired thinness and cost. 
Similar to the previous definitions, we will call T j a (
2g(k)
k ,
2g(k)
k )-thin spanning tree of G.
In the proof of Theorem 5.1 we give a polynomial-time algorithm that finds an O(
√
γ logγ)/k-thin
spanning tree in a k-edge connected graph embedded on an orientable surface with genus γ. This
result plus the above proposition gives a constant factor approximation algorithm for ATSP when γ is
constant. The next theorem establishes this claim.
Theorem 5.3. Given a feasible solution x of the Held-Karp linear program (2.1), embedded on an
orientable surface with genus γ, there is a polynomial-time algorithm that finds a hamiltonian cycle with
a cost that is within an O(
√
γ logγ) of the cost of x. In particular, the approximation factor of the
algorithm is at most 22.5(1 + 1n ) when the underlying graph is planar.
Proof. Let x be a feasible solution of LP (2.1) that can be embedded on a surface with genus
γ. Construct an undirected version of x by defining y{i, j} = xi j + x ji. Define a new cost function
c′({u, v}) = min{c(u, v), c(v, u)}.
Round down the fractions in y to the nearest multiple of 1/n3. Construct the integral weighted
graph H by adding n3y{i, j} parallel edges between every pair i and j. Since the size of the support of y
is less than n2, we may loose at most 1
n3
n2 = 1n fractions while we are rounding down the edge fractions
and therefore H is n3(2 − 1n )-edge connected.
Theorem 5.1 finds a
β
n3(2− 1n )
-thin spanning tree in H, for β = 7
√
γα(γ) if γ > 0 and β = 10 if H is
planar. Use Proposition 5.1 to compute a (
2β
n3(2− 1n )
,
2β
n3(2− 1n )
)-thin tree T in H with respect to cost function
c′. It is easy to see that it is possible to orient the edges of T into T∗ such that c′(T) = c(T∗). Since the
size of each cut of H is at most n3 times of that of x and c(H) ≤ n3c(y) ≤ n3c(x), T∗ is ( 2β
(2− 1n )
,
2β
(2− 1n )
)-thin
with respect to x. Therefore, using Theorem 5.2, we can find a Hamiltonian cycle of cost no more than
2
2β
2 − 1n
+
2β
2 − 1n
 c(x) ≤ 3β(1 +
1
n
)c(x)
in polynomial time.
Since β = O(
√
γ logγ) is only a function of γ, we have a constant factor approximation for ATSP
when the genus of the graph obtained by x is bounded by a constant. In particular if γ = 0, the above
calculation shows that we have a 30(1 + 1n )-approximation algorithm. A slightly better optimization of
parameters and a minor change of Algorithm 1 leads to a 22.5(1 + 1n).
We should also add that Mohar [24] proves for any constant γ, there is a linear time algorithm that
finds an embedding of a given graph on the orientable surface with genus γ, if such an embedding exists.
Therefore, the embeddability condition in the above Theorem can be checked in polynomial time for
any constant γ. 
Remark 5.1. It is worth noting that the genus of an extreme point solution of Held-Karp relaxation
instance with n vertices can be as large as Ω(n). In fact, for any odd r, it is possible to construct an
extreme point on r2 vertices that has Kr as a minor. Such an extreme point can be obtained by the same
construction as Carr and Vempala [6, Theorem 3.5] applied to Kr.
An argument similar to the proof of Theorem 5.3 shows that Goddyn’s conjecture implies constant
integrality gap of the Held-Karp relaxation of ATSP. Furthermore, an algorithmic proof of Goddyn’s
conjecture implies a constant factor approximation algorithm for ATSP.
Corollary 5.1. If Goddyn’s conjecture is true for some function f (ǫ) = O(1/ǫ), then the integrality
gap of Held-Karp relaxation is bounded from above by a constant.
5.1 Nowhere-zero flows and Jaeger’s conjecture Goddyn’s conjecture was inspired by the study
of nowhere-zero flows and in particular in attempting Jaeger’s conjecture [22]. Here, we just state the
Jaeger’s conjecture and refer the reader to Seymour [26] for more information.
Conjecture 5.2. (Jaeger [22]) If G is 4k-edge connected, then for some orientation of G, every
subset S ⊂ V(G) satisfies
(k − 1)|δ−(S)| ≤ k|δ+(S)| ≤ (k + 1)|δ−(S)|.
Jaeger’s conjecture has not been proved for any positive integer k yet. For k = 1, this is Tutte’s
3-flow conjecture and is proved only for planar graphs. Goddyn’s conjecture implies a weaker version of
Jaeger’s conjecture in which 4k is replaced by an arbitrary function of k. Even this version is still open
[16].
Previously, Zhang [28] proved Jaeger’s conjecture on graphs with bounded genus. The dependence
of his result on the genus of the graph is quite similar to ours: he proves Jaeger’s conjecture for graphs
with connectivity O(
√
γk) embedded on a surface with genus γ. Since Goddyn’s conjecture implies
Jaeger’s conjecture with the same parameters, our result can be seen as a strengthening of [28] for
surfaces with orientable genus. We leave the argument for surfaces with bounded non-orientable genus
as an open problem.
As a final note, it is easy to extend the polynomial-time dynamic programming algorithm for
solving TSP on graphs with bounded treewidth to ATSP. Nevertheless, we still do not know if every
k-edge connected graph with bounded treewidth has an O(1)/k-thin tree. The answer to this question
will be helpful in finding thin trees in families of graphs with excluded minors.
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A A Constant Factor Approximation Algorithm for the Minimum Stabbing Tree Problem
Another interesting application of Theorem 5.1 is to the minimum stabbing tree problem. The minimum
stabbing tree problem arises in computational geometry: the input is a set P = p1, . . . , pn of points in R
d.
The task is to construct a spanning tree on P by connecting vertices with straight lines such that the
crossing number, which is the maximum number of segments that are encountered (in their interior or at
an endpoint) by any line, is minimized. The problem is known to be NP-hard by the work of Fekete et al
[13]. Bilo et al. [4] and HarPeled [20] in two disjoint works found an O(log n) approximation algorithm
for the problem in d-dimensional space. More recently, Chekuri et al. [9] derive an O(log n/ log log n)
approximation algorithm for these problems
Fekete et al. in their work [13] also considered the natural Linear Programming relaxation of the
problem and they proved it contains a fractional optimal solution with planar support graph:
Theorem A.1. (Fekete et al. [13]) For any set of P vertices in the plane, there is a fractional
spanning tree x∗ of minimum stabbing number such that the support graph of x is planar. Such a
fractional spanning tree can be found in polynomial time.
Using this theorem Fekete et al. show that there is a fractional spanning tree x∗ of minimum stabbing
number that has an edge of weight more than 1/3. However, they left it as an open problem to find a
spanning tree with a constant-factor guarantee.
We can use Theorem 5.1 to obtain a constant factor approximation algorithm for the minimum
stabbing tree problem for d = 2.
Corollary A.1. Let P be a set of n points in the plane. There is a deterministic polynomial time
algorithm that finds a spanning tree T with crossing number at most 10(1 + o(1)) times the minimum
crossing number of any spanning tree of P.
Proof. By Theorem A.1, we can find a fractional spanning tree x∗ with minimum stabbing number and
planar support in polynomial time. Similar to the proof of Theorem 5.3, we can round down x to the
nearest multiple of 1/n3 and then construct a graph G by adding n3xi, j parallel edges between every
pair i and j. Similarly, H will be n3(1− 1n )-edge connected. By Theorem 5.1, we can find a 10n3(1−1/n) -thin
spanning tree T in G in polynomial time. The number of edges of T across any cut in G (including
the ones corresponding to any line in the plane) is at most 10 n
3
n3(1−1/n) = 10(1 + o(1)) times the size of
that cut in x∗. Therefore, the crossing number of T is at most a constant times the minimum crossing
number of any spanning tree of P. 
