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The ground states of bosons have been classified into superfluid, Mott insulator, and bose glass.
Recent experiments in two-dimensional superconductors strongly suggest the existence of the fourth
quantum state of Cooper pairs, i.e., bose metal or quantum metal, where the resistivity remains
constant at lowest temperature. However, its theoretical understanding remains unsettled. In this
paper, we show theoretically that the bosons in the dilute limit subject to dissipation can lose
the superfluidity and remain metallic, utilizing the Feynman’s picture of superfluidity in the first
quantized formulation. This result is relevant to the quantum vortices under an external magnetic
field in two-dimensional superconductors with the finite resistivity of the normal core as the source
of dissipation.
Introduction.— Recent experiments show the possi-
ble metallic state down to the lowest temperature with
variable resistivity in two-dimensional superconductors,
in sharp contrast to the conventional picture that the
metallic state appears only at the quantum critical point
between the insulator and superconductor [1]. Since we
are interested in the temperature region much lower than
the superconducting gap, the Cooper pairs can be re-
garded as charge 2e bosons, and hence the problem is
regarded as that of the bosons. Vortices, either due to
quantum fluctuation or by external magnetic field, play
crucial role in this problem, and the insulating state/
superfluidity state of the vortices corresponds to super-
conducting/insulating state of the Cooper pairs in the
duality picture.
There are many papers on the dissipative XY model
[2–5], describing the dynamics of the resistively shunted
Josephson junction array [6, 7]. However, the XY model
is an effective model of bosons only at integer fillings
[8, 9]. Away from integer fillings, e.g., in the dilute limit,
the action contains the first order time derivative term
[10], which is complex and invalidates the Monte Carlo
study in the phase representation. This difference is im-
portant in the context of the positive magnetoresistance
of failed superconductor, since in the dilute limit the
number of vortices change continuously as we increase
the magnetic field. Also, the effect of dissipation on di-
lute boson system has been studied in Ref. 11, but their
study is only for one dimensional system. The analyti-
cal argument we will discuss here is different from their
argument relying on bosonization which is valid only in
one dimensional system.
The bosonic system at zero temperature is known to
be a perfect superfluid, i.e., ρs = ρ, where ρs is the su-
perfluid density and ρ is the total particle density, if the
system does not break the Galilean invariance [12, 13]
(For a similar discussion in the case of the superconduc-
tivity, see [14, 15].). The point of the argument is that,
if we write down the effective action for the phase vari-
able φ [16], the Galilean invariance enforces the action
to be the functional of only ∂tφ − (∇φ)2/2m. Since the
coefficient of ∂tφ in the effective action is the total parti-
cle number density, it enforces the coefficient of (∇φ)2/2
term to be the total density also, i.e., ρs = n/m = ρ.
At finite temperature, since the imaginary time action at
finite temperature is not Galilean invariant, the above ar-
gument does not apply. Therefore, at finite temperature
ρs 6= ρ [15, 16], in accordance to the Landau’s famous
expression of ρs in terms of the thermal distribution of
the quasiparticle [17].
The Galilean invariance at T = 0 is explicitly broken if
we introduce the lattice potential or the disorder, leading
to the Mott insulator [18] or the Bose glass [9, 19, 20].
Another possible source of the loss of the Galilean invari-
ance is the nonlocal interaction along the time-direction
which arises after we integrate out the gapless degrees of
freedom. This depletion of superfluid component due to
retarded interaction has been studied in Ref. 21, where
the gapless degrees of freedom is the gauge field which
mediates the interaction between vortices.
In this paper, we will discuss the effect of the gapless
degrees of freedom, i.e., the effect of the dissipation, on
the bosonic many body system, in particular, the sys-
tem with superfluidity. The effect of the dissipation is
qualitatively different from the single particle case, since,
because of the bose statistics, the world lines of bosonic
particles can exchange their positions at τ = 0 and β,
and, in the presence of dissipation, the action for this off-
diagonal configuration of the world line is very different
from the diagonal configuration [22]. Since the superflu-
idity is accompanied by the condensation of the exchange
event [23, 24], we expect the superfluidity is drastically
suppressed. Below, we will give both analytical and nu-
merical arguments to support this expectation. Then,
we discuss another model where dissipation reduces the
superfluid density. The fact that these two very different
models show the reduction of the superfluidity indicates
that the dissipation suppresses the superfluidity in gen-
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We also note that our model is relevant to the sys-
tem with vortices in superconductor, since the vortex is
known to behave as a boson, and the normal core acts as
a source of dissipation if the energy level broadening of
the bound states are larger than the energy level spacing
[25]. We will discuss the consequence of our result in the
context of vortices later.
Model.— The phenomenological action for the system
of many bosons in the presence of the dissipation is,
S =
∫ β
0
dτ
∑
i
m
2
~˙r +
∑
i>j
Vi,j

+
η
4pi
∑
i
∫ β
0
dτ
∫ β
0
dτ ′
pi2
β2
(
~ri(τ)− ~ri(τ ′)
sin piβ (τ − τ ′)
)2
, (1)
where i is the labeling of the bosons, Vi,j is the repulsive
interaction between bosons, m is the mass of the bosons,
β is the inverse temperature, and the last term represents
the effect of the Ohmic heat bath [26, 27]. We neglected
the effective interaction between the bosons induced by
the coupling to the heat bath [28].
Extended Feynman’s argument.— Here, we argue the
effect of the dissipative term from the perspective of
Feynman’s picture of superfluidity [23, 29]. In the first
quantized form, superfluidity is characterized by the pres-
ence of the macroscopically large exchange processes; it
appears in the form of the large fluctuation of winding
number [30, 31]. In the absence of the dissipation, if
we assume that the effect of the repulsive interaction
is simply renormalizing the mass of the bosons, the ac-
tion for the macroscopic exchange process can be ob-
tained from the single particle off-diagonal density ma-
trix of the free particle, which is given by y(|r − r′|) ∝
exp[−m(r − r′)2/(2β~2)], so the action is proportional
to β−1. Therefore, as β →∞, the entropy of the macro-
scopic exchange processes, which is constant as a func-
tion of temperature, overcomes the action for the ex-
change process, so the bosonic system shows superflu-
idity at finite temperature. More concretely, following
Feynman, we approximate the partition function of the
system by the one of the problem of drawing polygons
on a lattice and write it as Z =
∑
L y(d)
Lg(L), where L
is the number of links between vertices of the lattice, d
is the lattice constant, and g(L) is the total number of
the polygons with L links. Here we again note that y
can be approximated by the off-diagonal single particle
density matrix, rather than the diagonal one as is used
for the criterion of the superfluidity in a previous liter-
ature [32], although the Lindemann type criterion may
be a good necessary condition for the superfluidity. In
other word, what determines the action for the exchange
is 〈p2〉, the second moment of the momentum, rather
than 〈r2〉, the second moment of the position, since the
off-diagonal density matrix represents the information of
the momentum distribution through the Wigner trans-
form as y(|r − r′|) ∝ exp[−(r − r′)2 〈p2〉 /(2~2)]. Here y
is gaussian since the Caldeira-Leggett action is quadratic,
and we assume that this form remains valid even in the
presence of the interaction between particles. 〈p2〉−1 and
〈r2〉 show drastically different behavior in the presence
of the dissipation: The former remains constant down
to β → ∞, while the latter diverges as log β [22]. The
reason for finiteness of 〈p2〉−1 was clearly explained by
Caldeira and Leggett [26]. To see this, we transform the
last term in Eq. (1) as
η
4pi
∫ ∞
−∞
dτ ′
∫ β
0
dτ
(
~ri(τ)− ~ri(τ ′)
τ − τ ′
)2
, (2)
where the finite temperature kernel is replaced by the
zero temperature kernel, but now we need to consider
the interaction of the boson at 0 ≤ τ ≤ β with the infi-
nite family of “image lines”, periodically extended from
0 ≤ τ ′ ≤ β to −∞ ≤ τ ′ ≤ ∞. When we consider the pro-
cess where ~ri(0) 6= ~ri(β), i.e., the off-diagonal component
of the single particle density matrix, the integral diverges
because of the discontinuity at τ ′ = 0 and τ ′ = β; this
divergence is regularized by the ultraviolet cutoff of the
heat bath, but this contribution to the off-diagonal den-
sity matrix coming from the discontinuity remains finite
even if we take the limit β →∞ [33].
If we assume that the effect of the interaction can be
renormalized to the effective mass of the particle, from
the well known result of the quantum Brownian motion
[22],
〈p2〉 = M
β
+ 2M
µ1µ2
µ1 − µ2 [ψ (1 + µ1β)− ψ (1 + µ2β)] ,
(3)
where M is the effective mass of bosons, ψ(x) is the
digamma function, µ1/2 = ~(ωD ±
√
ω2D − 4γωD)/(4pi),
γ = η/M , and ωD is the cutoff of the spectrum of the
bath. Then, since 〈p2〉 decreases as we lower the temper-
ature and saturates at finite value, we expect that the
transition temperature, which is the temperature where
the entropy of macroscopic exchange g(L) and the action
for the exchange yL compete, monotonically decreases
and reaches zero as we increases the coupling η. This
behavior is schematically shown in Fig. 1. The criti-
cal η at T = 0 can be estimated from d2 〈p2〉T=0 /~2 =
2Md2µ1µ2[ln (µ1/µ2)]/[~2(µ1 − µ2)] ∼ 1. If we fur-
ther assume ωD  γ, the above condition simplifies to
η˜[ln(ωD/γ)]/(~pi) ∼ 1, where η˜ = d2η.
Below, we will show a strong support for this physi-
cal argument by the numerical Monte Carlo calculation
of the superfluid density. This calculation confirms that
the interaction between particles does not drastically af-
fect the picture of superfluidity by Feynman even in the
presence of the dissipation.
3Figure 1. Schematic phase diagram obtained from Feynman’s
argument combined with the expression for the off-diagonal
density matrix in the presence of the Ohmic dissipation, Eq.
(3). η˜ = ηd2, where d is the interparticle distance. The mass
and the interparticle distance are the values for the Helium at
saturated vapor pressure, and the cutoff for the bath, ωD, is
set to be 10 [K]. The phase boundary is calculated from the
condition 〈p2〉 (T, η˜) = 〈p2〉 (T = 2 K, η˜ = 0), i.e., we assumed
that the transition temperature for the dissipationless system
is T = 2 [K].
Result of the numerical calculation.— We calculated
the superfluid density for the boson system character-
ized by the action (1) with the worm algorithm in con-
tinuous space [34, 35] using the winding number formula
[30, 31]. We implemented the canonical version [36, 37]
where the Monte Carlo moves do not change the number
of particles and employed the Aziz potential [38] for the
interaction. The convergence was checked by the bin-
ning analysis [39]. Following Ref. 35, we employed the
Chin approximation [40] for the interaction term. The
dissipative term was discritized as [41, 42],
η
2pi
∑
i
∑
k>k′
pi2
N2τ
(~ri(k)− ~ri(k′))2
sin2( piNτ (k − k′))
=:
∑
i
∑
k>k′
K(k − k′)(~ri(k)− ~ri(k′))2, (4)
where Nτ is the number of the Trotter step, k, k
′ is the
labeling of time slice. To avoid the divergence associated
with the discontinuity at k = 0 and Nτ , we introduce
the UV cutoff for K as K(k − k′) = K((1 − τc)Nτ ) for
(1 − τc)Nτ ≤ k − k′ ≤ Nτ − 1; this form of cutoff is
naturally realized if we introduce the ultraviolet cutoff
for the spectrum of the heat bath.
We calculated the superfluid fraction for three dimen-
sional system with the number of particles N = 64 at
saturated vapor pressure, for T = 2 K. The imaginary
time step is 5 × 10−3 K−1, and the cutoff of the bath
is set to be τc = 0.2. The result of the calculation is
shown in Fig. 2 (green triangle). We can clearly see that
Figure 2. The superfluid fraction ρs/ρ and the kinetic en-
ergy EK as a function of η˜ = ηd
2, where d = 3.570 A˚ is the
interparticle distance. The blue circle represents the kinetic
energy, while the green triangle represents the superfluid frac-
tion.
Figure 3. The condensate fraction at zero momentum, n˜0,
estimated from the off-diagonal density matrix.
ρs monotonically decreases as a function of η. We also
calculated the kinetic energy (blue circle), which charac-
terizes how strong the bosons fluctuate in the imaginary
time. We can see the increase of the kinetic energy as
a function of η, which comes both from the suppression
of fluctuation of each boson and the suppression of the
exchange event, which lowers the kinetic energy [31].
Another important quantity is the off-diagonal density
matrix, which can be easily calculated in the worm algo-
rithm [43]. We estimated the condensate fraction n˜0 by
fitting n(r) with the function n˜0 + (1 − n˜0)f(r), where
f(x) = exp(−α¯2x2/2! + α¯4x4/4! − α¯6x6/6!). This form
of the fitting function is motivated by the one used in
the absence of dissipation [44]. Here we ignored the con-
tribution from the coupling term, since the form of the
coupling term seems to be inapplicable in the presence of
the dissipation. The ignorance of this term leads to an
overestimation of n0, but we believe that the qualitative
trend as a function of η can be captured by this simple
fitting. The estimation of n˜0 is shown in Fig. 3. We can
4see the monotonic decrease of n˜0 as a function of η.
Second Model.— Here, we discuss the effect of dissipa-
tion on the superfluidity in the following field theoretical
model:
S =
∑
ωn,k
(
−iωn + k
2
2m
− µ
)
ψ¯n,kψn,k +
g
2
∫
dτdrψ¯ψ¯ψψ
+ α
∑
ωn,k
|ωn|ρnkρ−n−k, (ρnk =
∑
ωm,q
ψ¯n+m,k+qψm,q),
where ψ, ψ¯ are the bosonic annihilation and creation op-
erator, ωn is the Matsubara frequency for bosons, g is
the interaction strength and α is the strength of the dis-
sipation. This model obviously breaks the Galilean in-
variance because of the last term.
We calculated the superfluid density by the Bogoli-
ubov approximation, i.e., substitute ψ =
√
ρ0 + φ and
ψ¯ =
√
ρ0 + φ¯ and retained the terms up to quadratic
order in φ, φ¯. From the general argument [45, 46], the
normal component ρn = ρ−ρs can be obtained from the
transverse current-current response function χt(ω, q) as
ρn/m = limq→0 χt(0, q). In the imaginary time formal-
ism, χt(ω, q) can be calculated from the analytic contin-
uation from the time ordered correlation function. As
is noted in Ref. 47, the contribution to the transverse
current current correlation function at one-loop order is
given by the bubble diagram and here the expression is
the same as the one given in Ref. 47:
ρn
m
= lim
q→0
∫
dk
2pi
dω
2pi
k
4i
tr[σ3G
K
ω,kσ3(G
R
ω,k+q +G
A
ω,k−q)],
(5)
where we assumed the two dimensional system. The
green functions are given as,
G
R/A
ω,k =
1
ω2 − ω2k ± 2iηωk
×
(
ω + k + gρ0 ∓ iηω −gρ0 ± iηω
−gρ0 ± iηω −ω + k + gρ0 ∓ iηω
)
,
and GKω,k = coth(βω/2)[G
R
ω,k − GAω,k], where η = 2ρ0α.
The number density can be calculated from the (1, 1)
component in the Nambu space of the lesser Green func-
tion:
ρ = ρ0 +
1
V
∑
k
i(G<k (t = 0))11
= ρ0 +
1
V
∑
k
∫ ∞
−∞
dω
2pi
nB(ω)i((G
R
ω,k)11 − (GAω,k)11)
(6)
From now on, we consider the zero temperature case,
where the destruction of the superfluidity comes purely
from the dissipation. The finite temperature case can be
treated in a similar manner. We introduce the cutoff for η
Figure 4. ρs/ρ and ρ0/ρ obtained from Eqs. (5) and (6). The
parameters are c/(ρg) = 900, ωc/(ρg) = 1000, mg = 1.
as ηΘ(ω2c−ω2), where Θ(x) is the step function. We also
introduced the cutoff for the energy k at c, and choose
c < ωc, so that the whole energy spectrum of the system
is coupled to the heat bath. To calculate ρs, we regard
η as a control parameter, calculate ρ0 as a function of
η and then calculate ρs(η, ρ0(η)). The result of the cal-
culation is shown in Fig. 4. We can see that ρs rapidly
decreases and vanishes so the superfluidity is destroyed
by the dissipation. This kind of behavior is also shown
in Ref. 19, where the authors discussed the destruction
of the superfluid by the static impurity potential, which
is in contrast to our system where the translation sym-
metry is preserved but the time non-local action breaks
the Galilean invariance.
From Fig. 5, we can see that, at the critical η where
ρs = 0, ρ0 remains finite. This behavior is similar to
the system with disorder [19, 20], but the depletion of
ρ0 is large in this parameter region, so our one-loop cal-
culation cannot decide whether or not ρ0 is finite at the
critical point. In fact, assuming the smooth behavior of
the single particle Green function at the critical point,
the Josephson relation [48, 49] requires that both ρ0 and
ρs becomes zero. In spite of this uncertainty, we believe
that the transition to the phase with ρs = 0 in this model
remains intact, as is supported by our numerical calcula-
tion in a model with the different source of the Galilean
symmetry breaking.
Discussion.— At a moderately clean regime
1/τ, kBT  ∆2/F [25], where τ is the relaxation time,
the particle-hole excitation at the normal core [50, 51]
can be regarded as a heat bath with a continuum spec-
trum, so we can regard Eq. (1) as a model for the vor-
tices with normal core in that regime. Since the motion
of vortex induces the resistivity [52] and the density of
vortices is proportional to the magnetic field, we expect
a giant magnetoresistance, as is observed experimentally
[1, 53]. For a weak magnetic field, the resistivity can be
much smaller than the quantum resistance h/(4e2). We
note that the long range interaction between the vortices
does not spoil our scenario if we include the effect of the
screening [21, 54–56].
We also speculate that the effect of the normal core or
5dissipation discussed above affects the phase transition
associated with the proliferation of the vortices, i.e., the
transition not associated with the magnetic field. The
point is that, if we extend the above dissipative action to
the closed loop in the space-time, in the parameter region
where the typical size of the vortex ring in the space-
time is macroscopic, the exchange process between the
rings is still suppressed from the same reason as above.
Therefore, we expect a different phase compared to the
usual proliferation of vortices in the bosonic superfluid.
In summary, we have shown both analytically and nu-
merically that the presence of the heat bath, which is
the continuous degrees of freedom, drastically affects the
thermodynamic phase realized by the bosons. Our first
model is in a first-quantized form, and we discussed the
reduction of the superfluid density because of the mod-
ification of the off-diagonal density matrix of each par-
ticle in the presence of dissipation. We also numerically
showed the reduction of the superfluid density at finite
temperature to show the strong support for our scenario.
Our second model is a second-quantized field theoretical
model, and we calculated the superfluid density from the
transverse current-current correlation function at zero
temperature.
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7Supplemental material for “Suppression of superfluidity by dissipation
— An application to failed superconductor”
Off diagonal density matrix in three dimension
Here, we will discuss the result of the numerical calculation of the off diagonal density matrix. The action used in
the simulation is the same as the one in the main text:
S =
∫ β
0
dτ
∑
i
m
2
~˙r +
∑
i>j
Vi,j
+ η
4pi
∑
i
∫ β
0
dτ
∫ β
0
dτ ′
pi2
β2
(
~ri(τ)− ~ri(τ ′)
sin piβ (τ − τ ′)
)2
. (S1)
Here we will show the result for the single particle and the many particle (N = 64) system in Fig. S1.
As we can see, as for the single particle case, the effect of dissipation appears in the decrease of the width of the
Gaussian distribution. To see this, we showed the off diagonal density matrix for the single particle case obtained
both from the numerical calculation and the analytical expression [S1],
〈p2〉 = M
β
+ 2M
µ1µ2
µ1 − µ2 [ψ (1 + µ1β)− ψ (1 + µ2β)] , n(r) = exp
(
−〈p
2〉 r2
2~2
)
(S2)
where ψ(x) is the digamma function, µ1/2 = ~(ωD ±
√
ω2D − 4γωD)/(4pi). The cutoff for this expression is the Drude
type cutoff, i.e., J(ω) = ηω/(1 + (ω/ωD)
2), where J(ω) is the spectral function of the bath. Although the form of the
cutoff in the numerical calculation is different from the Drude cutoff, we can see that the numerical and analytical
result agrees well.
For the many particle case, the dissipation does not change the width very much, but it leads to the decrease of the
condensate fraction n0 as is discussed in the main text. We fitted the off diagonal density matrix with n˜0+(1−n˜0)f(r),
where f(x) = exp(−α¯2x2/2! + α¯4x4/4!− α¯6x6/6!). The result is shown in Fig. S2. Although the α2, which represents
the second cumulant of the distribution, does not change drastically as a function of η, α4 and α6 decreases, which
indicates that the distribution becomes more and more Gaussian-like distribution.
Numerical calculation in two dimension
Here, we will show the suppression of the superfluidity in two dimension to show that our scenario for the suppression
of superfluidity does not depend on the dimensionality of the system. We performed the quantum Monte Carlo in two
dimension with the following parameters: the temperature T = 0.5 K; the number of particles N = 25; the particle
density 0.0432 A˚−2; the cutoff of the bath τc = 0.05; the imaginary time step 5 × 10−3 K−1. The result is shown in
Fig. S3. As we can see, the superfluid fraction decreases as a function of η. Also, the tail of the off diagonal density
matrix is drastically suppressed in the presence of the dissipation.
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8Figure S1. The off diagonal density matrix in three dimension for the single particle and the particles with interaction. The
parameters are the same as the one in the main text: The number of particles is 64, the density is at the saturated vapor
pressure, the temperature is T = 2 K, the imaginary time step is 5× 10−3 K−1, and the cutoff of the bath is set to be τc = 0.2.
η˜ = ηd2, where d = 3.570 A˚. The solid lines for the single particle case is an analytical result based on the Eq. (S2).
Figure S2. The parameters for the off diagonal density matrix in three dimension. The fitting function is n˜0 + (1 − n˜0)f(r),
where f(x) = exp(−α¯2x2/2! + α¯4x4/4!− α¯6x6/6!).
Figure S3. The kinetic energy EK , the superfluid fraction ρs and the off diagonal density matrix for the two dimensional
system. η˜ = ηd2, where d = 4.811 A˚.
