Abstract: This work presents the modeling and control system design for a robot that rides a bicycle using the well-known Acrobot model for slow speeds, which was finally implemented in an FPGA-based embedded system. In this work the implementation of the controller was achieved for the Acrobot option following two ways. The first one implementation was developed based on modern control theories, involving:(a) the states feedback controller issues based on the appropriated poles allocation, guarantying stability and (b) the designs of a LQR (Linear Quadratic Regulator) type controller that minimizes the criterion of quadratic cost. The second one implementation was in turn achieved by means of some intelligent control methods, involving: (a) artificial neural networks, (c) tuning a neurofuzzy system, which joints the capacity of learning of the neural networks with the power of linguistic interpretation of the fuzzy inference systems (neurofuzzy system ANFIS, Adaptive NeuroFuzzy Systems) and (c) fuzzy logic. For testing the designed controller, a simulator has been also developed and connected to the controller embedded in FPGAs.
INTRODUCTION
The modeling and controller design for a robot that rides a bicycle using the well-known Acrobot model can be addressed using either two approaches: (a) a dedicated configuration where the robot is the bicycle itself and (b) the robot having human characteristics. In the first one, the stability of the robot can be achieved by means of the movement of the handlebar of the bicycle, with limitation of speeds. Therefore, in low speeds the centrifugal force generated by the circular or elliptical movement as a response of the handlebar movement is not enough to keep the robot balanced [1] . On the other hand, the second option allows the robot to be controlled for low speed, even for null speed. In this case, the modeling of the robot cyclist has similarity to the problem of the under actuated inverted double pendulum (Acrobot) [2, 3, 4 ] (see Fig. 1 ). In this case, a definitive or absolute model has not been found for this complex problem so far. The controller designs for this system have been developed, using several techniques and the stability of the robot can be achieved in terms of the movement of the handlebar of the bicycle, with a limitation due to the fact that for critical speeds is not possible to keep the bicycle posture [1, 5] .
http://journals.uob.edu.bh In this context, the logic fuzzy systems are widely used, being capable to deal with the imprecision of the models and additionally offering faster and straightforward solutions with respect to the conventional control approaches [9, 10] . For instance, natural language uncertainty and the approximated reasoning mechanism of the human brain can be modeled through the use of fuzzy logic. The knowledge base of a fuzzy system is described by a set of rules (based on membership functions and several logic and arithmetic operations) such as in an expert system. However, the rule computation is performed numerically in a digital system. The symbolic description and analytic processing aspects mean that fuzzy logic is useful for modeling those systems in which it is difficult to achieve a mathematical behavior.
In the fuzzy algorithms implementation issues there are several proposals for software implementation (using standard processors) and hardware ones mainly through of reconfigurable hardware (for instance, based on FPGAs).In the software implementation of a fuzzy algorithm there are several limitations related to the von Neumann model, mainly due to the sequential execution of the instructions in the processors and the memory bottleneck, which impose serious speed limitations in the system [11] . These limitations address the controller system design to the use of hardware/software co-design techniques, taking advantage of the inherent parallelism in the fuzzy inference algorithms and executing multioperand operations. These considerations justify the necessity of the use of hardware structures in order to accelerate the fuzzy algorithm executions [12, 13] .
For application purposes, the FLCs (Fuzzy Logic Controllers) can be divided into two classes: (a) generalpurpose fuzzy processor with specialized fuzzy computations and (b) dedicated fuzzy hardware for specific applications. The general-purpose fuzzy processor has been implemented on various platforms, such as computers (PCs), microprocessors, microcontrollers, digital signal processor (DSP) and transputers (pioneer processor in parallel processing).
The relatively simple architecture and the processing algorithm of the FLC naturally lead to straightforward implementations in dedicated hardware. The dedicated fuzzy hardware has been implemented by different technologies, digital and analog ones [10, 14] .
The design methodology used in this paper is based on the interconnection of the Microblaze microprocessor (from Xilinx) and a fuzzy system developed in hardware, using the Xfuzzy tool [15, 16, 17, 18] . The proposed design methodology involves firstly the fuzzy controller design in software for simulation and testing issues, taking into account the model of the plant. The controller was synthesized to the hardware description language VHDL, using the fuzzy environment Xfuzzy tool [19, 20] . For improving the performance of the fuzzy controller and its suitability for implementing in the FPGA, the same was divided into 2 modules, each one producing a torque control variable. The first module receives the position and angular speed of the first link (L 1 , see Fig. 1 ) of the Acrobot system. The second module receives the position and angular speed of the second link (L 2 , see Fig. 1 ). The final torque variable is calculated in the Microblaze, subtracting the two outputs, over which respective gains are previously applied. In this case, each gain represents a priority that depends of the current state variables. These gains were experimentally calculated through several simulations executed in Matlab.
Additionally, the fuzzy controller partitioning was also developed due to the fact that Xfuzzy 2.0 does not allow the designer to synthesize VHDL modules with more than one output. Additionally, dividing the fuzzy controller into two subsystems the number of knowledge rules base were reduced from 89 to 18 rules.
MATHEMATICAL MODEL OF THE ACROBOT
The mathematical model of the system allows the use of numerical methods (method RungeKutta of 4 ta order, method of Euler) for the solution of the system's dynamic equations in order to develop the simulator of the plant in the computer. Moreover, the joined equations become linear around of equilibrium point that allows finding the required matrices for the development of the suitable controllers. To accomplish this, the method of Energy of Lagrange was used [21] . The equations that govern the system are shown in Eq. (1), the damping air was not considered because of the relatively narrow condition of the bodies used. 
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It is easy to conclude through the Eq. (1) that the system is nonlinear. Therefore, it is possible to get information about a non-linear system by approximating the system by a linear one, close to the equilibrium point (the vertical invert position), using the state variables shows in Eq. (2) . The representation of system in the state space is usually used in multivariable or complex systems. The main reason for choosing this type of representation in this work is because of the presence of four output variables.
Now is possible to rewrite the system equations given in Eq. (1) 
THEORETICAL FUNDAMENTS AND THE IMPLEMENTED CONTROLLERS

A. Modern Control based Controllers
The classical control theory is based on the inputoutput relations or transfer functions. A previous control model was developed by the authors in [22] . On the other hand, the theory of modern control expresses the equations of any system in terms of 1 st order differential equations that can also be represented as a 1 st order differential equation matrix [23] , as can be observed in Eq. (4). The concept of states space is related to the concept of state variable. The state of the system is a set of variables such that the knowledge of these variables, the input functions and the dynamic equations supply to the future state for the system [21] . For the development of the controllers a system (whichis controllable and time invariant) has been supposed such as shown in Eq. The control law is achieved in the Eq. (5), considering that the reference is equal to zero, which indicates that the inverted double pendulum is in the vertical line.
The vector K represents the controller gains, and substituting Eq. (5) in Eq. (4) the close loop system is obtained in Eq. (6) .
̇= ( − ) (6) 1) Linear Quadratic Regulator (LQR)
Optimal control theory (specifically the Linear Quadratic Regulator) uses a performance index in which is possible to optimize physical greatnesses. The goal of optimal control is defined by gain matrix K of the optimal control vector obtained in Eq. (5), in order to minimize the index of performance as shown in Eq. (7).
Where Q and R are real Hermitian matrices, which are symmetrical positive defined. The relative importance of error and of the energy consumption is determinate by these matrices. If the elements of the matrix K were previously determinate in order to minimize the performance index shown in Eq. (7), then the control law shown in Eq. (5) is optimal for any initial state x(0). 
2) The State Feedback Controller (SFC)
In this work the use of a controller with poles allocation is achieved by means of the state feedback, in order to perform the regulation of desired outputs for the Acrobot systems (namely are the position and angular speed).Moreover, the controller design is based on the linear system, and the same is applied over the original nonlinear equations shown in Eq. (1).
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In this case the feedback system showed in Eq. (6) can be represented by means of the block diagram in Fig.   2 .
B. The Intelligent Control based on Neurofuzzy
The project of intelligent controllers has been widely used such as an alternative to either complex mathematical models, or those where anyone model is available. For developing a controller with the system characteristics a qualitative description of the performance system (linguistic variable) can be considered jointly with a quantitative description based on experimental data collections (data sets).
The neurofuzzy-ANFIS proposal consists of a set of learning of fuzzy rules and the member's functions adjust, using neural networks (backpropagation algorithm and the squared minimums method). A wide variety of algorithms have been proposed to this problem (Fsom, Nefclass, Fuzzytech, etc.), and the work developed in [24] was the seminal work. The traditional neurofuzzy models have a limited capacity of adjustment in their structure, and due to the rule number explosion problem these models are generally used in the applications with restrict input number [25] . Moreover, the major part of these neurofuzzy systems are appropriate for supervised training.
The data set used for member functions training of neural-fuzzy systems is achieved from the developed state feedback controller, due to absence of the real system. The intelligent control learns the behavior of the system under action of state feedback controller. Fig. 3 shows the architecture of the ANFIS system for the fuzzy system learning process, which was generated by the toolbox of Matlab.
To accomplish the controller three member functions have been chosen for each input of the neurofuzzy system (see Fig. 3 ). All the member functions are Gaussian type functions and the fuzzy controller is a Takagi-Sugeno type [26] . The system ANFIS generated 81 singletons outputs, and for the network training an hybrid algorithm (the back-propagation plus squared minimums methods). In the training process a set of 8000 data and 100 epochs were spent.
C. The Intelligent Control based on Fuzzy logic 1) The fuzzy logic aspects
The FLC, typically, consists of four principal units, namely: (1) the fuzzifier which converts a crisp input into a fuzzy term set, (2) the fuzzy rule base which stores fuzzy rules describing how the fuzzy system performs, (3) the fuzzy inference engine that performs approximate reasoning by associating input variables with fuzzy rules and (4) the defuzzifier which converts the FLC's fuzzy output to a crisp value for the actual system input over the target. The control performance is more or less influenced by the selection of fuzzy sets of linguistic variables, the shapes of membership functions, the fuzzy rule base, the inference mechanism, and the defuzzification method [14, 27, 28] .
In this case the Xfuzzy tool has been used [15, 16] , in which the circuit generator of the membership functions (MFCs) generates the fuzzy sets in antecedent rules.
For each input values the MFC provides the levels, the activation values and the overlap degree of the system. For each cycle counter the membership degrees are combined by means of MIN or product operators for calculating the membership degree the each rule, whereas the level antecedents addresses the rule memory positions . In this work the vectorial approach was used because this allows the definition of membership functions arbitraries but it can to limit the circuit implementation when the number of inputs is incremented or her precision [19] .
2) An approach for a fuzzy logic design based on partitioning
In this approach the fuzzy controller (see Fig 4. a) was divided into 2 subsystems given that complex systems contain knowledge in which the fuzzy rules generation is exponentially increased by the input number (see Fig 4.b) . For control multivariable problems (Multiple InputsMultiple Outputs, Multiple Inputs -Simple Output) is recommended to split the system for decreasing the complexity [29] .
The first controller depends of the input variable for the link L 1 (position and angular speed) and the second controller depend of corresponding input variables (for the link L 2 ). The output values of each controller are multiplied by the gain values, which have been found experimentally. Their results are subtracted for producing the final control torque variable as shown in the Fig. 4 . Initially, the controllers were developed using the Matlab fuzzy tool and tested on a plant simulator environment, which has been developed in Matlab. The controller design is a Takagi Sugeno type, which comprises three membership functions (see Fig. 5 ) for each input variable. Triangular functions have been used, namely: N (negative), M (medium) and P (positive). This means that the knowledge base for each controller is defined by 9 fuzzy rules. The first controller rules are depicted in Fig. 6 . Figure 6 . Fuzzy Rules for link1 fuzzy controller
If (α is N) and (w is N) then (torque is ten) 2. If (α is N) and (w is M) then (torque is eight) 3. If (α is N) and (w is P) then (torque is six) 4. If (α is M) and (w is N) then (torque is four) 5. If (α is M) and (w is M) then (torque is zero) 6. If (α is M) and (w is P) then (torque is nfour) 7. If (α is P) and (w is N) then (torque is nsix) 8. If (α is P) and (w is M) then (torque is neight) 9. If (α is P) and (w is P) then (torque is nten)
RESULTS
A. Results of the LQR Controller
For the design of the LQR (Linear Quadratic Regulator) controller is necessary to define both the Q and R matrices, which were experimentally chosen by observing to system response. The parameters used for numerical simulation and controllers test are L 1 =L 2 =0.4 Kg, M 1 =M 2 =1 Kg, g=9.8 m/s 2 and the inertia moments are considered in the middle of links as
The R matrix represents the energy consumption of the control signals, yielding a reduction/enlargement of the requirements of input torque in the cost criterion [39] . On the other hand, the Q matrix is related both to the overshoot and stabilization time of the system. In this project different values were tried for the matrices and the better response was finding using the values: R=7000 and Q = [1000 0 0 0; 0 0 0 0; 0 0 1000; 0 0 0 0].
The results are shown in Fig. 7 and Fig. 8 where Fig.  7 shows the LQR controller response with initial conditions {x 1 , x 2 , x 3 , x 4 }={15, 0, -15, 0}. It can be observed that the stabilization time of system is less than three seconds. Additionally, the required variations of torque are also shown, and it can be observed that for these conditions is not overtook a torque of 1.5 Nm.
Otherwise, Fig. 8 shows the system response when applied a disturbance of 1.5 Nm in a impulse form of 0.05 sec. Additionally, in the same figure is shown how the system is stabilized again in less than one second.
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The disturbance is applied in the 5 second time and it is shown the torque variations. Finally, Fig. 7 depicts that the controller performance is satisfactory. 
B. Results of the State Feedback Controller
For the state feedback method is assumed that all state variables are measurable and available for feedback. If the system is completely state controllable, then the closed-loop poles of system can be placed in any one desired position by means of the state feedback, using appropriate matrix gains.
To find the matrix gains (that leads the system for the desired positions) the root locus technique is used in order to observe dominants poles of the system. In this case four states variables were used for the system representation, and the gains vector is composed of the four elements corresponding to the gain for each state variable.
The idea is to choose a pair of dominant poles for the system, and the others ones are placed to the left of these.
The allocation of the poles positions can be chosen for different values, but some positions have the best behavior. The chosen poles are {-0.2 + 11.5274i, -2, -8} and with these poles jointly with the A and B state matrices different methods (namely, Ackerman, Bass-Gura, Mayne-Murdoch) can be used to find the matrix gain. The Ackerman method was chosen and a Matlab function receives as input arguments the state matrices, and the chosen poles, returning the values from the feedback gains (satisfying the block diagram shown in Fig. 2 ). 9 shows the stabilization behavior. In this case the time is less than 2.5 sec, and it does not present overshoot if compared with the LQR controller (see Fig. 7 and Fig. 8 ).
The Fig. 10 .shows the system response when applied a 1.5 Nm disturbance in form of impulse with a duration of 0.05 sec. The system goes quickly for the invert position and this in turn leads the pendulum for the inverted position again, preventing the system from knocks down. It can be observed that the control effort of state feedback approach is larger than the LQR controller. In contrast, the state feedback system converges more quickly.
http://journals.uob.edu.bh 
C. Results of the Neurofuzzy controller
The Fig. 11 and Fig. 12 show the system behavior with the fuzzy controller optimized by ANFIS with initial conditions, namely: { 1 , 2 , 3 , 4 } = {−15, 0,15,0}. Fig.11 shows the system response without disturbance, and Fig. 12 shows the system response with the same disturbance used for the others controllers. The system learned from the state feedback controller, but the system response with intelligent control is a little bit different.
Comparing Fig. 9 and Fig. 10 against Fig. 11 and 12 , it can be observed that they are very similar. Otherwise, Fig. 12 shows that the intelligent controller is more robust than state feedback controller and it stabilizes the system faster than the state feedback one. Two performance indexes [30] for the developed controllers have been applied in order to have quantitative points for comparison in terms of the variations of the control signals and the behavior of the error throughout the simulation run time. This can indicate how the controller is fast for reaching the vertical position and how much effort is made by the actuator. The performance indexes are the sum of squared error and the sum of the quadratic control increment, as shown in the Eq. (8) and Eq. (9), respectively.
(9) Table I shows the obtained values for the performance indexes in the simulation time. Otherwise, the error values of the angles links with the J 1 index (with and without disturbance for each controller) are also analyzed, as well as the signals variation of the controllers in relation to the J 2 index. In the case of the test without disturbance, the LQR controller presents a higher value of J 1 for the case of the two angles than the state feedback and ANFIS controllers. This means that the two links have a larger movement around the vertical axis, generating higher error values, which can be conferred comparing the Fig. 7, Fig. 8 and Fig. 9 Otherwise, it can be observed that the state feedback one has J 1 index with lower values, by comparing the LQR against the state feedback controllers. This means that the system is stabilized a little faster than the LQR controller. The J 2 index indicates that the LQR controller demands less actuator effort than the state feedback and ANFIS ones.
When the systems is submitted to a disturbance, the state feedback and ANFIS controllers continues showing less values for J 1 index whether compared with the LQR controller. The values J 1 almost not modifies, which means that they are more robust than the LQR one, in relation to the disturbance, and the J 2 index indicates that the LQR controller requires an actuator effort larger.
RESULTS OF THE FUZZY LOGIC BASED CONTROLLER AND ITS FPGA IMPLEMENTATION
A. The developed FPGA Architecture
The fuzzy embedded controller comprises: (a) the respective control tasks, (b) the gathering of the state variable of the Acrobot and (c) the generation and transmission of the control variable to the simulation environment.
The specification and implementation of the two fuzzy systems like hardware peripherals was accomplished by using the XPS 10.1 wizard and connected to the MicroBlaze through the FSL interface, such as presented by the authors in [31] . For each peripheral two FSL buses are generated (one for transmission another for reception, see Fig. 13 ). The serial interface RS232 is used to send and receiving data to/from the graphical simulation environment. The speed transmission is 120 kbps in the RS232_DCE peripheral of Spartan 3E starter kit. Additionally, the LEDs_8bit peripheral was used for monitoring the controller states (see Fig. 13 ). (Fig. 14.a) .
The link L 2 has a balance larger than the link L 1 around to zero grade and it guarantees that the link L 1 stays in the position inverted whereas the link L 2 reaches slowly the invert position 2. Thus, the stability of the system is reached and the link L 2 does not show more than two over-signal and the stabilization is reached in the 7 seconds, approximately. An impulse disturbance was applied with an intensity of 1.5 Nm through 0.05 seconds (see Fig. 14.b) . The fuzzy controller had a good response for this disturbance. In the simulation time the system leads the required position. The link L 2 returns to the required position in approximately 10 seconds. This disturbance leads the system to a different position, but the controller is capable to return the system for the specified position again.
The proposed methodology for obtaining the output set (singletons) values for the controller consists of testing the different torque values for several initial conditions of the plant. In this case, the torque values were chosen in such a way that they lead the system to the inverted position, with the minimum energy possible (minimal energy criterion). The torque output depends of both the interpolation of these values and the membership degree in the fuzzy sets. Table II shows the synthesis results of the fuzzy controller where it can be observed the cost and performance of each fuzzy controller. 
THE SIMULATION ENVIRONMENT
A virtual three dimensional prototype was developed for the robot cyclist using the programming language Virtual Realm Builder 2.0, such a way to supplies a graphic interface to the user.
Additionally, an object in Matlab was created to have access to prototype instances from the main program. Figure 15 .a. shows the project of the cyclist robot form different point of views and each part of robot cyclist is an object that has relative coordinates with relation to its proper geometric center and absolute coordinates of the virtual space. This coordinate system is different than the Matlab coordinates, for which the programmer must define. In general 13 objects had been used for the upper´s rider and for the lower´s rider and the bicycle 45 objects were used.
The prototype achieved in Virtual Realm 2.0 Builder and Matlab implement the Acrobat behavior, assuming that the front part of bicycle is in the same plan that the bicycle frame. The lean of the bicycle with relation to the vertical line is in agreement with the lean of the first link. Additionally, the trunk of the rider is in agreement with the lean of the second link (Fig. 15.b. and Fig.  15.c.) . This is possible through the actuator action that substitutes the hip of the rider. The state variable is delivered for the virtual prototype at each time. Notice that the direction of the angles is inverted due to the fact that there is a different coordinate system between the Matlab and the Virtual Realm Builder simulator. Fig.16 shows the overall system which comprises both the simulation environment (which was developed in Virtual Reality [33] 
CONCLUSIONS
This paper presents the problem of equilibrium of a robot cyclist considering very low speeds including the zero speed. The dynamic system model of the cyclist robot was approximated to a model of inter-actuated double pendulum control, known as Acrobot.
This research allowed the application and comparison of control strategies for the proposed problem. In this context, four controllers were designed using conventional control methods and artificial intelligence techniques. Both modern control strategies and strategies based on artificial intelligence proved to be robust to maintain the equilibrium of the pendulum around the operating point, showing divergence only in the stabilization velocity and the effort to maintain the system in the vertical direction. This research shows the implementation of the controllers, the designing requirements for the controllers and its dependence on the mathematical model.
The intelligent controllers can be designed following an observational behavior and empirical measures of the plant. The classic controllers allow a deeper insight into the nature of the phenomenon to be controlled. The pole diagram permitted to observe that the system show reversed phase, i.e., the system tends to fall in the opposite direction of the control force, making it more difficult to stabilize.
Fuzzy controllers with multiple inputs complicate the rules generation and setting which form the knowledge base of the controller, thus the number of rules grows exponentially with the number of entries and sets defined for each entry causing conflicts between them. In this research it was observed the utility of the neuro-fuzzy techniques to handle multiple systems inputs, generating the controller from a set of training data, thus increasing the computational effort but leaving invisible the generation of the knowledge base for the user.
The models were evaluated using simulations and the fuzzy controller was chosen to be implemented in FPGA. FPGA are very useful devices for its ability to http://journals.uob.edu.bh incorporate systems which design together softwarehardware, so it was possible to use the tool XFuzzy 2.0 to generate the VHDL code of the fuzzy controller designed which was divided into two modules. The modules were connected in Microblaze embedded processor as peripherals acting in parallel and increasing the processing speed when compared to the general purpose processor of the computer. Evaluation criteria were adopted based on performance indicators. The use of these indicators proved to be a simple and practical technique for comparison. The mathematical model of the system allowed the plant simulation using the 4th order RungeKutta algorithm, considering a tolerance of 10% between the parameters provided by the system for validation of the plant.
System model validation was developed in a three dimensional environment using the Virtual Realm Builder 2.0 tool connected by Matlab. Tuning and optimization techniques can help adjust more systematically the parameters of controllers, increasing its performance in future researches.
