information dispersal algorithm (IDA) is a coding technique converting a digital source file into small digital files (shadows), and the receipt of any out of the shadows can losslessly reconstruct the source file. This paper presents an encoding and two decoding algorithms of IDA via the fast Fermat number transform (FNT). The proposed encoding algorithm requires arithmetic operations, and the two decoding algorithms have complexities and for a reasonably large file. As compared with existing work, the proposed algorithms generate significant improvement in the throughput in the low code rate settings.
I. INTRODUCTION

I
NFORMATION dispersal algorithm (IDA) was first introduced by Rabin [1] , [2] in 1989. The IDA transforms a digital source file into smaller files (shadows), and the receipt of any out of the shadows can reconstruct the source file. By such coding technology, the robustness and fault-tolerance of important files can be improved in communication and storage systems. The idea of IDA is similar to the polynomial secret sharing [35] - [37] . However, IDA does not consider the security issue in the design of coding system. In a well-designed IDA, the length of each shadow is (asymptotically) equal to one -th of the length of source file. Precisely, the length of each shadow achieves the theoretical lower bound [3] , under the condition of maximal entropy in the source file. The IDA had been applied to many applications, e.g., distributed data storage [4] , RAID codes [5] , peer-to-peer techniques [6] , multicast [7] , and secret sharing [33] . A remarkable coding technique, namely the fountain code [34] , is the alternative technique to disperse the source file in the network environment.
Conceptually, the IDA can be treated as the erasure code. When the receiver acquires shadows, the scenario is equivalent to erasing the corresponding nonreceived symbols in an -symbol codeword. Thus, the optimal erasure codes, such as Maximum Distance Separable (MDS) codes [15] , [17] , [18] or Reed-Solomon(RS) codes [19] , [20] , [22] , can serve as the applicable coding systems for the IDA. The standard implementation of RS erasure codes require operations in encoding and operations in decoding via ordinary matrix multiplications.
The computational complexity is a challenge in IDA. The fast IDA can improve the throughput of the real-time systems by demanding large amount of encoding and decoding operations. Various IDAs have been reported in previous literature. In many cases, the erasure codes (or IDAs) can be formulated as the matrix-product forms, so the encoding and decoding complexities depend on the overhead of computing the matrix products. The conventional approaches of IDA, such as [1] , do not utilize the fast techniques on encoding and decoding processes. Therefore, the conventional encoding algorithm requires operations and the conventional decoding algorithm requires operations. To further reduce the computational overhead, the fast Fourier transforms (FFT) over finite field with characteristic two [8] - [11] or the fast Fermat number transforms (FNT) are employed in the coding algorithms. For example, Preparata [12] presented the realization of the coding schemes using FFT over finite fields, and the computational complexities are in encoding and in decoding. Dianat and Marvasti [13] presented the systematic and nonsystematic codes of puncturing RS codes based on FFT over finite fields. Soro and Lacan [14] proposed a Reed-Solomon erasure coding algorithm with complexity in both encoding and decoding. Lacan and Fimes [15] investigated a systematic MDS erasure coding algorithm based on Vandermonde matrices. For the case , Lin and Chung [38] present a IDA with complexities in encoding and decoding. For the finite field with characteristic two, Didier [16] presented an decoding algorithm for RS erasure codes via fast Walsh transforms. In Section VII, we compare the proposed IDA with those existing methods.
There exist works for erasure codes. G. L. Feng et al. [17] , [18] proposed MDS codes based on exclusive-OR (XOR) operations. Truong et al. [19] proposed a fast RS decoding algorithm for correcting both errors and erasures. By FFT over finite field with characteristic two [10] , [11] , the FFT version of RS decoding algorithm had been proposed [20] . Lin et al. [21] proposed a fast algorithm for computing the syndromes of RS codes. Note that there exist several nonoptimal erasure codes, such as [34] and [23] , [24] . In general, those nonoptimal erasure codes require lower computational complexities than optimal erasure codes. However, nonoptimal erasure codes cannot guarantee successful decoding from arbitrary out of the codeword symbols, as opposed to the guaranteed successful decoding in the optimal erasure codes.
By our survey on the erasure coding algorithms over Fermat field, the best records of encoding algorithm take operations [12] - [14] and the decoding algorithms take [14] or [15] operations. In this paper, we propose a fast IDA based on erasure Reed-Solomon coding systems over Fermat fields. Given source symbols, the proposed encoding algorithm requires complexity , which is lower than the existing work . In decoding, we present two algorithms. Given shadow symbols, the main procedure of first decoding algorithm requires complexity , which is lower than the existing work [12] - [14] . The main procedure of second decoding algorithm requires complexity with smaller leading constant than the fast polynomial interpolation algorithm [15] , [25] . By the computational complexities of the two proposed decoding algorithms, the first decoding algorithm is applicable for , and otherwise the second decoding algorithm is to be adopted. The criteria of choosing one of the two decoding algorithms are discussed in Section VIII-B. It is noted that the [38] presents the IDA for the high code rates . In contrast, the proposed IDA is suitable for the low code rates , and the detailed comparisons between [38] and the proposed method are detailed in Section VII. The potential applications of the low-rate codes are in the communication systems. For example, the [39] indicates that the low-rate codes are applicable to code-division multiple-access (CDMA) systems.
The rest of the paper is organized as follows. Section II introduces the definition of coding system, and the concept of the proposed algorithms. Sections III-V respectively present the proposed encoding and two decoding algorithms under the settings where is a power of two, and is the multiple of . Section VI analyses the complexities of the three proposed algorithms. In Section VII, we compare the proposed IDA with existing work in theoretical and experimental aspects. Certain related important issues on the proposed algorithm are discussed in Section VIII, including the generalization of the parameters , the decision criteria of choosing the suitable decoding algorithm, the partial FFT on second decoding algorithm, the strategy of storing the shadow elements in binary data format, and the generalized IDA over Proth field. Finally, Section IX concludes this work.
II. SYSTEM DESCRIPTION
The coding system is a modified version of the systematic Reed-Solomon codes over Fermat field . Thus far the known Fermat primes are for . Throughout this paper, the arithmetic operation is conducted over Fermat field unless otherwise specified. The coding system follows the polynomial evaluation approach of Reed-Solomon codes [22] . The source file is denoted as a -ary integer sequence . This is divided into a certain number of nonoverlapping subvectors of length each. The encoding process is then individually operated on each -element subvector , where each indicates a message symbol in the ready-to-process subvector. Let the denote the coding polynomial, which is chosen to satisfy the equalities below:
The -symbol codeword is the evaluation of at distinct evaluation points . Let the vector represent the codeword, and (2) The is namely the evaluation point of . By definition, the codeword can be divided into two parts, where the message part is located in (3) and the parity part is located in (4) To decode the message symbols, the decoding side should receive arbitrary codeword symbols at least. To facilitate the description of algorithms, this paper adopts two types of notations to identify those received symbols. In the first decoding algorithm (Section IV), the received codeword is expressed as an -element vector , where expresses the received symbol, or else for the erasures. In the second decoding algorithm (Section V), the pairs of the received symbols are identified as , where the denotes the received codeword symbol at the evaluation point .
By following the second notation, the coding polynomial can be reconstructed via (5) Thus, the message symbols can be retrieved through . Based on the above coding system, the encoding process individually converts each subvector of into a -symbol codeword. Let the sequence denote the in those codewords. The generated shadows are defined as . To reduce the computational complexity, the key technique, namely Fermat number transform (FNT), is introduced in Section II-A. Then the basic principles of the proposed algorithms are briefly described in Section II-B, under conditions being the power of two, and being multiple of . Based on the basic principles, the details of the three proposed algorithms are separately addressed in Sections III-V. By the truncation technique in Section VIII-A, the proposed algorithms can serve for all feasible values of and .
A. Fermat Number Transforms
Fermat number transform (FNT) is defined as the discrete Fourier transform over the Fermat field , and . Given a -element vector with and belonging to a power of two, the FNT of is expressed as the function , where the is a -element vector. The inverse transform (IFNT) is expressed as the function . The relationship between and is defined as (6) where the denotes the primitive root of unity over Fermat field. The can be found via , where denotes the primitive element of Fermat field. Let and , the (6) can be treated as the polynomial evaluations given by (7) By applying radix-2 fast Fourier transform (FFT) over Fermat field, the -point FNT takes additions and multiplications, so that the computational cost is significantly lower than the ordinary approach with complexity . The shift theorem is utilized in the design of the proposed algorithms. Suppose the -element vector is the desired objective to be calculated, where the denotes an element in the finite field. Each term of can be formulated as (8) Let (9) denote a vector containing the twisted coefficients. Then we have , and the computation of requires a -point FNT and multiplications. As the FNT is a linear transform, the addition operation possesses the equality: (10) This equality will be utilized in the design of the second decoding algorithm (Section IV-B).
An important application of FNT is for the fast polynomial multiplication , or equivalently the convolution . By FNT, the fast convolution requires three times of -point FNTs: (11) where the operation denotes the pair-wise product of two vectors.
B. Basic Principles of Proposed Algorithms
This subsection describes the basic principles of the proposed coding algorithms, under the conditions that is a power of two and is multiple of . Note that the proposed algorithms employ -point FNTs, as opposed to the -point FNTs used in previous work [12] - [14] . In decoding, as each received part of codeword (taken from the shadows) has the common evaluation points, the decoding process for each codeword involves a repetitive part of computations. This common part can be completed in one round, and the generated temporal data are used in the decoding of each codeword taken from the received shadows. This part is named as the initialization of the decoding algorithm. This subsection presents the design rationale of the algorithms, and the details are explained in the corresponding sections.
1) Encoding Algorithm:
By the definition of coding system, the encoding process consists of two coding phases. The first phase is to compute the coefficients of coding polynomial , and the second phase is to compute the codeword symbols . To apply the -point FNT in encoding process, the codeword is treated as individual subvectors , and the length of each is . The first subvector is the message vector, and the remaining parity subvectors are the objectives to be calculated. In the first phase, we choose the evaluation points of those message symbols such that the message symbols are exactly the input of a -point IFNT. Thus, the coefficients of can be efficiently computed via a -point IFNT. In the second phase, each subvector is computed via the -point FNT on the coefficients of . By such computational structure, we can obtain the evaluation points for those parity subvectors . The details are explained in Section III.
2) First Decoding Algorithm: Section IV-A firstly explains a tentative version of the proposed decoding algorithm. The key polynomial is defined as , where the is the coding polynomial, and the is defined in (17) . By the structure of , the formal derivative of can be used to compute the erasures. The algorithm involves a -point IFNT to compute the coefficients of . Then the coefficients of can be easily obtained within operations. A -point FNT is then applied to compute the erasures. However, the -point IFNT requires operations, which is the bottleneck of the tentative algorithm. Section IV-B then presents the proposed algorithm. To further reduce the complexity, the -symbol received codeword is divided into individual subvectors with symbols each, and each subvector takes a -point IFNT. We proved that the above modified version generates the same result as the tentative algorithm does. As a result, the computational overhead is reduced to .
3) Second Decoding Algorithm:
The second decoding algorithm is modified from the fast polynomial interpolation [25] . The fast polynomial interpolation follows a divide-and-conquer strategy, and the FNT is utilized in the computations to reduce the complexity. The proposed decoding algorithm is motivated from two observations. Firstly, since the evaluation points of received symbols of all codewords are identical, the calculations requiring only the evaluation points can be completed in one round without repetitive calculations in later iterations. Secondly, based on the characteristics of the decoding system, several algorithm steps are modified to reduce the computational cost.
III. ENCODING ALGORITHM
As described in Section II-B.1, the encoding process consists of two coding phases. To efficiently compute the coefficients of in the first phase, each evaluation point of message symbol is defined as , so that , . By (7), the equality holds, so the coefficients can be computed via the inverse transform . The second phase utilizes the shift theorem of FNT. The codeword is divided into individual subvectors , and each subvector is defined as . For , the evaluation point of is defined as with the shift amount , so , . By the shift theorem (8), the above equality can be rewritten as (12) Thus, the computation requires a -point FNT and multiplications: (13) It is noted that for , the transform generates the message symbols:
The can be chosen as distinct elements among . To facilitate the description of the algorithm, each element is defined as , . The above definition gives a systematic definition of evaluation points of codeword symbols. For each evaluation point of codeword symbol , the value is can be factorized as , where and . The range of and are , and . By above definition, the evaluation point is set as (14) The encoding algorithm is provided below. 
IV. FIRST DECODING ALGORITHM
This section explains the first decoding algorithm in the following two subsections. The first subsection gives the formulas of the tentative algorithm within complexity . In the second subsection, a modified version is presented to improve the complexity to . In this section, the received codeword is expressed as an -element vector . Let denote the set of locations of received codeword symbols. Then the received codeword symbols are expressed as if ; otherwise.
By the above definition, the polynomial is defined as (16) The algorithm of computing the coefficients of is placed in Appendix A.
A. The Tentative Algorithm
Two polynomials are respectively defined as (17) (18) where the is the coding polynomial (1). As the roots of are all the nonzero elements of , the roots of are the complement of the roots of over the , i.e., , . Suppose the coefficients of had been computed. Then the formal derivative of , expressed as , can be computed within multiplications. By product rule, the possesses the equality (19) For any , the equality gives the following formula: (20) Thus, the erasures can be computed via (21) The above formula can be further refined. A polynomial is defined as (22) As the roots of are , the possesses the equality:
By the definition (14) , the evaluation points of message symbols are the . Thus, the term in (21) 
Those values are formed as a -point vector (25) The computation of requires the values defined as a set (26) As the elements in the require only the evaluation points, the (26) can be calculated in the algorithm initialization. Then, the coefficients of are computed via (27) Algorithm of Computing the (23) : The terms in (23) can be computed via (28) and the required values are in the vector . Notably, if the computational step follows the (21), the terms can be computed via a -point FNT , which requires more operations than the (28) .
The (23) also requires the terms , whose evaluations require only the evaluation points, so those values can be calculated in initialization. Those terms are defined as a set (29) 1) Steps of Tentative Algorithm: In summary, a tentative method is presented to calculate the erasures. In the algorithm initialization, the sets and respectively defined in (26) and (29) are computed. Another algorithm of computing and is introduced in Appendix B-A. In the main procedure, the first step calculates the vector through (24) . The second step calculates the vector via (27) via a -point FNT. The third step calculates the coefficients of defined in (22) . The final step calculates the erased message symbols through (23) .
B. The Proposed Algorithm
It can be shown that the complexity of the above tentative algorithm is dominated by a -point IFNT to compute the (27) . To reduce the computational complexity further, a new formula of is presented below. Given the vector defined in (25) , all elements of are classified as individual subvectors , where each -element subvector . For each , we define the corresponding polynomial to satisfy the equalities: (30) By the following formulas, the coefficients of can be efficiently computed from the . By shift theorem of FNT, the can be formulated as (31) By (6), the inversion of above formula is (32) As the are the terms of , the outputs the values . Then each value is divided by to obtain the coefficients of , expressed as (33) where is a vector defined in (9) . In the following, we derive the formula of as in those functions . The formula of expressing the as in is given by (34) The validity of (34) is proved in Appendix B-B. The formal derivative of (34) is formulated as (35) where the derivative of is (36) We plug (35) into (22) to obtain the objective formula (37) Thus, the can be calculated from . The (37) can be refined further. Firstly, the term can be discarded, due to , by (30) (24) . Secondly, the term can be simplified as due to for . To explain this property, by the definition of evaluation point (14) , each erasure position is expressed as for . Thus, there do not exist erasures in , so the set does not contain the erasures in . For , the definition (24) gives , so the is a zero vector. The polynomial , which is computed via , is also zero. By the above observations, the modified polynomial is (38) The decoding algorithm is summarized below: 
V. SECOND DECODING ALGORITHM
For the scenario , the complexity of first decoding algorithm may be higher than the ordinary approach . This section introduces another decoding algorithm within complexity . The first subsection reviews the fast polynomial interpolation [25] , and the second subsection explains our modified version to reduce its leading constant. In this section, the received codeword symbols with the corresponding evaluation points are denoted as .
A. Fast Polynomial Interpolation Algorithm
The decoding formula (5) can be reformulated as (39) where the polynomials and its derivative are respectively defined as The right-hand side is the summation of partial fractions. The fast polynomial interpolation is a method to sum all those partial fractions together. The result is a fraction whose denominator is the , and the numerator is the standard form of polynomial . The algorithm steps [25] are addressed below: 1) Calculate the coefficients of and . 2) Construct the set (42) 3) Construct constant polynomials defined as (40). 4) Compute the summation (41) to obtain a fraction whose numerator polynomial is the . In step 1, the coefficients of can be calculated within as introduced in Appendix A. Then the coefficients of can be directly obtained within multiplications. In Step 2, the fast polynomial evaluation algorithm requires operations. The details can be referred to the [25, Chapter 1-4] for more information. In Step 3, each value is taken from the set , so the construction of set (40) requires multiplications. In the final step, the numerator is computed by a divide-and-conquer strategy. It is noted that the temporary data generated in step 1 can be reused in this step. This step consists of stages. Initially, the process constructs individual fractions , where . In the first stage, the process pairwise sums those partial fractions to obtain partial fractions:
Note that the denominator can be taken from the temporary data (64) which have been generated in step 1. The denominator and the computed numerator are respectively labeled as and . In the stage ( ), the process follows such recursive strategy to compute
The numerator is formulated as (45) It is noted that the denominator has been computed in step 1 (see (65)), and we do not need to compute it again. In the final stage, the process generates the fraction , and the numerator is the coefficients of . The computation (45) requires two polynomial multiplications and a polynomial addition. By applying fast polynomial multiplication, the computation (45) can be done via six times of -point FNT: 
B. The Proposed Algorithm
In the following, we list the observations which are used for the construction of the proposed algorithm. Then the decoding algorithm is presented. which merges two vectors with placing the elements of and in even and odd positions, respectively.
1) Reduce the Number of FNTs in the Computation
3) Remove the Redundant Computations in the Final Stage:
In the final stage of the above algorithm, the process computes by (50) and the by (49). Then the process computes the (47), which can be rewritten as (55) Thus, the message is , and the (49) in the final stage and the (47) are redundant in the decoding system.
4) The Calculations Requiring Only the Evaluation Points:
There exists two sets of auxiliary data computed in algorithm initialization. The first set is the defined in (42). The second set is defined as (56) We briefly compare the computational cost of the proposed version (50) with the original version (48). In the stage, the original version totally requires times of -point FNT, and the proposed version requires times of -point FNT. Since the cost of a -point FNT is roughly equivalent to two -point FNTs, the modified version (48) requires about 1/3 amount of computational cost of the original formula (48).
VI. COMPLEXITY ANALYSIS
By the radix-2 FFT over Fermat field, the -point FNT takes additions and multiplications. This section discusses the computational complexities of proposed algorithms, and the analysis results are listed in Table I .
A. The Encoder (Algorithm 1)
In Algorithm 1, step 1 requires a -point FNT, and step 2 requires times of -point FNT. Thus, Algorithm 1 overall requires times of -point FNT, which takes additions and multiplications.
B. The First Decoder(Algorithm 2)
In the main procedure of Algorithm 2, step 1 requires multiplications, and step 2 requires times of -point FNTs.
Step 3 takes additions and multiplications.
Step 4 requires a -point FNT, and step 5 takes multiplications. The complexity is dominated by the times of -point FNTs, which totally takes additions and multiplications. The initialization of Algorithm 2 constructs the two sets and , which require the polynomial coefficients of with complexity via Appendix A. Since the cost of initialization is dominated by the computation of , the initialization requires complexity .
C. The Second Decoder(Algorithm 3)
In the main procedure of Algorithm 3, step 1 requires multiplications. Steps 2-4 are formulated as a loop with iterations. For , step 2 requires times of -point FNTs with complexity , and step 3 requires multiplications and additions. Thus, the whole complexity is dominated by step 2, which requires additions, and multiplications. The initialization of Algorithm 3 constructs the sets and . The requires the formal derivative of , and the construction of requires the temporary data (65) of computing . Since the cost of initialization is dominated by the computation of , the initialization requires complexity .
VII. COMPARISONS
This section compares the proposed algorithms with existing work. The time complexity of the proposed decoding algorithm can be treated as by selecting a better algorithm among Algorithms 2 and 3. Table II lists the computational complexities of the compared methods with the leading constants. The complexities of those methods are dominated by the cost of computing FNTs, or the cost of matrix multiplications. The leading constant represents the overhead of the dominated part in the method. The coding system of [1] can be treated as Cauchy RS code, and the codes [12] - [16] and ours are isomorphic under Vandermonde RS codes. Those codes have the property that the is no larger than the size of used finite field. Thus, to conduct a fair comparison, we consider that the codes [12] - [15] and ours are over the Fermat field , and the [1] , [16] are over . It is noted that the RS code possess the condition that (or ) must be no larger than the size of utilized field size. Thus, under a specific , the minimal field size of those RS-like codes are asymptotically equivalent. For the systematic codes, such as [13] - [16] and ours, we consider the situation that all received symbols are in the parity part, so the decoder cannot directly retrieve the message from the received symbols. In the following, the dominant parts of the methods are briefly explained. Notably, an -point FNT takes additions and The conventional method of IDA is introduced by Rabin [1] , which employs matrix multiplications in encoding and decoding. The encoding algorithm requires about operations to multiply the message symbols with an Cauchy matrix, and the decoder takes about operations to multiply the codeword symbols with the inverse matrix. The [12] - [15] are FNT-based algorithms. For encoding, the [12] and nonsystematic cases of [13] , [14] employ a -point FNT on the message symbols, resulting in codeword symbols. For decoding, the [12] - [15] respectively introduce three kinds of decoding methods. The [12] firstly computes the un-received symbols with matrix multiplications, and then an -point IFNT is applied on the codeword symbols to obtain the decoded data. The [13] employs a -point IFNT and a recursion formula within operations. The [14] uses fast convolutions to calculate the coefficients of the Lagrange polynomial within eight times of -point FNT.
The [13] - [15] also introduce the systematic coding algorithms. The encoding of [13] is similar to conventional RS encoding by polynomial division. The information polynomial is divided by the generator polynomial, resulting in the parity polynomial containing parity symbols. The polynomial division requires operations. For decoding, the systematic case of [13] is similar to the nonsystematic version [13] , but then applies an -point FNT on the generated intermediate data. The systematic approach of [14] takes eight times of -point FNT to compute the coefficients of Lagrange polynomial, and then the FNT coefficients are computed through an -point FNT. The [15] transforms the message symbols with a -point IFNT and the fast polynomial evaluation, and the decoding algorithm uses fast polynomial interpolation and a -point FNT. By the [32] , the denotes the complexity of polynomial evaluation, and denotes the complexity of polynomial interpolation.
The [16] introduces the encoding and decoding systematic erasure RS codes over . Rather than most algorithms using fast Fourier transforms, the [16] introduces a coding algorithm via fast Walsh transforms. An -point Walsh transform takes additions but no multiplications. However, the [16] requires times of -point Walsh transform in both encoding and decoding, so the complexities are . As shown in Table II , the best cases of the compared encoding algorithms require operations [12] - [14] , where the nonsystematic cases [12] - [14] require a -point FNT, and the systematic case [14] requires nine times of -point [38] FNT. The Algorithm 1 takes about times of -point FNT operations. For , the proposed encoding algorithm requires fewer operations than the compared methods. For decoding, the best performance of the compared decoding algorithms takes [14] or operations [15] . The [14] requires nine times of -point FNT for systematic case. By comparing Algorithm 2 with [14] , the Algorithm 2 has smaller big-O complexity ( vs. ) and smaller leading constant (1.5 vs.13.5). The systematic codes of [15] requires about operations by fast polynomial interpolation. As shown in Section V-B, the Algorithm 2 has smaller leading constant than the ordinary fast polynomial interpolation, so we expect that Algorithm 2 also has smaller leading constant than [15] .
The [38] presents a IDA for over Fermat field. For a reasonably large file, both encoding and decoding algorithms require in processing symbols. The major distinction of the [38] and the proposed algorithm is that the [38] is applicable to high code rate and the current proposed algorithm is applicable to low code rate . The detailed comparisons are listed in Table III . In encoding, the [38] requires times of -point FNT (for being the power of two), and Algorithm 1 requires times of -point FNT (for being the power of two). In decoding, the [38] follows the Forney algorithm, which computes the error values of BCH codes at known error locations. In contrast, to the best of our knowledge, Algorithm 2 does not follow any existing decoding formulation, and Algorithm 3 is based on the framework of fast Lagrange interpolation. As shown in Table III , the complexities of three decoding algorithms are different. It is noted that we cannot alternate the use of the [38] and the proposed algorithm. Precisely, the codeword generated by the encoding of [38] cannot be directly decoded by Algorithms 2 and 3, and vice versa.
To verify the above complexity analysis, Fig. 1 shows the simulations of [12] , [14] , [16] and ours for and . We implement the algorithms of the ordinary method (Matrix multiplications), Preparata [12] , and ours by C programs. The simulation also tests the code implemented by Didier [16] . For [14] , this simulation tests the systematic FNT case implemented by Soro and Lacan in the experiment. Those codes are executed on Intel i7-950 3.06 GHz, Windows 7 with GCC compiler. Fig. 1 shows the time spent of those algorithms. The main procedure of each code is repeated in times. The data throughput is defined as where in most cases (a few cases adopt smaller values to shorten the execution time). For decoding, the time of the initialization is ignored, because the main procedure dominates the time complexity when the file size is reasonably large. It is noted that the real simulations are controlled by several factors, such as optimization techniques of compilers, memory management techniques, task management system, and hardware properties. Therefore, the simulations may be slightly different from the analyses.
For encoding, the [12] performs about 20 (MB/s) for any . When is large, the throughput of [12] and proposed encoder are very close, and for the extreme case , the throughput of proposed encoder is about twice of [12] . It is noted that the [12] is nonsystematic, and the proposed code is systematic, so the two algorithms are distinct in aspects of systematic or nonsystematic codes. For [14] , the throughput of [14] is about 60% of proposed encoder on average. In particular, the ordinary algorithm provides better throughput when due to its simple architecture, but the degradation is very fast due to the quadratic complexity. As shown in Fig. 1(a) , the encoding algorithm has significant improvement in . For decoding, the [14] provides about 68% throughput of the first decoder on average. In particular, the intersection point of two proposed decoders is between and 2048. When , the matrix multiplication method performs better due to its simple computational architecture. As shown in Fig. 1(b) , the encoding algorithm has significant improvement in .
VIII. DISCUSSIONS
A. The Relaxation of the Constraints on Parameters
The proposed algorithm requires that is the power of two, and is the multiple of . Suppose the given parameters do not precisely satisfy the above two conditions. We find two integers and such that (58)
The new parameters is adopted in the coding algorithm. In encoding (Algorithm 1), the input symbols are the message symbols with concatenating zeros. The encoder then generates parity symbols. The -symbol codeword is the concatenation of message symbols with the parity symbols, which are a portion of the generated parity symbols. In decoding, the decoder side receives symbols, and the zeros are placed at the corresponding locations in the message part. Thus, the received codeword contains known values, so Algorithm 2 and Algorithm 3 can be applied successfully. By such substitution method, the algorithm requires the same computational cost as the algorithm does. In the following, we prove the encoder and the first decoder require complexity , and the second decoder requires complexity . By (58), the upper bounds of and can be termed as and given by (59) By the above inequalities, the big-O can be rewritten as Furthermore, the big-O can also be rewritten as Thus, the substitution strategy does not increase the big-O bounds for arbitrary .
B. The Criterion of Selecting the Two Decoding Algorithms
Given the , this subsection discusses the criterion of choosing Algorithms 2 or 3 as the decoding algorithm. The decision criterion is at the point that the complexities of both algorithms are asymptotically identical. The formulation is (60) Therefore, Algorithm 3 is chosen for ; or else Algorithm 2 is suggested. For as an example, the (60) gives the intersection point . Fig. 1 verifies this value, as the intersection point of Algorithms 2 and 3 is between and 2048.
C. The Partial FFT on Algorithm 2
As defined in (24) , the vector contains erasures (zeros). Then the is divided into subvectors for in the first step of Algorithm 2. Thus, we can consider those subvectors as sparse, and the partial FFTs [26] - [28] can be applied on the second step of Algorithm 2 to improve the performance. The partial FFT is a technique of pruning the unnecessary computation nodes in FFT butterfly. In Algorithm 2, the unnecessary computations are caused by the erasures in the input . Since the FNT in second step (33) dominates the complexity of Algorithm 2, the performance can be improved by utilizing the partial FFT. However, the performance of partial FFT depends on the positions of erasures. In general, when the positions of erasures are centralized in several subvectors , the partial FFT performs much better than conventional FFT. In contrast, when the erasures are uniformly distributed among those vectors , the improvement is smaller. This observation gives a potential direction to further improve the decoding performance.
D. The Strategy of Storing the Shadow Elements in Binary Data Format
In -ary numeral system, the length of each shadow is onelength of the file . One difficulty in the -ary numeral system is that the possible values are unable to be coded in a -bit unit. Soro and Lacan [14] introduce a solution by recording the positions of the extra symbol in the shadow header. In the following, we introduce another method based on the truncated binary encoding. Given a shadow symbol whose value is between 0 and , for the value in the range , the symbol is encoded as a -bit binary digit. For the overflowing cases , the is encoded as a -bit binary digit concatenating ones with an extra bit 0 or 1, respectively corresponding to or . In the extraction procedure, the extractor sequentially takes -bit digit from the shadow as the value . When the bits are all ones, one extra bit is taken to identify or . Due to the extra bits stored in the shadow, the length of each shadow is slightly larger than onelength of the file . For uniformly distributed, the probability of generating the extra bit is , which is relatively small as compared to the reasonably large . For example, the probability of is .
E. The Proposed Over
Since the known largest Fermat field is , the proposed IDA has the constraints . For the rare application requiring , a larger field is needed. The Proth prime is defined as for odd , positive integer , and
. It is noted that the Fermat prime is a specific case of Proth prime for . To resolve the limit caused by the Fermat field [29] , the algorithm can be applied over Proth field . There are many known Proth primes, and in practice, the Proth field is suitable for 64-bit CPU processors. The implementation of addition over is straightforward, and the multiplication over can be done by an unsigned multiplication and a modulo operation on a 64-bit CPU. When the coding algorithms are applied over Proth field, there are several issues should be considered.
1) The Range of and the Implementation of FFT Over Proth Field: The implementation of -point FFT needs the primitive -th root of unity over Proth field. Given the primitive element of , the primitive -th root of unity can be calculated via . As the range of depends on the size of FFT, we have . For the range of , the range depends on the size of field, so . Therefore, for and , the range of is and .
2) The Strategy of Storing the Shadow Elements in Binary Data Format:
The coding algorithms need a function to convert a sequence from two-ary to -ary numeral representation, and vice versa. The conversion can be implemented by truncated binary encoding, which can be treated as the Huffman coding for uniform probability distribution. The set of input symbols of the Huffman coding are drawn from , and the probability of each symbol is set to . Thus, the constructed Huffman tree forms a complete binary tree with leaves. More precisely, the Huffman tree contains leaves at depth , and leaves at depth , where . The conversion from -ary to two-ary numeral representation is as the conventional Huffman encoding. The variable-length code table is constructed via traversing the Huffman tree for all leaves. Thus, the variable-length code table contains slots, and each slot takes bits of memory. By the constructed code table, we scan and encode the basesequence using the legal codewords. Similarly, the conversion from two-ary to -ary numeral representation is equivalent to the conventional Huffman decoding. We traverse the Huffman tree node by node according to each bit read from the input binary sequence. When a leaf is reached, the corresponding symbol is generated. By construction, to reach a leaf needs traversing or nodes in Huffman tree.
IX. CONCLUSIONS
This paper proposes the coding algorithms for IDA. The code system is under systematic Reed-Solomon codes over Fermat field. By assigning the evaluation points to specific values, the -point FNT is applied to improve the performance. The proposed encoding algorithm takes operations to code message symbols. In decoding, if , the first decoder with is chosen; or else the second decoder with is suggested. Both decoders contain two parts, the initialization and the main procedure. For the reasonably large source file, the complexity in the initialization is insignificant, so we focus on the investigation of the complexity in the main procedure. By our survey of erasure codes, the proposed encoding algorithm takes , as opposed to the in existing work; the proposed decoding algorithm takes or , as opposed to the or in existing work.
APPENDIX A ALGORITHM OF COMPUTING THE COEFFICIENTS OF
Given the evaluation points of received symbols , a polynomial can be expressed as
where . The formal derivative of is defined as
The is similar to the error locator polynomial used in BCH code decoding, except, in the algorithm design, the records the evaluation points of received symbols, rather than erasures (or errors) in the error locator polynomial.
The computation of follows the divide-and-conquer strategy. Initially, each term in (62) is denoted as a polynomial given by 
