We present a new embedding scheme for the locally self-consistent multiple scattering method to study the disordered electron systems. We test this method in the tight-binding basis and apply it on the single band Anderson model. We demonstrate that embedding significantly improves system size convergence and hence reduce the computational cost. By embedding the local interaction zone in a local typical medium, the method can capture the Anderson localization transition and accurately predict the critical disorder strength, which can otherwise never be detected by the conventional multiple scattering calculation. The present work open the path towards the development of a typical medium embedding scheme for the O(N ) multiple scattering methods.
I. INTRODUCTION
Disorder which is ubiquitous feature of real materials (in the form of impurities or defects in perfect crystals, or chemical substitutions in alloys and random arrangements of electron spins or glassy systems) plays a key role in changing and controlling their properties [1] [2] [3] [4] [5] . It has been found to cause dramatic changes to atomic, magnetic and phonon phenomenon systems. Especially, a strong disorder, which can lead to electron localization, known as Anderson localization 6 . Electron localization has been found to play a crucial role in a number of materials. This includes electron localization in two-dimensional electron systems 7 , systems with metal-insulators transitions, various semiconducting materials, and Weyl semi-metals. Among a widely studied systems are dilute impurity systems, such as Sidoped P, B, S and Ti materials. In dilute systems, the impurity band becomes extended due to the overlap of the impurity states, and as a result theoretical studies require the large systems sizes. Dilute magnetic semiconductors (with a subtle interplay between magnetism and electron localization) and intermediate band photovoltaics (which hold the promise to significantly improve solar cell efficiency) are among another important class of materials where disorder plays a fundamental role on their properties. Dramatic recent improvement in crystal growth has enabled the growth of systems with significant control over the degree of disorder. For example, localization has been definitively seen in single crystals of Li x Fe 7 Se 8 induced by lattice disorder associated with Li doping when the density of states at the Fermi energy has been confirmed to be finite via specific heat and reflectivity measurements 8 . Recently, there have been many semi-metal materials discovered by now such as Cd 3 As 2 and Na 3 Bi which are Dirac semi-metals [9] [10] [11] [12] ; TaAs and NbAs which are Weyl semi-metals [13] [14] [15] where disorder effects remain to be fully understood.
In the recent decades, the ab initio methods based on density functional theory (DFT) 16, 17 have become the most important tool for theoretical investigation of disorder effects in real systems [16] [17] [18] [19] . Despite their methodology differences in the way of solving the Kohn-Sham equation, ab initio approaches to materials simulation usually take the same computational procedure, starting with constructing a unit cell that repeats itself along x, y, and z directions to fill the entire space. The unit cell consists of the constituent atoms in a predetermined proportion and in a real space distribution to mimic the atomic composition and spatial arrangement in the actual material. A fundamental problem arises, however, with conventional ab initio methods when applied to unit cells containing a large number of atoms (∼ 100) that the amount of computational work, or more precisely, the number of floating point operations, increases as O(N 3 a ), the third power of the number of atoms (N a ) in the unit cell.
Because of the computational difficulties mentioned above, applying conventional ab initio methods to the electronic structure calculation for materials with complex structures and strong disorder (e.g., nanostructures, interfaces, defects, etc) that require large unit cell sizes is obviously prohibitive. To overcome this computational challenge, the locally self-consistent multiple scattering (LSMS) method 20 has been developed. This is an order-N ab initio method, for which the computational effort of the methods scale linearly, i.e. O(N a ), with respect to the number of atoms in the unit cell, rather than cubically like the conventional ab initio methods.
LSMS achieves linearly scaling for very large systems with up to ten thousand atoms, via the introduction of a smaller local interaction zone (LIZ) of size N LIZ of several hundreds of sites. Within the LIZ the electronic structure problem is solved explicitly with free space boundary conditions. In LSMS analysis, as the LIZ moves through each of site, the explicit DFT solution introduces correlations due to the different disorder configuration (Fig. 1) . Although LSMS has a unique ability to study extremely large and strongly disordered systems, the construction of LIZ using the open boundary condition limits the applicability of LSMS to the description of the disordered metals only, and in particular fails to describe properly the band gaps and electron localization. This is due to the fact that the free space boundary conditions are arbitrary and couple the LIZ to a free space density of states which increases as a square root for positive energies. This coupling and the large surface to volume ratio of the LIZ, causes the gaps in a semiconducting system to be filled in and blurred, hence semiconductors appear to be metals. One possible way to overcome this issue is to use self-consistently determined boundary conditions that accurately describe the gaps at the right energies. Note that the open boundary conditions imposed upon LIZ also disable the ability of LSMS to study electron localization. This is because at all positive energies electron can escape the LIZ. Further, the other fundamental problem here is related to the proper single particle order parameter for the Anderson localization. It has been shown recently 5, 21 that the average density of states is not critical through the Anderson transition, and instead the typical (geometrically averaged density of states) needs to be used to identify the transition. Therefore, in order to capture the electron localization in real materials using the LSMS scheme, the boundary conditions must couple the LIZ to a host which is proportional to the typical order parameter, instead of the average one.
To overcome, these major shortcomings of the LSMS, we propose to embed the LIZ in an effective medium given either by the average or the typical density of states. The self consistent embedding is a coupling framework which provides rigorous boundary conditions for the primary region (site, or cluster) to be embedded into a larger environment. Central to the embedding theory is the embedding potential (e.g. a self-energy) which embodies the functional connection between the primary region and the environment.
In this manuscript, we present our concept of the real-space embedding and its implementation in the LSMS analysis 20 to study electron localization in threedimensional (3D) Anderson model. This represents a natural extension of our previous study on multiple scattering formulation to the problem of Anderson localization 22 . To demonstrate the power of effectivemedium embedding in LSMS approach, we use the 3D Anderson model Hamiltonian. We use the local average Coherent Potential and Typical effective medium embedding schemes, and find that typical medium embedding plays a significant role in capturing electron localization. We demonstrate that embedding significantly reduces the size of LIZ, necessary for reducing the computational effort. By performing the electron localization analysis with the typical medium embedding, we find that this method can be used to properly describe electron localization. In particular, we found that extrapolated critical disorder strength for Anderson transition is in excellent agreement with the known literature results.
The remainder of this paper is organized as follows. After introduction, we discuss the typical medium formulation of the Anderson localization, Sec. II. In Sec. III, we discuss the conventional and embedded LSMS schemes. Then in Sec. IV we show the construction of the effective medium embedding using the Hamiltonian formulations and present results for the coherent potential effective medium and the typical medium.
II. TYPICAL MEDIUM APPROACH
Recent studies 5, 21 have shown that disorder-driven electron localization is captured by typical medium approaches. In the followings we review the basic ideas of this method. The typical medium approach takes into account the dramatic changes of the distribution of the local density of states (LDOS) for the disordered system through the localization transition. More specifically, the distribution of the LDOS changes from Gaussian distribution to the more skewed log-normal distribution, where the algebraic average of the LDOS stays finite while the geometric average of the LDOS which is usually called the typical density of states (TDOS) drops from finite to zero 23 . This peculiar property of TDOS makes it a proper order parameter for the localization transition. Typical medium analysis helps to overcome the shortcomings of the standard effective medium methods such as CPA 24 and DCA 25 which fail to describe the localization transition. The extension of CPA based on it was first introduced as the typical medium theory (TMT) 21 , which successfully captures the Anderson localization transition, but strongly overestimates the localization effect due to its single site nature. Later, a finite size cluster extension of TMT was introduced 5 and accurately predicted the critical disorder strength of the Anderson localization transition in a single band Anderson model with uniform disorder. The TMDCA has been extended to systems with off-diagonal disorder 26 and to multi-band systems 27 in order to deal with more complicated realistic systems, both of which accurately reproduce the localization phase diagrams obtained with well established theoretical methods such as the transfer matrix method and the kernel polynomial method 26, 27 . More recently, TMDCA was also incorporated with the first-principle calculations to study the localization effect in the realistic materials with disorder [28] [29] [30] , while the application of TMDCA in the multi-scattering formalism was only done at the model level 22 .
III. EMBEDDING SCHEME CONSTRUCTION IN LSMS ANALYSIS
In this section, we describe the construction of the effective medium embedding scheme within our LSMS analysis of the Anderson model. The self consistent embedding is a coupling framework which provides rigorous boundary conditions for the primary region (site, or cluster) to be embedded into a larger environment. Central to the embedding theory is the embedding potential which embodies the functional connection between the primary region and the environment. In the original LSMS calculation, there is no embedding scheme introduced, in other words, the LIZ is effectively embedded in a vacuum, which usually leads to a requirement of relatively big LIZ size to reach an accurate results. It has been showed that the size of the LIZ and hence the computational effort may be considerably reduced by embedding the LIZ in an effective medium 31 . The so called locally self consistent Green's function method is applied to the metallic alloys 32 where the LIZ is embedded in an effective medium that is determined from the coherent potential approximation (CPA).
However, it is well known that the physics of Anderson localization is missed by CPA, which also leads to the failure of the above embedding scheme to describe the localization transition. The main advantage of the embedding scheme is that we may choose the effective medium, which vanishes at the localization transition, to ensure that there is a transition. This can be done by embedding the LIZ in a different effective medium that is calculated from the typical density of states which is based on the typical medium analysis.
Here we describe how we implement effective medium in LSMS framework. Consider that, on the cluster of linear size L c , the self-energy Σ(ω) becomes local outside of some region, called the LIZ, which is smaller than the linear cluster size, L LIZ < L c . In this case, given a CPA local (momentum independent) self energy Σ l (ω), we may define a coarse-grained Green's function
where i and j are points within the LIZ and K are the cluster wave numbers andḠ(K) is defined through the coarse-graining procedure as:
here ǫ(K +k) is the lattice dispersion. Since the self energy, which is local in this case, falls within the LIZ, we may rewriteḠ in matrix notation
where t is the hopping matrix within the LIZ, Γ LIZ (ω) is the hybridization function between the LIZ and the effective medium it is embedded in and the underline indicates that these are matrices in the spatial sites of the LIZ. We then form a cluster excluded Green's function in the LIZ
We approximate every LIZ region in the cluster, as embedded in the CPA effective medium defined by Σ l . At each such LIZ-sized volume, we calculate a LIZ Green's function
where V is the local disorder potential within the LIZ. We average this G LIZ (V ) over the LIZs centered on each site within the cluster and the disorder configurations which we indicate by the angle brackets · · · . We employ two types of averaging, for the average medium:
and for the typical medium:
• Typical average
We may then calculate a new estimate for Σ l from
where G LIZ c(typ) is the disorder averaged G LIZ (V ), and i c is the site at the center of the LIZ. This new Σ l is then used to restart the loop which continues until it converges. When constructing the typical Green's function for the TMT embedding, we replace G LIZ by G LIZ typ in the calculation of the local self energy Σ l (Eq. 8). In Eq. 7, the sum is over the sites i in the LIZ, and here, the typical Green's function is constructed in the spirit that its imaginary part gives the geometric average of the LDOS for all the sites in all the LIZs in all the disorder configurations. This quantity TDOS serves as an order parameter to describe the localization transition. When the disorder is very weak, the difference between TDOS and normal DOS is negligible and Eq. 7 reduces to the normal averaged Green's function Eq. 6, so that the TMT embedding reduces to the CPA embedding.
Note that a full matrix inversion is required only within the LIZ. Thus, both the CPA and the TMT-based LIZ algorithms scale like N c N 3 LIZ , where the prefactor is due to the need to solve Eq. 8 at the LIZ centered on every site in the system. The self-consistency loop for both CPA and TMT embedding methods is described in Fig. 3 .
IV. RESULTS
To demonstrate the power of the embedding method, we apply it to the single band Anderson model with Hamiltonian:
Here the first term describes the hopping processes with the hopping constant t, between sites i and j (here only the nearest-neighbor hopping is included) with spin σ, and the second term describes the static scattering processes on the local disorder center. The local potential V i is a site-independent random quantity, with a uniform box disorder distribution, p(V ) = 1 2W Θ(W − |V |) and we take 4t as our unit of energy. In the calculation, we choose the cluster as cubic with size N c = L 
A. Free standing vs. Embedding
To demonstrate the impact of embedding method, we first compare the results calculated with and without embedding scheme. In our approach, the calculation without embedding scheme can be realized by setting the initial self-energy to small values (in order to avoid spiky features) and perform a single iteration of the calculation. For all the calculation below, we generate 400 disorder realizations and perform proper disorder average. The results are shown in Fig. 4 . We can see that for the average DOS, the results with and without CPA embedding are close to each other except the spiky features for the no embedding case, which is due to the lack of bath field. While for the TDOS, the embedding method clearly makes a big impact, the calculated TDOS from the embedding method is much smaller than the one calculated in no embedding case and the mobility edge is also narrower, and is more consistent with the TMDCA results 5 .
This difference is due to the fact that in the embedding method, the effective medium in which the LIZ is embedded in serves as a bath that are treated in a mean field fashion. This makes the calculation closer to the thermodynamic limit despite the finite size of the LIZ, which leads to a much faster convergence rate as the a function of cluster size. While in the no embedding case, it is really a finite size calculation that suffers severely from the finite size effect.
B. System size dependence
As mentioned earlier, the embedding scheme can significantly reduce the size of LIZ, which is important for reducing the computational effort, and here we also see that in the model calculation by calculating the DOS and TDOS at the band center as a function of the size of LIZ, which is shown in the inset of Fig. 5 . We can see as the LIZ size increases from 3 to 7 both DOS and TDOS are almost unchanged, so from now on, we will only show the results calculated with L LIZ =3. The other relevant length scale is the the size of the total cluster L c . So next, we fix the L LIZ =3, perform the calculation for different cluster sizes. As shown in the main panel of Fig. 5 , the DOS is almost the same for difference cluster sizes, while the TDOS decreases slowly with the increase of the cluster size L c . Since the TDOS as an order parameter of the Anderson localization, vanishes at the critical transition point, we can do a linear extrapolation for the TDOS at the band center around the critical region and find the critical disorder strength for each cluster W c (L c ) which is shown in the main plot of Fig. 6 . Next we consider how effective is embedding scheme in describing strong disorder effects and Anderson localized states. For this in Fig. 6 we plot the TDOS(ω = 0) at the band center as function of disorder strength W . Increasing the The Anderson transition is then defined by vanishing TDOS(ω = 0) above the critical disorder strength W c . We can do a further extrapolation of W c (L c ) vs. L c to estimate the critical disorder strength W c at the thermodynamic limit (as shown in the inset of Fig. 6 ), which gives W c = 2.09 which is in excellent agreement with the exact results W c ≈ 2.10.
V. CONCLUSION
We have developed an embedding method for disordered systems and apply it to the 3D Anderson model. By embedding the LIZ in the CPA and TMT effective medium, we demonstrate the important impact of the embedding scheme. we find that embedding significantly reduces the system-size convergences, and hence reduces the computational effort. We demonstrate that typical medium embedding plays a very important role for capturing the physics of Anderson localization compared to the no embedding scheme and a numerical extrapolation predicts an accurate critical disorder strength for the localization transition. Our proposed embedding scheme analysis can serve as a guidance for developing efficient typical medium embedding scheme in the multiple scattering LSMS framework, which can open the access to study the localization effects in more complicated functional materials with disorder.der Award Number de-sc0017861. This work used the high performance computational resources provided by the Louisiana Optical Network Initiative (http://www.loni.org), and HPC@LSU computing. LC gratefully acknowledge the financial support offered by the Augsburg Center for Innovative Technologies, and by the Deutsche Forschungsgemeinschaft (through TRR 80/F6).
