Abstract-We discuss a procedure for designing high-rate turbo-codes via puncturing, with applications to BPSK/QPSK channels. Rates in the form k=(k +1); 2 k 16; are considered for constituent encoders with memory sizes m = 3 and 4. The algorithm includes the selection of constituent encoder generator polynomials, puncture patterns, and interleavers with the goal of maximizing the minimum codeword weight for weight-two and weight-three inputs. The performance of the proposed codes are found via computer simulation and are observed in each case to be less than 0.9 dB (m = 3), and 0.75 dB (m = 4), from their respective channel capacity limits at a bit-error rate of 10 05
We consider the design of rate binary turbo-codes with constituent encoder memory sizes and which achieve (theoretical) efficiencies of 1.33-1.88 b/s/Hz on QPSK channels. Our focus is on turbocodes because these have been shown to achieve near-capacity performance for rates 1/2 and lower [4] [5] [6] . Most of the previous work in the design of bandwidth-efficient turbo-codes have focused on higher order modulation schemes such as -PSK and -QAM [5] , [7] , [8] . Our work is more applicable to situations where carrier recovery is difficult for these higher order schemes.
Hagenauer et al. [9] gave error rate performance simulation results of several different high-rate turbo-codes by using punctured convolutional component codes. Riedel [10] derived a method from the earlier work of Hartmann et al. [11] and Hagenauer et al. [9] to obtain high-rate turbo-codes by using high-rate convolutional component codes. He suggested employing the trellis of the reciprocal dual code of the constituent code at the decoder to reduce its complexity. An convolutional code has branches leaving from each state in its trellis whereas its reciprocal dual encoder is an convolutional encoder with branches leaving from each state. Riedel used the fact that for a high-rate convolutional code with the reciprocal dual code has fewer branches leaving each state. Divsalar and Pollara [5] have also considered the design of high-rate turbo-codes, but their approach uses high-rate constituent codes which lead to high branch complexities in the decoder.
Our approach is more classical (but effective) in that we derive high-rate codes via puncturing a basic rate 1/3 turbo-code composed of two rate 1/2 constituent encoders. Our design method involves a systematic computer search for optimal constituent encoder generator polynomials, puncture patterns, and interleavers. Optimality is in the sense of the largest minimum codeword weight for weight-two and weight-three inputs and the minimum number of occurrences (multiplicity) of both.
In the next section, we will review the characteristics of turbo-codes to address some of the design parameters involved in the computer search. Section III then describes the computer search algorithm. Section IV presents the search results and simulated performance results for the selected codes on an additive white Gaussian noise (AWGN) channel. Applications of such high-rate turbo-codes are given in Section V. Finally, Section VI contains concluding remarks. II. CHARACTERISTICS OF TURBO-CODES Fig. 1 depicts a turbo encoder composed of two recursive systematic convolutional (RSC) encoders. These rate 1/2 binary encoders are separated by an -bit pseudorandom interleaver (permuter) followed by a puncturing mechanism. It will be assumed that the two convolutional encoders are identical.
The generator matrix for the RSC encoders may be written as (1) where and respectively, give the feedback and feedforward connections of the RSC encoder. From this, it is clear that any RSC encoder input will result in a remergent trellis path iff it is divisible by . This sheds light on the utility of the interleaver since if a turbo encoder input is divisible by , it is unlikely that its permuted version will be divisible as well (and vice versa). Thus, it is unlikely that the two constituent encoders will simultaneously have remergent paths, making larger weight codewords more probable.
It can be shown [12] , [13] that the asymptotic bit-error probability for a maximum-likelihood decoder on an AWGN channel is given by (2) where is the minimum weight turbo-codeword for weight-inputs, (multiplicity) is the number of weightinputs resulting in a weightturbo-codeword, and is the user bit energy to one-sided noise power spectral density ratio. The maximizing in (2) is primarily a function of the interleaver and is never equal to one since a weight-one input will lead to nonremergent paths in both RSC encoders. For an "average" interleaver, the maximizing value of is usually two or three since for it becomes increasingly unlikely that and are simultaneously divisible (s.d.) by [13] . Thus, in our code designs below, which include interleaver designs, we produce interleavers which eliminate the more harmful weight-two and weightthree s.d. events. This will be stated more precisely in the next section.
As seen in Fig. 1 , only parity bits are punctured since deletion of systematic bits leads to inferior performance for iterative a posteriori probability (APP) decoders. Thus, to achieve a code rate of , one parity bit is transmitted for every information bits presented to the encoder input. We shall assume that the rates of the two constituent encoders after puncturing are the same and that the parity bits to be transmitted must alternate between the two encoders. Therefore, for every inputs bits, only two parity bits are saved, one from each of the two constituent encoders. For most codes, we will consider only puncturers which, in effect, partition the parity sequence from each RSC encoder into -bit blocks, and saves only one bit in each such block. Further, the puncturers are periodic in the sense that the same bit in each -bit block is saved for both RSC encoders. We will use the notation to indicate a puncturer which saves the th bit in every -bit block for the first RSC encoder and the th bit in everybit block for the second RSC encoder, where There are clearly such puncturers. For rates 7/8 and 14/15 for and rates 5/6, 10/11, and 15/16 for , puncturers with periods other than are necessary. We defer treatment of these special cases to Section III-B-4.
III. THE DESIGN ALGORITHM
We discuss in this section the details of our design algorithm. We first start with the relevant design parameters and then discuss the algorithms employed to optimize these parameters.
A. Design Parameters
The design parameters are clearly the generator polynomials, , the interleaver , and the puncturer . As pointed out above, weight-two and weight-three inputs and their multiplicities, and dominate performance, so we would like our optimality criterion to be the maximization of and and the minimization of and over the above parameters. For the block sizes of interest in this paper, it is computationally impossible to vary and the weight-two and -three inputs to find the absolute maximum for and and minimum for and Thus, we constrain the above sets in a systematic manner to ensure near optimum values for and We will denote these "best" values for and by and , respectively. Thus,
where and are defined as -
where is a parity weight threshold set to limit the size of and (to reduce the search time), and is the weight of a constituent code codeword for input . Note that (3) is an abstraction of the design algorithm. Maximization over and is implemented jointly by taking the union of for all possible pairs and using the resulting set to enhance a pseudorandomly generated interleaver as detailed in Section III-B-3. The maximization over finds the largest minimum codeword weight for the enhanced interleaver and the current pair by applying all possible puncturing schemes. If maximization over finds more than one puncturing scheme with the same and , it chooses the puncturing scheme with the minimum and (which we will denote by and The following subsections elaborate further how the algorithm is implemented.
In addition to constraining the size of the weight-two and weight-three input sets in the optimization equation (3) to reduce the search time, we limit the set of interleavers considered. We do this by randomly generating an interleaver and then applying an algorithm to enhance it. The algorithm will be described in Section III-B-3.
As for the set of polynomials considered in (3), we restrict the polynomials to have memory sizes and . The feedback polynomials for both memory sizes are chosen to be primitive [5] and, thus, our choices for are limited to and and, for to and For the feedforward polynomials, we considered only the polynomials of the form (5) where the coefficients and are allowed to vary over all two-bit combinations for and and are allowed to vary over all three-bit combinations for . Since the set of puncture patterns for a rate code has cardinality , it is possible to vary over the entire set of puncturers in (3).
B. Algorithm Details
Referring to (3) above, we may consider to be the outer loop variable, and or the next loop variable, and so on. In this section, we discuss how the various parameters are varied to obtain and , keeping in mind the optimization sequence set forth by the implicit loops in (3). For a summary of the design algorithm the reader is referred to Fig. 2 .
1) Set of RSC Codes: From the remarks above, for and for As for for and for but we can never have There are thus possible RSC codes to be considered for (minus 2 for the two cases where , and possible RSC codes for
The set of 6 (or 14) codes can, in principle, be reduced by identifying equivalent codes in the sense of equivalent weight spectra. For example, a code is equivalent to a code where the asterisk indicates reciprocal polynomials for and and a "reciprocal" interleaver for . 1 However, in our algorithm below, we will be fixing on one interleaver and then enhancing it for both and , so that there is virtually no chance of the enhanced interleaver for being the reciprocal of the enhanced interleaver for As a consequence, we shall consider all 6 (or 14) combinations in our search.
2) Sets and : We need only discuss here as similar comments will hold for The set is the set of weight-two polynomials 1 The reciprocal polynomial that yield a constituent code parity weight of at most and is easily generated via computer. We remark that the parameter should be set sufficiently large so that inputs leading to dominant error events are included. This parameter was found empirically in all cases and must increase with so as to account for the eventual puncturing that will be applied to the codewords corresponding to the polynomials in and . Because the sets and are functions of in principle, the design algorithm described to this point would lead to 6 (or 14) separate interleavers as there are 6 (or 14) pairs. But since and are stronger functions of than they are of we considered only two sets for and one each for the two polynomials under consideration. For example, for a fixed (and we varied over its 3 (or 7) possibilities and formed the union of all sets generated (similarly, for 2 In this manner, we considered only two enhanced interleavers for all 6 (or 14) codes.
3) Interleaver Enhancement Algorithm: As mentioned above, the interleaver is first generated pseudorandomly and then enhanced. Once we have an interleaver generated randomly, the next step is to modify it for weight-two and weight-three inputs according to certain rules which we presently describe.
a) Weight-two input rules: Fig. 3 gives the interleaver enhancement algorithm for weight-two inputs in the set . One goal is to iteratively modify the interleaver so that if the interleaver input , then the interleaver output will not be in the set (since the elements in this set produce relatively low-weight RSC codewords). As shown in the figure, this is done as follows. Suppose where Then if we first generate a random number in the set, say,
. We then swap and so that now for the enhanced interleaver.
A second goal is to avoid situations at the interleaver output for which and are both "close" (within 150) to the interleaver length since in this case is certain to produce a low weight output. This situation is corrected in the same manner.
Note that whenever the interleaver is modified, the algorithm resets itself to the first element in and reiterates. Also, as seen in the figure, when all of the above conditions are satisfied for all of the elements in the interleaver is sent to the weight-three algorithm for further enhancement.
b) Weight-three input rules: The algorithm for this case is analogous to that of the weight-two case. That is, we would like to eliminate situations for which results in or and are all "close" to These situations are corrected using the same random swapping procedure. We check for an additional special case for which and is close to (Actually, we consider only a subset of (by reducing ) since otherwise the enhancement algorithm requires an excessive amount of time.) Finally, whenever any modification is made, the modifier goes back to the weight-two input modifications starting from the first element of the to ensure that no weight-two rules are violated. The interleaver enhancement algorithm stops when the interleaver can pass through the weight-three algorithm with no modifications.
4) Iterating over and : As mentioned above, we consider 6 (or 14) different pairs of polynomials and for each pair there are puncturing patterns to consider. Fig. 4 depicts the algorithm for iterating over in the computation of for a given code specification and enhanced interleaver. (The algorithm for is identical.) The algorithm will generate a table of puncturing schemes and their minimum codeword weights. An analogous algorithm for produces a similar table. We found that most of the time the puncturing scheme(s) that gives is not the same as the puncturing scheme(s) that gives
In those cases, the puncturing scheme is chosen to simultaneously optimize and The simultaneous optimization process can be explained with the help of (2). For a given and rate the error rate depends on and Thus, in choosing the puncturing pattern, we weight the contributions of the distances and and the multiplicities and choosing in favor the pattern which will minimize for large SNR's. We also found that for rates 7/8 and 14/15 for and rates 5/6, 10/11, and 15/16 for puncturing with a period of gave very poor codes. This can be explained as follows. Note that a single-data 1 input will yield a periodic pattern of parity bits at a constituent encoder output (after a brief initial transient which is a function of the initial state of the encoder) [14] , [15] . Further, since the feedback polynomial 2;min for each puncturing scheme for a given code.
is primitive, the period will be maximal length Now since the encoder is linear, an input of two or more data 1's will yield a sum of shifted versions of periodic patterns, and is essentially periodic with period (except for the transient responses and phase changes corresponding to each data 1). Now, consider a puncture pattern for the rate 5/6 code which retains every 10th constituent code parity bit: without loss of generality, let us retain bits 1, 11, 21, 31, 41, etc. In the context of the length-15 periods, we thus retain bits 1 and 11 in the first period, then bit 6 in the second period, then bits 1 and 11 in the third and , and so on. Thus, over the whole parity word, we retain only bits 1, 11, and 6 ( ), over and over again. But suppose these bits are all zero (recalling the periodicity of the parity sequence). Then, the punctured encoder has not increased the Hamming weight beyond that of the information word and we cannot expect a better performance than the uncoded case.
The situation is analogous for the rate 10/11 code. For the rate 15/16 code, matters are somewhat worse as only one bit per two length-15 periods is retained (the same bit every time). For comparison, the rate 2/3 code retains 15 different parity bits over the length of the parity word and the rate 3/4 code retains 5 different parity bits. 3 It is surprising that this latter code still performs well with the periodic puncturer (in the sense that its performance is 0.7 from capacity). We conjecture that its asymptotic performance may suffer (we have not checked this).
Similar comments hold for the , rate 7/8 and 14/15 codes. 3 It is easily shown that the number of different parity positions retained within the length-(2 The solution to this problem is to increase the number of "different" saved parity bit locations in every lengthperiod. One way to increase the number of different saved parity bit locations is to allocate locations, for the saved parity bits pseudorandomly according to (6) for is integer part of where and for and , and for The sequence represents the saved parity bit locations in every length-period and represents the saved parity bit locations in every lengthperiod In all cases, we initialized As an example, for the sequence is when (rate 5/6). Thus, the following component encoder parity bits are saved:
We point out that the period of the sequence is 30, with the numbers each appearing twice in each period. Thus, we have increased the number of different retained parity bit locations from 3 to 15.
IV. DESIGN RESULTS
We present in this section code design results and the simulated performance of selected codes. In all cases, we assume an interleaver size of and decoder iterations, where the constituent decoders employ the "blockoriented" BCJR algorithm (i.e., not a sliding window BCJR algorithm [16] ). In our simulations, we terminated only the first RSC encoder to the zero state.
A. Case
Although we observed that for the six candidate polynomial sets given in Section III-B-1 gave similar minimum codeword weights and for all the rates of interest, the polynomial set resulted in the slightly better and for rates 2/3, 3/4, and 4/5. These results are also supported by simulated bit-error rate curves which showed was possible at about 0.85 dB from capacity. Table I summarizes the weights,  and  and the multiplicities,  and for the (15, 11) code, for the rates 2/3, 3/4, and 4/5.
Search for near-optimum polynomial sets and puncturing schemes became unnecessary for rates greater than 4/5 since the and values were almost identical for all puncturing schemes. Therefore, we have chosen the polynomial set (15, 11) as the favored generator polynomial for rates greater than 4/5. Simulation results for these rates showed that is achievable at about 0.9 dB from capacity with a fixed puncturing scheme (except for the special rates mentioned earlier). In Fig. 5 , simulation results for rates 5/6 and 14/15 are shown where the latter code used the puncturing scheme of (6) .
In summary, the polynomial set (15, 11) can be used for all codes to achieve near-capacity performance for all rates of interest. The puncture pattern is near optimal for except for the rates 7/8 and 14/15 which require the time-varying puncturing scheme.
B.
Case Table II presents the code parameters resulting from the above design procedure for rates 2/3, 3/4, and 4/5. We note that the rate 2/3 and 3/4 codes have the same code polynomials,
We also point out that the performance of the rate 4/5 code with these polynomials (instead of (31, 25) as indicated in Table II) is only marginally inferior when the puncture pattern is used. As in the case, searches for near-optimal polynomial sets and puncturing schemes becomes pointless for rates greater than 4/5 because almost all the puncturing schemes give the same and Therefore, for rates greater than 4/5 (except the special rates we have noted above), we applied the puncturing scheme to the polynomial set (23, 31). We chose this polynomial set since we have seen via simulation that it has superior or comparable performance to all other polynomial sets for the rates 2/3, 3/4, and 4/5. This choice turned out to be justified, as our simulations have demonstrated performance about 0.75 dB from capacity in each case. The rates 5/6 and 16/17 cases are shown in Fig. 6 . We also remark that these polynomials result in quasitransparent turbo-codes 4 as they both have odd weight [17] .
In summary, we can use the polynomial set (23, 31) for all codes, with near-capacity performance in all cases. The puncture pattern is near optimal for the higher rate codes, except for rates 5/6, 10/11, and 15/16, which require a time-varying puncturing scheme.
We have tabulated in Table III and values for rates larger than 4/5. For the (15, 11) code is used and, for the (23, 31) code is used, with the fixed puncturing scheme in both cases (except the special rates). Note in Table III that for the rate 7/8 code (one of the special rates) has and the rate 6/7 code has This unusual behavior, where the higher rate code has a superior weight spectrum, is more pronounced for between rates 13/14 and 14/15 (special rate). But for no such situation occurs when one of the special rates is involved. However, this situation arises for between rates 13/14 and 14/15 of which neither is a special rate. This is so simply by our favoring the optimization of over in our design. The improved weight spectra due to time-varying puncturing is attributed the fact that the puncturer is designed to increase the number of different parity positions retained within the lengthperiod. As mentioned in Section B-4), for a rate turbo-code, the number of different parity positions retained within the lengthperiod is given by gcd We expect the rates with high and to have larger minimum weight. For rates 6/7 and 7/8 (the latter with time-varying puncturing) have
In some cases, however, higher value may not improve the weight spectrum at all. For example, for rates 11/12 and 12/13 have the same optimum weight with close multiplicity, but for rate 11/12 and for rate 12/13. The required values in decibels to achieve for all rates are given in Table IV. V. APPLICATIONS We now give two specific applications for variable-rate punctured turbo-codes: Low-orbit-to-geostationary satellite links and rate compatible punctured turbo (RCPT) codes. We remark that Riedel's method [10] is not suitable for variablerate applications since each rate requires a different set of component codes.
A. Low-Orbit-to-Geostationary Satellite Links
A low-orbit-to-geostationary satellite link is a communication link that allows a low-earth-orbit (LEO) satellite to communicate with a ground station via the geostationary (GEO) satellite assigned to this ground station [21] . In [21] , an approach is given for the maximization of the throughput (bits/day) of a link between a LEO (with a nongimbaled antenna) and a GEO satellite by optimizing certain satellite parameters: signaling rate small satellite antenna bandwidth, modulation scheme, and coding scheme. The interested reader is referred to [21] for details. Since the LEO satellite will be in the view of the GEO satellite for a limited time, with changing angle and link distance between the two, the carrier-power-to-noise density in the link will be time varying. When there is a contact, the profile can be approximated as (7) where the peak value occurs at time and is a function of the duration of the link. For a chosen code bit rate an profile can be obtained from (7) as (8) where is the time-varying channel bit energy and is equal to We assume communication is possible only for values above 0 dB since carrier and timing recovery is difficult for MPSK schemes when [3] . In [21] , three coding schemes are considered to maximize throughput. The scheme with a variable-rate inner convolutional code concatenated with a variable-rate outer Reed-Solomon code gave the maximum throughput. The efficiency of this scheme relative to capacity is 77, that is, where is the throughput of this scheme in bits/contact, and is the theoretical throughput in bits/contact calculated from capacity. When a variable-rate punctured turbo-code scheme is applied to the same profile used in [21] , that is, (8) with the rate assignment shown in Fig. 7 is obtained for and with a performance constraint on the probability of error. 5 For this rate assignment, the throughput efficiency becomes where is the throughput of the variable-rate punctured turbo-code scheme.
B. RCPT Codes
Rowitch and Milstein [22] introduced a hybrid FEC/ARQ system with RCPT codes to enhance the throughput of a nonstationary Gaussian channel. They applied rate compatible punctured convolutional (RCPC) codes introduced by Hagenauer in [23] to turbo-codes to maintain a certain performance level by adjusting the rate of the turbo-code.
It is possible to apply the hybrid FEC/ARQ system defined in [22] to the high-rate turbo-codes outlined in this paper with certain limitations on the set of possible rates and puncturing schemes. The set of possible rates can be expressed as Note that except for rate the rates are in the form of for A rate -punctured turbo-code is achieved by saving the th bit from every -bit parity block in the first encoder, and the th bit from every -bit parity block in the second encoder. Therefore, the codes with rates in the set follow this puncturing rule while allowing the insertion of extra parity bits to methodically lower the rate. of the parity bit sequences for Note that added parity bits are equally distributed and the distance between any of the two is where it is equal to 8 for the rate transition from to and 4 for the rate transition from to In our example, is the highest rate of the hybrid FEC/ARQ which is the initial rate of transmission. As long as the transmitter receives an ACK signal from the receiver, the transmitter keeps sending codewords at this rate by sending information bits and parity bits: parity bits from each component encoder. When the transmitter receives a NAK, it then switches to the next lower rate by sending extra parity bits. If a second NAK occurs, then additional parity bits are sent to lower the transmission rate from to If the minimum possible rate of has been reached and the transmitter receives a NAK, the transmitter then resets to the highest rate of and retransmits the entire codeword.
VI. CONCLUSION
An algorithm for designing near optimum high-rate turbocodes via puncturing is given. The algorithm consists of several steps to maximize the special weight-two and weight-three input codeword weights and to minimize their multiplicities which are known to dominate turbo-code performance.
The maximization of the weights and the minimization of the multiplicities are performed over all possible encoder polynomial sets with primitive feedback polynomials, dominant subsets of the weight-two and weight-three inputs, a subset of all interleavers, and a number of puncturing schemes as defined in Section II. The schemes are defined by assuming the rates of the constituent encoders are the same after puncturing.
The polynomial sets (15, 11) for and (23, 31) for are found to have similar or better performance (BER) over the other sets for rates lower than 5/6. For both and , searches for near-optimal polynomial sets and puncturing schemes which produce maximum codeword weights with minimum multiplicities are pointless for rates higher than 4/5 since all polynomials give similar optimal solutions for all the puncturing schemes.
We found that for the rates such that for and , time-varying puncturing is required to achieve a good performance.
Our simulations showed that with the proposed design algorithm for rates with is possible within 0.9 dB of capacity for and within 0.75 dB of capacity for Thus, we believe our design algorithm, while suboptimum due to a search over limited set of parameters, produced near optimum codes in the ("cliff") region. As for the "floor" region of the curves, while our searches were nonexhaustive, our simulations have indicated that the floors in each case start somewhere below Determining how close and (which determine the level of the floor) are to the globally optimum values is a problem of unmanageable complexity. The values reported here might be improved with alternative puncturing schemes. In this work, we only resorted to pseudorandom puncturing when it was necessary. Although not reported here, we remark that we have used the described technique to design rate 32/33 and 64/65 codes, again achieving performance within 1 dB of the capacity limit.
