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THE MAGNITUDE OF A METRIC SPACE: FROM CATEGORY
THEORY TO GEOMETRIC MEASURE THEORY
TOM LEINSTER AND MARK W. MECKES
Abstract. Magnitude is a numerical isometric invariant of metric spaces, whose definition
arises from a precise analogy between categories and metric spaces. Despite this exotic
provenance, magnitude turns out to encode many invariants from integral geometry and
geometric measure theory, including volume, capacity, dimension, and intrinsic volumes.
This paper gives an overview of the theory of magnitude, from its category-theoretic genesis
to its connections with these geometric quantities. Some new results are proved, including
a geometric formula for the magnitude of a convex body in ℓn1 .
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2 TOM LEINSTER AND MARK W. MECKES
1. Introduction
Magnitude is a numerical isometric invariant of metric spaces. Its definition arises by
viewing a metric space as a kind of enriched category — an abstract structure that ap-
pears more algebraic than geometric in nature — and adapting a construction from the
intersection of category theory and homotopy theory. One would hardly expect, from such
a provenance, that magnitude would have any strong relationship to geometry as usually
conceived. Surprisingly, however, magnitude turns out to encode many invariants from in-
tegral geometry and geometric measure theory, including volume, capacity, dimension, and
intrinsic volumes. This paper will give an overview of the theory of magnitude, from its
category-theoretic genesis to its connections with these geometric quantities.
We begin with a brief overview of the history of magnitude so far. The grandparent of
magnitude is the Euler characteristic of a topological space, which is a natural analogue
of the cardinality of a finite set. To each category there is associated a topological space
called its classifying space. In [16], a formula was found for the Euler characteristic of
the classifying space of a suitably nice finite category; applying this formula to less nice
categories (for which the Euler characteristic of the classifying space need not exist) yielded
a new cardinality-like invariant of categories, again called the Euler characteristic of a finite
category.
Categories are a special case of a more general family of structures, enriched categories,
which encompass both categories with additional structure (like linear categories) and,
surprisingly, metric spaces. In [23, 19], the definition of Euler characteristic of a category
was generalized to enriched categories, renamed magnitude, then re-specialized to finite
metric spaces. The first paper to be written on magnitude [23] focused on the asymptotic
behavior of the magnitudes of finite approximations to specific compact subsets of Euclidean
space. The results there hinted strongly that magnitude is closely related to geometric
quantities including volume and fractal dimension; numerical computations in [40] gave
further evidence of these relationships.
In [41], a definition was proposed for the magnitude of certain compact metric spaces,
and connections were found between magnitude and some intrinsic volumes of Riemannian
manifolds. Shortly thereafter, the paper [19] appeared which laid out for the first time the
general theory of the magnitude of finite metric spaces; and [27] which put the asymptotic
approach of [23] for studying magnitude of compact spaces on firm footing, and showed
that it also coincides with the definition used in [41].
The paper [28] introduced yet another equivalent approach to magnitude for compact
spaces, which makes magnitude more accessible to a wide variety of analytic techniques.
Using a result from potential theory, [28] showed in particular that magnitude can be used
to recover the Minkowski dimension of a compact set in Euclidean space. Following the
approach of [28], the paper [3] applied Fourier analysis to show that magnitude also recovers
volume in Euclidean space, and applied PDE techniques to compute precisely magnitudes
of Euclidean balls.
This paper aims to serve as a guide to the path from the definition of the Euler character-
istic of a finite category, to the geometric results of [28] and [3] on magnitude in Euclidean
space. It also includes a number of new results, in particular a significant partial result
toward a conjecture from [19] relating magnitude in ℓn1 to a family of intrinsic volumes
adapted to the ℓ1 metric, as well as generalizations of several regularity results for magni-
tude from Euclidean space to more general normed spaces. In order to reach the results
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of geometric interest as quickly as possible, we omit many results from the papers named
above, and depart significantly at some points from the historical development of ideas. We
give complete proofs only for the new results, and for a few known results for which we take
a more direct approach than in previous papers.
Section 2 begins with the definition of the Euler characteristic of a finite category, and
leads up to the magnitude of a finite metric space and its basic properties. Section 3 covers
the definition of the magnitude of a compact space, its basic properties, and the results on
magnitude of manifolds. Section 4 covers magnitude in (quasi)normed spaces, particularly
ℓn1 and Euclidean space, and contains the new results of this paper. Finally, in section 5,
we discuss a number of open problems about magnitude.
Before moving on, we need to mention two threads in the story of magnitude which
have been ignored above and will make only brief appearances in this paper. The first
is the magnitude of a graph, viewed as a metric space with the shortest-path distance
between vertices. This subject has been developed in [20], which in particular investigated
its relationship to classical, combinatorial graph invariants, and [8], which found that the
magnitude of graphs is the Euler characteristic associated to a graded homology theory for
graphs. The second thread is the connection of magnitude to quantifying biodiversity and
maximum entropy problems. This is actually related with the historically first appearance
of the magnitude of a metric space in the literature, in [35], and was developed in [17, 22];
section 3.3 will take half a step in the direction of these connections.
2. Finite metric spaces
Here we explain the origins of the notion of magnitude. There is a simple combinatorial
definition of the magnitude or Euler characteristic of a finite category (section 2.2), which
extends in a natural way to a more general class of structures, the enriched categories (sec-
tion 2.3). As we show, this general invariant is closely related to several existing invariants
of size. Specializing it in a different direction gives the definition of the magnitude of a
finite metric space (sections 2.4 and 2.5).
In order to do any of this, we first need to define the magnitude of a matrix.
2.1. The magnitude of a matrix. Recall that a semiring is a “ring without negatives”,
that is, an abelian group (written additively) with an associative operation of multiplication
that distributes over addition. Let k be a commutative semiring (always assumed to have
a multiplicative identity 1) and A a finite set, and let Z ∈ kA×A be a square matrix over
k indexed by the elements of A. A weighting on Z is a column vector w ∈ kA satisfying
Zw = e, where e is the column vector of 1s, and a coweighting on Z is a row vector v ∈ kA
satisfying vZ = eT. That is,∑
b∈A
Z(a, b)wb = 1 for every a ∈ A
and ∑
a∈A
vaZ(a, b) = 1 for every b ∈ A.
If w is a weighting and v a coweighting on Z then∑
a∈A
wa = e
Tw = vZw = ve =
∑
a∈A
va.
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When Z admits both a weighting and a coweighting, we may therefore define the mag-
nitude |Z| of Z to be the common quantity ∑a wa = ∑a va, for any weighting w and
coweighting v.
An important special case is when Z is invertible. Then Z has a unique weighting and a
unique coweighting, and its magnitude is the sum of the entries of Z−1:
(2.1) |Z| =
∑
a,b∈A
Z−1(a, b).
An even more special case is that of positive definite matrices:
Proposition 2.1. Let Z ∈ RA be a positive definite matrix. Then
|Z| = sup
06=x∈RA
(
∑
a xa)
2
xTZx
,
and the supremum is attained exactly when x is a scalar multiple of the unique weighting
on Z.
This follows swiftly from the Cauchy–Schwarz inequality [19, Proposition 2.4.3].
2.2. The Euler characteristic of a finite category. A category can be viewed as a
directed graph (allowing multiple parallel edges) together with an associative, unital op-
eration of composition. The vertices of the graph are the objects of the category, and
for each pair (a, b) of vertices, the edges from a to b in the graph are the maps from a
to b in the category, which form a set Hom(a, b). Thus, composition defines a function
Hom(a, b) × Hom(b, c) → Hom(a, c) for each a, b, c, and there is a loop 1a ∈ Hom(a, a) on
each vertex a. Although in many categories of interest, the collections of objects and maps
form infinite sets or even proper classes, we will be considering finite categories: those
with only finitely many objects and maps.
Let A be a finite category, with set of objects obA. The Euler characteristic of A is
the magnitude of the matrix ZA ∈ QobA×obA given by ZA(a, b) = #Hom(a, b) (where #
denotes cardinality), whenever this magnitude is defined.
For example, if A has no maps other than identities then ZA is the identity and the Euler
characteristic of A is simply the number of objects. More generally, any partially ordered
set (P,≤) gives rise to a category A whose objects are the elements of P , and with one
map a → b when a ≤ b and none otherwise. In a theory made famous by Rota [30], every
finite partially ordered set P has associated with it a Mo¨bius function µ, which is defined
on pairs (a, b) of elements of P such that a ≤ b, and takes values in Z. It generalizes the
classical Mo¨bius function, and the construction above for categories generalizes it further
still: µ(a, b) = Z−1
A
(a, b) whenever a ≤ b, and the definition of Euler characteristic of a
category extends the existing definition for ordered sets [16, Proposition 4.5].
To any small category A there is assigned a topological space, called its classifying
space. The name “Euler characteristic” is largely justified by the following result.
Theorem 2.2 ([16, Proposition 2.11]). Let A be a finite category. Under appropriate
conditions (which imply, in particular, that the Euler characteristic of the classifying space
of A is defined), the Euler characteristic of the category A is equal to the Euler characteristic
of its classifying space.
Euler characteristic for finite categories enjoys many properties analogous to those en-
joyed by topological Euler characteristic [16, Section 2]. For instance, categorical Euler
MAGNITUDE: FROM CATEGORIES TO GEOMETRIC MEASURE THEORY 5
characteristic is invariant under equivalence (mirroring homotopy invariance in the topo-
logical setting), and is additive with respect to disjoint union of categories and multiplicative
with respect to products. There is even an analogue of the topological formula for the Euler
characteristic of the total space of a fibration.
Schanuel [33] argued that Euler characteristic for topological spaces is closely analogous to
cardinality for sets. For instance, it has analogous additivity and multiplicativity properties,
it satisfies the inclusion-exclusion principle (under hypotheses), and, indeed, it reduces to
cardinality for finite discrete spaces. Similarly, the results described above suggest that
Euler characteristic for finite categories is the categorical analogue of cardinality.
2.3. Enriched categories. A monoidal category is a category V equipped with an
associative binary operation ⊗ (which is formally a functor V ×V → V ) and a unit object
1 ∈ V . The associativity and unit axioms are only required to hold up to suitably coherent
isomorphism; see [26] for details.
Typical examples of monoidal categories (V ,⊗,1) are the categories (Set,×, {⋆}) of sets
with cartesian product and (FDVectK ,⊗,K) of finite-dimensional vector spaces over a
field K. A less obvious example is the ordered set ([0,∞],≥). As a category, its objects are
the nonnegative reals together with ∞, there is one map x→ y when x ≥ y, and there are
none otherwise. It is monoidal with ⊗ = + and 1 = 0.
Let V = (V ,⊗,1) be a monoidal category. The definition of category enriched in V ,
or V -category, is obtained from the definition of ordinary category by requiring that the
hom-sets are no longer sets but objects of V . Thus, a (small) V -category A consists of
a set obA of objects, an object Hom(a, b) of V for each a, b ∈ obA, and operations of
composition and identity satisfying appropriate axioms [10]. The composition consists of a
map
Hom(a, b)⊗Hom(b, c)→ Hom(a, c)
in V for each a, b, c ∈ obA, while the identities are provided by a map 1 → Hom(a, a) for
each a ∈ obA.
Examples 2.3. (1) When V = Set (with monoidal structure as above), a V -category
is an ordinary (small) category.
(2) When V = VectK , a V -category is a linear category, that is, a category in which
each hom-set carries the structure of a vector space, and composition is bilinear.
(3) When V = [0,∞], a V -category is a generalized metric space [14, 15]. That is,
a V -category consists of a set A of objects or points together with, for each a, b ∈ A,
a real number Hom(a, b) = d(a, b) ∈ [0,∞], satisfying the axioms
d(a, b) + d(b, c) ≥ d(a, c), d(a, a) = 0
(a, b, c ∈ A). Such spaces are more general than classical metric spaces in three
ways: ∞ is permitted as a distance, the separation axiom d(a, b) = 0 =⇒ a = b is
dropped, and, most significantly, d is not required to be symmetric.
(4) The category V = ([0,∞],≥) can alternatively be given the monoidal structure
(max, 0). A V -category is then a generalized ultrametric space, that is, a general-
ized metric space satisfying the stronger triangle inequality max{d(a, b), d(b, c)} ≥
d(a, c).
To define the magnitude of an enriched category, we start with a monoidal category
(V ,⊗,1) together with a commutative semiring k and a map | · | : obV → k, with the
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property that |X| = |Y | whenever X ∼= Y , and satisfying the multiplicativity axioms
|X ⊗ Y | = |X| · |Y | and |1| = 1.
Definition. Let A be a V -category with only finitely many objects.
(1) The similarity matrix of A is the obA × obA matrix ZA over k defined by
ZA(a, b) = |Hom(a, b)|.
(2) A (co)weighting on A is a (co)weighting on ZA, and A has magnitude if ZA
does. Its magnitude is then |A| = |ZA|.
Examples 2.4. (1) Let V be the monoidal category (FinSet,×, {⋆}) of finite sets. Let
k = Q, and for X ∈ FinSet, let |X| ∈ Q be the cardinality of X. Then we obtain
a notion of magnitude for finite categories; it is exactly the Euler characteristic of
section 2.2.
(2) Let V be the monoidal category FDVectK of finite-dimensional vector spaces over
a field K. Let k = Q, and for X ∈ FDVectK , put |X| = dimX ∈ Q. Then we
obtain a notion of magnitude for linear categories with finitely many objects and
finite-dimensional hom-spaces. As shown in [5], this invariant is closely related to
the Euler form of an associative algebra, defined homologically.
(3) Let V = [0,∞], with monoidal structure (+, 0). Let k = R, and for x ∈ [0,∞],
put |x| = e−x. (We have little choice about this: the multiplicativity axioms force
|x| = Cx for some constant C, at least assuming that |·| is to be measurable. We
will address the one degree of freedom here through the introduction of magnitude
functions in the next section.) Then we obtain a notion of the magnitude |A| ∈ R
of a finite metric space |A|, examined in detail later.
(4) Let V = [0,∞], now with monoidal structure (max, 0). Let k = R, and define
|·| : [0,∞] → R to be either the indicator function of [0, 1] or that of [0, 1). It is
shown in Section 8 of [28] that these are essentially the only possibilities for |·|, and
that the resulting magnitude of a finite ultrametric space is simply the number of
balls of radius 1 (closed or open, respectively) needed to cover it. It is also shown
that this leads naturally to the notion of ε-entropy or ε-capacity.
The multiplicativity condition |X ⊗ Y | = |X| · |Y | on objects of V has so far not been
used. However, it implies a similar multiplicativity condition on categories enriched in V .
In the case of metric spaces, this reduces to Proposition 2.7 below; for the general statement,
see [19, Proposition 1.4.3].
2.4. The magnitude of a finite metric space. Concretely, the magnitude |A| of a finite
metric space (A, d) is the magnitude of the matrix Z = ZA ∈ RA×A given by ZA(a, b) =
e−d(a,b), if that is defined. Taking advantage of the symmetry of ZA to simplify slightly, this
means the following. A vector w ∈ RA is a weighting for A if ZAw = e, where e ∈ RA is
the column vector of 1s, and if a weighting for A exists, then the magnitude of A is
|A| =
∑
a∈A
wa.
This is not a classical invariant or one that appears to have previously been explored
mathematically prior to the work cited in the introduction. Neither is it wholly new. In a
probabilistic analysis of the benefits of highly diverse ecosystems, Solow and Polasky [35]
derived a lower bound on the benefit and identified one term, which they called the “effective
number of species”, as especially interesting. Although it was not thoroughly investigated
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in [35], this term is exactly our magnitude. The reader is referred to [19, 21, 17, 22] for
more information about this connection.
Not every finite metric space possesses a weighting or, therefore, has well-defined magni-
tude. One large and important class of spaces which always does is the subject of section
2.5. The next two results give additional examples.
From now on, to simplify the statements of results, all metric spaces and all compact sets
in a metric space are assumed to be nonempty.
Proposition 2.5 ([23, Theorem 2] and [19, Proposition 2.1.3]). Let (A, d) be a finite metric
space, and suppose that whenever a, b ∈ A with a 6= b, we have d(a, b) > log(#A− 1). Then
A possesses a positive weighting, and |A| is therefore defined.
A metric space (A, d) is called homogeneous if its isometry group acts transitively on
the points of A.
Proposition 2.6 ([36]; see also [19, Proposition 2.1.5]). If (A, d) is a finite homogeneous
metric space and a0 ∈ A is any fixed point, then A possesses a positive weighting and
|A| = (#A)
2∑
a,b∈A e
−d(a,b)
=
#A∑
a∈A e
−d(a,a0)
.
For metric spaces (A, dA) and (B, dB), we denote by A×1B the set A×B equipped with
the metric
d
(
(a, b), (a′, b′)
)
= dA(a, a
′) + dB(b, b
′).
Proposition 2.7 ([19, Proposition 2.3.6]). Suppose that (A, dA) and (B, dB) are finite
metric spaces with weightings w ∈ RA and v ∈ RB respectively. Then x ∈ RA×B given by
x(a,b) = wavb is a weighting for A×1 B, and |A×1 B| = |A| |B|.
Proposition 2.7 has a generalization, Theorem 2.3.11 of [19], which is an analogue for
magnitude of the formula for the Euler characteristic of the total space of a fibration.
As noted earlier, there is an arbitrary choice of scale implicit in the definition of magni-
tude: we could choose any other base for the exponent in place of e−1. To deal with this,
we will often work with the whole family of metric spaces {tA}t>0, where tA denotes the
metric space (A, td). We will sometimes also let 0A denote a one-point space. The (partially
defined) function t 7→ |tA| is called the magnitude function of A.
Proposition 2.8 ([19, Proposition 2.2.6]). Let (A, d) be a finite metric space.
(1) |tA| is defined for all but finitely many t > 0.
(2) For sufficiently large t, |tA| is an increasing function of t.
(3) limt→∞ |tA| = #A.
Proposition 2.8 supports the interpretation of the magnitude |tA| as the “effective number
of points” in A, when viewed as a scale determined by t. (We recall Solow and Polasky’s
interpretation of |A| as the “effective number of species”.) However, the hypotheses of
the propositions above also highlight the counterintuitive behaviors that magnitude may
exhibit. In particular, there exists a metric space A such that each of the following holds:
(1) |tA| is undefined for some t > 0.
(2) |tA| is decreasing for some t > 0.
(3) |tA| < 0 for some t > 0.
(4) There exists a B ⊆ A such that |tB| > |tA| for some t > 0.
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We need not look that hard to find such an ill-behaved space: the complete bipartite
graph K3,2, equipped with the shortest path metric, has all these unpleasant properties; see
Example 2.2.7 of [19]. In the next section we will consider a class of spaces which avoids
most of these pathologies.
We end this section by noting that the issue of scale can be dealt with in a more elegant
way if A is the vertex set of a graph and d is the shortest path metric, or more generally,
whenever d is integer-valued. By (2.1), in this situation |tA| is a rational function of q = e−t.
More directly, if one restricts attention to such spaces, the semiring k in the previous section
can be taken to be the ringQ(q) of rational functions in a formal variable q. Then the matrix
ZA ∈ (Q(q))A×A is always invertible, so the magnitude |A| is always defined as an element
of Q(q); see section 2 of [20].
2.5. Positive definite metric spaces. As noted in section 2.1, a positive definite matrix
Z always has magnitude, given by Proposition 2.1. We will now explore the consequences
of this observation for magnitude of metric spaces.
A finite metric space (A, d) is said to be positive definite if the associated matrix ZA is
positive definite, and is said to be of negative type if ZtA is positive semidefinite for every
t > 0. It can be shown [27, Theorem 3.3] that if (A, d) is of negative type, then in fact ZtA
is positive definite, and hence tA is a positive definite space. A general metric space is said
to be positive definite or of negative type, respectively, if every finite subspace is.
The strange turn of terminology here is due to the negative sign in e−d. Negative type has
several other equivalent formulations, and is an important property in the theory of metric
embeddings (see, e.g., [6, 4, 39]). The fact that negative type appears naturally when
considering magnitude is a hint that magnitude does in fact connect with more classical
topics in geometry.
The following result is an immediate consequence of Proposition 2.1 and the definition
of magnitude.
Proposition 2.9 ([19, Proposition 2.4.3]). If A is a finite positive definite metric space,
then the magnitude |A| is defined, and
|A| = max
06=x∈RA
(∑
a∈A xa
)2
xTZAx
,
and the supremum is attained exactly when x is a scalar multiple of the unique weighting
on A.
A first application of Proposition 2.9 is Proposition 2.5, which is proved by showing that
for large enough t, ZtA is positive definite.
Corollary 2.10 (Corollaries 2.4.4 and 2.4.5 of [19]). If A is a finite positive definite metric
space and ∅ 6= B ⊆ A, then 1 ≤ |B| ≤ |A|.
Proposition 2.9 will also be one of our main tools in the extension of magnitude to
compact spaces in section 3.
Proposition 2.9 and its consequences would be of little interest without a large supply of
interesting examples of positive definite spaces. Many are collected in the following result;
we refer to [27, Theorem 3.6] for references and further examples.
Theorem 2.11. The following metric spaces are of negative type, and thus magnitude is
defined for all their finite subsets.
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(1) ℓnp , the set R
n equipped with the metric derived from the ℓp-norm, for n ≥ 1 and
1 ≤ p ≤ 2;
(2) Lebesgue space Lp[0, 1], for 1 ≤ p ≤ 2;
(3) round spheres (with the geodesic distance);
(4) real and complex hyperbolic space;
(5) ultrametric spaces;
(6) weighted trees.
Furthermore, some natural operations on positive definite spaces yield new positive def-
inite spaces.
Proposition 2.12 ([19, Lemma 2.4.2]).
(1) Every subspace of a positive definite metric space is positive definite.
(2) If A and B are positive definite metric spaces, then A×1 B is positive definite.
On the other hand, many spaces of geometric interest are not of negative type, and many
natural operations fail to preserve positive definiteness; see [27, Section 3.2] for examples
and references.
3. Compact metric spaces
Despite strong and growing interest in the geometry of finite metric spaces (see e.g.
[25]), it is natural to try to define an invariant of metric spaces, like magnitude, more
generally. The most obvious context is that of compact spaces. The general definition of
the magnitude of an enriched category does not help us here, but several strategies present
themselves, including approximating a compact space by finite subspaces and generalizing
the notion of a weighting to compact spaces. In section 3.1 we will see that there is a
canonical (hence “correct”) extension of magnitude from finite metric spaces to compact
positive definite spaces, which can be formulated in several ways. In section 3.2 we will
investigate a generalization of weightings to compact spaces, and see that this approach to
defining magnitude agrees with the former one. This approach is of more limited scope,
but often gives the easiest approach to computing magnitude; using it, we will see that
magnitude knows about at least some intrinsic volumes of certain Riemannian manifolds.
Finally, section 3.3 will introduce another invariant, maximum diversity, which is closely
related to magnitude, and will be a crucial tool in proving the connection between magnitude
and Minkowski dimension.
3.1. Compact positive definite spaces. To justify the “correctness” of our definition
of magnitude for compact positive definite spaces, we need a topology on the family of
(isometry classes of) compact metric spaces. Recall that the Hausdorff metric dH on the
family of compact subsets of a metric space X is given by
dH(A,B) = max
{
sup
a∈A
d(a,B), sup
b∈B
d(b,A)
}
.
The Gromov–Hausdorff distance between two compact metric spaces A and B is
dGH(A,B) = inf dH
(
ϕ(A), ψ(B)
)
,
where the infimum is over all metric spaces X and isometric embeddings ϕ : A → X and
ψ : B → X. This defines a metric on the family of isometry classes of compact metric
spaces; see [7, Chapter 3].
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The following result follows from the proof of [27, Theorem 2.6], although our definitions
are organized rather differently in that paper. We give a more streamlined version of the
argument from [27].
Proposition 3.1. The quantity
(3.1) M(A) = sup
{∣∣A′∣∣ ∣∣ A′ ⊆ A, A′ finite}
is lower semicontinuous as a function of A (taking values in [0,∞]), on the class of compact
positive definite metric spaces equipped with the Gromov–Hausdorff topology.
Proof. Suppose first that dGH(A,B) < δ for finite positive definite spaces A and B,
and let w ∈ RA be a weighting for A. There is a function f : A → B such that
|d(f(a), f(a′))− d(a, a′)| < 2δ for all a, a′ ∈ A. Define v ∈ RB by vb =
∑
a∈f−1(b) wa,
and Zf ∈ RA×A by Zf (a, a′) = e−d(f(a),f(a′)). Then vTZBv = wTZfw, and so∣∣wTZAw − vTZBv∣∣ = ∣∣wT(ZA − Zf )w∣∣ ≤ ‖w‖21 ‖ZA − Zf‖∞ < 2 ‖w‖21 δ.
Thus by Proposition 2.9,
(3.2) |B| ≥ (
∑
b vb)
2
vTZBv
≥ (
∑
a wa)
2
wTZAw + 2 ‖w‖21 δ
=
|A|2
|A|+ 2 ‖w‖21 δ
≥ |A| − 2 ‖w‖21 δ.
Now for general A, assume for simplicity thatM(A) <∞ (the caseM(A) =∞ is handled
similarly). Given ε > 0, pick a finite subset A′ ⊂ A such that |A′| ≥ M(A) − ε, and let
w ∈ RA′ be a weighting for A′. If dGH(A,B) < δ, then there is a finite subset B′ ⊆ B such
that dGH(A
′, B′) < δ, and so by (3.2),
M(B) ≥ ∣∣B′∣∣ ≥ ∣∣A′∣∣− 2 ‖w‖21 δ ≥M(A) − ε− 2 ‖w‖21 δ.
Therefore M(B) ≥M(A)− 2ε when dGH(A,B) is sufficiently small. 
Corollary 2.10 implies that M(A) = |A| when A itself is finite and positive definite.
Proposition 3.1 thus implies first of all that magnitude is l.s.c. on the class of finite positive
definite metric spaces. It follows that there is a canonical extension of magnitude to the class
of compact positive definite metric spaces, namely, the maximal l.s.c. extension. Proposition
3.1 furthermore implies that this extension is precisely the function M in (3.1). For a
compact positive definite metric space (A, d), we therefore define the magnitude |A| to be
the value of the supremum M(A) in (3.1).
Thus magnitude is lower semicontinuous on the class of compact positive spaces. This
cannot be improved to continuity in general, even for the class of finite spaces of negative
type. Examples 2.2.8 and 2.4.9 in [19] discuss a space A of negative type with six points,
such that |tA| = 6/(1+4e−t); thus limt→0+ |tA| = 6/5, whereas the space tA itself converges
to a one-point space. On the other hand, magnitude is continuous when restricted to certain
classes of spaces, as we will see in Corollary 3.13 and Theorem 4.15 below.
Proposition 3.1, Proposition 2.7, and Corollary 2.10 yield the following results.
Proposition 3.2 ([19, Lemma 3.1.3]). If A is a compact positive definite metric space and
∅ 6= B ⊆ A, then 1 ≤ |B| ≤ |A|.
Proposition 3.3 ([27, Corollary 2.7]). Let A be a compact positive definite metric space,
and let {Ak} be any sequence of compact subsets of A such that Ak k→∞−−−→ A in the Hausdorff
topology. Then |A| = limk→∞ |Ak|.
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Proposition 3.4 ([19, Proposition 3.1.4]). If A and B are compact positive definite metric
spaces, then |A×1 B| = |A| |B|.
Proposition 3.1 justifies the above definition of magnitude as the “correct” one for a
compact positive definite space A. Nevertheless, for both æsthetic and practical reasons, it
is desirable to be able to work directly with A itself, as opposed to approximations of A by
finite subspaces. Two different more direct approaches to defining magnitude for compact
positive definite spaces were developed in [27, 28]. In essence, these papers introduced two
different topologies on the space
{
w ∈ RA ∣∣ suppw is finite}. The topology used in [27] has
the advantage of being more familiar, whereas the topology in [28] has the advantage of
being better suited to the analysis of magnitude. In particular, the topology used in [28]
can be dualized in a way that presents a new set of tools to study magnitude. In the pursuit
of our goal of proceeding as quickly as possible to geometric results, here we will go straight
to the dual version.
Recall that a positive definite kernel on a space X is a function K : X × X → C
such that, for every finite set A ⊆ X, the matrix [K(a, b)]a,b∈A ∈ CA×A is positive definite.
Given a positive definite kernel on X, the reproducing kernel Hilbert space (RKHS)
H on X with kernel K is the completion of the linear span of the functions kx(y) = K(x, y)
with respect to the inner product given by
〈kx, ky〉H = K(x, y)
(see [2]). If f ∈ H, then f(x) = 〈f, kx〉H for every x ∈ X, and consequently
(3.3) |f(x)| ≤ ‖f‖
H
‖kx‖H = ‖f‖H
√
K(x, x)
by the Cauchy–Schwarz inequality.
Now if (X, d) is a positive definite metric space, then K(x, y) = e−d(x,y) is a positive
definite kernel on X. We will refer to the corresponding RKHS as the RKHS H for X.
Theorem 3.5 ([28, Theorem 4.1 and Proposition 4.2]). Let X be a positive definite metric
space, and let A ⊆ X be compact. Then |A| <∞ if and only if there exists a function h ∈ H
such that h ≡ 1 on A. In that case,
|A| = inf
{
‖h‖2
H
∣∣∣ h ∈ H, h ≡ 1 on A} .
The infimum is achieved for a unique function h. If f ∈ H also satisfies f ≡ 1 on A, then
|A| = 〈f, h〉
H
.
Proof. First observe that if w ∈ RB for a finite subset B ⊆ X, and fw =
∑
b∈B wbe
−d(·,b),
then
(3.4) wTZBw =
∑
a,b∈B
wae
−d(a,b)wb = ‖fw‖2H .
Now suppose that |A| < ∞. If B ⊆ A is finite and w ∈ RB, then by Proposition 2.9,
(3.4), and the definition of |A|,(∑
b∈B
wb
)2
≤ |B| ‖fw‖2H ≤ |A| ‖fw‖2H .
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Thus the linear functional fw 7→
∑
b∈B wb on the subspace
{
fw
∣∣ w ∈ RB, B ⊆ A finite} ⊆
H has norm at most
√|A|. Therefore there is a function h ∈ H with ‖h‖2
H
= |A| such that∑
b∈B
wb = 〈fw, h〉H =
∑
b∈B
wbh(b)
for every fw; taking fw = e
−d(·,a) for a ∈ A yields h(a) = 1.
Next suppose that there exists an h ∈ H such that h ≡ 1 on A. Then for any finite
subset B ⊆ A and w ∈ RB , by the Cauchy–Schwarz inequality,∣∣∣∣∑
b∈B
wb
∣∣∣∣ = |〈h, fw〉| ≤ ‖h‖H ‖fw‖H .
Equation (3.4) and Proposition 2.9 then imply that |B| ≤ ‖h‖2
H
, and so by definition
|A| ≤ ‖h‖2
H
.
The above arguments prove both the “if and only if” statement and the infimum expres-
sion for |A|. The last two statements follow from elementary Hilbert space geometry. 
We will call the unique function h which achieves the infimum in Theorem 3.5 the po-
tential function of A. Theorem 3.5 will prove its worth in sections 4.3 and 4.4 below.
For now, we consider what has happened to weightings, which were central to the original
category-inspired definition of magnitude, but have vanished from the scene in Theorem 3.5.
Weightings of finite subspaces of X are naturally identified with elements of the dual space
H∗, if we restrain ourselves from the usual impulse to identify H∗ with H itself. We can
then identify a weighting of a compact subspace A with finite magnitude as an element
of H∗, specifically the element of H∗ represented by the potential function h. See [28] for
details.
3.2. Weight measures. Proposition 3.1 may justify the definition of magnitude adopted
in the previous section as the canonical correct definition, but it has two deficiencies. First,
it applies only to positive definite spaces, and second, it lies quite far from the original
category-inspired definition, being fundamentally based instead on the reformulation in
Proposition 2.9. The second drawback is to some extent addressed in the last paragraph of
the previous section, though still only for positive definite spaces.
In this section we discuss another approach to defining magnitude for compact metric
spaces, first used in [41], which more closely parallels the original definition for finite spaces.
A weight measure on a compact metric space (A, d) is a finite signed Borel measure µ
on A such that ∫
A
e−d(a,b) dµ(b) = 1
for every a ∈ A.
A finite metric space A possesses a weight measure µ if and only if it possesses a weighting
w ∈ RA, with the correspondence given by wa = µ({a}). The magnitude of A is in that
case
|A| =
∑
a∈A
wa = µ(A).
This suggests defining the magnitude of a compact metric space to be |A| = µ(A) whenever
A possesses a weight measure µ. The following result shows that doing so agrees with the
definition adopted in the previous section, whenever both definitions apply.
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Proposition 3.6 ([27, Theorem 2.3]). Suppose that A is a compact positive definite metric
space with weight measure µ. Then |A| = µ(A).
Proof. For any finite signed measure µ on A and f ∈ H,∣∣∣∣∫ f dµ∣∣∣∣ ≤ ‖f‖∞ ‖µ‖TV ≤ ‖f‖H ‖µ‖TV
by (3.3) (since K(x, x) = 1 here), where ‖µ‖TV denotes the total variation norm of µ.
Therefore f 7→ ∫ f dµ is a bounded linear functional on H, represented by some g ∈ H. So
for each a ∈ A,
1 =
∫
e−d(a,b) dµ(b) =
〈
e−d(·,b), g
〉
H
= g(a).
Then by the last statement of Theorem 3.5, if h is the potential function of A, then
|A| = 〈g, h〉
H
=
∫
h dµ = µ(A). 
In fact it can be shown that g = h in the proof above.
We therefore define the magnitude of a compact metric space A with a weight measure
µ to be |A| := µ(A), with Proposition 3.6’s assurance that when A is positive definite, this
definition is consistent with the previous one.
A first nontrivial example is a compact interval [a, b] ⊆ R. A straightforward computation
(see [41, Theorem 2]) shows that
(3.5) µ[a,b] =
1
2
(δa + λ[a,b] + δb)
is a weight measure for [a, b], where δx denotes the point mass at x and λ[a,b] denotes
Lebesgue measure restricted to [a, b]. It follows that
(3.6) |[a, b]| = 1 + b− a
2
.
See [32] for a contention that (up to the 12 scaling factor) this is the “correct” size of an
interval. In any case, the appearance of the length (b−a) gives the first compelling evidence
that magnitude knows about genuinely “geometric” information for infinite spaces.
The following easy consequence of Fubini’s theorem further extends the reach of Propo-
sitions 2.7 and 3.4.
Proposition 3.7. If µA and µB are weight measures on compact metric spaces A and B,
then µA ⊗ µB is a weight measure on A×1 B, and so |A×1 B| = |A| |B|.
The chief drawback to the definition of magnitude in terms of weight measures is that
many interesting spaces do not possess weight measures. For example, the results of [3]
imply that balls in ℓ32 do not possess weight measures (rather, their weightings turn out to
be higher-order distributions), and numerical computations in [40] suggest that squares and
discs in ℓ22 also do not possess weight measures.
On the other hand, the following result can be interpreted as saying that compact positive
definite spaces “almost” possess weight measures.
Proposition 3.8 ([27, Theorems 2.3 and 2.4]). If A is a compact positive definite metric
space, then
|A| = sup
{
µ(A)2∫
A
∫
A e
−d(a,b) dµ(a) dµ(b)
∣∣∣∣ µ ∈M(A), ∫
A
∫
A
e−d(a,b) dµ(a) dµ(b) 6= 0
}
,
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where M(A) denotes the space of finite signed Borel measures on A. The supremum is
attained if and only if A possesses a weight measure; in that case it is attained precisely by
scalar multiples of weight measures.
One positive result about the existence of weight measures is the following.
Proposition 3.9 ([27, Lemma 2.8 and Corollary 2.10]). Suppose (A, d) is a compact positive
definite space, and that each finite A′ ⊆ A possesses a weighting with positive components.
Then A possesses a positive weight measure.
The hypothesis of Proposition 3.9 is satisfied, for example, by all compact subsets of R
and by all compact ultrametric spaces (see Theorem 4.1 below and [19, Proposition 2.4.18]).
Since Proposition 3.9 applies only to positive definite spaces, it does not extend the scope
of magnitude beyond that of the previous section. Nevertheless, the existence of a positive
weight measure makes it much easier to compute magnitude, and has other theoretical
consequences which will come up in the next section.
The following generalization of Proposition 2.6 gives another large class of spaces which
possess weight measures.
Lemma 3.10 ([41, Theorem 1]). Let A be a compact homogeneous metric space. Then
A possesses a weight measure, which is a scalar multiple of the unique isometry-invariant
probability measure µ on A. Furthermore,
|A| =
(∫
A
∫
A
e−d(a,b) dµ(a) dµ(b)
)−1
.
Using Lemma 3.10, Willerton explicitly computed the magnitudes of round spheres with
the geodesic metric: for n even, the magnitude of the n-sphere with radius R is
2
1 + e−πR
[
1 +
(
R
1
)2][
1 +
(
R
3
)2]
· · ·
[
1 +
(
R
n− 1
)2]
,
and there is a similar formula for odd n; see [41, Theorem 7].
Lemma 3.10 is particularly useful in analyzing the magnitude function of a homogeneous
space A, since it implies that tA possesses a weight measure for every t > 0, which is
moreover independent of t (up to normalization). In the particular case of a homogeneous
Riemannian manifold, Willerton proved the following asymptotic results. (We note that
most homogeneous manifolds are not of negative type, so that tA need not be positive
definite; see [12].)
Theorem 3.11 ([41, Theorem 11]). Suppose that (M,d) is an n-dimensional homogeneous
Riemannian manifold equipped with its geodesic distance d. Then
|tM | = 1
n!ωn
(
vol(M)tn +
n+ 1
6
tsc(M)tn−2 +O(tn−4)
)
as t→∞,
where vol denotes Riemannian volume, tsc denotes total scalar curvature, and ωn is the
volume of the n-dimensional unit ball in ℓn2 .
In particular, if M is a homogeneous Riemannian surface, then
|tM | = area(M)
2π
t2 + χ(M) +O(t−2) as t→∞,
where χ(M) denotes the Euler characteristic of M .
MAGNITUDE: FROM CATEGORIES TO GEOMETRIC MEASURE THEORY 15
Theorem 3.11 shows in particular that the magnitude function of a homogeneous Rie-
mannian manifold determines both its volume and its total scalar curvature.
We note that most Riemannian manifolds are neither homogeneous nor positive definite,
and it is so far not clear how to define their magnitude.
3.3. Maximum diversity. Proposition 3.8 suggests considering, for a compact metric
space (A, d), the quantity
|A|+ := sup
{
µ(A)2∫
A
∫
A e
−d(a,b) dµ(a) dµ(b)
∣∣∣∣ µ ∈M+(A), µ 6= 0}
= sup
µ∈P (A)
(∫
A
∫
A
e−d(a,b) dµ(a) dµ(b)
)−1
,
(3.7)
where M+(A) is the space of finite positive Borel measures on A, and P (A) is the space
of Borel probability measures on A. We refer to |A|+ as the maximum diversity of A,
for reasons that will be described shortly. Maximum diversity lacks the category-theoretic
motivation of magnitude, but it turns out to have its own interesting interpretations, and
to be both intimately related to magnitude and easier to analyze in certain respects.
Regarding interpretation, suppose that A is finite, the points of A represent species in
some ecosystem, and that e−d(a,b) ∈ (0, 1] represents the “similarity” of two species a, b ∈ A.
If µ ∈ P (A) gives the relative abundances of species, then(∫
A
∫
A
e−d(a,b) dµ(a) dµ(b)
)−1
gives a way of quantifying the “diversity” of the ecosystem which is sensitive to both the
abundances of the species and the similarities between them; see [21] for extensive discussion
of a much larger family of diversities that this fits into. It is this interpretation that
motivates the name “maximum diversity”.
There are multiple connections between magnitude and maximum diversity. The most
obvious is that, by Proposition 3.8, |A|+ ≤ |A| for any compact positive definite space A.
Moreover, Proposition 3.8 implies that |A|+ = |A| if A is positive definite and possesses a
positive weight measure; Proposition 3.9 and Lemma 3.10 indicate some families of such
spaces. Finally, as we will see in Corollary 4.23 below, if A ⊆ ℓn2 , then the inequality
|A|+ ≤ |A| can be reversed, up to a (dimension-dependent) multiplicative constant. We will
see applications of all these connections below.
A more subtle connection between maximum diversity and magnitude, which we will not
discuss here, is proved in the main result of [17, 22].
We now move on to ways in which maximum diversity is better behaved than magnitude.
One is that the supremum in (3.7) is always achieved, unlike the one in Proposition 3.8. This
is a consequence of the compactness of P (A) in the weak-∗ topology; see [27, Proposition
2.9] (this fact is used in the proof of Proposition 3.9 above). Another is the following
improvement, for maximum diversity, of Proposition 3.1.
Proposition 3.12 ([27, Proposition 2.11]). The maximum diversity |A|+ is continuous as
a function of A, on the class of compact metric spaces equipped with the Gromov–Hausdorff
topology.
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Corollary 3.13 ([27, Corollary 2.12]). The magnitude |A| is continuous as a function of
A, on the class of compact positive definite metric spaces which possess positive weight
measures, equipped with the Gromov–Hausdorff topology.
In particular, magnitude is continuous on the class of compact subsets of R, and on the
class of compact ultrametric spaces.
The next result shows how the asymptotic behavior of |tA|+ is relatively easy to analyze.
Recall that the covering number N(A, ε) is the minimum number of ε-balls required to
cover A, and that the Minkowski dimension of A may be defined as
(3.8) dimMinkA := lim
ε→0+
N(A, ε)
log(1/ε)
whenever this limit exists. The idea of the proof of Proposition 3.14 below is simply that
when t is large and ε is small, the supremum over P (A) defining |tA|+ is approximately
attained by a measure uniformly supported on the centers of a maximal family of disjoint
ε-balls in A.
Proposition 3.14 ([28, Theorem 7.1]). If A is a compact metric space, then
(3.9) lim
t→∞
log |tA|+
log t
= dimMinkA.
Proposition 3.14 should be interpreted as saying that the limit on the left hand side of
(3.9) exists if and only if dimMinkA exists. Moreover, if the limit is replaced with a lim inf
or lim sup, the left hand side of (3.9) is equal to the so-called lower or upper Minkowski
dimension of A, respectively, defined by modifying (3.8) in the same way.
Since |A|+ ≤ |A| for any compact positive definite space, Proposition 3.14 gives a lower
bound for the growth rate of the magnitude function for a compact space of negative type.
Moreover, in Euclidean space ℓn2 , Proposition 3.12 and the rough equivalence of magnitude
and maximum diversity mentioned above will be used to show that Minkowski dimension
can be recovered from magnitude; see Theorem 4.24 below. (Proposition 7.5 of [28] proves
the same fact for compact homogeneous metric spaces, using Lemma 3.10 above.)
4. Magnitude in normed spaces
In this section we will specialize magnitude to compact subsets of finite-dimensional
vector spaces with translation-invariant metrics. It is in these settings that we find the
strongest connections between magnitude and geometry. In section 4.1, we find a quite
complete description of the magnitude of an arbitrary compact set A ⊆ R; in particular, |A|
depends only on the Lebesgue measure of A and the sizes of the “gaps” in A (Corollary 4.3).
In section 4.2, we show that in ℓn1 , magnitude can be used to recover ℓ1 analogues of
the classical intrinsic volumes of a convex body (Theorem 4.6). In section 4.3, we apply
Fourier analysis to the study of magnitude, when Rn is equipped with a norm (or more
generally, a p-norm) which makes it a positive definite metric space. In particular, we find
that magnitude is continuous on convex bodies in such spaces (Theorem 4.15). Finally,
in section 4.4, we specialize these tools to the most familiar normed space, the Euclidean
space ℓn2 . In that setting the Fourier-analytic perspective of section 4.3 uncovers connections
with partial differential equations and potential theory. Among other results, we will see
that in Euclidean space, magnitude knows about volume (Theorem 4.14) and Minkowski
dimension (Theorem 4.24), although there are frustratingly few compact sets in ℓn2 whose
exact magnitudes are known (see Theorem 4.21).
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Corollary 4.3 and the material of section 4.2 are new. Most of the results of section 4.3
were previously proved for Euclidean space, but are new in the generality discussed here.
4.1. Magnitude in R. In the real line R, magnitude can be analyzed in great detail
thanks to the order structure underlying the metric structure. Namely, if a < b < c, then
Z(a, c) = Z(a, b)Z(b, c), where we recall that Z(a, b) = e−d(a,b). This simple fact lies behind
the proof of the next result.
Theorem 4.1 ([23, Theorem 4] and [19, Proposition 2.4.13]). Given real numbers a1 <
a2 < · · · < aN , the weighting w of A = {a1, . . . , aN} is given by
wai =
1
2
(
tanh
ai − ai−1
2
+ tanh
ai+1 − ai
2
)
for 2 ≤ i ≤ N − 1, and
wa1 =
1
2
(
1 + tanh
a2 − a1
2
)
, waN =
1
2
(
1 + tanh
aN − aN−1
2
)
.
Consequently,
|A| = 1 +
N∑
i=2
tanh
ai − ai−1
2
.
Theorem 4.1, together with Proposition 3.3, was used to give the first derivation of the
magnitude of an interval; see [23, Theorem 7] and [19, Theorem 3.2.2].
As mentioned above, by Proposition 3.9, Theorem 4.1 implies that every compact subset
of R possesses a weight measure. Furthermore, as noted in Corollary 3.13, this implies that
magnitude on R is continuous with respect to the Gromov–Hausdorff topology.
The last part of the following corollary appears, with additional technical assumptions,
as [41, Lemma 3].
Corollary 4.2. Suppose that A,B ⊆ R are compact with a = supA ≤ inf B = b. Then
|A ∪B| = |A|+ |B| − 1 + tanh b− a
2
.
Consequently, if C ⊆ R is compact and [a, b] ⊆ C, then
|C \ (a, b)| = |C| − b− a
2
+ tanh
b− a
2
.
Proof. The first claim follows immediately from Theorem 4.1 in the case that A and B are
finite, and then follows for general compact sets by continuity. The second equality follows
by writing C = A ∪ [a, b] ∪ B, where A = C ∩ (−∞, a] and B = C ∩ [b,∞), then applying
the first equality twice and (3.6). 
Corollary 4.2, together with continuity and the knowledge of the magnitude of a compact
interval, can be used to compute the magnitude of any compact set A ⊆ R, since A can be
written as
(4.1) A = [a, b] \
⋃
i
(ai, bi),
where {(ai, bi)} is a finite or countable collection of disjoint subintervals of [a, b].
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Corollary 4.3. If A ⊆ R is compact, then
|A| = 1 + vol1A
2
+
∑
i
tanh
bi − ai
2
,
where ai and bi are as in (4.1).
Another proof of Corollary 4.3 can be given using [19, Proposition 3.2.3]. As an applica-
tion of Corollary 4.3, we obtain the magnitude of the length ℓ ternary Cantor set Cℓ (see
[23, Theorem 10], [41, Theorem 4]):
|Cℓ| = 1 + 1
2
∞∑
i=1
tanh
ℓ
2 · 3i .
4.2. Magnitude in the ℓ1-norm. The magnitude of subsets of R
n is generally most
tractable when we equip Rn with the ℓ1-norm. Although that may not be the norm of
primary geometric interest, it provides a testing ground for questions that are more difficult
to settle in Euclidean space.
We have already seen that ℓn1 , like ℓ
n
2 , is of negative type (Theorem 2.11). The key dif-
ference is Proposition 3.4, the multiplicativity of magnitude with respect to the ℓ1 product.
Since we already know the magnitude of intervals, this immediately allows us to calculate
the magnitude of boxes in ℓn1 . Unions of boxes can then be used to approximate more
complex subsets, as we shall see.
Explicitly, a box
∏n
i=1[ai, ai + Li] in ℓ
n
1 has magnitude
∏n
i=1(1 + Li/2). It follows that
|tA| → 1 as t → 0+ for boxes A. But then monotonicity of magnitude (Proposition 3.2)
implies a more general result:
Proposition 4.4. If A ⊆ ℓn1 is compact, then limt→0+ |tA| = 1.
(In ℓn2 , this is much harder to prove; see Theorem 4.18.) Proposition 4.4 and Theorem 4.17
together imply that the magnitude function t 7→ |tA| is continuous on [0,∞).
Our formula for the magnitude of a box in ℓn1 can be rewritten in terms of the intrinsic
volumes V0, V1, . . . (defined in, for instance, Chapter 7 of [11] or Chapter 4 of [34]). Recall
that Vi(A) is the canonical i-dimensional measure of a convex set A ⊆ Rn, and that the
intrinsic volumes are characterized by Steiner’s polynomial formula
vol(A+ rBn) =
n∑
i=0
ωn−iVi(A)r
n−i
(Proposition 9.2.2 of [11] or Equation 4.1 of [34]), where Bn is the unit Euclidean n-ball
and ωj = vol(B
j). For boxes A ⊆ ℓn1 , the formula above can be rewritten as
(4.2) |A| =
n∑
i=0
Vi(A)
2i
,
either by direct calculation or by noting that |[0, L]| = 1 + V1([0, L])/2 and using the mul-
tiplicative property of the intrinsic volumes (Theorem 9.7.1 of [11]). Hence the magnitude
function of a box A is a polynomial
|tA| =
n∑
i=0
Vi(A)
2i
ti
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whose coefficients are (up to known factors) the intrinsic volumes of A, and whose degree is
its dimension. In particular, the magnitude function of a box determines all of its intrinsic
volumes and its dimension.
In fact, such a result is true for a much larger class of subsets of ℓn1 than just boxes. To
show this, we must adapt the classical notion of intrinsic volume to ℓn1 , following [18].
First recall that a metric space A is geodesic if for any a, b ∈ A there exists a distance-
preserving map γ : [0, d(a, b)] → A such that γ(0) = a and γ(d(a, b)) = b. The geodesic
subsets of ℓn2 are the convex sets. The geodesic subsets of ℓ
n
1 , called the ℓ1-convex sets
[18], include the convex sets and much else besides (such as L shapes). In this setting, there
is a Steiner-type theorem in which balls are replaced by cubes (Theorem 6.2 of [18]): for
any ℓ1-convex compact set A ⊆ ℓn1 , writing Cn = [−1/2, 1/2]n,
(4.3) vol(A+ rCn) =
n∑
i=0
V ′i (A)r
n−i
where V ′0(A), . . . , V
′
n(A) depend only on A.
The functions V ′0 , V
′
1 , . . . on the class of ℓ1-convex compact sets are called the ℓ1-intrinsic
volumes [18]. They are valuations (that is, finitely additive), continuous with respect to the
Hausdorff metric, and invariant under isometries of ℓn1 . There is a well-developed integral
geometry of ℓ1-convex sets [18], closely parallel to the classical integral geometry of convex
sets; for instance, there is a Hadwiger-type theorem for ℓ1-intrinsic volumes.
Although the intrinsic and ℓ1-intrinsic volumes are not in general equal, they coincide for
boxes A, giving
(4.4) |A| =
n∑
i=0
V ′i (A)
2i
, |tA| =
n∑
i=0
V ′i (A)
2i
ti
(the latter because V ′i is homogeneous of degree i). It is this relationship, not (4.2), that
generalizes from boxes to a much larger class of sets.
Conjecture 4.5 ([19, Conjecture 3.4.10]). For all compact ℓ1-convex sets A ⊆ ℓn1 ,
|A| =
n∑
i=0
V ′i (A)
2i
.
We will prove the following parts of this conjecture:
Theorem 4.6.
(1) |A| ≤∑ni=0 2−iV ′i (A) for all compact ℓ1-convex sets A ⊆ ℓn1 .
(2) |A| =∑ni=0 2−iV ′i (A) for all convex bodies A ⊆ ℓn1 .
(3) |A| =∑2i=0 2−iV ′i (A) for all compact convex sets A ⊆ ℓ21.
(A convex body is a compact convex set with nonempty interior.)
For the proof, we will use some special classes of box. A pixel in Rn is a unit cube∏n
i=1[ai, ai+1] with integer coordinates ai. More generally, a subpixel is a box
∏n
i=1[ai, bi]
with ai ∈ Z and bi ∈ {ai, ai + 1}. Note that the intersection of two subpixels is either a
subpixel or empty.
Equation (3.5) and Proposition 3.7 imply that for any box B =
∏
i[ai, bi] in ℓ
n
1 , the
product measure µB =
∏n
i=1 µ[ai,bi] is a weight measure on B.
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Lemma 4.7. There is a unique function
{finite unions of subpixels in Rn} → {signed Borel measures on Rn}
A 7→ µA
extending the definition above for subpixels and satisfying suppµA ⊆ A, µ∅ = 0, and µA∪B =
µA + µB − µA∩B whenever A and B are finite unions of subpixels.
Proof. By the extension theorem of Groemer (Theorem 6.2.1 of [34]), it suffices to show
that for any subpixels B1, . . . , Bm such that B1 ∪ · · · ∪Bm is a subpixel,
µB1∪···∪Bm =
∑
k≥0
(−1)k
∑
1≤j0<···<jk≤m
µBj0∩···∩Bjk .
But B1 ∪ · · · ∪Bm is only a subpixel if some Bj contains all the others, and in that case the
sum telescopes and the proof is trivial. 
A subset A of ℓn1 is 1-pixelated if it is a finite union of pixels; then λA is said to be
λ-pixelated. A set is pixelated if it is λ-pixelated for some λ > 0.
Proposition 4.8. Let A ⊆ ℓn1 be an ℓ1-convex pixelated set. Then µA as given in Lemma
4.7 is a weight measure on A.
Proof. We may harmlessly assume that A is 1-pixelated. The result holds when either n = 0
or A is a single pixel. So, we may assume inductively that n ≥ 1, that A contains at least
two pixels, and that the result holds for ℓ1-convex 1-pixelated sets of smaller dimension or
fewer pixels than A.
Fix a ∈ A. We may assume without loss of generality that at least two of the pixels in A
differ in their last coordinates, that supb∈A bn = 1, and that a belongs to some pixel of A
whose center has negative last coordinate. Write A− for the union of the pixels in A whose
centers have negative last coordinates, and similarly A+. Thus, a ∈ A− and the center of
every pixel in A+ has last coordinate 1/2. Both A− and A+ are ℓ1-convex 1-pixelated sets
(by Lemma 3.3 of [18]), and A− ∩ A+ is a finite union of subpixels (though need not be
pixelated).
We have to show that ∫
Rn
Z(a, b) dµA(b) = 1.
Since µA = µA+ + µA− − µA+∩A− and µA− is a weight measure on A− (by inductive
hypothesis), an equivalent statement is that
(4.5)
∫
Rn
Z(a, b) dµA+(b) =
∫
Rn
Z(a, b) dµA−∩A+(b).
Write π : Rn → Rn−1 for orthogonal projection onto the first (n− 1) coordinates, and write
a′ = (π(a), 0) = (a1, . . . , an−1, 0). Then Z(a, b) = Z(a, a
′)Z(a′, b) for b ∈ A+, so (4.5) is
equivalent to ∫
Rn
Z(a′, b) dµA+(b) =
∫
Rn
Z(a′, b) dµA−∩A+(b).
We analyze each side in turn. First, A+ = (πA+)× [0, 1], so it follows from Proposition 3.7
that µA+ = µπA+ ⊗ µ[0,1]. Using this and the fact that µ[0,1] is a weight measure on [0, 1],
we find that the left-hand side is equal to
(4.6)
∫
Rn−1
Z(π(a), c) dµπA+(c).
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Next, µA−∩A+ is supported on R
n−1×{0}, and π(A−∩A+) = πA−∩πA+ (by Corollary 2.5
of [18]), which together imply that the right-hand side is equal to
(4.7)
∫
Rn−1
Z(π(a), c) dµπA−∩πA+(c).
Hence it suffices to show that the integrals (4.6) and (4.7) are equal. Since µπA = µπA− +
µπA+ − µπA−∩πA+ , an equivalent statement is that
(4.8)
∫
Rn−1
Z(π(a), c) dµπA(c) =
∫
Rn−1
Z(π(a), c) dµπA−(c).
But πA and πA− are 1-pixelated sets of dimension n−1, and are ℓ1-convex (by Corollary 1.12
of [18]), so our inductive hypothesis implies that µπA and µπA− are weight measures on them.
Since π(a) ∈ πA− ⊆ πA, both sides of (4.8) are equal to 1, completing the proof. 
Our proof of Theorem 4.6 rests on the following result:
Proposition 4.9. |A| =∑ni=0 2−iV ′i (A) for all pixelated ℓ1-convex sets A ⊆ ℓn1 .
Proof. Assume that A is 1-pixelated, and write A as a union
⋃m
j=1Bj of pixels. Also write
W =
∑n
i=0 2
−iV ′i ; then |B| =W (B) whenever B is a box or the empty set. Propositions 3.6
and 4.8 together with the valuation property of W give
|A| = µA(Rn) =
∑
k≥0
(−1)k
∑
1≤j0<···<jk≤m
µBj0∩···∩Bjk (R
n)
=
∑
k≥0
(−1)k
∑
1≤j0<···<jk≤m
|Bj0 ∩ · · · ∩Bjk |
=
∑
k≥0
(−1)k
∑
1≤j0<···<jk≤m
W (Bj0 ∩ · · · ∩Bjk) =W (A),
as required. 
Proof of Theorem 4.6. For part (1), let A ⊆ ℓn1 be a compact ℓ1-convex set. For each
λ > 0, let Aλ be the smallest λ-pixelated set containing A. Then Aλ is ℓ1-convex (by
Proposition 3.1 of [18]), and Aλ → A in the Hausdorff metric as λ → 0. The result now
follows from Proposition 4.9, continuity of the ℓ1-intrinsic volumes, and the monotonicity
of magnitude (Proposition 3.2).
For (2), let A ⊆ ℓn1 be a compact convex set with 0 in its interior. Given ε > 0, we can
choose α < 1 such that dH(αA,A) < ε. But by convexity, αA is a subset of the interior
of A, so we can choose λ > 0 such that αAλ ⊆ A. Thus, we have a pixelated ℓ1-convex
subset B = αAλ of A satisfying dH(B,A) < ε. Arguing as in part (1) but approximating
from the inside rather than the outside, we obtain the opposite inequality |A| ≥ ∑ V ′i (A)
2i
.
(Alternatively, use Theorem 4.15 below.)
For (3), the only nontrivial case remaining is that of a line segment, which is straightfor-
ward. 
4.3. The Fourier-analytic perspective. In the real line, the study of magnitude is facili-
tated by the order structure of R; in ℓn1 we can exploit the algebraic structure of ℓ1 products.
In general normed spaces the most obvious special feature is translation-invariance. It will
therefore come as no surprise that Fourier analysis is our key tool in that setting. This
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approach was developed in [28] for ℓn2 , but with some additional effort we can work not only
with more general norms but with the broader class of p-(quasi)norms for 0 < p ≤ 1.
Let 0 < p ≤ 1. A p-norm on a real vector space V is a function ‖·‖ : V → R such that
• ‖v‖ ≥ 0 for every v ∈ V , with equality only if v = 0;
• ‖tv‖ = |t| ‖v‖ for every t ∈ R and v ∈ V ;
• ‖v + w‖p ≤ ‖v‖p + ‖w‖p for every v,w ∈ V .
Thus a 1-normed space is simply a normed space. A principal example of a p-normed space
for p < 1 is Lp[0, 1] with ‖f‖ =
(∫ 1
0 |f(x)|p dx
)1/p
.
If (V, ‖·‖) is a p-normed space, then dp(v,w) = ‖v − w‖p is a metric on V . Conversely,
if d is any translation-invariant, symmetric, positively homogeneous metric on a real vector
space V , then ‖v‖ = d(v, 0) defines a p-norm on V , where p ∈ (0, 1] is the degree of
homogeneity of d.
The following classical result, which goes back to Le´vy [24] (see also [13, Theorem 6.6]),
identifies which finite-dimensional p-normed spaces are positive definite metric spaces (and
hence, by homogeneity, of negative type).
Theorem 4.10. Let 0 < p ≤ 1, let ‖·‖ be a p-norm on Rn, and equip Rn with the metric
dp(x, y) = ‖x− y‖p. Then (Rn, dp) is a positive definite metric space if and only if there is
linear map T : Rn → Lp[0, 1] such that ‖Tx‖p = ‖x‖ for every x ∈ Rn.
Theorem 4.10 implies in particular that Lp[0, 1] and ℓ
n
p are positive definite with the
metric dp for 0 < p ≤ 1. We recall from Theorem 2.11 that Lq[0, 1] and ℓnq are also positive
definite, with the usual metric, for 1 ≤ q ≤ 2.
To simplify the statements of results:
For the rest of this section, ‖·‖ will always denote a p-norm on Rn such that
(Rn, dp) is a positive definite metric space.
We will make use of the function Fp : R
n → R defined by Fp(x) = e−‖x‖p , and denote by
B = {x ∈ Rn | ‖x‖ = 1} the unit ball of ‖·‖. For f ∈ L1(Rn), we adopt the convention that
the Fourier transform of f is given by f̂(x) =
∫
Rn
f(y)e−2πi〈x,y〉 dy.
A key observation is that Fp is the Fourier transform of a p-stable probability distribution.
Proposition 4.11 collects some crucial facts which follow from results from the literature on
stable random processes.
Proposition 4.11.
(1) There is a constant c > 0 (depending on the p-norm ‖·‖) such that F̂p(x) ≥ c(1 +
‖x‖2)−(1+p)n for every x ∈ Rn.
(2) For each x ∈ Rn, F̂p(tx) is nonincreasing as a function of t ≥ 0. In particular,∥∥F̂p∥∥∞ = F̂p(0) = Γ(np + 1) volB.
Proof. It follows from Theorem 4.10 and Bochner’s theorem that F̂p is the density of a
p-stable distribution µ on Rn.
By a theorem of Le´vy (see [13, Lemma 6.4]), there is a symmetric measure σ on Sn−1
such that
‖x‖p =
∫
Sn−1
|〈x, θ〉|p dσ(θ);
since ‖x‖ 6= 0 for x 6= 0, the support of σ is not contained in any proper subspace of Rn.
Then σ is a positive scalar multiple of the spherical part of the Le´vy measure of µ (cf. [31,
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Section 14]). Since σ is symmetric and not supported in a proper subspace of Rn, the linear
span of its support is all of Rn, and [38, Theorem 1.1(iii)] then implies the first claim.
Corollary 4.2 of [9] implies that every symmetric stable distribution on Rn is unimodal
in the sense defined in [9] and hence n-unimodal in the sense defined in [29] (see discussion
on p. 80 and p. 84 of [9]). The second claim then follows from [29, Theorem 6]. 
As in section 3.1, for a finite set B ⊆ Rn and w ∈ RB, we write fw(x) =
∑
b∈B wbFp(x−b).
Recall that the RKHS H of the metric space (Rn, dp) is the completion of the span of such
functions fw with respect to the norm given by
‖fw‖2H =
∑
a,b∈B
wawbFp(a− b) =
∫
Rn
F̂p(x)
∣∣∣∣∣∑
b∈B
wbe
2πi〈x,b〉
∣∣∣∣∣
2
dx =
∫
Rn
1
F̂p(x)
∣∣∣f̂w(x)∣∣∣2 dx.
Observe that the Fourier inversion theorem may be used here since F̂p is the density of a
random variable, hence integrable.
From here, standard arguments imply the following.
Proposition 4.12. The RKHS of (Rn, dp) is
H =
{
f ∈ L2(Rn)
∣∣∣∣∣
∫
Rn
1
F̂p(x)
∣∣∣f̂(x)∣∣∣2 dx <∞} ,
with norm given by
‖f‖2
H
=
∫
Rn
1
F̂p(x)
∣∣∣f̂(x)∣∣∣2 dx.
The Schwartz space S(Rn) is contained in H.
The dual space of H is naturally identified with the space of tempered distributions{
ϕ ∈ S′(Rn)
∣∣∣ ϕ̂ ∈ L2(F̂p(x) dx)} .
Thus weightings for compact subsets of (Rn, dp) can be identified as tempered distributions
satisfying a weak smoothness condition, although we will not make use of this fact here.
Note that, since F̂p is integrable, this space of distributions includes all finite signed measures
on Rn, so that weight measures fit gracefully into this perspective.
This concrete identification of the RKHS of (Rn, dp), together with Proposition 4.11,
make it possible to use Fourier analysis to prove a number of nice properties of magnitude
in these spaces, including the following fundamental fact.
Proposition 4.13. Let A ⊆ (Rn, dp) be compact. Then
volA
Γ
(
n
p + 1
)
volB
≤ |A| <∞.
Proof. By Proposition 4.12, H contains functions which are uniformly equal to 1 on A, so
the finiteness follows from Theorem 3.5.
For the lower bound, let h be the potential function of A. By Theorem 3.5, Proposition
4.12, Proposition 4.11(2), and Plancherel’s theorem,
|A| = ‖h‖2
H
≥
∥∥ĥ∥∥2
2
Γ(np + 1) volB
=
‖h‖22
Γ(np + 1) volB
≥ volA
Γ(np + 1) volB
. 
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The finiteness statement in Proposition 4.13 was proved in Theorem 3.4.8 and Proposition
3.5.3 of [19] for ℓn1 and ℓ
n
2 , and in somewhat greater generality in [27, Theorem 4.3]. The
lower bound was proved in [19, Theorem 3.5.6] for p = 1 and [27, Theorem 4.5] for the
general case.1 The proof here follows the approach used in [28] for ℓn2 (see Proposition 5.6
and the remarks following Corollary 5.3 there).
We now consider the behavior of magnitude functions in (Rn, dp). We must be careful
about a subtle notational issue when p < 1. Recall that for a metric space (A, d) and t > 0,
we denote by tA the metric space (A, td), which in the present context is different from the
usual interpretation of tA. Therefore we will introduce the notation t ·A = {ta | a ∈ A} for
A ⊆ Rn. Not that when A ⊆ Rn is equipped with the metric dp(x, y) = ‖x− y‖p associated
to a p-norm, the metric space tA is isometric to the set t1/p ·A ⊆ Rn equipped with dp.
The next result shows that magnitude knows about volume in all finite-dimensional
positive definite p-normed spaces. This generalizes [3, Theorem 1] for Euclidean space
ℓn2 .
Theorem 4.14. If A ⊆ (Rn, dp) is compact, then
lim
t→∞
|tA|
tn/p
= lim
t→∞
|t ·A|
tn
=
volA
Γ
(
n
p + 1
)
volB
.
Proof. Proposition 4.13 implies that
|t · A| ≥ vol(t ·A)
Γ
(
n
p + 1
)
volB
=
tn volA
Γ
(
n
p + 1
)
volB
for every t > 0. Now suppose that h ∈ H satisfies h ≡ 1 on A, and let ht(x) = h(x/t).
Then by Theorem 3.5 and Proposition 4.12,
(4.9)
|t ·A|
tn
≤
∫
Rn
1
F̂p(x)
∣∣∣ĥt(x)∣∣∣2 dx = ∫
Rn
1
F̂p(x/t)
∣∣∣ĥ(x)∣∣∣2 dx.
Proposition 4.11(2), the monotone convergence theorem, and Plancherel’s theorem imply
that
lim
t→∞
∫
Rn
1
F̂p(x/t)
∣∣∣ĥ(x)∣∣∣2 dx = ‖h‖22
Γ
(
n
p + 1
)
volB
.
By Theorem 4.12, there exist functions h ∈ H with h ≡ 1 on A such that ‖h‖22 is arbitrarily
close to volA (cf. the proof of [3, Theorem 1]), which completes the proof. 
The next theorem is the major known continuity result (as opposed to mere semicontinuity)
for magnitude.
Theorem 4.15. Denote by Kn the class of nonempty compact subsets of R
n, equipped with
the Hausdorff metric dH induced by dp, and suppose that A ∈ Kn is star-shaped with respect
to some point in its interior. Then magnitude, as a function Kn → R, is continuous at A.
Proof. By Proposition 3.1, we only need to show that magnitude is upper semicontinuous
at A. Letting h be the potential function of A, (4.9) and Proposition 4.12 imply that
1Theorem 4.5 in the published version of [27] is misstated in the case p < 1; see the current arXiv version
for a correct statement.
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|t · A| ≤ tn |A| for t ≥ 1. By translation-invariance, we may assume that A is star-shaped
about 0 and r1/p ·B ⊆ A for some r > 0. Now if B ∈ Kn and dH(A,B) < ε, then
B ⊆ A+ ε1/p ·B ⊆
(
1 +
(ε
r
)1/p) · A,
and so |B| ≤ (1 + ( εr)1/p)n |A|. Thus magnitude is upper semicontinuous at A. 
The family of sets A in Theorem 4.15 is slightly larger than what are sometimes called
“star bodies”, and of course includes all convex bodies. It is unknown, however, whether
magnitude is continuous when restricted to compact convex sets which are not required to
have nonempty interior.
The final result in this section shows that, in positive definite p-normed spaces, magnitude
can be computed from potential functions simply by integrating, as opposed to computing
the (more complicated) H-norm.
Theorem 4.16. Let A ⊆ (Rn, dp) be compact, and suppose that the potential function
h ∈ H of A is integrable. Then
|A| = 1
Γ
(
n
p + 1
)
volB
∫
Rn
h(x) dx.
Proof. Fix an even function f ∈ S(Rn) with f ≡ 1 on some open neighborhood of the origin.
Set fk(x) = f(x/k) and ϕk = f̂k/F̂p for k ∈ N. Then ϕk ∈ L1(Rn) and
‖ϕ̂k‖∞ ≤ ‖ϕk‖1 =
∫
Rn
1
F̂p(x/k)
∣∣∣f̂(x)∣∣∣ dx ≤ ∫
Rn
1
F̂p(x)
∣∣∣f̂(x)∣∣∣ dx <∞
by Proposition 4.11(2). Furthermore, for every x ∈ Rn,
ϕ̂k(x) =
∫
Rn
e−2πi〈x,y/k〉
f̂(y)
F̂p(y/k)
dy
k→∞−−−→
∫
Rn
f̂(y)
F̂p(0)
dy =
f(0)
Γ
(
n
p + 1
)
volB
=
1
Γ
(
n
p + 1
)
volB
by the dominated convergence theorem.
By the last part of Theorem 3.5, for sufficiently large k,
|A| = 〈h, fk〉H =
∫
Rn
ĥ(x)ϕk(x) dx =
∫
Rn
h(x)ϕ̂k(x) dx
by Parseval’s identity, and the claim now follows by the dominated convergence theorem. 
4.4. Magnitude in Euclidean space. Finally, we specialize the tools of section 4.3 to the
setting of Euclidean space ℓn2 , where they become even more powerful, allowing one to prove
much more refined results about continuity, asymptotics, and exact values of magnitude
than in more general normed spaces.
We will write simply F (x) = e−‖x‖2 , and let BnR = {x ∈ Rn | ‖x‖2 ≤ R}. In this setting
we have the explicit formula
(4.10) F̂ (x) =
n!ωn
(1 + 4π2 ‖x‖22)(n+1)/2
,
where ωn = voln(B
n
1 ) (see [37, Theorem 1.14]). This implies that the RKHS H for ℓ
n
2 is the
classical Sobolev space
H(n+1)/2(Rn) =
{
f ∈ L2(Rn)
∣∣∣∣ ∫
Rn
(1 + 4π2 ‖x‖22)(n+1)/2
∣∣∣f̂(x)∣∣∣2 dx <∞} ,
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and that ‖f‖2
H
= 1n!ωn ‖f‖
2
H(n+1)/2 .
A first application of this observation is the following, proved for ℓn2 in [28, Corollary 5.5].
Theorem 4.17. If A is a compact subset of ℓn1 or ℓ
n
2 , then the magnitude function t 7→ |tA|
is continuous on (0,∞).
Sketch of proof. For ℓn2 , using (4.10) one can show that |tA| ≥ 1t |A| for t ≥ 1, along the
lines of (4.9). For ℓn1 , if we let G(x) = e
−‖x‖1 =
∏n
i=1 e
−|xi|, then the n = 1 case of (4.10)
implies that
Ĝ(x) =
n∏
i=1
2
1 + 4π2x2i
,
and a similar argument yields that |tA| ≥ t−n |A| for t ≥ 1.
In either case, (4.9) shows that |tA| ≤ tn |A|. Together, these estimates imply that the
magnitude function of A is continuous on (0,∞); see Theorem 5.4 and Corollary 5.5 of
[28]. 
The most significant consequence of (4.10) is that when n is odd, 1/F̂ is the symbol of
a differential operator on Rn. In particular, when f : Rn → R is smooth,
(4.11) ‖f‖2H(n+1)/2 =
∫
Rn
f(x)
[
(I −∆)(n+1)/2f](x) dx,
where I is the identity operator and ∆ is the Laplacian on Rn. This opens the door to
using differential equations techniques to study magnitude. A first application is the proof
of the following result.
Theorem 4.18 ([3, Theorem 1]). If A ⊆ ℓn2 is compact, then limt→0+ |tA| = 1.
Sketch of proof. By Proposition 3.2, it suffices to show that lim supR→0+ |BnR| ≤ 1; it further
suffices, by embedding ℓn2 in ℓ
n+1
2 if necessary, to assume that n is odd. For 0 < R < 1 we
can choose smooth functions fR such that
fR(x) =
{
1 if ‖x‖2 ≤ R,
eRe−‖x‖2 if ‖x‖2 ≥
√
R
and the derivatives of fR are sufficiently small for R ≤ ‖x‖2 ≤
√
R that, using (4.11),
‖fR‖2H(n+1)/2 = ‖f0‖2H(n+1)/2 + o(1) = n!ωn + o(1)
when R→ 0; see the proof of [3, Theorem 1]. By Theorem 3.5, this completes the proof. 
Together with Theorem 4.17, this shows that the magnitude function of a compact A ⊆ ℓn2
is continuous on [0,∞). Recall that this result is false for general metric spaces A of
negative type [19, Example 2.2.8], but it does also hold for A ⊆ ℓn1 (Proposition 4.4).
A monotone convergence argument would prove the same result in a p-normed space if
supx F̂p(x)/F̂p(2x) <∞.
More significantly, we obtain the following conditions on the potential function of a
compact set A ⊆ ℓn2 , which provide the starting point for the only known approach for
explicit computation of magnitude for a convex body in ℓn2 when n > 1. This result follows
by considering the Euler–Lagrange equation of the minimization problem in Theorem 3.5,
and applying elliptic regularity.
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Theorem 4.19 (Proposition 5.7 and Corollary 5.8 of [28]). Suppose that n is odd and
A ⊆ ℓn2 is compact. Then the potential function h of A is C∞ on Rn \ A, and satisfies
(4.12) (I −∆)(n+1)/2h(x) = 0
on Rn \ A.
To indicate the usefulness of this observation, we show how Theorem 4.19 can be used to
quickly compute the magnitude of an interval in [a, b] ⊆ R. By Theorem 4.19, the potential
function h satisfies h−h′′ = 0 outside [a, b]. The boundary conditions h(x) = 1 for a ≤ x ≤ b
and h(x)→ 0 when |x| → ∞ (since h ∈ H1(Rn)) imply that
h(x) =

ex−a if x < a,
1 if a ≤ x ≤ b,
eb−x if x > b.
Then by Theorem 4.16,
|[a, b]| = 1
2
∫
R
h(x) dx = 1 +
b− a
2
,
in agreement with (3.6). A more involved, but still elementary computation yields another
proof of Corollary 4.3.
For higher dimensions, Barcelo´ and Carbery [3] analyzed the minimization problem in
more depth, and proved the following result using standard techniques of the theory of
partial differential equations.
Proposition 4.20 (See Proposition 2 and Lemma 4 of [3]). Suppose that n and m are
positive integers, and A ⊆ Rn is a convex body.
(1) There is a unique function f ∈ Hm(Rn) such that
(I −∆)mf(x) = 0 on Rn \ A
weakly and f ≡ 1 on A.
(2) If ∂A is piecewise C1 and f ∈ Hm(Rn), then all derivatives of f up to order m− 1
vanish on ∂A (in the sense of traces of Sobolev functions).
Together with Theorems 4.16 and 4.19, Proposition 4.20 reduces the computation of
magnitudes (in many cases) to the solution of a PDE boundary value problem. In general,
of course, solving a PDE boundary value problem is no simple matter. But in the case that
A = BnR is a Euclidean ball, rotational symmetry reduces the partial differential equation to
an ordinary differential equation on [R,∞), albeit of high degree. Barcelo´ and Carbery gave
an algorithm for solving the resulting ODE boundary value problem, and hence determining
the potential function h of BnR, for every odd dimension n and radius R > 0. From there,
Theorem 4.16 can be used to compute the magnitude BnR. (In [3] the magnitude was
found by computing ‖h‖2H(n+1)/2 using (4.11), since Theorem 4.16 had not yet been proved;
Theorem 4.16 makes the computation much simpler.) This approach yields the following.
Theorem 4.21 (Theorems 2, 3, and 4 of [3]). For every R > 0,∣∣B3R∣∣ = 1 + 2R+R2 + 16R3
and ∣∣B5R∣∣ = 24 + 72R2 + 35R3 + 9R4 +R58(R + 3) + 1120R5.
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In general, when n is odd, the magnitude |BnR| is a rational function of R > 0 with rational
coefficients.
Barcelo´ and Carbery also give an explicit formula for
∣∣B7R∣∣. We recall that they also
determined the asymptotics of |BnR| when R → 0 and R → ∞ in [3, Theorem 1], stated
above in Theorems 4.18 and 4.14. To date, odd-dimensional balls are the only convex bodies
in Euclidean space whose exact magnitudes are known.
It was previously conjectured in [23] that for a compact convex set A ⊆ ℓn2 ,
(4.13) |A| =
n∑
i=0
Vi(A)
i!ωi
,
where V0, . . . , Vn denotes the classical intrinsic volumes. Theorem 4.21 implies that (4.13)
holds for balls in ℓ32, but is false in dimensions n ≥ 5.
To put this conjecture in context, observe that (4.13) is a Euclidean version of Conjec-
ture 4.5 in ℓn1 . Note that 2
i = i!ω′i , where ω
′
i denotes the volume of the unit ball in ℓ
i
1,
tightening the analogy between (4.13) and Conjecture 4.5. At the time that (4.13) was
proposed, it was known to hold for n = 1, and was supported by numerical computations
in n = 2 [40]. Furthermore, some cases of Conjecture 4.5 in ℓn1 (contained in Theorem 4.6)
were known to be true.
Several interesting questions remain open, most obviously whether (4.13) holds for n ≤ 4.
Noting that (4.13) is equivalent to
(4.14) |tA| =
n∑
i=0
Vi(A)
i!ωi
ti,
Proposition 4.13 and Theorem 4.14 say that (4.14) is true to top order for sets of positive
volume when t → ∞, and Theorem 4.18 shows that (4.13) predicts the correct behavior
when t→ 0. One could ask whether (4.14) is approximately true in some sharper asymptotic
senses. Note that Theorem 3.11 is a Riemannian analogue of a weak asymptotic version of
(4.14). Barcelo´ and Carbery also raise the question of whether (4.13) holds if magnitude
is replaced by a suitable modification which coincides with magnitude in ℓn2 for n ≤ 3. We
mention another related question in section 5.
The final major consequence of the concrete identification of H for Euclidean space is
the realization that magnitude and maximum diversity, in the setting of ℓn2 , are actually
classical notions of capacity, well-known in potential theory. The formal similarity between
magnitude and maximum diversity on the one hand, and capacity on the other, is clear
from the definitions (cf. section 1.1 of [3]). But in ℓn2 , magnitude and maximum diversity
almost precisely reproduce classically studied forms of capacity.
Specifically, (4.10) and [1, Theorem 2.2.7] imply that for a compact set A ⊆ ℓn2 , |A|+ =
1
n!ωn
C(n+1)/2(A), where
Cα(A) := inf
{
‖f‖2Hα
∣∣∣ f ∈ S(Rn), f ≥ 1 on A} ,
is the Bessel capacity of A of order α. An alternative notion of capacity, which naturally
arises in the study of removability of singularities (see [1, Section 2.7]), is
Nα(A) := inf
{
‖f‖2Hα
∣∣∣ f ∈ S(Rn), f ≥ 1 on a neighborhood of A} .
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By Theorem 3.5, |A| ≤ 1n!ωnN(n+1)/2(A). In fact one would expect |A| = 1n!ωnN(n+1)/2(A);
this appears not to be the case for arbitrary compact A, but happily the comparison we
have will be enough for our purpose.
Before moving on, we pause to observe that, although we have just seen that magnitude
and its cousin maximum diversity fit into classical families of capacities, they both just fail
to fit into the parameter range which is of relevance for classical applications. As alluded
to above, capacities are frequently used to quantify “exceptional” sets; sets of capacity
0 are a frequent substitute for sets of measure 0 when studying singularities. However,
Cα(A) and Nα(A) are bounded below by positive constants whenever α > n/2. So from
the point of view of classical potential theory, magnitude and maximum diversity are rather
pathological. Nevertheless, the following result from potential theory, whose main classical
application is to show that Cα(A) = 0 if and only if Nα(A) = 0, also applies in our setting.
Proposition 4.22 ([1, Theorem 3.3.4]). For each n and each α > 0 there is a constant
κn,α ≥ 1 such that, for every compact set A ⊆ ℓn2 ,
Cα(A) ≤ Nα(A) ≤ κn,αCα(A).
Corollary 4.23 ([28, Corollary 6.2]). For each n there is a constant κn ≥ 1 such that, for
every compact set A ⊆ ℓn2 ,
|A|+ ≤ |A| ≤ κn |A|+ .
The significance of Corollary 4.23 is that, although maximum diversity is no easier to
compute explicitly than magnitude, in some ways its rough behavior is easier to analyze.
For example, it is natural to conjecture that the magnitude function t 7→ |tA| is increasing
for a compact space A of negative type. It is unknown whether this is true. On the other
hand, it is obvious that t 7→ |tA|+ is increasing, and Corollary 4.23 therefore implies that
the magnitude function of a compact set A ⊆ ℓn2 is at least bounded above and below by
constant multiples of an increasing function.
A more substantial consequence of Corollary 4.23 is the following result, which, like
Theorem 4.14, shows that the category-theoretically inspired notion of magnitude turns
out to encode quantities of fundamental importance in geometry.
Theorem 4.24 ([28, Corollary 7.4]). If A ⊆ ℓn2 is compact, then
lim
t→∞
log |tA|
log t
= dimMinkA.
Theorem 4.24, which should be interpreted in the same sense as Proposition 3.14, follows
immediately from Proposition 3.14 and Corollary 4.23. Another interesting aspect of this
result is that, as noted above, classically Proposition 4.22 is of interest primarily for sets of
capacity 0, or more generally for small sets; here it is instead applied to large sets.
5. Open problems
There are many interesting open problems about magnitude. These include extending
partial results discussed above, as well as some quite basic questions about the behavior of
magnitude. We mention several of them below.
(1) Does every compact positive definite space (or space of negative type) have finite
magnitude?
Proposition 4.13 implies that every compact subset of a finite dimensional positive
definite normed (or p-normed) space has finite magnitude, so that the obvious place
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to look for a counterexample is in infinite dimensions. Essentially the only infinite-
dimensional spaces whose magnitudes are known are boxes in ℓ1, which just miss
being a counterexample: ∣∣∣∣∣
∞∏
i=1
[0, ri]
∣∣∣∣∣ =
∞∏
i=1
(
1 +
ri
2
)
.
The condition ‖r‖1 < ∞, which both guarantees that this infinite-dimensional box
lies in ℓ1 and is compact, is also equivalent to the finiteness of the product on the
right-hand side.
(2) Is magnitude continuous on the class of compact sets in a positive definite normed
(or p-normed) space? What if we assume the space is finite-dimensional, or we
restrict to geodesic sets, or convex sets?
Recall that magnitude is continuous on convex bodies in a finite-dimensional
positive definite p-normed space (Theorem 4.15), but is not continuous on the class
of compact spaces of negative type (Examples 2.2.8 and 2.4.9 of [19]).
(3) Is Conjecture 4.5 true? Is it at least true for compact convex sets A ⊆ ℓn1?
In light of Theorem 4.6, Conjecture 4.5 is equivalent to the continuity of mag-
nitude on compact, geodesic (i.e., ℓ1-convex) sets in ℓ
n
1 . Similarly, if magnitude
is continuous on compact convex sets in ℓn1 , then Theorem 4.6 would imply that
Conjecture 4.5 holds for compact convex sets.
(4) Does the magnitude function of a convex body A ⊆ ℓn2 determine its intrinsic vol-
umes? What about a homogeneous compact Riemannian manifold?
(5) Does it hold that
|t(A ∪B)|+ |t(A ∩B)| − |tA| − |tB| → 0
as t → ∞ for compact, convex sets A,B ⊆ ℓn2 (or in more general normed spaces)
such that A ∪B is convex?
For convex bodies in ℓn1 , the left-hand side of the above is 0 for every t, as a
consequence of Theorem 4.6; the same would be true in ℓn2 if (4.13) were true.
(6) Does Theorem 4.24 hold for arbitrary compact spaces of negative type?
Theorem 4.24 applies to compact subsets of ℓn2 . As mentioned earlier, Proposi-
tion 7.5 of [28] shows that the conclusion of Theorem 4.24 also holds for compact
homogeneous metric spaces. In addition, Theorem 4.14 implies that the conclu-
sion of Theorem 4.24 holds for compact subsets of positive n-dimensional volume in
an n-dimensional positive definite p-normed space; hence it holds, for example, for
compact convex sets in any positive definite p-normed space.
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