Functional Itô calculus was introduced in order to expand a functional F (t, X ·+t , X t ) depending on time t, past and present values of the process X. Another possibility to expand F (t, X ·+t , X t ) consists in considering the path X ·+t = {X x+t , x ∈ [−T, 0]} as an element of the Banach space of continuous functions on C([−T, 0]) and to use Banach space stochastic calculus. The aim of this paper is threefold. 1) To reformulate functional Itô calculus, separating time and past, making use of the regularization procedures which matches more naturally the notion of horizontal derivative which is one of the tools of that calculus. 2) To exploit this reformulation in order to discuss the (not obvious) relation between the functional and the Banach space approaches. 3) To study existence and uniqueness of smooth solutions to path-dependent partial differential equations which naturally arise in the study of functional Itô calculus. More precisely, we study a path-dependent equation of Kolmogorov type which is related to the window process of the solution to an Itô stochastic differential equation with path-dependent coefficients. We also study a semilinear version of that equation.
Introduction
Recently, a new branch of stochastic calculus has appeared, known as functional Itô calculus, which results to be an extension of classical Itô calculus to functionals depending on the all path of a stochastic process and not only on its current value, see Dupire [12] , Cont and Fournié [3, 4, 5] . On the other hand, C. Di Girolami, the second named author and more recently G. Fabbri, have introduced a path-dependent type calculus having similar objectives in a series of papers ( [8, 9, 11, 10, 7] ), which is a stochastic calculus for processes taking values in a separable Banach space B (which includes the case B = C([−T, 0])). The aim of the paper is threefold.
1. First, to reformulate functional Itô calculus, separating time and past, making use of the regularization procedures which matches more naturally the notion of horizontal derivative which is one of the tools of that calculus.
2. Exploiting this reformulation of functional Itô calculus in order to discuss the relation between the functional and the Banach space approaches. In particular, to investigate the (not obvious) nature of the so-called horizontal derivative.
3. Study path-dependent Partial Differential Equations (PDEs) of Kolmogorov type which are associated to window processes of solutions to Itô stochastic differential equations with pathdependent drift and diffusion coefficients.
The paper is separated into two sections/parts: items 1. and 2. above are in the first part, while item 3. is studied in the second part. Let us now describe more in detail these two sections.
In the first part of the paper, we revisit functional Itô calculus by means of stochastic calculus via regularization. We recall that Cont and Fournié [3, 4, 5] developed functional Itô calculus and derived a functional Itô formula using discretization techniques of Föllmer [14] type, instead of regularization techniques. One of the main issues of functional Itô's calculus is the definition of the functional (or pathwise) derivatives, i.e., the horizontal derivative (calling in only the past values of the trajectory) and the vertical derivative (calling in only the present value of the trajectory). As mentioned above, the idea of regularization makes the approach more natural since it matches better the notion of derivative (for instance horizontal). On the other hand we have decided to keep separated "time" and "past", the sum of the time derivative plus "our" horizontal derivative would give Dupire's horizontal derivative. In [3] , it is essential to consider functionals defined on the space of càdlàg trajectories, namely D([−T, 0]), since the definition of functional derivatives necessitates of discontinuous paths. Therefore, if a functional is defined only on the space of continuous trajectories (because, e.g., it depends on the paths of a continuous process as the Brownian motion), we have to extend it anyway to the space of càdlàg trajectories, even though, in general, there is no a unique way to extend it. In contrast with this approach, our point of view is to consider a state space which get stuck as much as possible to the "natural space" of continuous functions C([−T, 0]). In the classical literature of functional dependent stochastic differential equations (as delay equations, see for instance [2] Notice that we use a slightly different notation with respect to [3] . In particular, instead of a map U : [0, T ] × C([−T, 0]) → R, in [3] a family of maps F = (F t ) t∈[0,T ] , with F t : C([0, t]) → R, is considered. However, we can always move from one formulation to the other. Indeed, given F = (F t ) t∈[0,T ] , where each . Despite this, the equivalence between the two notations is guaranteed by the fact that, as it will be clear later, when we consider the composition of U with a stochastic process, this extra information plays no role. Our formulation has two advantages. Firstly, we can work with a single map instead of a family of maps. In addition, the time variable and the path have two distinct roles in our setting, as for the time variable and the space variable in the classical Itô calculus. This, in particular, allows us to define the horizontal derivative independently of the time derivative, so that, the horizontal derivative defined in [3] corresponds to the sum of our horizontal derivative and of the time derivative. We mention that an alternative approach to functional derivatives was introduced in [1] . After this reformulation of functional Itô calculus, we can now investigate the relation between functional Itô calculus and Banach space valued stochastic calculus (via regularization), for the case of window processes. This latter and brand new branch of stochastic calculus and stochastic analysis has been recently conceived, deeply studied, and developed in many directions in [10, 11, 9] , [7] and for more details [8] . For the particular case of window processes, we also refer to Theorem 6.3 and Section 7.2 in [7] . In the present paper, we prove formulae which allow to express functional derivatives in terms of differential operators arising in the Banach space valued stochastic calculus via regularization. In particular, while the identification of the vertical derivative is rather expected, we found a not obvious relation between the horizontal derivative and second order derivative operators of Banach space valued stochastic calculus.
Dupire [12] introduced also the concept of path-dependent partial differential equation, to which the second part of the present paper is devoted. Di Girolami and the second named author, in Chapter 9 of [8] , considered a similar equation in the framework of Banach space valued calculus, for which we refer also to [13] . We also drive the attention to the recent contribution of [18] .
In the last part of the paper we focus on path-dependent semilinear Kolmogorov equations driven by a path dependent generator associated with a delay equation, for which we provide a definition of strict solution (namely smooth solution; we prefer to use the term "strict" instead of "classical" because all the theory of path-dependent partial differential equations is very recent). We prove a uniqueness result for this kind of solution, by means of probabilistic methods based on the theory of Backward Stochastic Differential Equations (BSDEs). More precisely, we show that, if a strict solution exists, then it can be expressed through the solution of a certain backward stochastic differential equation. Therefore, from the uniqueness of the BSDE it follows that there exists at most one strict solution. Then, we also prove an existence result for strict solutions. In the companion paper [6] , for the same type of equations, we introduce a more general notion of solution, that we have denominated strong-viscosity solution, for which we provide existence and uniqueness results.
The paper is organized as follows. In section 2 we develop functional Itô calculus via regularization: after a brief introduction on finite dimensional stochastic calculus via regularization in subsection 2.1, we introduce and study the space C ([−T, 0]) in subsection 2.2; then, we define the functional derivatives and we prove the functional Itô formula in subsection 2.3; in subsection 2.4, instead, we discuss the relation between functional Itô calculus via regularization and Banach space valued stochastic calculus via regularization for window processes. Finally, in Section 3 we study strict solutions to path-dependent PDEs.
2 Functional Itô calculus: a regularization approach
Background: finite dimensional calculus via regularization
The theory of stochastic calculus via regularization has been developed in several papers, starting from [23, 24] . We recall below only the results used in the present paper, and we refer to [26] for a survey on the subject. We emphasize that integrands are allowed to be anticipating. Moreover, the integration theory and calculus appears to be close to a pure pathwise approach even though there is still a probability space behind.
Fix a probability space (Ω, F, P) and
) be a real continuous (resp. P-a.s. integrable) process. Every real continuous process X = (X t ) t∈[0,T ] is naturally extended to all t ∈ R setting X t = X 0 , t ≤ 0, and X t = X T , t ≥ T . We also define a C([−T, 0])-valued process X = (X t ) t∈R , called the window process associated with X, defined by
Definition 2.1 Suppose that, for every t ∈ [0, T ], the following limit t − H t | goes to 0 in probability, as ε → 0 + . Proposition 2.3 Suppose that the limit (2.2) exists in the ucp sense. Then, the forward integral
Let us introduce the concept of covariation, which is a crucial notion in stochastic calculus via regularization. Let us suppose that X, Y are continuous processes.
Definition 2.4
The covariation of X and Y is defined by
if the limit exists in probability for every t ∈ [0, T ], provided that the limiting random function admits a continuous version (this is the case if the limit holds in the ucp sense). If X = Y, X is said to be a finite quadratic variation process and we set [X] := [X, X].
The forward integral and the covariation generalize the classical Itô integral and covariation for semimartingales. In particular, we have the following result.
Proposition 2.5
The following properties hold.
is the local martingale part of S 1 (resp. S 2 ).
(ii) Let V be a continuous bounded variation process and Y be a càdlàg process (or vice-versa); [26] . Concerning (ii) we refer to item 7) of Proposition 1 in [26] . (iii) follows from Proposition 6 in [26] . ✷
We end this crash introduction to finite dimensional stochastic calculus via regularization presenting one of its cornerstones: Itô's formula. It is a well-known result in the theory of semimartingales, but it also extends to the framework of finite quadratic variation processes. For a proof we refer to Theorem 2.1 of [25] .
be a real continuous finite quadratic variation process. Then, the following Itô formula holds:
for all 0 ≤ t ≤ T .
The deterministic calculus via regularization
A useful particular case of finite dimensional stochastic calculus via regularization arises when Ω is a singleton, i.e., when the calculus becomes deterministic. In addition, in this deterministic framework we will make use of the definite integral on an interval [a, b], where a < b are two real numbers. Typically, we will consider a = −T or a = −t and b = 0.
We start with two conventions. By default, every bounded variation function f : [a, b] → R will be considered as càdlàg. Moreover, given a function f : [a, b] → R, we will consider the following two extensions of f to the entire real line:
x < a,
exists and it is finite. Then, the obtained quantity is denoted by [a,b] gd − f and called (deterministic, definite) forward integral of g with respect to f (on [a, b]).
(ii) Suppose that the following limit
exists and it is finite. Then, the obtained quantity is denoted by [a,b] 
Let us now introduce the deterministic covariation. 
if the limit exists and it is finite for every
We notice that in Definition 2. [16] (which implies that the deterministic bracket, introduced in Definition 2.9 below, exists, for almost all Brownian paths f , and [f ](s) = s) and then applying Itô's formula in Theorem 2.6 above, with P given by the Dirac delta at a Brownian path f . ✷
We conclude this subsection with an integration by parts formula for the deterministic forward and backward integrals, whose simple proof is omitted. 
Our aim is to derive a functional Itô's formula for U . To do this, we are led to define, in the spirit of [12] and [3] , the functional (i.e., horizontal and vertical) derivatives for U . Since the definition of functional derivatives necessitates of discontinuous paths, in [3] (i) η n ∞ ≤ C, for any n ∈ N, for some positive constant C independent of n;
(ii) sup x∈K |η n (x) − η(x)| → 0 as n tends to infinity, for any compact set K ⊂ [−T, 0[; (iii) η n (0) → η(0) as n tends to infinity. 
Concerning this example, keep in mind that, using the integration by parts formula, U (η) admits the representation (2.4).
It is obviously continuous, but it is not continuous with respect to the topology of C ([−T, 0]). As a matter of fact, for any n ∈ N consider η n ∈ C([−T, 0]) given by (i) sup x∈[−T,0[ |γ n (x)| ≤ C, for any n ∈ N, for some positive constant C independent of n;
(ii) sup x∈K |γ n (x) − γ(x)| → 0 as n tends to infinity, for any compact set K ⊂ [−T, 0[. 
As a matter of fact, it is enough to consider the map 
In particular, we have
We conclude this subsection with a characterization of the dual spaces of C ([−T, 0]) and C ([−T, 0[), which has an independent interest. Firstly, we need to introduce the set
Notice thatΛ : 
ObviouslyΛ is also continuous with respect to the topology of 
Notice thatΛ :
Functional derivatives and functional Itô's formula
In the present section we shall prove one of the main result of this section, namely the functional Itô's formula for U :
We begin introducing the functional derivatives in the spirit of Dupire [12] , firstly for a functional u : C ([−T, 0]) → R, and then for U :
Definition 2.20
Consider u :
We say that u admits horizontal derivative at η if the following limit exists and it is finite:
(i)' Letũ be as in (2.6). We say thatũ admits horizontal derivative at (γ, a) ∈ C ([−T, 0[) × R if the following limit exists and it is finite: 0)) exists and they are equal; viceversa, whenever
) exists and they are equal.
(ii) We say that u admits first-order vertical derivative at η if the first-order partial derivative at (η |[−T,0[ , η(0)) ofũ with respect to its second argument, which we denote by
(iii) We say that u admits second-order vertical derivative at η if the second-order partial derivative at (η |[−T,0[ , η(0)) ofũ with respect to its second argument, which we denote by
), exists and we set
Definition 2.21
We say that u :
) and are continuous.
Remark 2.22
Notice that in Definition 2.21 we still obtain the same class of functions C 1,2 (past× present) if we substitute point (ii) with:
In particular, if (ii') holds then we can always take δ(γ) = ∞ for any γ ∈ C ([−T, 0[), which implies (ii). To prove this last statement, let us proceed by contradiction assuming that
Notice that δ * (γ) is in fact a max, therefore the map (2.10) is continuous 
(ii) The first-order vertical derivative of U at η as:
(iii) The second-order vertical derivative of U at η as:
Definition 2. 24 We say that U :
be a real continuous finite quadratic variation process. Then, the following functional Itô formula holds, P-a.s.,
11)
for all 0 ≤ t ≤ T , where the window process X was defined in (2.1).
Proof. Fix t ∈ [0, T ] and consider the quantity
Since (U (X s )) s≥0 is continuous, we have that
)| converges to zero in probability when ε → 0 + . On the other hand, we can write I 0 (ε, t) in terms of the functionũ, defined in (2.6), as follows:
Now we split I 0 (ε, t) into two terms:
12)
We begin proving that
Then, denoting by ∂ + ε φ the right partial derivative of φ with respect to ε and using formula (2.9), we find
Since u ∈ C 1,2 (past× present), we see from Now, we rewrite, by means of a shift in time, the term I 1 (ε, t) in (2.12) as follows:
Plugging (2.15) into (2.16), setting γ = X s , a = X s , we obtain
Observe that
Similarly, we see that the other two terms in (2.17) converge ucp to zero. As a consequence, we get (2.14). Regarding I 2 (ε, t) in (2.13), it can be written, by means of the following standard Taylor's expansion for a function f ∈ C 2 (R):
as the sum of the following three terms:
By similar arguments as in Proposition 1.2 of [25] , we have
Notice that ψ ω is uniformly continuous. Denote ρ ψω its continuity modulus, then
Since X has finite quadratic variation, we deduce that I 23 (ε, t) → 0 ucp as ε → 0 + . Finally, because of I 0 (ε, t), I 1 (ε, t), I 22 (ε, t), and I 23 (ε, t) converge ucp, it follows that the forward integral exists: 
Definition 2.28 Let
We can now state the functional Itô formula, whose proof is not reported, since it can be done along the same lines as Theorem 2.25.
18)
Remark 2.30
Notice that, as a particular case, choosing 
xx F ) denotes the first-order (resp. second-order) partial derivative of F with respect to its second argument. ✷
Comparison with Banach space valued calculus via regularization
In the present subsection our aim is to make a link between functional Itô calculus, as derived in this paper, and Banach space valued stochastic calculus via regularization for window processes, which has been conceived in [8] , see also [10, 11, 9] , and [7] for more recent developments. More precisely, our purpose is to identify the building blocks of our functional Itô's formula (2.11) with the terms appearing in the Itô's formula derived in Theorem 6.3 and Section 7.2 in [7] . While it is expected that the vertical derivative D V U can be identified with the term D δ 0 dx U of the Fréchet derivative, it is more difficult to guess to which terms the horizontal derivative D H U corresponds. To clarify this latter point, in this subsection we derive two formulae which express D H U in terms of Fréchet derivatives of U . Definition 2.31 Let (E, · E ) and (F, · F ) be two Banach spaces.
Let us introduce some useful notations. We denote by BV ([−T, 0]) the set of càdlàg bounded variation functions on [−T, 0], which is a Banach space when equipped with the norm
(i) We shall denote by E ⊗ F the algebraic tensor product of E and F , defined as the set of elements of the form v = n i=1 e i ⊗ f i , for some positive integer n, where e ∈ E and f ∈ F . The map ⊗ : E × F → E ⊗ F is bilinear.
(ii) We endow E ⊗ F with the projective norm π defined as follows:
(iii) We denote by E⊗ π F the Banach space obtained as the completion of E ⊗ F for the norm π.
We shall refer to E⊗ π F as the tensor product of the Banach spaces E and F . (iv) If E and F are Hilbert spaces, we denote E⊗ h F the Hilbert tensor product, which is still a Hilbert space obtained as the completion of E ⊗ F for the scalar product e ′ ⊗ f ′ , e ′′ ⊗ f ′′ := e ′ , e ′′ E f ′ , f ′′ F , for any e ′ , e ′′ ∈ E and f ′ , f ′′ ∈ F .
(v) The symbols E⊗ 2 π and e⊗ 2 denote, respectively, the Banach space E⊗ π E and the element e ⊗ e of the algebraic tensor product E ⊗ E.
Remark 2.32 (i)
The projective norm π belongs to the class of the so-called reasonable crossnorms α on E ⊗ F , verifying α(e ⊗ f ) = e E f F .
(ii) We notice, proceeding for example as in [11] (see, in particular, formula (2.1) in [11] ; for more information on this subject we refer to [27] ), that the dual (E⊗ π F ) * of E⊗ π F is isomorphic to the space of continuous bilinear forms Bi(E, F ), equipped with the norm · E,F defined as
33 Let E be a Banach space. We say that U : E → R is of class C 2 (E) if (i) DU , the first Fréchet derivative of U , belongs to C(E; E * ) and (ii) D 2 U , the second Fréchet derivative of U , belongs to C(E; Bi(E, E)). 
Remark 2.34 Take
where we used the identifications of Remark 2.32(iii). Consider η ∈ C([−T, 0]); then a typical situation arises when there exists
Moreover, D dx dy U (η) is uniquely determined. ✷
The definition below was given in [8] . 
Using the notations of Example 3.4 and Remark 3.5 in [11] , to which we refer for more details on this subject, we notice that χ 0 is indeed given by the direct sum
In the sequel, we shall refer to the term g 4 (x)δ y (dx) ⊗ dy as the diagonal component and to g 4 (x) as the diagonal element of µ. ✷
We can now state our first representation result for D H U .
Proposition 2.37
Let U : C([−T, 0]) → R be continuously Fréchet differentiable. Suppose the following.
(ii) There exist continuous extensions (necessarily unique)
19)
where we recall that previous deterministic integral has been defined in Section 2.1.1. In particular, the horizontal derivative D H U (η) and the backward integral in (2.19) exist.
Proof. Let η ∈ C([−T, 0]), then starting from the left-hand side of (2.19), using the definition of D H U (η), we are led to consider the following increment for the function u:
We shall expand (2.20) using a Taylor formula. Firstly, notice that, since U is C 1 Fréchet on C([−T, 0]), for every η 1 ∈ C([−T, 0]), with η 1 (0) = η(0), from the fundamental theorem of calculus we have
Recalling from Remark 2.14 the density of
) with respect to the topology of C ([−T, 0]), we deduce the following Taylor's formula for u:
. As a matter of fact, for any δ ∈]0, T /2] let (similarly to Remark 2.14(i))
and η 1,0 := η 1 . Then η 1,δ ∈ C([−T, 0]), for any δ ∈]0, T /2], and
Notice that f is continuous and hence bounded, since its domain is a compact set. Then, it follows from Lebesgue's dominated convergence theorem that
where
Notice that, since η(x) = 0 for x < −T , we see that
Finally, concerning I 1 (η, ε), from Fubini's theorem we obtain (denoting η ε,λ :
Recalling that D ac x u(·) = D ac 0 u(·), for x ≥ 0, we see that in I 11 (η, ε) and I 12 (η, ε) the integrals on ] − T, ε] are equal to the same integrals on ] − T, 0], i.e.,
Now, observe that
Moreover, since η is continuous at y ∈] − T, 0], we deduce that y y−ε η(x)dx/ε → η(y) as ε → 0 + . Therefore, by Lebesgue's dominated convergence theorem, we get
In conclusion, we have
which gives (2.19) using the integration by parts formula (2.5) and noting that we can suppose, without loss of generality,
For our second representation result of D H U we need the following generalization of the deterministic backward integral when the integrand is a measure. 
* continuously with respect to χ 0 .
Assume that there exist continuous extensions (necessarily unique)
of U and D 2 dx dy U , respectively. Let η ∈ C([−T, 0]) be such that the (deterministic) quadratic variation on [−T, 0] exists and suppose also the following.
, the diagonal element of the second-order derivative at η, has a set of discontinuity which has null measure with respect to [η] (in particular, if it is countable).
(ii) The horizontal derivative D H U (η) exists at η.
In particular, the backward integral in (2.22) exists.
Proof. Let η be as in the statement of the proposition. Then, using the definition of D H U (η) we are led to consider the following increment for the function u:
with ε > 0. Our aim is to expand (2.23) using some Taylor formula. To this end, we begin noting that, since U is C 2 Fréchet, for every η 1 ∈ C([−T, 0]) the following standard Taylor's expansion holds:
Now, using the density of
) with respect to the topology of the space C ([−T, 0]) and proceeding as in the proof of Proposition 2.37, we deduce the following Taylor's formula for u:
Recalling the definition of χ 0 given in Remark 2.36, denoting by D
dx dy U (η), we notice that (due to the presence of the indicator function
We denote by D 
Firstly, we shall prove that
To this end, for every ε > 0, define the operator T ε : L 2 ([−T, 0] 2 ) → R as follows:
and this last quantity is bounded with respect to ε since the quadratic variation of η on [−T, 0] exists. In particular, we have proved that for every g ∈ L 2 ([−T, 0] 2 ) there exists a constant M g ≥ 0 such that sup
It follows from Banach-Steinhaus theorem that there exists a constant M ≥ 0 such that
Now, let us consider the set S :
. Let us show that
(2.28)
Fix g ∈ S, with g(x, y) = e(x)f (y) for any (x, y) ∈ [−T, 0], then
We have
Similarly,
Therefore, from (2.29) we find
which converges to zero as ε goes to zero and therefore (2.28) is established. This in turn implies that
From (2.27) it follows that
which implies lim sup ε→0
. Sending n to infinity, we deduce (2.30) and finally (2.26).
Let us now consider the term I 3 (ε) in (2.25). Since the quadratic variation [η] exists, it follows from Portmanteau's theorem and item (i) that
Regarding the term
By assumption, φ η is a continuous map, and hence it is uniformly continuous, since [0, 1] 2 is a compact set. Let ρ φη denote the continuity modulus of φ η , then
This implies, by Cauchy-Schwarz inequality,
Finally, we consider the term
We see that ψ η is uniformly continuous. Let ρ ψη denote the continuity modulus of ψ η , then
Therefore, we have
In conclusion, we have proved that all the integral terms in the right-hand side of (2.25), unless I 1 (ε), admit a limit when ε goes to zero. Since the left-hand side admits a limit, namely D H U (η), we deduce that the backward integral
exists and it is finite, which concludes the proof. ✷ 3 Path-dependent SDE and Kolmogorov equation
The framework
Consider on (Ω, F, P) a real Brownian motion W = (W t ) t≥0 . We denote by F = (F t ) t≥0 the natural filtration generated by W , completed with the P-null sets of F. 
where the coefficients b and σ satisfy the following assumption.
for some positive constants M 1 and L 1 . 
Proof. Since Hypotheses (14.15) and (14.22) in [17] are satisfied under (H1), the existence and uniqueness part follows from Theorem 14.23 in [17] . Concerning (3.2), raising to the p-th power both sides of equation (3.1) , recalling that (
for any x 1 , . . . , x n ≥ 0, we obtain (X t,η is the window process associated to X t,η , see (2.1)) 
On the other hand, from Burkholder-Davis-Gundy's inequality and Hölder's inequality, it follows that there exists a positive constant c p , depending only on p, such that
Taking the expectation in (3.3), then exploiting (3.4) and (3.5), afterwards using the linear growth condition of b and σ in (H1), we see that there exists a positive constantC p , depending only on p, T, M 1 , such that
We can now deduce estimate (3.2) from an application of Gronwall's inequality. ✷ Our aim is to study the following path-dependent Kolmogorov equation, which turns out to be related to (3.1): 6) where
Remark 3.2 As already recalled, our functionals are defined, differently from [3] , in such a way that time t and path η are not related to each other, so that the non-anticipative property imposed by [3] is automatically satisfied. More precisely, the non-anticipative property is implicit in the definition of our functionals, since given a pair (t, η) the path η always represents the past up to time t. Indeed, in general η stands for a path of X t , which is the path of the process X on [−T + t, t]. ✷
Strict solutions
We introduce the concept of strict solution to equation (3.6) and then study its well-posedness.
, is called a strict solution to equation (3.6).
Let us begin focusing on the uniqueness of equation (3.6) . Actually, we shall prove a stronger result, namely, that any strict solution of (3.6) can be represented in terms of a backward stochastic differential equation. For this probabilistic representation formula, it is convenient to introduce the following spaces of stochastic processes.
•
• 
As a consequence, there exists at most one strict solution to equation (3.6) satisfying a polynomial growth condition as in (3.7).
Proof. Take (t, η) ∈ [0, T [×C([−T, 0]) and define, for any t ≤ s ≤ T , 
To conclude to the validity of (3.8) we have to take the limit T 0 → T in (3.10). To this end, it is enough to have a uniform (with respect to T 0 ) bound on the norm of Z t,η in H 2 (t, T 0 ). This follows from the following standard estimate for backward SDE, see Proposition B.1 of Appendix in [6] , with K = 0:
whereC is a positive constant, depending only on T and C. From estimate (3.2), we get, for any
Notice that from the polynomial growth condition of U and (3.11) we have Y t,η S 2 (t,T ) < ∞, therefore Y ∈ S 2 (t, T ). As a consequence, using monotone convergence theorem, we obtain
This implies, using estimate (3.11) and the polynomial growth condition of F , that Z ∈ H 2 (t, T ). Moreover, from the uniform Lipschitz property of F with respect to (y, z), we see that
In conclusion, we can send T 0 → T in (3.10) and obtain the probabilistic representation formula (3.8).
As it is well-known that there exists a unique solution (Y t,η , Z t,η ) ∈ S 2 (t, T ) × H 2 (t, T ) to the backward SDE (3.9) (see, e.g., Theorem 4.1 in [19] ), we deduce the uniqueness result for U . ✷
We now provide two existence results, i.e., Theorem 3.5 and Theorem 3.6, for strict solutions to equation (3.6) , when the coefficients have a cylindrical form. First, we consider the case where F does not depend on (y, z), then we address the general semilinear case.
Theorem 3.5 Suppose that F = F (t, η) does not depend on (y, z) and there exists N ∈ N\{0} such that, for all (t, η) 
for some positive constantsM 1 andL 1 .
(ii)F is continuous and, for all s ∈ [0, T ], the functionF (s, ·) belongs to C 2 (R N ) and its second order spatial derivatives satisfy a polynomial growth condition uniformly in s.
(iii)H ∈ C 2 (R N ) and its second order spatial derivatives satisfy a polynomial growth condition.
Then, the function U given by
from which (3.12) follows. Therefore, equation (3.1) becomes for all s ∈ [t, T ],
For any (t, x) ∈ [0, T ] × R N , consider the system of equations in R N (we denote ϕ = (ϕ 1 , . . . , ϕ N ))
Under assumption (i) onb andσ, it is well-known (see, e.g., Theorem 1.1, Chapter 5, in [15] ) that there exists a unique (up to indistinguishability) continuous process (X t,x,1 , . . . , X t,x,N ) = X t,x = (X t,x r ) r∈[t,T ] solution to (3.13) . Notice that, when x = (x 1 , . . . , x N ) ∈ R N is given by
then, by uniqueness of (3.13) and (3.12),
As a consequence, we obtain
where [15] , that Ψ ∈ C 1,2 ([0, T ] × R N ) and satisfies the following backward parabolic equation:
WhenF ≡ 0, the result is still true and the proof is based on Duhamel's principle. More precisely, we fix s ∈ [0, T ] and consider the following equation: for all t ∈ [0, T ], x, x ′ ∈ R N , y, y ′ ∈ R, and z, z ′ ∈ R.
(ii)b andσ are of class C 3 with partial derivatives from order 1 up to order 3 bounded.
(iii) For all t ∈ [0, T ],F (t, ·, ·, ·) ∈ C 3 (R N ) and moreover the following. Finally, the claim follows expressing the derivatives of U in terms of the derivatives of Ψ as in the proof of Theorem 3.5. ✷
