This paper presents numerical computations of three bladed horizontal axis marine current turbines in a uniform free upstream current. The unsteady evolution of the turbine wake is taken into account by some three-dimensional software, developed to assess the disturbances generated in the sea. An unsteady Lagrangian method is considered for these computations using "Vortex Method"; a velocityvorticity numerical implementation of the Navier-Stokes equations. The vortex flow is discretised with particles carrying vorticity, which are advected in a Lagrangian frame. The present paper aims at presenting results on both power and thrust coefficient (C P and C T ) predictions and wake characterisation, up to ten diameters downstream of the turbine. Moreover, two different marine current turbines configurations are considered: one is taken from literature 
Introduction
At the present time, many studies are being carried out concerning the energy resources available from tides or currents in the oceans around Europe [3, 4] and even around China [5, 6] , one of the first being [7] for the U.K. However, with the future large deployment of marine current energy converters, many questions have been raised about their impact on the environment [8, 9, 10] . Modifications of the overall flow patterns in the area of current energy devices [9] may alter the erosion and sediment transport by their wake effects [11] , and even the free surface of the sea [12, 13] . There is concern that even a small change to these processes could cause significant environmental impacts. For these reasons, there is a need for numerical prediction of the overall flow modification prior to the installation of a marine current farm.
Concerning horizontal axis marine current turbines, Computational Fluid Dynamics (CFD) has already been used for power and thrust coefficients (C P and C T )
Governing equations
The flow of an incompressible fluid is governed by the Navier-Stokes equations, which are written in velocity-vorticity formulation (u, ω):
where ω = ∇ ∧ u is the vorticity field of the flow, u is the velocity field and D/Dt is the material derivative. Equation (1) stands for the mass conservation equation in an incompressible fluid and equation (2) is the transport equation of vorticity. Dω/Dt represents the transport term in a Lagrangian frame, (ω · ∇)u stands for the stretching term, which disappears in two dimensions and ν∆ω represents the diffusion. The Helmholtz decomposition of the velocity field gives:
where ψ is a vector potential and φ is a scalar potential. With equations (1) and (3), we obtain:
The velocity field u can be expressed as the sum of three components, u ψ the rotational component of the velocity field, u φ the potential velocity field, and u ∞ a constant uniform velocity representing, in the present configuration, the marine current inflow. We finally have:
The rotational component of the velocity field From equation (4) , for any point M of the fluid domain D, the rotational component u ψ = ∇ ∧ ψ of the velocity field can be evaluated thanks to the Biot-Savart law:
with
In order to prevent the computations collapsing owing to the singular behaviour of K when two particles are getting too close, a desingularised kernel K ε is used (eq. (8)) as in Lindsay & Krasny [26] .
This desingularised kernel is commonly used in the Lagrangian vortex community; several references can be consulted on this particular topic, amongst others in Cottet & Koumoutsakos [27] . The so-called smoothing parameter ε is equivalent to the characteristic mesh size in Eulerian frame computations. A commonly wide spread value of ε is 1.5 times the characteristic inter-particle spacing.
The first step consists in discretising the vorticity field into vortex elements, which are indifferently termed either blobs or particles hereafter. A particle P i physically represents the vortical barycentre of a small volume of fluid dυ. The position X i of particle P i and the vorticity Ω i carried by this particle are respectively defined by:
and Ω i = P i ωdυ.
The particles' emission process is described in details in following section 2.3 and the time integration scheme in section 2.2. At a given location X i of the fluid domain D, the discrete rotational component U ψ i = u ψ (X i ) is derived from equation (7) as follows:
where N represents the total number of particles. Of course, the computation being unsteady, as the wake develops, the total number of particles increases with time (N = N (t)). However, the time dependence of N will not be written as a matter of simplification. In addition, the Tree Code algorithm developed by Lindsay & Krasny [26] has been implemented. This Tree Code is based on a Taylor expansion on the desingularised kernel K ε in order to speed up the determination of the velocity U ψ i
(eq. (10)). The Tree Code performances in the present implementation can be found in [24] .
The potential velocity From equation (5) , for any point M of the fluid domain D, the potential velocity u φ = ∇φ is defined in order to take into account the turbine blades S:
the residual velocity in the case of a motionless turbine. For rotating blades, an additional velocity component must to be defined as it will be presented hereafter (cf. eq. (19) ). The slip velocity condition (eq. (11a)) is imposed at every control point P ∈ S of the turbine. Moreover, the potential velocity u φ induced by these boundaries must satisfy the two last conditions, equation (11b) initially issuing from the solenoidal condition (1) and the perturbation velocity decay far from the turbine (eq. (11c)). This velocity potential φ is calculated using equations (11) and Green's third identity:
µ(P ) representing a distribution of normal dipoles on the turbine blade surface S.
Assuming that the turbine blades are discretised into N P surface elements with normal vectors n p and elementary surfaces ds p , that the dipoles distribution µ(P ) is
[µ] is an unknown vector representing the dipoles distribution µ p (p = 1, · · · , N P ).
[SM] is the second member of the matrix system and physically represents the residual velocity we want to annihilate on the blade control points P (X p ) in order to enforce the slip condition (eq. (16)). However, as explained in section 2.3, the emitted particles mainly depend upon the bounded vortex sheet strength γ (eq. (36)), which is closely linked to the normal dipoles distribution (eq. (38)). In the case of a moving obstacle, the bounded vortex sheet strength has to be evaluated in the moving frame (i.e. the rotating frame). Therefore, these residual velocities consist of the rotational velocity u ψ due to the presence of the particles, the main stream velocity u ∞ and the blades' rotation velocity u rot (r) = Φ ∧ r, with Φ the turbine rotation vector and r the radius between the concerned location and the rotation centre.
[SM] is then basically obtained from equation (11a), modified in order to be expressed in the rotating frame, and reads:
the residual velocity in the case of a rotating turbine.
Numerical scheme
Thanks to the Helmholtz decomposition (eq. (3) and (6)), the discrete velocity U i = u (X i ) at a given location X i of the flow in the Galilean frame R g is basically obtained by the following sum:
where U ∞ i is the infinite upstream velocity field, which is reduced in the present paper to a constant velocity, U ψ i is the velocity field induced by the vortical wake, obtained by equation (10) , U φ i is the potential velocity field induced by the normal dipoles distribution µ in order to enforce a free-slip velocity condition onto the blades, obtained by equation (14) .
The discrete evolution of the vortical particles (X i , Ω i ) is given by the transport equation of the particles positions X i by their own velocities U i as presented in equation (21) :
Equation (22) is the transport equation of the vortex particles Ω i and represents a discrete version of the Navier-Stokes equation (2) in velocity-vorticity formulation. The term (Ω i · ∇)U i , only in 3D configurations, is the deformation term and deals with the stretching and reorientation of the vortical particles in the flow (see [29, 27] ).
A second order Runge-Kutta method is used as the time integration scheme for equations (21) and (22) in order to have a good compromise between accuracy and time saving. To prevent the calculation from collapsing, a global re-meshing of the particles is also included every four time steps. This re-meshing process uses the interpolation formula M ′ 4 . A more complete survey on the effect of global re-meshing is available in [27] , where different interpolation formulae have been studied in terms of the velocity L 2 error introduced in the simulation. These studies concluded that the third order interpolation formula M ′ 4 provides a good compromise between accuracy, smoothness of the results and implementation work. The present computations are run on parallel architectures thanks to MPI (Message Passing Interface) libraries.
Viscous and turbulent diffusion: PSE scheme and LES model
In this section, the discretisation of the diffusion term of the Navier-Stokes equation (22) will be discussed. In the present numerical tool, a turbulence model based on a simple LES (Large Eddy Simulation) is implemented. For this reason, non uniform viscosity has to be considered. A more general way to treat diffusion with non uniform viscosity would be to use the term ∇ · (ν∇ω). It is precisely this term that is discretised in the following paragraphs. And in the case of homogeneous and constant viscosity, this last term ∇ · (ν∇ω) basically is reduced to ν∆ω.
The Particle Strength Exchange (PSE) method [30, 31, 32] , as its name points out, models diffusion with a transfer of vorticity from one particle to another without changing the support P i of the blobs. The following equations lead to the discrete formulation. First of all, an expression for the vorticity is defined in equation (23):
with ε the cut-off parameter, and ζ ε a 3D-radially symmetric regular function of unit weight, whose limit, as ε → 0, is the Dirac measure. The following smoothing function is chosen:
The diffusion term ∇ · (ν∇ω) with non uniform viscosity ν is then evaluated as in equation (25), defining a function η ε (r) calculated from ζ ε (r) (cf. [31] ). The expression for the diffusive part of the Navier-Stokes equation (22) is now obtained by an integral representation.
The next step consists in discretising this last equation (25):
with V i the volume of the i th particle. Equation (26) completes the discretisation of the diffusive part of the Navier Stokes equations. As mentioned above, a simple turbulence model is added on top of the molecular viscous diffusion. This is an LES model based on enstrophy introduced by Mansour et al. [33] , defining an eddy viscosity ν turb i . The total viscosity ν i used in equation (26) is the sum of the molecular viscous term and the turbulent term,
with:
Some mathematics can be found in [34] in order to demonstrate the previous form ν turb i
(named alternate form in [34] , p. 115) from the Kolmogorov hypothesis of isotropic homogeneous turbulence. The limitations of the current model mainly reside in the fact that the hypothesis of isotropic homogeneous turbulence is not met in the present application. An improved model, using a dynamic LES scheme can be found in Mansfield et al. [35] ; one can also refer to [36] for a review. The present computations use a somewhat simpler version, particularly with respect to the value of the constant C v , which is fixed a priori and set to a typical value of 0.15. The length h is equal to the smoothing parameter ε, which is an intuitive and widely spread way of determining the sub-grid scale. The motivations for choosing this model are twofold. Firstly, it is quite easy to implement within a particle method and secondly, it is built for vorticity diffusion, which is exactly what is required. It should be noted that in these computations, the total viscosity ν i is very close to the eddy viscosity ν . This kind of behaviour is generally true except for moderate or low Reynolds numbers. The concerned Reynolds numbers are presented in Table 1 and are discussed hereafter.
Vortex particles emission at the trailing edge
This section is mainly inspired from [37] and [38] . The vortex particles emission at the trailing edge uses the unsteady Bernoulli relation around the lifting surface which is, in the present case, the blades. The blades are considered here in the thin air-foil theory, i.e. the blade thickness is not taken into consideration as it is supposed to be infinitely thin. The boundary layers are not computed either, which implies that cases of flow separation cannot be treated in the present implementation of the numerical tool.
Denoting by ( + ) the upper face of the lifting surface (extrados) and ( − ) the lower face (intrados), the Bernoulli relation may be written
At the trailing edge, there is p + = p − and the previous equation (28) becomes
with γ T E obtained with equation (34) and the approximation |u m | dtdℓ ≈ ds e . Hence, equation (36) can be rewritten as:
with i a unit vector aligned with the trailing edge and j defined so that (i, j, n k ) is a local orthonormal direct vector base. The partial derivative
can easily be obtained by a simple finite difference:
where the vortex sheet strength is assumed to be zero on the outer lateral border of the blade. Evaluating the second derivative − ∂µ ∂x j is a little more complicated and equation (32) should be recalled. From this equation, it must be remembered that the attached vortex sheet is advected at the trailing edge by u m and can be written
and the last component of Ω e is obtained under the following form
Several conclusions can be drawn from these equations. More particularly, from equation (41), we can say that the unsteady contribution of the vortex sheet is mainly aligned with the trailing edge (i). However, the three-dimensional effects are perpendicular to the trailing edge normal (j), which is obvious from equation (39) and consistent with the fact that these three-dimensional effects appear only if there is a variation along the span direction. Details of the previous demonstration can be found in [37] .
Elementary force evaluation
As the bound vortex sheet γ, which is linked to the normal dipole distribution µ, has been evaluated in the rotating frame R rot , an additional pseudo Coriolis force f c = −2Φ ∧ U has to be considered. For any lifting surface in an unsteady flow, the total force F may be evaluated as follows:
A discretised form of this equation for an elementary panel of surface s k and vector normal n k would be the following:
with the following definitions:
• U(P n,k ) the velocity at the centre of the n th segment of the k th elementary panel,
• dl n,k the vector corresponding to this n th segment of the k th elementary panel,
• v n a coefficient equal to the surface ratio between the two neighbouring elements, if the n th segment belongs to two elementary panels, and 1 otherwise,
• U(P k ) the velocity at the centre of the k th elementary panel.
With these definitions, the total force F and moment M O at the centre of rotation (i.e. the frame centre O) can be defined as follows:
3. Turbine description and discretisation
Marine current turbine configurations
In order to validate the numerical tool, two different three bladed horizontal axis turbine configurations were used, both experimentally tested in flume tanks (cf. Table 1). The first set of blades is composed of NACA 63-8xx profiles. They were experimentally and numerically tested first by Bahaj et al. [1] and by Batten et al. [14] . For this reason, this set of blades will be named hereafter BBMC for Bahaj Batten McCann. A description of chord c, thickness t and pitch distribution is given in Table 2 . In [1] , a large number of results can be found with four different set angles, 0°, 5°, 10°and 13°. The second set of blades used for validation purposes was first designed by Tidal Generation Limited (TGL) [39] and experimentally tested in the IFREMER flume tank of Boulogne-sur-Mer (France) [2] . However, this set of blades, presented in Maganga et al. [2] , is patented so a similar and open set of blades was developed for experimental validation at IFREMER and numerical trial at LOMC-Le Havre University (France). In the present paper, this last open blades configuration will be named as the IFREMER-LOMC configuration. The turbine blades are designed from a NACA63418 profile. More detailed descriptions can be found in Table 2 .
The Tip Speed Ratio (T SR) is defined as:
where R stands for the turbine radius (cf. Table 1 ), Φ for the rotational speed and U ∞ represents the modulus of the upstream current velocity, which is supposed to be a constant vector in the present study. The Reynolds number (Re ∞ ) based on the rotor radius R, the upstream velocity U ∞ and the kinematic viscosity at 20
• C, is given for both configurations in Table 1 . All the computations were run dimensionless with a rotor radius R = 1.0 and U ∞ = 1.0. So depending on the tested configuration, the numerical molecular viscosity ν visc was adjusted in order to obtain Reynolds' invariance. In both cases, BBMC and IFREMER-LOMC configurations, ν visc were then very small, which corroborates with the previous remark that the numerical molecular viscosity was very small if compared to the eddy viscosity ν turb (see section 2.2). Several observations can be drawn from blades descriptions (Table 1 and 2) . Firstly, the rotation sense is clockwise for the BBMC configuration and anti-clockwise in the present configuration owing to the IFREMER-LOMC experimental model. Apart from that, the general configuration of both models is very similar in rotor and hub size as well as in tested TSR values. However, the blades' configurations are quite different: the dimensionless chord size c/R of the IFREMER-LOMC blades is larger than that of the BBMC blades, which are slimmer and more elongated. In the [0.2 − 1.0] r/R region, the blades' thickness t is almost always inferior to 25% of the chord c in both cases. However, owing to the lifting surface theory, the blades' thickness will not be considered in the present numerical study as the lifting surface is supposed to be infinitely thin. Another important aspect resides in the fact that the present IFREMER-LOMC configuration is more twisted with a total angle variation of approximately 20°compared to less than 15°in the BBMC case. The three latter observations might be important issues for the possible explanation of a slight discrepancy in the results (see section 4.2). The Galilean reference frame R g is presented in Figure 3 .
Blade mesh description
In order to proceed to the convergence analysis of the numerical model, different surface meshes of the three-bladed marine current turbines were designed including the meshing of the hub. Geometrical characteristics are described in Figure 4 , where notations are given for the blades' discretisation (cf. Table 3 ). The convergence analysis, presented in section 4.1, was performed considering the smoothing parameter ε, which is proportional to the inter-particle spacing dh. Here, we take: Table 2 : Detailed blade geometry description of the BBMC configuration reproduced from Bahaj et al. [1] (left) and the present IFREMER-LOMC configuration (right).
In Lagrangian methods, there is no Eulerian meshing of the fluid domain, and only vortical zones are represented by vorticity-carrying particles (X i , Ω i ) (see section 2.2). For a given smoothing parameter ε (or equivalently for a given dh), a corresponding l T E equal to dh is chosen to have a characteristic mesh size at the trailing edge of the blades (cf. Figure 4) . Section 2.3 can be referred to for more explanation about dh = l T E . In addition, different chord discretisations were tested, corresponding to different values of l c , as shown in figure 4 . The three tested chord discretisations are namely N c = 5, 10 and 15. For a given smoothing parameter ε (equivalently dh), the time step dt is obtained according to the turbine rotational speed Φ, in order to preserve the following condition for each particle:
which can be seen as a Lagrangian frame equivalent to the CFL condition in Eulerian computations. For the most critical case, i.e. the particle emitted at the top end of From Figure 7 , it can be observed that the computations converge to a coherent value either on C P or C T compared to GH-Tidal bladed and SERG-Tidal results reproduced from Bahaj et al. [1] . Mean values are presented with symbols and standard deviation with error bars. From these results it can be concluded that the computations are converged, at first order, from ε 0.1. From these graphs, three observations can be drawn: first, for large ε values, C P and C T evaluation errors can be very important. Convergence is then obtained more rapidly in terms of C T than for C P . Finally, at first order, it seems that the chord discretisation only has a minor influence on the results. From Figure 8 , where only a single chord C T convergence seems to be easily obtained with the IFREMER-LOMC configuration. In the authors' opinion, this can be interpreted by the fact that the blades are significantly more twisted in the IFREMER-LOMC geometry than they are in the BBMC one. Other geometrical aspects as the dimensionless blade chord c/R and relative thickness t/c might be of importance as well (cf. Table 2 ).
It is important to recall now that the aim of the present study is twofold: Power Coefficient C P and Thrust Coefficient C T evaluation on the one hand as well marine current turbine wake characterisation on the other hand. Further convergence in C P and C T , together with lower ε values is possible, but it would lead to such an considerable increase in the number of particles that the computations would be inaccessible in terms of CPU resources (see discussion in section 6).
Power coefficient validation
In order to further validate the numerical tool, we compared the performance (C P ) on the BBMC configuration as a function of the TSR for different set angles to the numerical and experimental data from literature [1] . Concerning the experimental procedure, many details can be found in [1] . As regards the numerical results, they were obtained using two numerical tools based on the Blade Element Momentum (BEM) theory and reproduced from [1] too. The first numerical tool is a commercial code GH-Tidal Bladed (See for instance [1, 41] ) and the second one, SERG-Tidal is academic software developed by the Sustainable Energy Research Group (SERG) of Southampton university (See for instance [1, 14] ). A single mesh discretisation (corresponding to ε = 0.075) is presented since we have shown that the results are converged for this discretisation (cf. section 4.1).
For the four different set angles, Figure 11 shows that the C P results are in accordance with literature for the lower T SR (i.e. T SR 4.0), in the ascending phase of the C P curve. For larger T SR, the C P values carry on increasing erroneously. This behaviour was expected as the present method is not able to correctly treat the flow separation that occurs where the local angle of attack becomes too high. From 4.0 T SR 6.0, flow separation occurs on a larger part of the blade's span, and beyond T SR 6.0 flow separation occurs almost along the whole span. The problem was discussed in section 2.3 and work currently being carried out on a modified version of the particle emission in order to take into account the flow separation. For the IFREMER-LOMC configuration, both performance (C P ) and thrust (C T ) were evaluated as a function of the T SR. A single mesh discretisation (ε = 0.075) is presented. Comparisons of the numerical and experimental results are presented in Figure 12 . The experimental data was obtained in the IFREMER flume tank of Boulogne-sur-Mer [42] . The experimental set-up is presented in detail in Maganga et al. [2] and the experimental trials were carried out with the same experimental procedure. Concerning the power coefficient (C P ), from the results presented in Figure 12 , the same observations as in the previous case (cf. Figure 11 the validity range, that is in the ascending phase of the C P curve (i.e. T SR 3.5 in that configuration). However, it is important to notice that the numerical tool is consistent and correctly reproduces the turbine performance whatever the geometry and the set angles are. As far as the thrust coefficient (C T ) presented in Figure 12 is concerned, the numerical results are also in accordance with the experiments. However, the standard deviation of the results are much larger than they are for the power coefficient. This indicates that the drag force F x oscillates around the mean value with a higher amplitude than for the x-moment. Consequently, the turbine might be more stressed in terms of fatigue due to this dynamic effect than it would be if only the static effect was considered. The range of validity (i.e. T SR 3.5) is about the same as for the performance coefficient (C P ), even slightly larger (with T SR ≈ 4.0, C T is still correctly reproduced).
Marine current turbine wake characterisation
To have a complete characterisation of the wake, computations have to be run on a longer total physical time (i.e. ∆t tot = 30.0 s) than for the C P and C T evaluation, in order to let the wake develop correctly over a distance of more than 10 diameters behind the turbine. In addition, an average has to be computed on the concerned velocities over ∆t m = 4.0 s in order to have mean values. Figure 13 presents the CPU time consumptions for the different discretisations (see Table 3 and Table 4 for details) as well as the total number of particles in abscissae. The computations were run on a parallel architecture, using MPI libraries, in CRIHAN (Centre des Ressources Informatiques de HAute-Normandie), on 16 nodes of bi-processors quadcores Intel Nehalem EP @ 2,8 GHz.
Some general remarks and comments can be drawn from the data presented in Figure 13 . Firstly, a finer discretisation leads to an increasing number of particles. Consequently, the finer the discretisation is, the more CPU time consuming Table 3 and Table 4 ). The CPU times are given in seconds and obtained using 16 the computations are. In fact, the coarsest discretisation (ε = 0.200) only uses approximately 90,000 particles with less than 3,000 s of CPU (≈ 50 minutes), whereas the finest discretisation (ε = 0.075) implies more than one million particles with approximately 212,000 s of CPU (≈ 2 days and 11 hours). The problem being that with the two last discretisations (ε = 0.100 and ε = 0.075), more and more small scales appear in the unsteady flow, which enhances its unsteadiness. As a conclusion, averaging over ∆t m = 4.0 s becomes insufficient to obtained a statistically correct mean value of the velocity components. A longer ∆t m could have been used for the average, together with a longer ∆t tot . However, these computations being already the two most CPU consuming, computations on a longer ∆t tot are not accessible yet, keeping in mind that the last physical seconds of computation are the most CPU consuming. In fact, whatever the discretisation is, computation of the last ∆t = 2 s physical time approximately consumes 20% of the total CPU time. For these reasons, the wake computation analysis was performed on a new set of discretisations as described in Table 4 , inspired from the previous Table 3 . The new discretisations were obtained to fractionate the interval between ε = 0.200 and ε = 0.150.
Characterisation of the wake
Following the above discussion, this paragraph presents the numerical wakes for the new discretisations presented in Table 4 and compares them with experimental results [42] . The experimental trials were carried out in the same configuration as Table 4 : Mesh description for different values of ε for the wake computations. Geometrical description of these values can be found in Figure 4 . The CPU times are given in seconds for a total physical time ∆t tot = 30.0 s and obtained using 16 nodes of bi-processors quad-cores Intel Nehalem EP @ 2,8 GHz.
detailed in [2] , with the same experimental procedure. Complete details of the turbine geometry, the IFREMER-LOMC configuration, are presented in section 3.1: one can refer to Table 1 for a general description and Table 2 for the blade description. Here, T SR = 3.67 is considered since it is in the range of validity of our emission model in the C P /C T curve (see Figure 12 ). As far as the ambient Turbulent Intensity ratio (T I) is concerned, it has to be noted that the minimum reachable value for the experimental T I was 5% whereas the numerical T I was assumed to be zero, comparable to experimental conditions in a towing tank. As mentioned above, the computational tool is not yet able to take into account an ambient turbulent intensity ratio properly. Although the experimental T I is rather weak, with only 5%, this might be a first explanation of the discrepancies in the results. New trials are already scheduled with different T SR and T I, the ambient Turbulent Intensity ratio, and will be published in the near future. Figure 14 shows the different mean axial velocity u/U ∞ maps corresponding to different numerical discretisations, the last graph (Fig. 14d) corresponding to the experimental one. At first sight, the general shape of the wake is well reproduced if compared to the experimental one, whatever the discretisation is and despite the difference in ambient turbulence intensity rates. However, a better observation of the results leads to three main remarks. The first remark resides in the difference between the experimental and the numerical results, of the lateral expansion of the wake basically defined here as the locus where u/U ∞ = 1.0. In fact, the experimental lateral expansion of the wake is approximately 1. (27), the eddy viscosity ν turb is homogeneous whereas wake flows are characterised by their directionality aligned with the free stream. This problem of turbulence model will also be discussed in the conclusion.
Secondly, the numerical wake shapes are somehow wavy, which is very easily observable in Figure 14c between x/D = 5.0 and x/D = 9.0. This general wavy aspect is not present in the experimental results (Figure 14d ). This difference can be attributed to the unsteady property of the numerical results: even after an average over ∆t m = 4.0 s, the mean velocity does not seem to be completely statistically correct. In fact, the computed flow becomes more and more turbulent (and thus more and more unsteady) as the discretisation size decreases. Thus, the finer the discretisation is, the more important the influence of the turbulence model is (cf. section 2.2). The unsteadiness of the flow being more important, averaging operations could have been applied on longer times than ∆t m = 4.0 s. That is to say, the complete computation has to be computed on longer time than ∆t tot = 30.0 s, which is not accessible at the present time with the present numerical implementation. The lack of averaging is actually the main reason for this wavy behaviour of the computed wake. Num., ε=0.075 Exp., TI=5%
(b) x = 3.0D Figure 15 : Axial velocity profiles at two different locations in the near wake of the turbine for different ε values (see Table 3 ).
From the graphs presented in Figure 14 , the final remark would be the difference in the maximum velocity deficit just behind the turbine, for x/D 4.0. In the experiments, the near wake flow is a combination of three wakes: the hub wake, the mast wake and the rotating blade wake. The asymmetry in the experimental near wake (Fig. 14d) can clearly be attributed to the interaction of the rotating blade wake with the fixed-mast wake. In the computations, only the hub and the blades are taken into account, which may be one explanation. Furthermore, the minimum axial velocity (inversely proportional to the maximum axial velocity deficit) is approximately u/U ∞ ≈ 0.3 for the numerical computations (Fig. 14c) whereas it is only u/U ∞ ≈ 0.5 in the experiments (Fig. 14d) . This discrepancy is rather difficult to analyse because the flow is very complex in this region. Figure 15 depicts the numerical velocity profiles for two locations in the near wake (x/D = 1.2 and x/D = 3.0) for the first set of discretisations (see Table 3 ). On the numerical profiles presented in Figure 15a , the hub wake and the blades wake are easily distinguishable, whereas the experimental wake is already well mixed. At one diameter behind the blades, the turbulent mixing is already not well reproduced numerically. At three diameters downstream (Fig. 15b) , the numerical maximum velocity deficit converges around an approximate value of u/U ∞ ≈ 0.2 against u/U ∞ ≈ 0.5 in the experiments. The conservation of mass is not at fault but the lack of mixing is even strengthened with finer discretisations (ε = 0.100 and ε = 0.075): the computations do not correctly recover the Gaussian velocity deficit. As already mentioned, the weakness of our turbulence model is highlighted. For the two lowest discretisations (ε = 0.100 and ε = 0.075), the far wakes are not presented owing to the previous discussion at the beginning of section 5. In following section 5.3, the axial velocity deficit will be discussed in more depth.
Wake velocity profiles
From the maps presented on Figure 14 , a closer look can be taken by considering the velocity profiles at different particular locations behind the turbine, even far behind the wake at eight diameters downstream. Figure 16a , the numerical velocity profiles show a minimum velocity value well-marked at the profile centre (i.e. y/D = 0). This well-marked shape can clearly be attributed to the hub wake, which at this point, has not yet mixed with the blade wake; the corresponding experimental velocity profile is more or less flat with u/U ∞ ≈ 0.5 between y/D = −0.45 and y/D = +0.45. On Figures 16c and 16d , the mixing has now occurred in the numerical velocity profiles, at least for ε = 0.160 and ε = 0.150. The finest discretisation (ε = 0.150) is however the only one to correctly reproduce the Gaussian velocity profile for x/D ≥ 4.0 (Fig. 16d to 16h ). This lack of mixing is clearly a sign of deficiency of our turbulence model, as mentioned above. Smaller discretisations (ε < 0.150) may improve the results and will be tested in the future together with a better turbulence model.
For the far wake (x/D ≥ 4.0, Fig. 16d to 16h) , the computed velocity profiles are very close to the experimental ones for all the discretisations. One disadvantage should be mentioned, despite the fact that the computed profiles are close, they all show a lower deficit than expected.
The conservation of mass is not at fault here, and the mean velocity deficit (indicated by the vertical bars on Figure 16 and computed as in section 5.3) could be a good indicator. In fact, in the near wake (x/D ≤ 3.0, Fig. 16a to 16c) , the mean velocity deficits are closer to the experimental one as the discretisation decreases. At x/D ≈ 4.0 (Fig. 16d) , the mean velocity deficits are barely identical whatever the discretisations are and remain very similar in the far wake (x/D ≥ 4.0, Fig. 16d  to 16h ). Section 5.3 will treat this aspect in detail.
Integrated axial velocity deficit
From these profiles, the mean value of the axial velocityū(x) was estimated at position x integrated on a R * = R + δr radius disc:
Here we take δr = 0.05m ≃ 0.14R, which enlarges the integration interval to the two nearest experimental measurement nodes outside the rotor. In this way, the whole velocity deficit is taken into account. The R * radius disc thus represents the turbine's area of influence, which is slightly larger than the turbine's cross-section area. This mean axial velocityū(x) is very interesting in the perspective of several rows of marine current turbines in a farm. In fact, it approximately indicates the total amount of power (≈ 3 ) still present in the wake, keeping in mind that the velocity profiles are not homogeneous and very turbulent. Experimental studies are focusing on these configurations of several rows of marine current turbines, amongst others [42] . Now that the evaluation of the axial velocity mean value on the turbine's area of influence has been defined, we can examine the reduction of the velocity deficit as the distance from the turbine increases. The mean axial velocity deficit γ (in %) at a specific location x behind the turbine is defined as (Table 4 ) are compared to the experimental value with an ambient turbulence intensity T I = 5%. As observed earlier, two different behaviours in the wake can be observed. The near wake is characterised by a velocity deficit, which is approximately constant and the far wake, where the velocity deficit decreases more or less linearly until zero, indicating that the initial velocity value has been recovered. First, the main difference between the numerical results and the experiments resides in the fact that the transition between the near and far wake does not occur at the same location. In fact, it occurs very close to the turbine in the experiments, approximately at x/D ≈ 2.0, and only around x/D ≈ 3.0 ∼ 4.0 for the numerical results depending on the resolution (ε). Once again, this behaviour is mainly due to a lack of mixing as discussed in section 5.2 and above.
Secondly, for the near wake, the finer the resolution is, the higher the velocity deficit. And the closer to the experimental results it gets. The increase in velocity deficit between x/D = 1.2 and 2.0, very strong for ε = 0.150 but also present in the experiments, is only due to radial effects. In fact, the mean velocity deficit γ is only computed for a disc of radius R * . For the numerical far wake (x/D 3.0 ∼ 4.0), all the computations almost superimpose themselves but not with the experimental curve. Two main comments can be made: there is a gap ab initio, the velocity deficit γ is always inferior to the experimental one (except for ε = 0.150 but it decreases very rapidly between x/D = 3.0 and 4.0) and the slope of decrease is higher in the numerics than in the experiments. A higher slope can clearly be attributed to a higher dissipation than expected in the numerical scheme. Here again, the turbulence model can be blamed but not alone. A higher order integration scheme than the present 2 nd order Runge Kutta or a higher order smoothing function for the kernel regularisation (eq. (8)) may enhance the quality of the results.
Conclusion
Numerical computations of three bladed horizontal axis marine current turbines were presented on both power and thrust coefficient (C P and C T ) predictions as well as wake characterisation, up to ten diameters downstream of the turbine. Concerning the C P and C T predictions, a disadvantage has to be mentioned in that only the ascending phase of the C P /C T curves can be modelled at the present time. In fact, for large T SR-values, flow separation cannot be treated with the present numerical implementation and this is going to be one of the two major developments in the near future. However, in the T SR validity range of the method, a convergence analysis study was performed for two different marine current turbines configurations. It shows that the numerical tool gives accurate results if compared to literature [1, 42] . Moreover, the present implementation is consistent as it gives accurate results for the two different configurations, a thin and elongated blade shape for the BBMC configuration [1] and a larger chord slightly thicker shape, for the IFREMER-LOMC one [42] . Therefore, the expected results should be as accurate for other blades' configuration, in the limit of moderate relative thickness (t/c) and T SR validity range.
Regarding the wake characterisation, computations of unsteady 3D wake flows were run in this study. Velocity maps and profiles in the wake of the turbine are in good qualitative and quantitative accordance with experiments, up to ten diameters downstream of the turbine. However, owing to a growing CPU time consumption as the computation resolution is refined, the wake flow could not be obtained for the finest resolutions (i.e. ε 0.100). A better parallel implementation together with the use of more than the current 128 cores may make these computations accessible within a reasonable duration. Nevertheless, the implementation of a better turbulence model is compulsory as the present one fails in many points: insufficient mixing behind the turbine hub, insufficient diffusion as the lateral extension of the wake indicates and finally too high a numerical dissipation as highlighted by the axial velocity deficit. Several other turbulence models are available in literature (see for instance [35, 36] ) and this will be the other major development of the numerical tool for the future. In addition, the account of different ambient turbulence intensity (TI) rates would be of great interest if one wants to get a better evaluation of the wake flow (and thus the global flow perturbation) of a marine current turbine in real conditions, with more realistic ambient turbulence intensity (TI) rates. Moreover, several TI rates are available in the IFREMER flume tank of Boulogne-sur-Mer [2] , which may form an interesting starting point for numerical/experimental comparisons.
As short-term perspectives, numerical tests could be run with the present tool for other blade configurations, with or without a duct. The wake characterisation for different T SR could be evaluated in the perspective of marine current turbines in a farm. With respect a turbine farm, another short term perspective would be to run computations of wake interactions between two or three turbines. No real important modification in the software is required, as the present numerical scheme can easily handle several turbines provided that the CPU performance is and/or an access to larger CPU resources is granted. Experimental results on turbine interactions are also already available [42] to validate these future computations. For long-term perspectives, when a new particles emission scheme and a better turbulence model are implemented, more complex configuration could be foreseen: a boundary layer profile in the upstream velocity, wave and current upstream velocity and finally, more realistic sea states combining the two previous cases together with realistic ambient turbulence intensity rates.
