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Abstract
Given a graph G, a total dominating set Dt is a vertex set that every vertex of
G is adjacent to some vertices of Dt and let dt(G, i) be the number of all total dom-
inating sets with size i. The total domination polynomial, defined as Dt(G,x) =
|V (G)|∑
i=1
dt(G, i)x
i, recently has been one of the considerable extended research in the
field of domination theory. In this paper, we obtain the vertex-reduction and edge-
reduction formulas of total domination polynomials. As consequences, we give the
total domination polynomials for paths and cycles. Additionally, we determine the
sharp upper bounds of total domination polynomials for trees and characterize the
corresponding graphs attaining such bounds. Finally, we use the reduction-formulas to
investigate the relations between vertex sets and total domination polynomials in G.
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1 Introduction
Throughout this paper G = (V,E) is a finite simple undirected graph with vertex set V =
V (G) and edge set E = E(G). Let |V | denote the order of G. Especially, G = φ or V = φ if
|V | = 0. For any v ∈ V (G), NG(v) = {w ∈ V (G) : vw ∈ E(G)} is the open neighborhood of
v andNG[v] = NG(v)∪{v} is the closed neighborhood of v inG. IfNG(v) = φ, then v is called
an isolated vertex. The set of vertices adjacent in G to a vertex of a vertex subset S ⊆ V (G)
is the open neighborhood NG(S) of S, NG[S] = NG(S) ∪ S is the closed neighborhood of S
and G−S is a subgraph induced by V (G)−S. For u ∈ V (G), G/u is the contracted graph by
the removal of u and the addition of edges between any pair of non-adjacent neighbors of u,
G⊖u or G⊖u⊖v represents a subgraph induced by V (G)−NG[u] or V (G)−NG[u]−NG[v]
respectively. In particular, we set G− u⊖ v = (G− u)⊖ v and G− e⊖ u = (G− e)⊖ u. A
vertex is said to be a pendant vertex if its open neighborhood contains exactly one vertex.
The neighbor of a pendant vertex is called a supporting vertex. A graph F is called a forest
if it has no cycles. When F contains only one component, we say F is a tree. For graphs
G1, G2, G1 ∪ G2 is called the union graph of G1 and G2 with vertex set V (G1) ∪ V (G2)
and edge set E(G1) ∪ E(G2), G1 ∨G2 is called the join graph of G1 and G2 with vertex set
V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2) ∪ {uv : u ∈ V (G1) and v ∈ V (G2)}. In [4,8],
The 2-corona of a graph G is defined by the graph of order 3|V (G)| obtained by attaching
a path of length 2 to each vertex of G such that the resulting paths are vertex disjoint. Let
Sn , Tn be the star, tree of order n.
A vertex set Dt of a graph G is a total dominating set [11] if every vertex of V (G) is
adjacent to some vertices of Dt. Let γt(G) be the minimum size of total dominating sets,
Dt(G, i) be the set of all total dominating sets of size i and set dt(G, i) = |Dt(G, i)|. The total
domination polynomial [14], defined as Dt(G, x) =
|V (G)|∑
i=1
dt(G, i)x
i, is one of the extended
research-area of the domination theory. The domination polynomial was studied recently by
several authors, see [2, 3, 6, 9, 10, 11, 13].
The following equalities, which are easy to check by the concepts, are very useful in
calculating total domination polynomials of graphs.
Proposition 1 Let G, Pn and Cn be a graph, a path and a cycle with n vertices. Then
(i) Dt(G, x) 6= 0 if and only if G has no isolated vertices.
(ii) The number of supporting vertices of G is n− dt(G, n− 1).
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(iii)[4] Dt(G, x) = Dt(G1, x)Dt(G2, x), where G = G1 ∪G2.
(iv) Dt(P1, x) = 0, Dt(P2, x) = x
2, Dt(P3, x) = x
3 + 2x2, Dt(P4, x) = x
4 + 2x3 + x2.
(v)[14] Dt(C3, x) = x
3+3x2, Dt(C4, x) = x
4+4x3+4x2, Dt(C5, x) = x
5+5x4+5x3, Dt(C6, x) =
x6 + 6x5 + 9x4.
The following proposition is due to Cockayne et al.(1980) and Brigham et al.(2000).
Proposition 2 [5, 11] If G is a connected graph of order n ≥ 3, then 2 ≤ γt(G) ≤ 2n/3,
the right equality holds if and only if G is C3, C6 or 2-corona.
In general, it is very hard to find the total domination number(polynomial) of a graph and
determine the solutions of related extremal problems. A plenty of properties of domination
number are explored, see [1, 7, 8, 15, 16]. However, only a few classes of graphs with exact
determination of the coefficients have been appeared in the literture. Vijayan and Kumar
[14](2012) obtained some properties of total domination polynomials for cycles. Chaluvaraju
et al.[4](2014) presented some basic properties of total domination polynomials and graph
operations of the union and join of graphs. However, the vertex and edge reduction formulas,
which are very important tools to investigate the properties of graph polynomials, are still
unknown for total domination polynomials.
This article not only obtains recurrence relations of total domination polynomials for
graph operations, but also digs out some interesting results on extremal problems and the
characterization of graphic structures using the total domination polynomials of a graph.
The main results of this study are detailed below.
1. We present the vertex-reduction and edge-reduction formulas of total domination poly-
nomials in Theorems 1 and 3. As consequences, Theorems 2 and 4 give the recurrence
relations for total domination polynomials of paths and cycles.
2. We obtain the sharp upper bounds of total domination polynomials for trees and
characterize the corresponding graphs attaining such bounds in Theorem 5, which is a
classic type of extremal problems.
3. Using the reduction-formulas, we investigate the values of total domination polynomials
at x = −1 in Theorems 6 and 7. Our results indicate that the number of all total
dominating sets of even size and that of odd size can differ by at most 1 for the forest.
4. A direct relation between the vertices of degree 2 and the coefficients of total domina-
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tion polynomials is given in Theorem 8.
2 Reduction-formulas of total domination polynomials
In this section, we determine the vertex-reduction and edge-reduction formulas of total dom-
ination polynomials. For any graph G, letW ⊆ V (G) and CW be a statement onW . Denote
Dt(G, x){CW} to be the generating function for the number of total dominating sets of G
under the condition CW :
Dt(G, x){CW} =
∑
NG[W ]=V (G)
ϕ(W )x|W |,where ϕ(W ) =
{
1, if CW holds for W,
0, if otherwise.
For instance, if w ∈ V (G), then Dt(G, x){w /∈ W} represents the total domination polyno-
mial generated by all total domination sets W of G with w /∈ W . Also, define a new identity
function 1G⊖u⊖v as follows: For the vertices u, v ∈ V (G),
1G⊖u⊖v =
{
1, if G⊖ u⊖ v = φ,
Dt(G⊖ u⊖ v, x), if G⊖ u⊖ v 6= φ.
Theorem 1 For any connected graph G and u ∈ V (G),
Dt(G, x) = Dt(G− u, x) + xDt(G/u, x)− (1 + x)Dt(G/u, x){NG(u) ∩W = ∅}
+
∑
v∈NG(u) x
21G⊖u⊖v.
Proof. We first consider the case when the total dominating set W does not contain u.
Then W is a total dominating set of G if and only if NG(u) ∩ W 6= φ and W is a total
dominating set of G− u. Thus,
Dt(G, x){u /∈ W} = Dt(G− u, x){NG(u) ∩W 6= φ}. (1)
Also, when W is a total domination set of G − u, W is also a total domination set of G/u
since G − u is a subgraph by the definition of G − u and G/u; Conversely, if W is a total
domination set of G/u and NG(u)∩W = φ, then W is still a total domination set of G− u.
Thus,
Dt(G− u, x){NG(u) ∩W = φ} = Dt(G/u, x){NG(u) ∩W = φ}. (2)
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By (1) and (2), we can get that,
Dt(G, x){u /∈ W} (1)= Dt(G− u, x){NG(u) ∩W 6= φ}
(2)
= Dt(G− u, x)−Dt(G/u, x){NG(u) ∩W = φ}. (3)
Now we consider the case when the total dominating setW contains u. Then NG(u)∩W 6=
φ. If |NG(u)∩W | = 1, say v ∈ NG(u)∩W , and |NG−u(v)∩W | = 0, then either G⊖u⊖v = φ
or W − {u, v} is a total dominating set of G⊖ u⊖ v. We have
Dt(G, x){u ∈ W,NG(u) ∩W = {v}, |NG−u(v) ∩W | = 0}
=
{
x2, if G⊖ u⊖ v = φ,
x2Dt(G⊖ u⊖ v, x), if G⊖ u⊖ v 6= φ.
= x21G⊖u⊖v. (4)
If NG(u) ∩W = {v} and |NG−u(v) ∩W | ≥ 1, then W − u is also a total dominating set of
G/u. Also, for any total dominating set W ′ of G/u, we have W ′ ∪ {u} is a total dominating
set of G. Thus,
Dt(G, x){u ∈ W,NG(u) ∩W = {v}, |NG−u(v) ∩W | ≥ 1}
= xDt(G/u, x){NG(u) ∩W = {v}, |NG/u(v) ∩W | ≥ 1}. (5)
Similarly, if |NG(u)∩W | ≥ 2, then W −u is a total dominating set of G/u and for any total
dominating set W ′ of G/u, then W ′ ∪ {u} is a total dominating set of G. Thus,
Dt(G, x){u ∈ W, |NG(u) ∩W | ≥ 2} = xDt(G/u, x){|NG(u) ∩W | ≥ 2}. (6)
Furthermore, for the total dominating set W of G, if v ∈ NG(u) and NG/u(v)∩W = φ, then
dG(u) = dG(v) = 1 and uv ∈ E(G), that is, v is an isolated vertex of G/u. Thus, W is not
a total dominating set of G/u, that is,
Dt(G/u, x){NG(u) ∩W = {v}, |NG/u(v) ∩W | = 0} = 0. (7)
For G/u, we can obtain that
Dt(G/u, x)−Dt(G− u, x){|NG(u) ∩W | = 0}
(2)
= Dt(G/u){|NG(u) ∩W | ≥ 1}
(7)
=
∑
v∈NG(u)
Dt(G/u, x){NG(u) ∩W = {v}, |NG/u(v) ∩W | ≥ 1}
+Dt(G/u, x){|NG(u) ∩W | ≥ 2}. (8)
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Also, by (4)-(8) and v ∈ NG(u), one can obtain that
Dt(G, x){u ∈ W}
= Dt(G, x){u ∈ W, |NG(u) ∩W | = 1}+Dt(G, x){u ∈ W, |NG(u) ∩W | ≥ 2}
=
∑
v∈NG(u)Dt(G, x){u ∈ W,NG(u) ∩W = {v}}+Dt(G, x){u ∈ W, |NG(u) ∩W | ≥ 2}
(7)
=
∑
v∈NG(u)Dt(G, x){u ∈ W,NG(u) ∩W = {v}, |NG−u(v) ∩W | ≥ 1}
+Dt(G, x){u ∈ W, |NG(u) ∩W | ≥ 2}
(4,5,6)
=
∑
v∈NG(u)[x
21G⊖u⊖v + xDt(G/u, x){NG(u) ∩W = {v}, |NG/u(v) ∩W | ≥ 1}]
+xDt(G/u, x){|NG(u) ∩W | ≥ 2}
(8)
=
∑
v∈NG(u) x
21G⊖u⊖v + x[Dt(G/u, x)−Dt(G− u, x){|NG(u) ∩W | = 0}].
Finally, combining (3) and the above equality, we can obtain that
Dt(G, x) = Dt(G, x){u ∈ W}+Dt(G, x){u /∈ W}
= Dt(G− u, x) + xDt(G/u, x)− (1 + x)Dt(G/u, x){NG(u) ∩W = ∅}
+
∑
v∈NG(u) x
21G⊖u⊖v
and Theorem 1 is true. ✷
By Theorem 1, we can get the following corollary.
Corollary 1.1 For any connected graph G, if either (i) there exist two vertices u, v ∈ V (G)
such that NG[v] ⊆ NG[u] or (ii) there exists a supporting vertex w ∈ NG(u), then
Dt(G, x) = Dt(G− u, x) + xDt(G/u, x) +
∑
v∈NG(u)
x21G⊖u⊖v.
Proof. Let W ⊆ V (G) such that NG(u)∩W = φ. For (i), since v cannot be dominated by
W , then Dt(G/u, x){NG(u) ∩W = φ} = 0. For (ii), we know that any supporting vertex w
must belong to any total dominating set W ′ of G. Otherwise, the pendant vertices adjacent
to w can not be dominated by W ′. Thus, Dt(G/u, x){NG(u) ∩ W = φ} = 0. Hence, by
Theorem 1, we have Corollary 1.1 is true. ✷
Apply Corollary 1.1 to a path Pn = v1v2...vn with n ≥ 5. Let u = v2, v ∈ NPn(u) = {v1, v3},
by Proposition 1(i) and (iii), we can get the recurrence relation of paths below.
Theorem 2 Let Pn be a path of order n ≥ 5,
Dt(Pn, x) = xDt(Pn−1, x) + x2Dt(Pn−3, x) + x2Dt(Pn−4, x).
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As an immediate consequence, we give the total domination polynomials of paths as follows.
Corollary 2.1 Let Pn be a path of order n ≥ 1,
Dt(Pn, x) =


2x
n
2
x+4
+ p(n), if n = 4m,
− (x2+3x)x
n−1
2
x+4
+ p(n), if n = 4m+ 1,
−2x
n
2
x+4
+ p(n), if n = 4m+ 2,
(x2+3x)x
n−1
2
x+4
+ p(n), if n = 4m+ 3,
where p(n) = (x+2−
√
x2+4x)(x−√x2+4x)n+(x+2+√x2+4x)(x+√x2+4x)n
2n+1(x+4)
.
Proof. If n = 1, 2, 3, 4, by Proposition 1(iv), Corollary 2.1 is true. If n ≥ 5, the characteristic
polynomial of the recursion of Theorem 2 is λ4−xλ3−x2λ−x2 = 0 with roots λ1 =
√−x, λ2 =
−√−x, λ3 = x+
√
x(x+4)
2
, λ4 =
x−
√
x(x+4)
2
. Hence,
Dt(Pn, x) = α1(x)λ
n
1 + α2(x)λ
n
2 + α3(x)λ
n
3 + α4(x)λ
n
4
with α1(x), α2(x, )α3(x) and α4(x) not dependent on n. Using the initial conditions in
Proposition 1(iv), we can form a system of equations for i = 1, 2, 3, 4, Dt(Pi, x) = α1(x)λ
i
1+
α2(x)λ
i
2+α3(x)λ
i
3+α4(x)λ
i
4. By solving this system, we get that α1(x) =
2+(x+3)
√−x
2(x+4)
, α2(x) =
2−(x+3)√−x
2(x+4)
, α3(x) =
x+2+
√
x(x+4)
2(x+4)
, α4(x) =
x+2−
√
x(x+4)
2(x+4)
.
Thus, by Dt(Pn, x) = α1(x)λ
n
1 +α2(x)λ
n
2 +α3(x)λ
n
3 +α4(x)λ
n
4 and setting n = 4m+ i with
i = 0, 1, 2, 3 respectively, we have Corollary 2.1 is true. ✷
Theorem 3 For any connected graph G and e = uv ∈ E(G),
Dt(G, x) = Dt(G−e, x)+x21G⊖u⊖v+(1+x)[Dt(G−e⊖u, x){v ∈ W}+Dt(G−e⊖v, x){u ∈ W}].
Proof. Let W be a total dominating set of G, we will consider the cases that whether
u, v ∈ W or not as follows.
Case 1. {u, v} ⊆ W .
If |NG(u)∩W | ≥ 2 and |NG(v)∩W | ≥ 2, then W is also a total dominating set of G− e;
If |NG(u) ∩ W | = 1 and |NG(v) ∩ W | = 1, that is, NG(u) ∩W = {v} and NG(v) ∩W =
{u}, then W − {u, v} is a total dominating set of G ⊖ u ⊖ v unless G ⊖ u ⊖ v = φ; If
|NG(u)∩W | = 1 and |NG(v)∩W | ≥ 2, then W −{u} is a total dominating set of G− e⊖u;
If |NG(u)∩W | ≥ 2 and |NG(v)∩W | = 1, thenW −{v} is a total dominating set of G−e⊖v.
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Hence, if G ⊖ u ⊖ v 6= φ, then Dt(G, x){{u, v} ⊆ W} = Dt(G − e, x){{u, v} ⊆ W} +
x2Dt(G⊖u⊖v, x)+xDt(G−e⊖u, x){v ∈ W}+xDt(G−e⊖v, x){u ∈ W}; If G⊖u⊖v = φ,
then Dt(G, x){{u, v} ⊆ W} = Dt(G − e, x){{u, v} ⊆ W} + x2 + xDt(G − e ⊖ u, x){v ∈
W}+ xDt(G− e⊖ v, x){u ∈ W}.
Case 2. {u, v} ∩W = φ.
Then W is also a total dominating set of G − e, that is, Dt(G, x){{u, v} ∩ W = φ} =
Dt(G− e, x){{u, v} ∩W = φ}.
Case 3. u ∈ W, v /∈ W.
Since W is a total dominating set of G, NG(v) ∩W 6= φ. If |NG(v) ∩W | ≥ 2, then W
is also a total dominating set of G− e; If NG(v) ∩W = {u}, then W is a total dominating
set of G − e ⊖ v. Hence, we have Dt(G, x){u ∈ W, v /∈ W} = Dt(G − e, x){u ∈ W, v /∈
W,W ∩NG−e(v) 6= φ}+Dt(G− e⊖ v, x){u ∈ W}.
Case 4. u /∈ W, v ∈ W .
Similar to Case 3, we have Dt(G, x){u /∈ W, v ∈ W} = Dt(G − e, x){v ∈ W,u /∈ W,W ∩
NG−e(u) 6= φ}+Dt(G− e⊖ u, x){v ∈ W}.
Finally, we have
Dt(G, x) = Dt(G, x){{u, v} ⊆W}+Dt(G, x){{u, v} ∩W = φ}
+Dt(G, x){u ∈ W, v /∈ W}+Dt(G, x){u /∈ W, v ∈ W}
= Dt(G− e, x) + x21G⊖u⊖v + (1 + x)[Dt(G− e⊖ u, x){v ∈ W}
+Dt(G− e⊖ v, x){u ∈ W}]
and Theorem 3 is true. ✷
By applying Theorems 2 and 3, we can obtain the recurrence relations of total domination
polynomials for cycles.
Theorem 4 For any cycle Cn = v1v2 · · · vnv1 with n ≥ 7,
Dt(Cn, x) = xDt(Cn−1, x) + x2Dt(Cn−3, x) + x2Dt(Cn−4, x).
Proof. Let Pn = Cn − e = v1v2...vn, where e = v1vn. We begin with the proof by Claim 1.
Claim 1. Dt(Pn, x){vn ∈ W} = xDt(Pn−1, x){vn−1 ∈ W} + x2Dt(Pn−3, x){vn−3 ∈ W} +
x2Dt(Pn−4, x){vn−4 ∈ W}.
Proof of Claim 1. For i ≥ 1, let S0 = {W : W ∈ Dt(Pn, i), vn ∈ W}, S1 = {W1 ∪ {vn} :
W1 ∈ Dt(Pn−1, i− 1), vn−1 ∈ W1}, S2 = {W2 ∪ {vn, vn−1} :W2 ∈ Dt(Pn−3, i− 2), vn−3 ∈ W2}
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and S3 = {W3 ∪ {vn, vn−1} : W3 ∈ Dt(Pn−4, i − 2), vn−4 ∈ W3}. Now it is enough to show
that S0 = S1 ∪ S2 ∪ S3.
It is obvious that S1 ∪ S2 ∪ S3 ⊂ S0. Conversely, choose any W ∈ S0. The definition of
total dominating set yields that vn−1 ∈ W . If vn−2 ∈ W , set W1 = W − {vn}, that is, W1 ∈
Dt(Pn−1, i−1) andW1∪{vn} ∈ S1. If vn−2 /∈ W and vn−3 ∈ W , then vn−4 ∈ W and therefore
setW2 =W−{vn, vn−1}, that is, W2 ∈ Dt(Pn−3, i−2) andW2∪{vn, vn−1} ∈ S2. If vn−2 /∈ W
and vn−3 /∈ W , then vn−4 ∈ W, vn−5 ∈ W and therefore set W3 = W − {vn, vn−1}, that is,
W3 ∈ Dt(Pn−4, i−2) andW3∪{vn, vn−1} ∈ S3. Thus, S0 ⊂ S1∪S2∪S3. Hence, Dt(Pn, x){vn ∈
W} = xDt(Pn−1, x){vn−1 ∈ W}+x2Dt(Pn−3, x){vn−3 ∈ W}+x2Dt(Pn−4, x){vn−4 ∈ W} and
Claim 1 is true. ✷
By Theorems 2, 3 and Claim 1, we have
Dt(Cn, x)
Theorem 3
= Dt(Pn, x) + x
2Dt(Pn−4, x) + (1 + x)(Dt(Cn − e− v1 − v2, x){vn ∈ W}
+Dt(Cn − e− vn − vn−1, x){v1 ∈ W})
= Dt(Pn, x) + x
2Dt(Pn−4, x) + 2(1 + x)Dt(Pn−2, x){v1 ∈ W}
Theorem 2
= [xDt(Pn−1, x) + x2Dt(Pn−3, x) + x2Dt(Pn−4, x)]
+x2[xDt(Pn−5, x) + x2Dt(Pn−7, x) + x2Dt(Pn−8, x)]
+2(1 + x)[xDt(Pn−3, x){v1 ∈ W}+ x2Dt(Pn−5, x){v1 ∈ W}
+x2Dt(Pn−6, x){v1 ∈ W}]
Simplify
= x(Dt(Pn−1, x) + x2Dt(Pn−5, x) + 2(1 + x)Dt(Pn−3, x){v1 ∈ W})
+x2(Dt(Pn−3, x) + x2Dt(Pn−7, x) + 2(1 + x)Dt(Pn−5, x){v1 ∈ W})
+x2(Dt(Pn−4, x) + x2Dt(Pn−8, x) + 2(1 + x)Dt(Pn−6, x){v1 ∈ W})
Claim 1
= xDt(Cn−1, x) + x2Dt(Cn−3, x) + x2Dt(Cn−4, x).
Thus, Theorem 4 is true. ✷
As a direct consequence, we obtain the total domination polynomials of cycles below.
Corollary 4.1 For any cycle Cn with n ≥ 3 vertices,
Dt(Cn, x) =
{
2(−x)n2 + q(n), if n = 2m,
q(n), if n = 2m+ 1,
where q(n) = (x−
√
x2+4x)n+(x+
√
x2+4x)n
2n
.
Proof. If n = 3, 4, 5 or 6, by Proposition 1(v), Corollary 4.1 is true. If n ≥ 7, the
characteristic polynomial of the recursion of Theorem 4 is λ4−xλ3−x2λ−x2 = 0 with roots
9
λ1 =
√−x, λ2 = −
√−x, λ3 = x+
√
x(x+4)
2
, λ4 =
x−
√
x(x+4)
2
. Thus,
Dt(Cn, x) = α1(x)λ
n
1 + α2(x)λ
n
2 + α3(x)λ
n
3 + α4(x)λ
n
4
with α1(x), α2(x, )α3(x) and α4(x) not dependent on n. Using the initial conditions in
Proposition 1(v), we form a system of equations for i = 3, 4, 5, 6, Dt(Ci, x) = α1(x)λ
i
1 +
α2(x)λ
i
2 + α3(x)λ
i
3 + α4(x)λ
i
4. By solving this system, we get α1(x) = α2(x) = α3(x) =
α4(x) = 1.
Thus, by Dt(Cn, x) = λ
n
1 + λ
n
2 + λ
n
3 + λ
n
4 and setting n = 2m + i with i = 0, 1, we have
Corollary 4.1 is true. ✷
3 On total domination polynomials of special graphs
In this section, we obtain the sharp upper bounds of the coefficients of total domination
polynomials for trees and characterize the corresponding graphs attaining such bounds.
Theorem 5 Let Tn be a tree in T n that is a class of trees with n vertices.
(i) dt(Tn, i) ≤
(
n−1
i−1
)
and the equality holds if and only if Tn = Sn.
(ii) There is no tree T ′ in T n such that dt(Tn, i) ≥ dt(T ′, i) for each i ≥ 2.
Proof. If n = 0, 1, then Dt(Tn, x) = 0, that is , Theorem 5(i) is true. Next we only consider
the case that n ≥ 2. By Proposition 2, γt(Tn) ≥ 2 and it is easy to see that dt(Sn, i) =
(
n−1
i−1
)
.
Let r be the number of supporting vertices of Tn. Since n ≥ 2, then r ≥ 1. By
(
n−r
i−1
) ≤ (n−1
i−1
)
,
we obtain that Sn attains the maximal value for all the coefficients. Thus, (i) is true.
Now we will prove (ii) by the contradiction. Assume that T1 attains the minimal value at
all of the coefficients. By Proposition 1(ii), we have dt(T1, n−1) = n− r. Since dt(T1, n−1)
attains the minimal value, then r is as big as possible. Thus, r = ⌊n
2
⌋, that is, dt(T1, n−1) =
n−⌊n
2
⌋ = ⌈n
2
⌉. On the other hand, since Dt(G, x) =
∑n
i=γt(G)
dt(G, i)x
i and in order to obtain
that every coefficient is as small as possible, then we would need that γt is as big as possible.
By Proposition 2, choose a tree T2 such that γt(T2) = ⌊2n3 ⌋. Thus, dt(T2, ⌊2n3 ⌋ − 1) = 0.
Since T1 contains only two types of vertices: Vp and Vs, where Vp and Vs are the sets of
all pendant vertices and supporting vertices of T1 respectively, then every vertex of Vp ∪ Vs
is dominated by some supporting vertices. Otherwise, T1 is not a connected graph. Thus,
γt(T1) = ⌊n2 ⌋ and dt(T1, ⌊2n3 ⌋ − 1) > 0 = dt(T2, ⌊2n3 ⌋ − 1), a contradiction with the choice of
T1. Therefore, Theorem 5(ii) is true. ✷
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By setting x = 1, Dt(G, 1) is the number of all total domination sets in G. Togethering
with Theorem 5, we have the following corollary.
Corollary 5.1 Let T n be a class of trees with n vertices, then Sn contains maximal number
of total domination sets in T n.
By Corollary 2.1 and the proof of Theorem 5, we can obtain the special values of total
domination polynomials on certain graphs when x = −1.
Theorem 6 Let Sn, Pn be a star and a path with n vertices. Then
(i) Dt(Sn,−1) = 1;
(ii) Dt(Pn0,−1) = Dt(Pn2,−1) = Dt(Pn3 ,−1) = Dt(Pn5 ,−1) = 1, Dt(Pn1,−1) = Dt(Pn4,−1)
= 0, where ni = i(mod 6) and i = 0, 1, ..., 5.
Proof. (i) Since γt(Sn) = 2 and Dt(Sn,−1) =
∑n
i=2 dt(Sn,−1)(−1)i =
∑n
i=2
(
n−1
i−1
)
(−1)i,
then let j = i− 1, we have
Dt(Sn,−1) =
∑n−1
j=1
(
n−1
j
)
(−1)j+1
= (−1)[∑n−1j=1 (n−1j )(−1)j ]
= (−1)[∑n−1j=0 (n−1j )(−1)j − (n−10 )(−1)0]
= (−1)[(1− 1)n−1 − 1] = 1.
For (ii), by Corollary 2.1 and setting x = −1, we have Dt(Pn,−1) = 2+cos(
2npi
3
)−√3sin( 2npi
3
)
3
.
Let ni = 6m+ i with m ≥ 0 and i = 0, 1, ..., 5, one can obtain that
Dt(Pn0 ,−1) = Dt(Pn3,−1) = Dt(Pn5,−1) = 2+cos(4mpi)−
√
3sin(4mpi)
3
= 1,
Dt(Pn1 ,−1) = Dt(Pn4,−1) = 4sin
2(2mpi)
3
= 0,
Dt(Pn2 ,−1) = 2+
√
3cos( 1
6
−4m)pi+cos 4(1+3m)pi
3
3
= 1.
Thus, Theorem 6 is true. ✷
From Theorem 6, we see that Dt(Sn,−1) = 1 and 0 ≤ Dt(Pn,−1) ≤ 1. In general,
Theorem 7 shows that the number of all total dominating sets of even size and that of odd
size for any forest can differ by at most 1.
Theorem 7 Let Fn be any forest with n vertices, then Dt(Fn,−1) ∈ {0, 1}
Proof. By Proposition 1(iii), we will only need to consider Fn as a tree. If n = 0, 1, then
Dt(Fn,−1) = 0 and Theorem 7 is true. If n = 2, 3, then Fn is a path. By Proposition 1(iv),
we have Dt(Fn,−1) = 1 and the proof is done.
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Now we will prove it by induction on n ≥ 4. For n = 4, either Fn is a path P4 or a star
S4. Also, by Theorem 6, we have Dt(P4,−1) = 0 and Dt(S4,−1) = 1. Next assume that
Dt(Fs,−1) ∈ {0, 1} with s < n and consider Fn. Choose u to be any pendant vertex of Fn
and set v ∈ N(u). By Theorem 1, we have
Dt(Fn,−1) = Dt(Fn − u,−1)−Dt(Fn/u,−1) +
∑
v∈NG(u) 1G⊖u⊖v
= Dt(Fn − u,−1)−Dt(Fn/u,−1) +
∑
v∈NG(u),G⊖u⊖v=φ 1
+
∑
v∈NG(u),G⊖u⊖v 6=φDt(G⊖ u⊖ v,−1).
Since Fn is a tree and u is a pendant vertex, then Fn − u = Fn/u, that is, Dt(Fn − u,−1) =
Dt(Fn/u,−1). For G ⊖ u ⊖ v = φ, we have Dt(Fn,−1) = 1; For G ⊖ u ⊖ v 6= φ, we can
obtain that G ⊖ u ⊖ v must have at least one components Bi≥1. If one of the components
is an isolated vertex, by Proposition 1(i) and (iii), one can obtain that Dt(Fn,−1) = 0.
If every component Bi is a tree with at least two vertices, by the induction hypothesis,
we have Dt(Bi,−1) ∈ {0, 1}. Thus, by Proposition 1(iii), we have Dt(G ⊖ u ⊖ v,−1) =∏
i≥1Dt(Bi,−1) ∈ {0, 1} for all the cases. Therefore, Theorem 7 is true. ✷
The following result gives the relation between vertex set of degree 2 and coefficients of
total domination polynomials.
Theorem 8 If G is a connected graph of order n, then the number of vertices of degree 2
is at least
(
n
2
) − (r
2
) − r(n − r)− dt(G, n− 2), where r is the number of supporting vertices
in G.
Proof. Let L0 = {v : d(v) = 2 and none of N(v) is a supporting vertex}, that is, |L0| is at
most the number of vertices of degree 2. It is enough to show that dt(G, n−2) =
(
n
2
)−(r
2
)−
r(n−r)−|L0|. Now we use ”a pair” to give another representation of L0. Set L = {{v1, v2} :
there exists v ∈ V (G) such that NG(v) = {v1, v2} and none of v1, v2 is supporting vertex
}
,
then |L| = |L0|. Next, for any vertices v1, v2 of V (G), we define
L1 = {V (G)− {v1, v2} : there exists v ∈ V (G) such that NG(v) = {v1, v2}},
L2 = {V (G)− {v1, v2} : at least one of v1, v2 is a supporting vertex},
T = {V (G)− {v1, v2} : V (G)− {v1, v2} is not a total dominating set of G}.
Then |L| = |L1| − |L2| and |L2| =
(
r
2
)
+ r(n− r). Now we first show Claim 2.
Claim 2. T = L1 ∪ L2.
Proof of Claim 2. Clearly, L1 ∪ L2 ⊆ T . Next we will show that T ⊆ L1 ∪ L2. Take
W = V (G)− {v1, v2} ∈ T and since W is not a total dominating set of G, by the definition
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of total dominating set, there exists u ∈ V (G) such that NG(u) ⊆ {v1, v2}. If u ∈ W , then
dG(u) ≤ 2. When dG(u) = 2, then NG(u) = {v1, v2}, that is, W ∈ L1. When dG(u) = 1,
then u is a pendant vertex. Without loss of generality, set NG(u) = {v1}, that is, v1 is a
supporting vertex and W ∈ S2. We know |W | = n − 2, if u /∈ W , then u is either v1 or v2.
Without loss of generality, say u = v1. Since k = 0 and N(u) ∩W = φ, then NG(u) = v2,
that is, v2 is a supporting vertex. Thus, W ∈ L2 and Claim 2 is true. ✷
By the definition of total dominating set and Claim 2, we have
dt(G, n− 2) =
(
n
2
)− |L1 ∪ L2| = (n2)− (|L1|+ |L2| − |L1 ∩ L2|)
=
(
n
2
)− ((r
2
)
+ r(n− r))− (|L1 | −|L1 ∩ L2|)
=
(
n
2
)− (r
2
)− r(n− r)− |L1 − L2|
=
(
n
2
)− (r
2
)− r(n− r)− |L|.
Therefore, Theorem 8 is true. ✷
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